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Using a Dexterous Robotic Hand for Automotive Painting Quality Inspection
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FILLLLLLLLLL Francisco M. Ribeiro FILLLLLLLLLL
INESC TEC

Porto, Portugal
francisco.m.ribeiro@inesctec.pt

Abstract—The rapid evolution of industrial automation has rev-
olutionised industries over the past few decades, with technology
replacing manual labour through the integration of industrial
robots. This paper delves into the pivotal role of industrial
automation in bolstering productivity, curtailing labour costs,
and elevating product quality, paramount pursuits for businesses
striving for competitiveness. Situated within a “Digitisation of
Human Skills” project, this research focuses on automating
tasks in the automotive industry, specifically automotive painting
quality inspection. The proposed approach combines a Shadow
Dexterous Hand and a UR5 robotic arm, controlled through tele-
operation with the BioIK kinematic retargeting algorithm. Two
methods, OpenPose and MediaPipe, were assessed for acquiring
human hand data for teleoperation. The study demonstrates
the successful replication of human movements for automotive
painting quality inspection utilising BioIK and MediaPipe, un-
derscoring the potential of automation in this critical industrial
domain.

Keywords—Shadow Dexterous Hand; UR5; MediaPipe; BioIK;
teleoperation.

I. INTRODUCTION

The automation of industrial processes has undergone sig-
nificant evolution in recent decades, fundamentally transform-
ing the operational landscape of the industries. Beginning in
the 1960s, advancements in technology have led to the gradual
replacement of manual labour with industrial robots, as noted
in [1].

In fact, industrial automation has become imperative for
companies striving to maintain competitiveness in the con-
temporary marketplace, owing to its inherent advantages [2].
Chief among these advantages is the substantial increase in
productivity [3], attributable to the rapidity of robots compared
to human operators, facilitating uninterrupted processes. Ad-
ditionally, reduced reliance on human labour translates into
decreased labour costs and fewer human errors, ultimately
enhancing product quality.

As elucidated, this expansive domain of industrial automa-
tion holds immense potential and is poised to play a pivotal
role in the future of various industries. Consequently, opti-
mising the level of industrial automation should be a primary
focus for companies.

This paper is situated within the context of the project
“Digitalização da Arte Humana” (Cibertoque), translated as
“Digitisation of Human Skills”, which aims to develop a
robotic system capable of replicating human movements for

the purpose of automating certain tasks within the automotive
industry, specifically at Stellantis company. The paper’s par-
ticular focus lies in the realm of automotive painting quality
inspection. The research presented constitutes the initial phase
of a study whose ultimate goal is to fully automate this task
by ideally replacing human operators with robotic systems.

For the accomplishment of the aforementioned task, the
proposed approach involves controlling a Shadow Dexterous
Hand [4] coupled with a UR5 [5], a collaborative robotic arm.
The Shadow Hand consists of an anthropomorphic robotic
hand that provides high flexibility of movements due to its
24 joints, specifically engineered to replicate, with the utmost
fidelity, the kinematics and precision of the human hand.
The control of this robotic set will be executed based on
teleoperation, leveraging the kinematic retargeting algorithm
BioIK. In order to acquire the human hand data for the
teleoperation process, two methods will be explored, namely
OpenPose and MediaPipe.

The paper is structured as follows: Section II presents a
comprehensive literature review encompassing relevant topics;
Section III elucidates the detailed implementation process of
the algorithms employed; Section IV showcases the results
achieved through the application of the methods discussed in
Section III; and lastly, Section V offers conclusions drawn
from the work developed in this study and the future work.

II. LITERATURE REVIEW

In this section, pertinent subjects will be addressed within
the context of this paper. For each of the topics, the respective
literature review will be presented.

In order to execute the teleoperation of an anthropomorphic
robotic hand, various methods have been explored. Some
studies have proposed approaches for human hand motion
acquisition involving the use of data gloves, as demonstrated
in [6] [7] [8], or gloves equipped with passive markers, as doc-
umented in [9] [10]. In addition, certain research endeavours
have focused on methods for non-anthropomorphic robotic
grippers, exemplified by [11] [12].

However, the present study is dedicated to implementing a
teleoperation method tailored for an anthropomorphic robotic
hand and leveraging vision-based techniques to capture human
hand motion, offering distinct advantages in terms of flexibility
and freedom. Notably, it eliminates the necessity of wearing

1Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-132-9
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restrictive gloves. This choice was motivated by the alignment
of these techniques with the specif ic requirements of auto-
motive painting inspection and their cost-effectiveness when
compared to the utilisation of data gloves.

Subsequently, the methods used will be presented and stud-
ied, organised into two sections: data acquisition and kinematic
retargeting.

A. Data Acquisition

Within vision-based methods, there are two well-known
algorithms, namely OpenPose [13] and MediaPipe [14].

OpenPose, founded on a convolutional neural network,
stands out as the pioneering real-time, multi-person system de-
signed to collectively detect 135 human body, hand, facial, and
foot keypoints. Its selection is primarily attributed to its high
accuracy, even in challenging scenarios characterised by occlu-
sions and cluttered backgrounds. OpenPose’s prowess is sub-
stantiated by its superior performance on two datasets, namely
Max Planck Institute Informatik (MPII) Human Pose [15]
and Common Objects in Context (COCO) [16], where it
outperformed prior methods, thus attaining a state-of-the-art
status. Additionally, OpenPose’s real-time capabilities align
seamlessly with the requirements of robotic hand teleoperation
and it is an open-source method, meaning it is freely available
for research utilisation. Furthermore, in [17], an evaluation of
pose estimation accuracy was conducted utilising OpenPose in
conjunction with a single RGB-D camera, this study reported
a good performance by OpenPose, highlighting the standard
deviation of the detected keypoints below 3 millimetres, indi-
cating a high level of repeatability.

On the other hand, MediaPipe, developed by Google, also
offers a high-fidelity solution for hand and finger tracking,
leveraging machine learning algorithms to infer 21 hand
keypoints from a single image. Unlike other methods, such
as OpenPose, that rely primarily on powerful desktop environ-
ments, MediaPipe distinguishes itself by its low computational
footprint, making it possible to achieve real-time performance
even on a mobile phone and inclusively scaling to multiple
hands. This real-time performance was, in fact, tested in three
mobile devices, namely Google Pixel 3, Samsung S20 and
iPhone 11, achieving impressing processing times, such as
16.1, 11.1 and 5.3 milliseconds, respectively, utilising the
“Full” model [14]. The MediaPipe algorithm has demonstrated
its efficacy in various robotic applications, such as in [18],
where it effectively captured hand positions with good-quality
results. This capability has translated into successful robot con-
trol by hand gestures, showcasing the algorithm’s reliability
and practical utility in real-world scenarios.

B. Kinematic Retargeting

Transitioning to the control of the robotic hand, this sub-
section undertakes a comprehensive exploration of existing
literature on kinematic retargeting algorithms.

Notable among these is BioIK, first introduced in [19].
Then, a clean and high-performance C++ version of the same
algorithm was presented in [20].

BioIK is an open-source software package for Robot Op-
erating System (ROS) featuring a bio-inspired optimisation
algorithm adept at solving complex optimisation problems,
such as inverse kinematics. This algorithm is distinguished
by its user-defined weighted goals, offering a high degree
of flexibility and control encompassing 18 goal types. These
goals include the fundamentals, such as position, orientation,
and pose (position and orientation) goals, but also include
more complex goals, such as:

• Minimal Displacement Goal: tries to keep each joint
angle as close as possible to the previous one;

• Centre Joints Goal: tries to keep each joint centred at the
respective joint limits;

• Avoid Joint Limits: similar to Centre Joints Goal;
• Look At Goal: tries to align the orientation of a specified

link to a goal position;
• Maximum Distance Goal: tries to keep the position of

a specific link within a maximum range from a goal
position.

To elucidate the operational efficacy of BioIK, the authors
conducted a series of illustrative demonstrations, including
one involving the integration of the Shadow Hand with the
KUKA LWR 4+ robotic arm. This particular demonstration
focused on the application of BioIK to plan the robotic hand
and arm motions for turning a wheel button on an audio
mixer, as visually represented in Figure 1. For the execution
of this task, a tripod grasp configuration was employed, with
precise control exerted over the thumb, first finger, and middle
finger through the BioIK algorithm. The final trajectory was
achieved by combining a set of 200 solutions generated by
the BioIK algorithm. This approach resulted in the Shadow
Hand’s successful manipulation of the wheel button, achieving
the desired rotation without any incidence of slippage or
unintended disengagement.

Figure 1. Shadow Hand experiment performed in Gazebo simulation and in
reality [20]

In [21], Shuang Li et al. introduced a novel approach
to address the complex challenge of kinematic retargeting,
leveraging neural network techniques.

In this paper, the authors presented TeachNet, a novel
end-to-end neural network architecture. This architecture’s
primary objective is the estimation of joint angles requisite
for replicating the configuration of the human hand within the

2Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-132-9
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robotic domain, specifically with the utilisation of a Shadow
Dexterous Hand.

The task of directly solving joint regression problems from
human hand images is known to be a particularly challenging
one. This difficulty primarily stems from the inherent distinc-
tion between the domains occupied by the robot hand and
the human hand. In light of this, TeachNet comprises two
distinctive branches: the robot hand branch, which assumes
the role of a teacher, and the human hand branch, serving as
the student. Both branches operate with depth images as input
and jointly output the required joint angles. Between these
two branches, there is a consistency loss strategically designed
to align the corresponding features. To better understand the
network architecture, it is illustrated in Figure 2.

Figure 2. TeachNet architecture [21]

In order to train the developed network, the authors created
a new dataset utilising the existing dataset BigHand2.2M [22]
and the aforementioned BioIK solver. The process involved
the extraction of depth images from the BigHand2.2M dataset
and subsequently mapping the corresponding hand keypoints
into the corresponding joint angles of the Shadow Hand with
BioIK. The solver was set with the following goals: mapping
of fingertip positions with a weight of 1, mapping of proximal
interphalangeal joint positions with a weight of 0.2, and lastly,
mapping proximal and distal phalanges with a weight of 0.2.

Figure 3. Successful teleoperation results [21]

Finally, to evaluate the efficacy of the proposed method, a
series of hand gestures were executed by five novice teleop-
erators and replicated by Shadow Hand. This test resulted in
a success rate of 78.26%, being some of the successful poses
presented in Figure 3. Furthermore, manipulation experiments
were also performed and compared regarding the necessary
time to accomplish a specific task with the DeepPrior++ [23]
method. The outcomes underscored the notable efficiency
gains achieved through the application of TeachNet, with an
average task execution time reduction of 57% compared to the
utilisation of DeepPrior++.

III. IMPLEMENTATION

This section delves into the implementation of the algo-
rithms previously mentioned in Section II.

A. Data Acquisition

Regarding the data acquisition phase, first, OpenPose was
employed together with Microsoft Kinect v2, similarly as in
[17]. The Kinect integrates a FullHD (1920 x 1080 pixels)
RGB camera and a 512 x 424 pixels resolution depth camera.
In addition, it utilises time-of-flight (ToF) technology to cap-
ture depth. This method measures distances based on, as the
name implies, time-of-flight, i.e., the round trip time of a light
signal emitted and then received by the device.

In the case of OpenPose, the Kinect had two primary pur-
poses. Firstly, capturing 2D images of the human hand, these
frames were processed by OpenPose to detect the correspond-
ing 2D hand keypoints. Subsequently, the depth information
associated with the detected keypoints was extracted also from
Kinect, resorting to its depth sensor.

Afterwards, and resulting from the poor results achieved
with OpenPose, detailed in Section IV, MediaPipe was tested
in conjunction with a stereo-vision ZED camera. The ZED is
a stereo camera developed by StereoLabs that captures high-
definition images with depth in real-time. The camera utilises
two sensors with a baseline of 12 centimetres to mimic the
human stereoscopic vision, enabling it to generate a depth
map for, ideally, each pixel in the image. The camera has
a resolution of up to 2K (2208 x 1242 pixels) and a field of
view of 110 degrees horizontally and 60 degrees vertically.

In this specific case, the ZED camera was utilised solely
for capturing 2D raw images from both cameras, functioning
as two independent cameras. However, the fixed and known
baseline, i.e., the distance between the two cameras, pro-
vided an advantageous condition for applying stereo-vision
techniques. The approach for 3D detection of human hand
keypoints involved the independent 2D detection of keypoints
for each camera with MediaPipe, followed by the conversion
of these 2D positions from both cameras into depth values
utilising stereo-vision techniques, following the formula:

Depth =
f ·B
d

(1)
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where f corresponds to the focal length, B to baseline and d to
disparity, this is, the distance in pixels between corresponding
keypoints in the left and right images.

B. Kinematic Retargeting

Moving to the kinematic retargeting algorithm, based on
the analysis of the algorithm realised in Section II, the BioIK
algorithm was selected for mapping human movements to the
robotic system composed of the robotic arm and hand. BioIK
was favoured due to its ability to simultaneously control the
robotic arm and hand.

Prior to running the solver itself, some processing was
applied to the keypoints; namely, the acquired human hand
keypoints were transformed in a way that the links (distance
between two keypoints, equivalent to bones distance) had the
same size as the respective ones in the Shadow Hand. For
this, an iterative process was performed, starting from the
wrist and ending at each fingertip. This process consisted of
maintaining the direction of each link and changing its size
according to the respective link in the robotic hand. Being
K a hand keypoint and dlink the Shadow Hand corresponding
link distance between two keypoints, the mentioned iterative
process can be described by:

Ki+1 = Ki + dlink ·
−−−−−→
Ki Ki+1

||
−−−−−→
Ki Ki+1||

(2)

The final objective of applying this technique was to get better
results since the BioIK solver is based on inverse kinematics.
The result of the application of this technique is shown in
Figure 4. Being Shadow Hand designed to be the same size
as a human hand, the difference between keypoints is not
substantial, except for the little finger since all the robotic
hand primary fingers have the same size, but in reality, the
little finger is smaller than the other primary fingers.

Figure 4. Keypoints before (in blue) and after (in white) the application of
robotic hand mapping

Considering the implementation of BioIK itself, a total of
6 different goal types were utilised. The respective goals and
their weights are detailed below:

• Position goals for fingertips mapping with weights of 1.0;
• Position goals for knuckles mapping with weights of 0.2;
• Position goals for wrist mapping with a weight of 0.25;
• Direction goals for proximal phalanges of the primary

fingers with weights of 0.1;

• Direction goals for intermediate and distal phalanges of
the thumb with weights of 0.1;

• Joint function goals for dealing with the coupled joints
with a weight of 1.0;

• Centre joints goal with a weight of 0.1;
• Minimal displacement goal with a weight of 0.15;
• Joint function goal to ensure a maximum wrist extension

with a weight of 0.5;
• Joint function goal to ensure a workspace above the base

plane of UR5 with a weight of 0.15.
It should be noted that the penultimate goal mentioned

aims to prevent collisions between the robotic hand’s forearm
and the bonnet where the paint quality inspection took place.
Considering the physical properties of the Shadow Hand, if
the hand and respective forearm were horizontally aligned,
i.e., with null flexion of the wrist, the forearm would collide
with the bonnet.

In summary, the procedure for performing this task involved
capturing the keypoints of the human hand and subsequently
providing them to the BioIK algorithm, which aims to de-
termine the positions of each joint in the robotic arm and
hand, thereby replicating the previously recorded movement,
including the intrinsic hand movements and its spatial position.
Lastly, these joints’ positions were sent to Shadow Hand and
UR5, resorting to SrRobotCommander, a high-level interface
to control the robotic set.

The algorithms were implemented on a computer with the
following specifications:

• Central Processing Unit (CPU): AMD Ryzen™ 9
7950X3D

• Random Access Memory (RAM): 32.0 GB
• Graphics Processing Unit (GPU): NVIDIA GeForce RTX

4090 24GB

IV. RESULTS

This section presents and discusses the outcomes obtained
with the deployment of the algorithm described in Section III.

Commencing with the data acquisition, MediaPipe has
shown a notable superior performance relative to OpenPose.

During testing with OpenPose algorithm, it was observed
that specific keypoints, in particular the fingertips, were fre-
quently detected incorrectly, leading to significant deviations
from their actual positions. After further examination, it was
found that these deviations were due to the integration with
Microsoft Kinect. A slight difference between the actual
fingertip and its detection by OpenPose was enough for the
depth value extracted from the Kinect to deviate from the
fingertip and correspond, for example, to the background,
thus inevitably resulting in a keypoint position measurement
quite dissimilar to the actual one. To minimise the impact
of this issue, a median filter was applied to the acquired
keypoints position. This filter was chosen due to the low
influence of outliers on the filtered result. Figure 5 illustrates
the effectiveness of the median filter in removing outliers, such
as the wrongly detected index fingertip by OpenPose.
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Figure 5. Hand keypoints before (in blue) and after (in white) the application
of the median filter

In addition to this initial problem, OpenPose proved to be
highly unstable. Frequently, this software incorrectly detected
some of the fingers, as can be seen in Figure 6 by the change
in the characteristic detection colour of each finger.

Figure 6. OpenPose misdetections (left image for reference)

Considering these results, in addiction to the fact that
OpenPose is extremely computationally heavy compared with
MediaPipe, this last method was chosen.

Moving on to the BioIK kinematic retargeting algorithm,
its execution time has been experimentally verified as 200
milliseconds, with an end-to-end time delay of about 1 second.
When practically applied, it was possible to infer that it
behaved as initially expected, replicating with a fair degree
of precision the movements made by the human hand.

Once both the acquisition method and kinematic retargeting
algorithm were well defined, experimental tests were con-
ducted to evaluate the developed algorithm.

Figure 7. Automotive painting quality inspection algorithm diagram

The complete algorithm sequence, presented in Figure 7,
for the accomplishment of the automotive painting quality
inspection, includes the following steps:

1) Capture human hand images with a ZED camera;
2) Acquire 3D hand keypoints positions, utilising Me-

diaPipe and stereo-vision techniques, according to a
referential frame positioned on the car bonnet;

3) Change the referential frame from the car bonnet to the
robot frame;

4) Calculate the robotic set joints’ angles utilising BioIK;
5) Lastly, send the calculated joints to the robotic set.
Throughout the various iterations of tests carried out, slight

differences (mostly less than a centimetre) were observed in
the depth component, normal to the surface, of the acquired
points. Consequently, in some instances, the robotic hand
exhibited slight deviations from the surface.

Figure 8. Automotive painting quality inspection process

Nonetheless, despite these minor discrepancies, the algo-
rithm proved effective in replicating human movements, as
evidenced by the series of frames presented in Figure 8,
extracted from a demonstration video [24] showcasing the
algorithm’s execution.

V. CONCLUSION AND FUTURE WORK

The research undertaken in this study focused on advancing
the automation of quality inspection in automotive painting,
specifically by replicating human movements through the
integration of an anthropomorphic robotic hand, Shadow Dex-
terous Hand, and a UR5 robotic arm. Through the exploration
of kinematic retargeting techniques, BioIK emerged as the
preferred algorithm due to its efficient control over both the
robotic arm and hand.

In the process, the integration of OpenPose and Medi-
aPipe for data acquisition revealed notable insights. Despite
initial considerations, OpenPose faced challenges related to
precision and stability, leading to its exclusion from the final
methodology. These challenges served as valuable lessons in
the selection of appropriate technologies and highlighted the
importance of robust data acquisition methods in achieving
accurate task replication.

The exclusion of OpenPose prompted a reevaluation of
alternative options for data acquisition. MediaPipe, with its
more stable performance, was successfully integrated.

Regarding the automotive painting quality inspection task,
thanks to the utilisation of the BioIK together with MediaPipe
and stereo-vision techniques, successful replication of move-
ments resembling those performed by a human operator during
the paint quality inspection task was achieved.
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As future work, it would be very interesting to integrate
more sophisticated and especially more suitable tactile sensors
into the robotic hand, particularly at the fingertips, capable
of providing detailed and nuanced feedback. This integration
would elevate the precision and effectiveness of the automated
automotive painting quality inspection system.
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Abstract—Detailed information for comparisons between prod-
ucts is necessary in consumers’ product purchasing process,
especially during the information search and choice evaluation
phases. However, conventional product descriptions, which are
the main source of information, tend to focus only on the
product in question, and thus do not adequately express the
differences between products. To solve this problem, garments
are treated as target products, and a caption-generation method
that emphasizes the differences between pairs of garment images
using a deep-learning model for image caption-generation is
proposed and its effectiveness verified. The proposed method
selects and outputs captions that express differences in features
from a set of captions generated for input-garment image pairs.
Subject experiments confirmed that the proposed method accu-
rately represented the feature differences between garments and
provided useful information for consumers to compare garments.
In particular, the proposed method is highly effective for garment
pairs with similar features.

Keywords-deep learning; image captioning; consumer support;
information provision.

I. INTRODUCTION

In the field of consumer behavior, the sequence of processes
involved in the purchase of a product is widely recognized as
the purchase decision-making process [1]. This process com-
prises five stages: problem recognition, information search,
alternative evaluation, purchase decisions, and post-purchase
evaluation. In the problem recognition phase, consumers iden-
tify their needs and problems, and collect information to
satisfy them in the information search phase. In the evaluation
of alternatives, the consumer compares and evaluates products
based on the collected information, and selects and purchases
a specific product in the purchase decision stage. In the post-
purchase evaluation, the degree of satisfaction was determined
based on the results of the product use. During the information
search and evaluation of alternatives phase, consumers need
detailed information to understand the characteristics and
differences of products and make the right choices. This

information can originate from a variety of sources, such
as user reviews, expert opinions, and comparison websites;
however, product descriptions are one of the most important
sources of information that consumers interact with in the early
stages of their purchasing decisions. Product descriptions can
successfully convey the basic features of a product; however,
they tend to focus only on the product in question and do
not adequately describe the differences between products. This
lack of information may affect consumers’ final purchasing
decisions and post-purchase evaluations.

Image-caption generation is a research area for generating
descriptive text from images; however, it primarily generates
a single sentence for a single input image. It is impossible
to generate a caption for each image by considering the
relationships between multiple images. Some studies have
aimed to generate distinctive image captions by comparing
input images with similar images in a database; however, they
cannot specify the images to be compared, as was the aim of
this study.

This study aimed to provide adequate information to con-
sumers when comparing products. As a concrete initial effort
towards this goal, a method for generating captions that
highlight the differences between two products is proposed
and evaluated. Clothing is selected as the target product.
Clothing is an everyday purchase for consumers and has
various features, such as pattern, material, length, and collar
shape. Therefore, consumers need to compare product features
during product selection. In the proposed method, two different
garment images are independently input into an image-caption
generation model to generate multiple captions. Next, the
prominence of each attribute in each image is calculated using
the garment attribute estimation model and the frequency of
occurrence in the caption. This is compared between images,
and the caption containing more salient attributes than one
image is selected from the multiple captions generated for each
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Figure 1. Overview of the proposed method.

image and output. The proposed caption-generation method
yields captions that contain more salient features than one
garment, with one sentence for each image and an average of
approximately 14 words. Examples of the captions obtained
are shown in Figure 1. In the subject experiment, it was
evaluated whether the captions obtained using the proposed
method contained obvious errors, how well they described
features that were only present in one garment, and whether
they were useful for comparing garments. This experiment
confirmed that the generated captions adequately described the
differences between products and provided useful information
for product comparison.

The remainder of this paper is organized as follows. Section
II describes work related to this study. Section III describes the
proposed method. Section IV describes in detail the models
and datasets used in the experiments. Section V describes the
experiments on the comparative validation of the proposed
method by employing different scoring methods. Section VI
describes the experiments that qualitatively evaluate the cap-
tions generated by the proposed method. Finally, Section VII
discusses the conclusions of this study and future perspectives.

TABLE I
COMPARISON OF IMAGE CAPTION GENERATION MODELS

Model BLEU4 METEOR
NIC [5] 27.7 23.7
NICA [8] 25.0 13.9
SCST [9] 31.9 25.5
ClipCap [10] 33.5 27.5
OFA [13] 44.9 32.5

II. RELATED WORK

This section describes the main areas relevant to this study,
namely image caption generation, caption generation for mul-
tiple images, garment attribute estimation, and garment image
caption generation.

A. Image Caption Generation

Image-caption generation is the task of generating an ap-
propriate description of a single-input image. A comparison of
the main image-caption generation models for the benchmark
dataset Microsoft Common Objects in Context (MS COCO)
[2] is presented in Table I. Bilingual Evaluation Understudy
(BLEU) [3] and Metric for Evaluation of Translation with
Explicit Ordering (METEOR) [4] are automatic metrics that
measure the similarity between the generated and correct
captions, with higher values indicating better model perfor-
mance. Vinyals et al. [5] proposed a model based on a
deep recurrent architecture that combines a Convolutional
Neural Network (CNN) [6] and Long Short Term Memory
(LSTM) [7]. Subsequently, Xu et al. [8] introduced an attention
mechanism that focused on specific regions in an image when
generating different words. Furthermore, Rennie et al. [9]
proposed a model that incorporates reinforcement learning.
Recently, image-language pre-training models that learn using
large amounts of image-text pair data have achieved higher ac-
curacy than conventional models. Mokady et al. [10] proposed
a model that combines the image language pre-training model
Contrastive Language–Image Pre-training (CLIP) [11] and the
language model Generative Pre-trained Transformer 2 (GPT-2)
[12], which reduces training time and achieves highly accurate
caption generation. Wang et al. [13] also proposed a pre-
training model using 20 million image-text pair data. All these
models generate a single-sentence caption for a single input
image. In this study, one-sentence captions are generated for
each of the two input images. A one-input, one-output image
caption generation model is used independently to generate
multiple captions for each input image. Each caption is then
scored, and the highest caption is generated one sentence at
a time to generate a one-sentence caption for each of the two
images.

B. Caption Generation for Multiple Images

Several efforts have been made to generate captions for
multiple images as an application of conventional image-
caption generation. One example is the change in the image-
caption generation initiative. This method identifies changes
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between two input images and generates a one-sentence cap-
tion describing the change [14][15]. In this study, a caption
is generated for each input image. In conventional image-
caption generation, which tends to generate generic sentences,
the distinctive parts of the input images are often ignored. To
address this problem, an approach called feature-based image-
caption generation is currently in progress [16][17]. In this
approach, a single input image is compared to a set of similar
images in a database to identify the distinctive aspects of the
input image, which are then reflected in the caption. However,
this approach does not specify similar images explicitly. In
this study, two specified images are compared. The attribute
estimates calculated for each image are compared, and a
relative score is calculated. The caption score is then calculated
by summing the attribute estimates that appear in the caption
and is used for caption selection.

C. Clothing Attribute Estimation

Clothing attribute estimation is the task of estimating fea-
tures, such as the material, pattern, collar shape, and sleeve
length of clothing in an image. Examples of the estimated
attributes include cotton, floral, sleeveless, and leather. This
task has been applied to garment retrieval and recommen-
dation. Chen et al. [23] proposed a model that combines a
CNN [25] trained on a large image dataset, ImageNet [24]
with a multilayer perceptron for a garment image retrieval
task that matches images of garments worn by a person with
those from a fashion e-commerce site. Similarly, Huang et al.
[26] proposed a deep model that included two CNNs to handle
street images and e-commerce site images in garment image
retrieval. Both models were trained using bounding boxes to
identify garment regions. In contrast, Liu et al. [21] proposed
a model that learns garment landmark information, such as
sleeve and collar positions, estimates the landmarks during
inference, and uses this information as an aid for garment
attribute estimation. A comparison of the garment-attribute
estimation models on the benchmark dataset, Deepfashion [21]
is presented in Table II. The Top-k Recall [22] was used as
an evaluation metric. This assigns the top-k attributes with the
highest probability of estimation to each image and measures
the number of correctly estimated attributes. By estimating
landmark information, FashionNet can better recognize the
shape and position of garments and perform better than models
that use only bounding boxes. Here, consumer perceptions of
attributes are subjective and depend on age and gender. Dif-
ferent consumers may consider different attributes important
when comparing garments. However, as a first attempt in this
study, the weighting of the attributes did not change. Only
estimates objectively calculated using the model were used.

D. Clothing Image Caption Generation

Sonoda et al. [18] proposed a method for searching for
similar input images from a set of garment images they
collected and applied the obtained garment information and
features of similar images to a template. Yang et al. [19]
proposed a framework that supports the creation of product

TABLE II
COMPARISON OF CLOTHING ATTRIBUTE ESTIMATION MODELS

Model Top-3 Recall Top-5 Recall
WBIT [23] 27.46 35.37
DARN [26] 40.35 50.55
FashionNet [21] 45.52 54.61

introductions on e-commerce websites. In their study, attribute-
and sentence-level rewards were introduced to improve the
quality of captions generated. They also adopted a method
for integrating the training of the model using maximum
likelihood estimation, attribute embedding, and reinforcement
learning. In addition, a large dataset for garment image-caption
generation containing approximately one million images was
constructed. Cai et al. [20] removed noisy garment images and
reconstructed a clean garment image dataset. These studies
generated captions describing the salient features of a single-
input garment image. They are insufficient for the purpose of
this research, that is, to provide information when comparing
garments, in that they cannot express the detailed differences
between different garments. In this study, a caption is gener-
ated that highlights the differences between two input garment
images.

III. PROPOSED METHOD

This section describes the caption-generation method pro-
posed in this study, which highlights the differences between
garment image pairs. An overview of the method is presented
in Figure 1. The method considers a pair X = {xi | i = 1, 2}
of different garment images as input and outputs a caption
pair Y ′ = {y′i | i = 1, 2} corresponding to each image,
where xi is the i-th garment image, and y′i is the output
caption corresponding to xi. In Figure 1, the attribute set
annotated to the image is displayed next to each image.
This method comprises four modules: caption set generation,
attribute scoring, caption scoring, and caption selection. The
following sections describe these modules in detail.

A. Caption Set Generation Module

The caption set generation module considers a pair X
of different garment images as input, inputs each image
independently of the image caption-generation model, and
outputs a caption set Y = {yij | i = 1, 2; j = 1, 2, . . . , J}
corresponding to each image. Here, yij represents the j-th
caption for image xi. The image-caption generation model
used in this study is described in detail in Section IV.

B. Attribute Scoring Module

The attribute scoring module considers a pair of different
garment images X and a caption set Y as input and outputs
a set of attribute scores A = {aik | i = 1, 2; k ∈ K} for each
image. Here, K is the set of attributes to be evaluated and
aik is the score of attribute k for image xi. An attribute score
is a numerical expression of the prominence of a particular
attribute exhibited by a garment image; the higher the score,
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the stronger the garment image that exhibits that attribute. An
example of an attribute score for the garment image x1 in
Figure 1 is 0.20 for crewneck, 0.15 for pocket, and 0.01 for
sleeveless, which were calculated to be higher when the image
had the attribute prominently and lower when it did not. In
this study, two methods of attribute scoring were considered:
attribute scoring based on attribute estimation, and attribute
scoring based on frequency of occurrence.

1) Attribute Scoring Based on Attribute Estimation: At-
tribute scoring based on attribute estimation uses a garment-
attribute estimation model, whose output is the estimated
probability of each attribute for an input-garment image. The
estimated probability of an attribute for each image was
calculated, and this value was used as the attribute score. This
is illustrated in (1), where pik is the estimated probability
of attribute k for image xi. The clothing attribute estimation
model used in this study is described in detail in Section IV.

aik = pik (1)

2) Attribute Scoring Based on Frequency of Occurrence:
The caption generated for each garment image using the cap-
tion set generation module reflects the garment characteristics.
If a particular attribute appears frequently in a caption set, it
can be regarded as one of the main features of the garment.
This method calculates the frequency of occurrence of each
attribute in the caption set for each image and uses this value
as the attribute score. This is illustrated in (2), where fijk is
the number of occurrences of attribute k in the caption yij .

aik =
1

J

J∑
j=1

fijk (2)

C. Caption Scoring Module

The caption scoring module considers a caption set Y and
an attribute score set A as inputs, and outputs a caption score
set C = {cij | i = 1, 2; j = 1, 2, . . . , J}. The caption score
is a numerical expression of the extent to which the caption
reflects the salient attribute differences between the garment
images and attributes specific to each image; a higher score is
regarded as emphasizing the differences between one image
and the other. Here, cij represents the score of the caption yij .
In this study, two caption scoring methods were considered:
caption scoring based on the comparison of top attributes and
caption scoring based on the addition of relative scores. These
methods are described in detail as follows.

1) Caption Scoring Based on Comparison of Top Attributes:
This method first obtains an attribute set Ktop−n

i with the top
n attribute scores for each image. Next, the difference set Di of
Ktop−n

i for each image is the difference attribute set, and the
product set T is the common attribute set. These are presented
in (3)∼(5):

D1 = Ktop−n
1 \Ktop−n

2 (3)

D2 = Ktop−n
2 \Ktop−n

1 (4)

T = Ktop−n
1 ∩Ktop−n

2 (5)

Finally, the difference between the number of attribute occur-
rences in the different attribute sets and the number of attribute
occurrences in the common attribute set for each caption
was calculated and used as a caption score. This process is
illustrated in (6), where fijk is the number of occurrences of
attribute k in caption yij .

cij =
∑
k∈Di

fijk −
∑
k∈T

fijk (6)

This method assigns higher scores to captions containing more
differentiated and fewer common attributes.

2) Caption Scoring Based on Relative Score Addition:
This method first calculates the difference in attribute scores
between images to obtain the relative attribute scores ∆aik.
These are given by Equations (7) and (8), respectively.

∆a1k = a1k − a2k (7)

∆a2k = a2k − a1k (8)

Next, the relative attribute scores corresponding to the at-
tributes in the caption are added and used as the caption score.
The process is described in (9), where Kyij represents the set
of attributes contained in the caption yij .

cij =
∑

k∈Kyij

∆aik (9)

Using this method, captions containing more attributes with
relatively high attribute scores have higher scores.

D. Caption Selection Module

The caption selection module considers the caption sets Y
and C as input, selects the caption with the highest caption
score in the caption set corresponding to each image, and
outputs a set of captions Y ′ = {y′i | i = 1, 2} that highlights
the differences. This process is represented by (10).

y′i = argmax
yij

cij (10)

IV. MODELS AND DATASETS

This section describes the image-caption generation mod-
els, garment attribute estimation models, and garment image
datasets used in the study.

A. Image Caption Model and Clothing Attribute Estimation
Model

This study is looking at reflecting different national and
regional fashion cultures in captions in the future. Therefore,
image-caption generation models that can handle garment
image data in various languages are desirable. Among the
image-caption generation models compared in Section II,
ClipCap [10] is a combination of CLIP and the language model
GPT-2. It is easy to handle non-English data because CLIP
exists for multiple languages [29], and the language model
Generative Pre-trained Transformer 4 (GPT-4) [30], which is
similar to GPT-2, supports multiple languages. Furthermore,
as shown in Table I, the accuracy is sufficiently high among
the major image-caption generation models. Therefore, in this
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TABLE III
COMPARISON OF CLOTHING IMAGE DATASETS

Dataset Number of images Attributes Captions
FACAD170K [20] 178,849 yes yes
DeepFashion [21] 289,222 yes no
FashionGen [27] 325,536 no yes
iFashion [28] 1,062,550 yes no

study, ClipCap was used as the image-caption generation
model in the caption set generation module. FashionNet [21]
was used as the garment-attribute estimation model in the
attribute-scoring module. This model estimates the landmarks
of a garment and uses the obtained information for garment
attribute estimation. This model can capture the fine-grained
features of a garment image and is highly accurate.

B. Clothing Image Dataset

A comparison of the main garment image datasets is shown
in Table III. In this study, the FACAD170K garment image
dataset [20] with both attributes and captions, which enables an
attribute-based caption evaluation, was used to train the image-
caption generation model. An example of the FACAD170K
data is shown in Figure 2. Each garment image was crawled
from a generic website, mainly Google Chrome, and was either
an image of a person wearing the garment or an image of the
garment alone, with a one-sentence caption from the web. The
data collected using this method reflect the variety of styles
and trends in clothing that real consumers interact with on a
daily basis and are therefore highly suitable for simulation and
analysis to mimic the context of consumers’ clothing choices.
The same caption is provided for garments of different colors.
The bold text in the captions for Figure 2 represents multiple
attributes assigned to a single garment image. FACAD170K
has 990 attributes. In contrast, training the garment-attribute
estimation model requires bounding boxes and landmark in-
formation to identify garment regions. However, FACAD170K
did not contain these annotations. Because annotation is
time-consuming, we used FashionNet’s Deepfashion [21] pre-
training model for garment attribute estimation. DeepFashion
contains 1000 attributes, 292 of which match FACAD170K.
The top ten attributes with the highest frequency of occurrence
in FACAD170K and their frequencies are listed in Table
IV. FACAD170K and DeepFashioin data with these attributes
were used to evaluate the proposed method.

V. COMPARATIVE VERIFICATION OF ATTRIBUTE AND
CAPTION SCORING METHODS

A. Objectives

This experiment aimed to compare and validate attribute
scoring based on attribute estimation and frequency of oc-
currence in the attribute scoring module and caption scoring
based on the comparison of top attributes and the addition of
relative scores in the caption scoring module to find the best
combination of methods for generating captions that highlight
differences.

crisp stripe across the chest and 

sleeve further the athletic appeal 

of this essential crewneck t tee

Bold text indicates attributes.

(a) Clothing image A and corresponding caption.

patch pocket add a dose of 

utilitarian style to a button front 

jacket that is ideal for both office 

and weekend wear

Bold text indicates attributes.

(b) Clothing image B and corresponding caption.

Figure 2. Examples of data from the FACAD170K dataset.

TABLE IV
HIGH-FREQUENCY ATTRIBUTES COMMON TO BOTH FACAD170K AND

DEEPFASHION

Attribute Frequency (%)
cotton 4.53

cut 4.41
soft 3.76

sleeve 2.98
fit 2.81

leather 2.58
stretch 2.46
classic 2.45

knit 2.31
strap 2.25

B. Methods

In this experiment, the captions generated using the four
proposed methods were automatically evaluated. In the caption
set generation module, the image-caption generation model
ClipCap was trained using 177,849 training data points from
FACAD170K. The key parameters during training were set
to a learning rate of 2.0 × 10−5, a batch size of 40, and 10
epochs. These parameters were set based on the settings used
in the original study [10]. J = 100 captions were generated
for each image, based on the probability distribution of the
language model. In the attribute scoring module, 292 attributes
common to FACAD170K and DeepFashion were used as the
attribute set K to be evaluated. Caption scoring based on
top attribute comparisons in the caption scoring module uses
the top n = 9 attributes. The values were determined based
on preliminary experiments that compared the estimated and
correct attributes for different values of n. The model was
evaluated by comparing the inferred results of the model
against FACAD170K and DeepFashion with correct labels.
The evaluation metrics are as follows. The set of attributes
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annotated for a garment image xi is the overall attribute set
KGT

i , and the set of attributes with only one garment image
is the differential attribute set DGT

i . This is expressed in (11)
and (12).

DGT
1 = KGT

1 \KGT
2 (11)

DGT
2 = KGT

2 \KGT
1 (12)

Let Ky′
i

be the attribute set contained in the caption y′i. The
precision, Recall, and F1 scores were calculated between Ky′

i

and the differential attribute set DGT
i to assess the degree of

description of the attributes that differed between garments.
Similar indices were calculated between Ky′

i
and the overall

attribute set KGT
i as supplementary indices to assess the

degree of description of the attributes in each garment image.
Larger values of these indices are preferable. The evaluation
was performed on 10,000 pairs, and the average value of each
evaluation indicator was calculated.

C. Results

The evaluation results for the captions generated by the
proposed method in FACAD170K and DeepFashion are listed
in Tables V and VI. A comparison of the results across
datasets shows that the evaluation values for FACAD170K
are higher than those of DeepFashion for all indicators. This
is because the image-caption generation model ClipCap was
trained on the FACAD170K data; consequently, the attribute
information of FACAD170K was more appropriately reflected
in the captions. For attribute scoring methods, frequency-of-
occurrence-based attribute scoring tends to perform better than
attribute estimation-based attribute scoring on both datasets.
In particular, FACAD170K outperformed the attribute scoring
based on attribute estimation for all evaluation indicators.
Regarding caption scoring methods, caption scoring based on
relative score addition outperformed caption scoring based on
top-attribute comparisons for all evaluation indices in both
datasets. These results indicate that under the experimental
conditions of this study, the combination of attribute scoring
based on the frequency of occurrence and caption scoring
based on relative score addition is the most effective.

VI. QUALITATIVE EVALUATION OF GENERATED CAPTIONS

A. Objectives

This experiment aimed to assess how accurately the captions
generated by the proposed method represent the features of a
single garment, how well they capture the differences between
garment image pairs, and how useful they are for comparing
garments.

B. Methods

In this experiment, the captions generated using the pro-
posed method were presented to a group of subjects for
evaluation. The subject group comprised ten male and female
subjects in their 20s. Clothing image pairs and captions are
shown in Figure 3. Five pairs of clothing images were prepared
(Pairs 1 to 5). To compare the effectiveness of the proposed
method based on the similarity between garments, Pairs 1

to 3 have high similarity, whereas Pairs 4 and 5 have low
similarity. They were selected based on visual confirmation
and the degree of agreement between the attributes of each
garment image. The individual garment images were assigned
a name, such as 1A for the image on the left side of Pair 1 and
1B for that on the right side. The proposed method employs the
method that achieved the best performance in the experiments
described in Section V. Specifically, attribute scoring based
on frequency of occurrence and caption scoring based on
relative score addition were applied. The questions and options
set are shown in Table VII. Q1 was designed to assess how
accurately the caption represented garment characteristics. Q2
and Q3 assessed how well the captions described the features
of only one garment. Furthermore, Q4 was established to test
the usefulness of the caption pairs provided for comparing
garments. A five-point Likert scale was used to answer each
question. In addition, the subjects were asked to explain the
reasons for their choice of options and any erroneous features
and features not described in the caption. Wilcoxon’s signed-
rank test was used as the test method. This test checked
whether the answers to each question were significantly biased
from neutral and the significance level was set at 5%. A
similar test was used to examine the difference in responses
between the two questions. A significant difference between
the distribution of responses to the two questions was tested
to determine whether a significant difference existed. For the
comparative analysis based on the similarity between clothing
image pairs, the Mann-Whitney U test was employed because
of the different sample sizes, and the significance level was set
at 5%. This analysis examined whether significant differences
existed in the distribution of responses between garment pairs
with different similarities. Furthermore, Bonferroni correction
was applied to account for the effects of multiple tests.

C. Results

The proportions of the responses to each question are shown
in Figure 4. In Q1, approximately 60% of the respondents
answered ‘strongly disagree’ and the p-value of the Wilcoxon
signed-rank test was 4.02 × 10−12, indicating a bias towards
negative opinions rather than neutrality. For Q2, all responses
were ‘strongly agree’ or ‘agree’, with a Wilcoxon test p-value
of 6.50 × 10−22, indicating a bias towards positive opinions
rather than neutrality. In Q3, the proportion of respondents
who answered ‘strongly agree’ was approximately 50% lower
than that in Q2, but the p-value of the Wilcoxon test was
1.25 × 10−13, indicating a bias towards positive rather than
neutral opinions. The p-value of the Wilcoxon test between
the responses to Q2 and Q3 is 1.27 × 10−8, confirming
a significant difference between the two questions. In Q4,
the total number of ‘strongly agree’ and ‘agree’ responses
reached approximately 80%, with a Wilcoxon test p-value
of 5.41 × 10−5, indicating a bias towards more positive
than neutral opinions. The percentages of responses to Q4 in
clothing image pairs with high and low similarity are shown in
Figure 5. The Mann-Whitney U-test results showed a p-value
of 1.03× 10−3, confirming a significant difference.
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TABLE V
RESULTS IN FACAD170K

Attribute Scoring Caption Scoring Differential Attributes Overall Attributes
Precision Recall F1 Score Precision Recall F1 Score

Attribute Estimation Comparison of Top Attributes 0.145 0.171 0.144 0.198 0.174 0.173
Relative Score Addition 0.157 0.223 0.172 0.212 0.225 0.206

Frequency of Occurrence Comparison of Top Attributes 0.204 0.324 0.236 0.248 0.294 0.258
Relative Score Addition 0.214 0.369 0.256 0.274 0.353 0.297

TABLE VI
RESULTS IN DEEPFASHION

Attribute Scoring Caption Scoring Differential Attributes Overall Attributes
Precision Recall F1 Score Precision Recall F1 Score

Attribute Estimation Comparison of Top Attributes 0.051 0.089 0.058 0.077 0.091 0.077
Relative Score Addition 0.070 0.136 0.084 0.123 0.164 0.131

Frequency of Occurrence Comparison of Top Attributes 0.057 0.139 0.075 0.088 0.143 0.104
Relative Score Addition 0.059 0.156 0.080 0.096 0.171 0.118

Letter graphics add a 

military touch to a 

lightweight cotton-twill 

jacket.

Soft corduroy and a 

retro cropped hem 

give this slouchy, 

military-inspired denim 

jacket a lived-in edge.

A comfortable cotton 

T-shirt with chest 

pocket and horizontal 

stripes.

Monotone chic tee 

with bold lines across 

the chest and sleeves.

A lightweight long 

track pant designed 

for easy movement 

with a sideline. 

A stripe runs down the 

side of these cropped 

jogging bottoms with a 

logo on one side.

Paint graphic to the 

front and letter logo to 

the chest of a comfort 

fit T-shirt.

A classic V-neck T-

shirt in soft cotton with 

a signature logo at the 

chest.

A groovy tie-dye print 

washes over a 

crewneck tee that 

feels extra soft against 

your skin.

The flower logo pops 

in vibrant color and 

dimension across the 

front of a cotton T-shirt.

Pair 1 Pair 2 Pair 3

Pair 4 Pair 5

1A 1B 2A 2B 3A 3B

4A 4B 5A 5B

Figure 3. Presented clothing image pairs and captions shown to participants.

D. Discussions

The results for Q1 suggest that the captions generated by
the proposed method accurately describe the characteristics of
the garment. However, several users pointed out that garment
image 1B, which is made of denim fabric, was incorrectly
described as a corduroy material. The corduroy attribute ap-
peared nine times in the caption set for garment image 1B,

compared to zero times for garment image 1A, resulting in
a higher attribute score, and captions containing the corduroy
attribute were preferentially selected. This can be attributed
to the difficulty in recognizing detailed materials using CLIP.
As some subjects judged this difference in material to be non-
erroneous, this feature is also difficult for humans to identify.

The results for Q2 and Q3 suggest that the captions may

13Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-132-9

INTELLI 2024 : The Thirteenth International Conference on Intelligent Systems and Applications

                            22 / 55



TABLE VII
SET QUESTIONS AND OPTIONS

Question Options

Q1 Do you think the caption clearly misdescribes a feature of the clothing?
• Strongly Agree
• Agree
• Neutral
• Disagree
• Strongly Disagree

Q2 Do you think the caption describes one or more feature
that is unique to the item of clothing?

Q3 Do you think the caption describes all the features
that are unique to the item of clothing?

Q4 Do you think that the two captions would help you to compare the clothing
if you were deciding whether to buy one of the clothing items?

Strongly
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Agree

Options
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(a) Q1: Do you think the caption clearly misdescribes a feature of the clothing?
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(b) Q2: Do you think the caption describes one or more feature that is unique
to the item of clothing?
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(c) Q3: Do you think the caption describes all the features that are unique to
the item of clothing?
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(d) Q4: Do you think that the two captions would help you to compare the
clothing if you were deciding whether to buy one of the clothing items?

Figure 4. Percentage of answers to each question.
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(a) Similar pairs.
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(b) Dissimilar pairs.

Figure 5. Percentage of answers to Q4 for similar and dissimilar pairs.

describe at least one feature unique to a garment, but not all of them exhaustively. An example of an exhaustive description is
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provided in Pair 3. Differences in length and the presence or
absence of the logo were described in the caption, and many
respondents indicated that all features unique to one garment
were described in the caption. Conversely, as examples of non-
exhaustive descriptions, it was pointed out that Pair 1 did not
describe the number of pockets and Pair 2 did not describe
the different colors of the garments. The attribute ‘pocket’
allows the presence or absence of pockets to be reflected in the
caption, but it is considered difficult to reflect the number of
pockets. Regarding color, although attributes for color exist in
FACAD170K, the same caption is given to garment images of
different colors, and there are few descriptions of color, which
may be attributed to the difficulty in generating descriptions
for color.

The results for Q4 showed that the generated captions
provided useful information for the comparison of garments.
Furthermore, they were more useful for pairs with high sim-
ilarity than for those with low similarity. Some participants
commented that reading the captions helped them focus on
features of highly similar pairs that were not immediately
noticeable in the images, such as the differences in length
and graphics for Pair 1, position of the lines for Pair 2, and
differences in length for Pair 3. However, in the less similar
pairs, Pairs 4 and 5, the differences in the features pointed out
by the captions were visually clear, and many were critical
to the usefulness of the captions in the comparison. As there
were no opinions that the captions described differences in
features that were difficult to notice, it was considered that
captions highlighting differences in pairs with low similarity
were not useful.

VII. CONCLUSION AND FUTURE WORK

In this study, a caption-generation method that highlights
the differences between pairs of garment images to provide
useful information for consumers when comparing products
was proposed and evaluated. In this method, two different
garment images are first input independently into an image
caption generator to generate multiple captions. Attribute
scores are then calculated for each image. A caption score
is then calculated for each caption in the multiple captions
generated for each image using the attribute scores. Finally,
the captions are selected and output based on caption scores.
Automatic evaluation experiments were conducted on attribute
scoring and caption scoring, focusing on accurately describing
the features of a single garment and the differences between
garments. Methods employing attribute scoring based on the
frequency of occurrence and caption scoring based on relative
score addition were rated highly. Attribute scoring based on
frequency of occurrence uses the frequency of an attribute’s
occurrence in the caption as the attribute score, whereas
caption scoring based on relative score addition calculates
the relative value of the attribute score and adds it to the
number of attributes that appear. Furthermore, captions gener-
ated by a combination of methods that received high ratings
in the automatic evaluation experiment were presented to
the subjects, and a qualitative evaluation of their usefulness

was conducted. The results confirm that the proposed method
provides useful information for comparing two garments. It
was also confirmed that the proposed method is more effective
for highly similar garment pairs than for less similar garment
pairs. As it is assumed that consumers often compare garments
with high similarity when comparing garments, an approach
for garments with high similarity is planned.

The proposed method can only specify two garment images
as input images. We plan to extend this approach to handle
more than three garment images to better meet consumer
garment comparison needs. Specifically, we believe that the
relative scores can be calculated in the same manner as in the
present study by subtracting the average attribute scores of the
other images from the attribute score of one garment during
attribute scoring. In addition, the performance of the proposed
method is highly dependent on the accuracy of the image
caption generation model and the diversity of the generated
captions. Because the image caption generation model can be
easily changed to other models because of the structure of
the proposed method, there is room to verify its performance
when using state-of-the-art models, such as GPT-4 Vision.
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Abstract—This study focuses on addressing the challenges
associated with decision-making in winter road snow removal
operations, aiming to alleviate the burden on snow removal
personnel. Specifically, we propose a system that collects and
visualizes information on road weather data and snow con-
ditions to support decision-making by responsible personnel.
Additionally, by sharing the collected information, we aim to
facilitate the sharing of premonitions about changes in decision-
making among snow removal personnel, reducing the need for
physical inspections. In this paper, we discuss the utilization of the
collected information, presenting a module proposal that utilizes
deep learning to quantify the snow coverage in images captured
by fixed-point cameras. We also explore the analysis of data
for the introduction of a predictive function for snow removal
operations.

Keywords—Snow Removal, Information Sharing System,
Weather Information.

I. INTRODUCTION

Winter road snow removal operations play a critical role in
maintaining road traffic and essential infrastructure in snowy
regions. One significant challenge in these operations is the
difficulty of decision-making regarding deployment.

The decision to deploy snow removal operations is made
by responsible personnel, determining whether to conduct
snow removal activities from 16:00 to 2:00 the next day.
Snow removal tasks encompass two main types: ”new snow
removal” and ”road surface leveling.” New snow removal aims
to eliminate accumulated snow on road surfaces when it poses
a hindrance to road traffic due to heavy snowfall. Road surface
leveling is performed to ensure road flatness when conditions
like compacted snow growth or residual snow impede traffic.

Particularly, the decision-making for new snow removal op-
erations scheduled from 2:00 the next day is heavily influenced
by road conditions up to that point and localized weather
changes after 16:00. Even veteran personnel often overturn

their decisions made at 16:00, leading to frequent decision
reversals.

Due to the frequent reversals in deployment decisions,
snow removal personnel are burdened with the need to be
prepared for deployment even if it was deemed unnecessary
at 16:00. Additionally, a pre-deployment assessment called
”snow patrols” involves physically traveling to the snow re-
moval area by car just before the operation to visually confirm
the snow conditions. However, driving on snow-covered roads
late at night poses risks of vehicle stacking and slip accidents,
necessitating alternative methods.

To alleviate the burdens associated with such snow removal
deployment decisions, this study adopts an approach based
on Visual Analytics, utilizing a visual interface for analytical
reasoning concerning large and complex datasets [1]. We aim
to develop a system that collects and visualizes information on
road snow conditions and weather data to support decision-
making by personnel. As part of the functionality of the
proposed snow removal deployment decision support system,
we implement a feature to capture real-time road images from
fixed cameras in the target area and gather meteorological
information.

The collected information is visualized on the system to
aid decision-making by personnel, enabling consistent de-
ployment decisions that are not affected by weather fluc-
tuations, ultimately reducing the effort required for snow
patrols. Furthermore, by making the information accessible to
snow removal personnel, we aim to facilitate the sharing of
premonitions about changes in deployment decisions due to
weather fluctuations.

In this paper, we describe the structure of a snow-related
information sharing site that has been launched as part of
the snow removal deployment decision support system. We
also propose a snow coverage estimation module using deep
learning to automate the visual inspection of snow coverage
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in fixed camera images for the site.
Moreover, we consider introducing a snow removal de-

ployment prediction feature to assist in making advanced
deployment decisions. The decision to carry out snow removal
operations at 16:00 the day before requires considering the
snow conditions and weather changes, making it a challenging
task even for experienced personnel. To address this, we
develop an algorithm to predict the necessity of snow removal
based on the collected information and validate its effective-
ness by introducing the system into real-world scenarios.

II. RELATED RESEARCH

In this section, we discuss research on prediction systems
related to snow removal deployment support systems and
explore relevant technologies in image processing used for
snow coverage estimation.

A. Research on Systems Using Prediction Techniques

In tandem with the development of snow removal deploy-
ment prediction functionality, there exists research focusing on
forecasting related demands to facilitate appropriate responses.

One of Japan’s challenges revolves around anticipating the
increase in the elderly population and the decrease in the
working-age population. In light of this, it is crucial to consider
the efficient optimization of emergency ambulance transport
services for the long term. Addressing this, Okamoto et
al.’s research [2] proposes an emergency ambulance transport
demand prediction model to enhance the efficient operation
of emergency medical transport services. The study validates
the suitability of the emergency transport demand prediction
model using data from Matsuyama City. Additionally, the
research reports insights, such as significantly higher transport
rates per capita for the age group of 75 and above, variations
in demand based on season, day of the week, and time.

Focusing on the pressing issue of heatstroke, Inai et al.’s
study [3] analyzes emergency dispatch data related to heat-
stroke at a granular level. The objective is to formulate
sustainable measures for future heatstroke incidents. The study
specifically tackles the prediction of the number of heat-
stroke patients for adaptation in emergency medical scenarios,
demonstrating the feasibility of predicting heatstroke patient
numbers from meteorological data.

Addressing the challenge of pedestrians’ falls on snow-
covered walkways in Sapporo, Kato et al.’s research [4] deals
with predicting the occurrence of emergency transport due to
falls on such walkways. Using deep learning and past daily
emergency transport data, the study constructs a model to
predict the number of emergency transports resulting from
falls on extremely slippery surfaces formed on sidewalks and
pedestrian crossings.

Moreover, research has been conducted to maintain safe
and efficient traffic in snowy regions during winter. Takahashi
et al.’s study [5] aims to predict the winter road conditions
to ensure proper management of road infrastructure. The
research, initiated in 2004, observes weather and road surface

temperature and develops a prediction model, operating a
prototype in 2005.

Hori et al.’s study [6] focuses on constructing a winter
road surface freezing prediction system to support the pre-
spraying of anti-freezing agents. Using neural networks and
discriminant analysis, the study builds a model to detect the
temporal variations in road surface temperature and moisture.
The established prediction system proves capable of accurately
forecasting road surface freezing three hours ahead.

In connection with these studies, our research aims to
develop a prediction system for the necessity of snow removal
deployment to support the intricate decision-making process
and validate its effectiveness by introducing the system into
real-world scenarios.

B. Semantic Segmentation

Semantic segmentation refers to the image recognition task
using deep learning that divides an image into pixels and
assigns semantic labels to each pixel. Since the introduction
of Fully Convolutional Network (FCN) by Long et al. [7],
methods based on the structure of FCN have become funda-
mental in this field. To obtain high-resolution feature maps, an
Encoder-Decoder structure is commonly employed, utilizing
FCN as the Encoder and incorporating the feature maps into
the Decoder to recover spatial information. Representative
models within this framework include Seg-Net [8] and U-
Net [9]. Seg-Net performs downsampling in the Encoder and
then upsampling in the Decoder corresponding to the number
of downsampling steps. It utilizes the spatial indices of the
maximum values in each pooling layer during upsampling,
enabling clearer inferences. U-Net, while sharing the Encoder-
Decoder structure with Seg-Net, adopts skip connections that
concatenate low-dimensional features with high-dimensional
ones, serving as a means to recover information lost during
downsampling. Additionally, other methods, such as PSP-Net
[10] and DeepLab [11] have been proposed, contributing to
diverse research in this domain.

Furthermore, there is research that performs segmentation
using images overlooking road surfaces targeted for heating to
determine the snow coverage. In Imahara’s study [12], snow
detection in images captured from an approximately 30-meter
height overlooking parking lots in Sapporo city was conducted.
The results demonstrated reliable accuracy in snow detection,
indicating its suitability for controlling road heating systems.

This study employs semantic segmentation for snow cov-
erage estimation. Currently, snow removal decisions rely on
manual inspection of images captured by fixed-point cameras
installed at snow removal sites. To automate the assessment
of snow conditions observed in these images, the study turns
to semantic segmentation. Treating snow coverage estimation
from images as a regression problem presents challenges,
particularly in handling obstacles, such as cars, buildings,
and people that may interfere with image recognition. Prepro-
cessing is essential, and it involves addressing the significant
amount of work required due to potential movements of ob-
stacles and changes in camera angles. Attempting to estimate
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obstacle regions through semantic segmentation alleviates this
workload. Moreover, considering each pixel as a piece of
training data allows handling a larger dataset compared to
treating snow coverage estimation as a regression problem.
This approach also enables leveraging information about re-
gions prone to heavy or light snow coverage.

III. DATA FOR SNOW REMOVAL DECISION SUPPORT
SYSTEM

In this section, we will discuss the data to be visualized in
the system developed for supporting decision-making in snow
removal operations.

A. Visualization Target Data

The system developed in this study collects and visualizes
data from five snow removal points in Rumoi City, Hokkaido.
Two fixed-point cameras are installed at each location, cap-
turing road images from different angles to provide a detailed
understanding of the snow accumulation situation. The data
visualized in the system includes the following four compo-
nents:

Images from Fixed-Point Cameras: Real-time road images
captured by network cameras installed at each location.

Snow Coverage Percentage from Image Analysis: The
percentage of snow coverage in the area of the road
captured by the camera images, obtained through
semantic segmentation analysis.

Weather Information: Weather forecast information pro-
vided by WeatherNews [13]. The short-term forecast
includes hourly weather forecasts up to 72 hours in
advance, and the medium-term forecast provides daily
weather forecasts up to 10 days in advance. The short-
term forecast includes weather codes, temperature, pre-
cipitation, atmospheric pressure, wind speed, wind direc-
tion, and relative humidity. The medium-term forecast
includes weather codes, maximum temperature, minimum
temperature, and precipitation probability.

Snow Depth Information: Snow depth information provided
by WeatherNews [13]. Snow depth is presented in cen-
timeters, assuming snow accumulation on the ground. It
includes a 10-minute observation of snow depth and a
60-hour forecast with hourly intervals.

Snow Removal Operation Prediction Probability: The
probability of the prediction for the need for snow
removal operation based on the collected visualization
data. This probability is generated by a logistic regression
model using input features, such as estimated snow
coverage percentage, weather information, and snow
depth information. The algorithm for snow removal
operation prediction is illustrated in Fig. 1.

Weather information and snow depth information can be
obtained in detail for each snow removal point by specifying
the latitude and longitude.

IV. DEVELOPMENT OF SNOW REMOVAL DISPATCH
DECISION SUPPORT SYSTEM

The proposed system aims to achieve the following objec-
tives: i) Enable personnel responsible for deployment decisions
to make decisions that are not overturned afterward, ii) Reduce
the effort of snow patrols, iii) Allow snow removal personnel
to access the same information as the deployment decision-
makers to prepare for deployment.

A. System Configuration

The configuration of the snow removal dispatch decision
support system is illustrated in Fig. 2. The system comprises
four main components: client-side, server-side, database, and
external data.

External data includes images captured by fixed-point
cameras, weather information, and snow depth information.
The server-side retrieves and stores this external data in the
database. Through API integration, the server-side enables the
client-side to access the stored data consistently.

The technology stack used for developing this system in-
cludes:

• Client-side: JavaScript, React
• Server-side: Python, FastAPI
• Database: MySQL

B. System Functions

The proposed system encompasses the following features:
1. Real-time Display of Fixed-Point Camera Images at

Snow Removal Target Locations: A function to display real-
time images from fixed-point cameras at snow removal target
locations.

2. Display of Weather Information and Snow Depth for
Decision-Making in Snow Removal Operations: A function
to display weather information and snow depth data used in
the decision-making process for snow removal operations.

3. Utilization of Collected Data:
Snow Coverage Estimation Function: Applies deep learn-

ing to fixed-point camera images to estimate the per-
centage of the snow-covered area in the road surface. -
Learning Model: Utilizes Unet++, a model highly rated
for semantic segmentation tasks, with Xception [14] net-
work architecture for feature extraction in the encoder. -
Pre-training: Utilizes a pre-trained model on the Imagenet
dataset.

Snow Removal Operation Prediction Function: Applies a
prediction model to collected data to forecast the ne-
cessity of snow removal operations. - Prediction Model:
Utilizes logistic regression, effective for binary classifi-
cation problems, providing ease of interpretation due to
its simplicity.

Users can input and view information through the following
screens on the client side.
Location Selection Screen: A screen displaying all snow re-

moval target locations, allowing the selection of a specific
location for information viewing. For each displayed
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Fig. 1. Snow Removal Operation Prediction Algorithm.

Fig. 2. Overview of System Configuration.

location, real-time images from fixed-point cameras and
their update timestamps are shown. A specific layout is
illustrated in Fig. 3.

Real-time Information Screen for Each Location: A
screen presenting real-time images from fixed-point
cameras, along with weather information and snow depth
data for the selected location.

Historical Information Screen for Each Location: A
screen displaying historical images from fixed-point
cameras and past weather information, along with
snow depth data for the chosen location. Graphical
visualization of weather information and snow depth
data facilitates the understanding of temporal trends.

Forecast Information Screen for Each Location: A screen
presenting weather forecast information and snow depth
forecast information for the selected location. Visualizing
forecast data aids in understanding temporal patterns.

Snow Depth Input Form Screen: A screen for snow re-
moval personnel to input measured snow depth values.

V. SYSTEM EFFECTIVENESS VERIFICATION

The percentage of snow-covered areas in road images
significantly influences the decision-making process for snow
removal operations. Therefore, automatic analysis through
semantic segmentation plays a crucial role in the utility of the
proposed system. Analyzing the results of this analysis along
with collected data and the historical records of operational
decisions made by responsible personnel, we develop an
operational prediction feature.

In Section II-B, we discussed the technology to automate
and quantify the visual confirmation of snow conditions from
fixed-point camera images using semantic segmentation. In
this section, we apply this technology to verify the accuracy
of snow coverage estimation.
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Fig. 3. Site Selection Screen.

Furthermore, by analyzing the estimated snow coverage,
weather information, snow depth data, historical operational
decisions made by responsible personnel, and operational
records, we develop an automated and quantified operational
prediction feature.

A. Accuracy Verification of Snow Coverage Estimation Using
Deep Learning

For the accuracy verification of snow coverage estimation
using deep learning, we evaluate the accuracy of region esti-
mation and snow coverage percentage estimation as evaluation
metrics.

1) Dataset: We use the fixed-point camera images men-
tioned in Section III-A. For this verification, we use images
from 8 out of 10 locations due to labeling and system
constraints. The shooting period is from December 19, 2022,
to January 27, 2023. From this period, we select around 1 to 3
images from the same day, resulting in a dataset of 752 images.
The image selection aims to cover different time intervals and
weather conditions, including situations with no snow, heavy
snow, and various other conditions.

Regarding labeling, we define the following labels for each
pixel in the image: - Snow: Label for the region of the

TABLE I
TRAINING PARAMETERS.

Epochs 40
Mini-Batch Size 2
Optimization Adam

Learning Rate Initial: 0.0001
After 25 epochs: 0.00001

road surface with confirmed snow. - Non-snow: Label for the
region of the road surface with no confirmed snow. - Obstacle:
Label for objects that may interfere with the classification of
snow and non-snow regions, such as buildings, vehicles, trees,
people, and poles. - Irrelevant Region: Label for all regions
not classified into the above three classes.

2) Training Configuration: The training parameters are
shown in Table I.

We distribute the dataset into training and validation images
at an 8:2 ratio for each location and date. This separation
allows us to evaluate the accuracy of predictions on images
taken on different dates than those used for training, providing
a more accurate estimation of system performance during
actual operations.
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3) Evaluation Metrics: The Intersection over Union (IoU)
is used as the evaluation metric for label accuracy.

4) Snow Coverage Estimation Method: We utilize the snow
coverage estimation proposed by ImaHara et al. [12] using the
snow coverage percentage. The snow coverage percentage for
each image is defined by 1.

We evaluate whether this value can be used to automate and
quantify visual confirmation of snow conditions.

5) Verification Results: The IoU result is 0.951, indicating
successful training.

For the 172 validation images, we calculate the snow
coverage percentage using 1. The confusion matrix for the
snow coverage percentage is shown in Table II.

In most images, the snow coverage percentages from the
ground truth and predictions are in close agreement, with no
significant outliers.

B. Data Analysis for the Development of Snow Removal
Dispatch Prediction Function

In this section, we apply the results of the snow coverage
estimation, as verified in Section V-A, to the collected fixed-
point camera images. We also analyze weather information,
snow depth information, snow removal dispatch history, and
the dispatch decisions made by responsible personnel. This
analysis aims to explore an algorithm for predicting snow
removal dispatch.

1) Utilized Data: We describe the data used for the anal-
ysis. The data covers the period from December 24, 2022,
to February 28, 2023, for all 10 locations with fixed-point
cameras mentioned in Section III-A.

For 8 out of the 10 locations, we use data for 63 days,
excluding 4 days with data defects on February 15, 18, 27,
and 28. For the remaining 2 locations with data defects, we
use data for 36 days, excluding the same 4 days. Additionally,
we use data from two laser snow depth sensors installed in
different locations.

We utilize the snow coverage percentage estimates from the
fixed-point camera images, as discussed in Section V-A. These
estimates are obtained by applying the verification results to
images taken at 4-hour intervals each day.

Weather information includes precipitation, temperature,
and wind speed, provided by WeatherNews for each fixed-
point camera location. Forecast information is available at 20,
24, and 28 hours.

Snow depth information is measured by laser snow depth
sensors installed along the road. Two sensors are located
approximately 10 km away from the fixed-point camera in-
stallation points.

Finally, we use the snow removal dispatch history in Rumoi
City during the same period, as well as the recorded dispatch
decisions made by responsible personnel at 16:00 on the
previous day. These records are binary variables, indicating
whether there was a dispatch (1) or not (0).

2) Analysis Method: We investigate the correlation between
the snow removal dispatch records and various data collected
at 16:00 on the previous day. We focus on identifying highly
correlated variables to use in the prediction model.

3) Analysis Results: The correlation coefficients between
the snow removal dispatch records and various data at 16:00
on the previous day, the change in estimated snow coverage
percentage, and forecast data are presented in Tables III, IV,
and V, respectively.

The tables indicate that the estimated snow coverage per-
centage, snow depth, temperature, and forecast data at 20:00,
wind speed at 24:00, and precipitation at 28:00 exhibit strong
correlations, with correlation coefficients exceeding

C. Evaluation of Generalization Performance for Snow Re-
moval Dispatch Prediction

Based on the data analysis presented in Section V-B, we
explore an algorithm for predicting snow removal dispatch
and investigate its generalization performance. The evaluation
involves conducting a 5-fold cross-validation and comparing
the results with the accuracy of dispatch decisions made by
responsible personnel.

1) Experimental Setup: We describe the experimental set-
tings, including the data used and the prediction algorithm.

Firstly, we use the data mentioned in Section V-B1, focusing
on variables with an absolute correlation coefficient of 0.3 or
higher, as identified in the analysis results.

Next, we consider the prediction algorithm. We apply lo-
gistic regression to generate output values for each location,
and the prediction result is the average of these values for the
same day.

2) Validation Method: We describe the validation method.
We conduct a 5-fold cross-validation, ensuring that the ratios
of observation locations and target variables are equal during
data splitting. By specifying a seed value during the splitting,
multiple datasets are created. Comparing the prediction re-
sults for these datasets allows us to investigate generalization
performance independent of the dataset. Evaluation metrics,
such as accuracy, precision, recall, and F1 score are examined,
and the results are compared with dispatch decisions made by
responsible personnel.

3) Validation Results: We present the validation results. Ta-
ble VI shows the generalization performance obtained through
5-fold cross-validation for datasets created with seed values
ranging from 0 to 4.

TABLE VI
GENERALIZATION PERFORMANCE EVALUATION THROUGH 5-FOLD

CROSS-VALIDATION.

Seed Value Accuracy Precision Recall F1 Score
0 0.746 0.571 0.632 0.600
1 0.778 0.667 0.526 0.588
2 0.794 0.650 0.684 0.667
3 0.683 0.467 0.368 0.412
4 0.762 0.600 0.632 0.615

Additionally, Table VII displays the results when unstable
model coefficients are excluded, focusing on stable model
parameters.
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Snow Coverage Percentage =
Number of Pixels with Snow Label

Number of Pixels with (Snow Label + Non-snow Label)
(1)

TABLE II
CONFUSION MATRIX FOR SNOW COVERAGE PERCENTAGE.

Actual Snow Coverage Percentage
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Predicted Snow Coverage Percentage

0.0 2 0 0 0 0 0 0 0 0 0 0
0.1 9 22 0 0 0 0 0 0 0 0 0
0.2 0 4 2 0 0 0 0 0 0 0 0
0.3 0 1 1 0 0 0 0 0 0 0 0
0.4 0 1 0 0 0 0 0 0 0 0 0
0.5 0 0 0 0 1 0 0 0 0 0 0
0.6 0 0 0 0 0 0 0 0 1 1 0
0.7 0 0 0 0 0 0 0 0 0 0 0
0.8 0 0 0 0 0 0 0 0 0 0 0
0.9 0 0 0 0 0 0 0 0 0 0 1
1.0 0 0 0 0 0 0 0 0 0 0 126

TABLE III
CORRELATION COEFFICIENTS BETWEEN SNOW REMOVAL DISPATCH

RECORDS AND DATA AT 16:00 ON THE PREVIOUS DAY.

Data Name Correlation Coefficient
Estimated Snow Coverage Percentage 0.334
Snow Depth (Furuyama) 0.378
Snow Depth (Touge-shita) 0.403
Temperature -0.490
Precipitation 0.182
Wind Speed 0.318

TABLE IV
CORRELATION COEFFICIENTS BETWEEN SNOW REMOVAL DISPATCH

RECORDS AND CHANGE IN ESTIMATED SNOW COVERAGE PERCENTAGE.

Data Name Correlation Coefficient
Difference from 12 hours ago -0.218
Difference from 8 hours ago -0.199
Difference from 4 hours ago -0.082

TABLE VII
GENERALIZATION PERFORMANCE EVALUATION THROUGH 5-FOLD

CROSS-VALIDATION WITH STABLE MODEL COEFFICIENTS.

Seed Value Accuracy Precision Recall F1 Score
0 0.857 0.750 0.789 0.769
1 0.857 0.813 0.684 0.743
2 0.841 0.714 0.789 0.750
3 0.794 0.688 0.579 0.629
4 0.810 0.684 0.684 0.684

Furthermore, Table VIII presents the results of dispatch
decisions made by responsible personnel during the same
period.

TABLE VIII
DISPATCH DECISIONS MADE BY RESPONSIBLE PERSONNEL.

Accuracy Precision Recall F1 Score
0.714 0.520 0.684 0.591

The results show that the proposed dispatch prediction
algorithm demonstrates superior accuracy compared to the

TABLE V
CORRELATION COEFFICIENTS BETWEEN SNOW REMOVAL DISPATCH

RECORDS AND FORECAST DATA.

Forecast Time Data Name Correlation Coefficient
Temperature -0.326

20:00 Precipitation 0.355
Wind Speed 0.434
Temperature -0.246

24:00 Precipitation 0.284
Wind Speed 0.323
Temperature -0.230

28:00 Precipitation 0.349
Wind Speed 0.249

dispatch decisions made by responsible personnel. Addition-
ally, examining the model coefficients and refining parameters
lead to higher prediction accuracy. We plan to implement
this prediction algorithm and display it on the snow-related
information sharing site in the future.

VI. CONCLUSION AND FUTURE WORK

In this paper, we provided an overview of a snow-related
information sharing site, which is part of the snow removal
dispatch decision support system and is already in practical
use. The snow-related information sharing site automatically
collects real-time road images and meteorological information
for snow removal points, visualizes them on the site, and al-
lows not only dispatch decision-makers but also snow removal
personnel to access and share relevant information. We also
outlined the verification of the introduction effects of the snow
removal dispatch decision support system in the future.

Furthermore, we discussed our efforts in using deep learning
for snow coverage estimation based on captured images from
fixed-point cameras, presenting the results and potential appli-
cations of the method. Additionally, we proposed an algorithm
to predict snow removal dispatch based on data collected at
16:00 on the day before the dispatch, highlighting its potential
as a snow removal dispatch prediction feature.

Looking ahead, our future plans involve continued develop-
ment of the snow removal dispatch prediction feature and its
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implementation into the system. Subsequently, we will evalu-
ate the accuracy of the dispatch prediction, its contribution to
reducing the burden on decision-makers, alleviating the work-
load of snow patrols, and reducing the psychological burden
on snow removal personnel through information access. These
assessments will guide our ongoing efforts and contribute to
the refinement of the snow removal dispatch decision support
system.
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Abstract—In this study, we propose a road network hierar-
chization method for pathfinding that takes into account drivers’
avoidance of narrow roads. The proposed method identifies
nodes with high betweenness centrality, one of the centrality
measures in network analysis, to connect disconnected subnet-
works within each hierarchical level. To validate the effectiveness
of the proposed method, multiple driver preferences regarding
narrow roads are prepared, and computational experiments
are conducted on a road network covering a 14 km square
area in central Sapporo. Compared to performing pathfinding
without hierarchical networks, the calculation time of individual
pathfinding was reduced to 4-6% with the previous method and
to 3-6% with the proposed method. Additionally, by using the
proposed method, the average cost of routes improved compared
to the previous method, and even when compared to the minimum
cost paths, the worsening of route costs was about 4-9%.
From the above, the superiority of the proposed method, which
connects disconnected subnetworks using betweenness centrality,
was confirmed.

Keywords-Road Network Hierachization; Pathfinding; Vehicle
Routing Problem.

I. INTRODUCTION

With the recent proliferation of online shopping, deliv-
ery companies are required to deliver goods to customers
efficiently. In previous research, the problem of efficiently
delivering goods to customers has been treated as a vehicle
routing problem, in which the optimal route is identified to
satisfy multiple constraints while minimizing delivery time as
a delivery cost. The objective of the vehicle routing problem is
to efficiently deliver goods to nearby customers by coordinat-
ing the timing of multiple delivery vehicles, to decrease travel
distance, and to reduce the overall delivery time by reducing
the number of deliveries.

When optimizing delivery plans, it is essential to have
distance information for routes between a delivery base and
customers. In order to efficiently compute a route between
two arbitrary points, routing algorithms such as the Dijkstra
algorithm [1] and the A* algorithm [2] have been developed,

but when the number of customers is large, it is difficult to
compute all the necessary routing information in a practical
time. For this reason, the Euclidean distance is often used
because it is easy to calculate. However, as the Euclidean
distance does not take into account the actual path, there can be
a discrepancy with the actual travel distance and the required
time, making it sometimes inappropriate for solving real-world
delivery planning problems. Therefore, there is a demand for
an approach that can solve a vast number of pathfinding tasks
within a practical timeframe. In addition, when the vehicle
routing problem is applied to actual deliveries, various factors
such as weather, road conditions, and traffic congestion must
be incorporated into the vehicle routing problem.

We regard the kerosene delivery planning as an inventory
routing problem and formulate it as an optimization problem
that reflects the actual consumption of kerosene and have
advanced research on an approximate solution method using
Tabu Search [3]. In pathfinding for kerosene delivery planning,
it is necessary not only to reduce the computation time for
pathfinding but also to take into account the delivery driver’s
avoidance of snow-covered narrow roads. Kerosene delivery
is mainly conducted during the busy winter season in cold
regions, and tank trucks are required to travel on snow-covered
roads. However, many narrow roads are not cleared of snow
during the winter. Tank trucks carrying kerosene may get stuck
on narrow roads that have not been cleared of snow, and
delivery drivers may choose routes that avoid narrow roads
depending on the road conditions. Therefore, it is necessary
to reflect the behavior of delivery drivers in route planning,
taking into account their tendency to avoid narrow roads under
conditions of snow accumulation and snowfall.

In this paper, an application to a vehicle routing problem is
assumed, where delivery routes are coordinated and planned
over a long period of time in a specific region. This requires
performing hundreds of thousands of pathfinding tasks, taking
into consideration the driver preferences.
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One way to speed up pathfinding is to improve the efficiency
of existing pathfinding algorithms. However, in cases where
pathfinding needs to be performed hundreds of thousands
of times, it becomes challenging to process all pathfinding
tasks within a practical time frame, even with an efficient
pathfinding algorithm.

While improving the efficiency of existing pathfinding algo-
rithms aims for exact solutions, there are also developments
in methods that preprocess graphs as an approximate solu-
tion approach. These methods accelerate pathfinding without
guaranteeing the optimality of solutions. The vehicle routing
problem assumed in this study involves long-term delivery
planning in a specific region, requiring repeated use of the road
network in that area. For problems with these characteristics,
it is believed that a road network hierarchization method is
effective. The reasons for this are as follows:

• Once a hierarchical network is constructed, it can be
reused as long as the network remains unchanged.

• The use of simplified networks is expected to reduce the
computation time for pathfinding.

• By setting the link costs during pathfinding individually
according to the driver preferences, pathfinding that takes
into account various driver preferences can be performed
on the same hierarchical network.

Based on the prior method that implements the degree of
avoidance of narrow roads in the form of driver preferences in
a hierarchical pathfinding algorithm [4], this paper proposes a
road network hierarchization method aimed at optimizing the
delivery planning problem.

This paper is structured as follows. In Section 2, we review
related work on road network hierarchization methods to
clarify the positioning of this paper. In Section 3, we propose
a method for connecting subnetworks based on betweenness
centrality in road network hierarchization. In Section 4, fo-
cusing on actual urban road networks, the computational time
for pathfinding and the cost of routes obtained using both
the proposed method and previous methods are compared to
confirm the effectiveness of our approach. Finally, in Section
5, the paper is concluded.

II. RELATED WORK

A. Hierarchical Pathfinding

In hierarchical pathfinding algorithms, there are primar-
ily two methods of road network hierarchization: one
is classification-based hierarchization, and the other is
aggregation-based hierarchization. In this Section, we will
overview the previous methods for these two types of hier-
archization.

1) Classification-Based Hierarchization: Classification-
based hierarchization uses the attributes of each road, such
as road type (expressway, national road, prefectural road, city
road, etc.) and the number of lanes, to divide the hierarchical
level. Fukuda et al. [4] define fixed attributes, which are
the same for every driver, and variable costs, which allow
for differences among drivers. They propose a hierarchical

pathfinding algorithm that employs fixed attributes for the
hierarchization of the road network and uses variable costs for
pathfinding. Fukuda et al., based on the findings of previous
research [5], which suggests that general drivers tend to prefer
roads with a greater number of lanes, have assigned lane count
as a fixed attribute. In this hierarchization based on number
of lanes, the initially classified upper-level networks often
become disconnected. However, their proposed hierarchical
pathfinding algorithm prohibits searching from the upper-level
networks to the lower-level networks. This leads to failures
in pathfinding when any of the networks at the upper levels
are disconnected. Therefore, it is necessary to correct these
upper-level networks to resolve their disconnectedness. In
the method by Fukuda et al. (hereinafter referred to as the
’previous method’), they define a threshold Hmax to control
the extent to which disconnected subnetworks are connected
during corrections. To validate the effectiveness of the hierar-
chization method, they performed pathfinding by representing
the driver’s avoidance of narrow roads as a preference. As a
result, it was confirmed that effective pathfinding results could
be outputted using the same hierarchical network for three
types of drivers with varying degrees of avoidance of narrow
roads. However, a limitation of this method is that the cost of
the routes outputted can significantly worsen compared to the
minimum cost routes.

2) Aggregation-Based Hierarchization: Aggregation-based
hierarchization [6][7][8] applies community detection methods
to road networks, treating each detected community as a
new node to construct a upper-level network. Mahyar et al.
[7] employ the Louvain method [9], known for its speed
and accuracy, for community detection as part of their hi-
erarchization process. Additionally, in their work, to realize
hierarchization that takes into account congestion conditions,
they assign travel times or traffic conditions to the link costs
of the network. This allows for grouping nodes with similar
congestion conditions into the same community, making it
possible to achieve hierarchization that takes into account the
state of congestion.

Classification-based hierarchization has the advantage of
allowing pathfinding that takes into account the road structure,
but it has the disadvantage of difficulty in reflecting dynamic
conditions during the hierarchization process. On the other
hand, aggregation-based hierarchization has the advantage of
being able to reflect dynamic conditions during hierarchiza-
tion, but it has the disadvantage of making pathfinding that
considers road structure difficult due to changes in topology.
Therefore, it is necessary to choose the method of hierarchiza-
tion based on the objective. However, this paper focuses on
driver preferences based on static attributes such as distance
and road width and does not consider dynamic changes in the
network (such as road closures due to construction) or traffic
conditions. Consequently, we examine a classification-based
hierarchization method.
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III. OUR PROPOSED METHOD

A. Positioning of the Proposed Method

For application to the assumed delivery planning problems,
this paper aims to develop a road network hierarchization
method that reduces the sum of the construction time of
a hierarchical road network and the computation time for
hundreds of thousands of pathfinding tasks and takes into
account various driver preferences.

We propose a road network hierarchization method that
consider the importance of individual nodes in the network
base on our previous work [10]. This method is based on
the hypothesis that by constructing the upper-level networks
around nodes of high importance, pathfinding using the hi-
erarchical road network can effectively pass through these
important nodes, and, as a result, calculate routes with less
deterioration in the cost of routes.

When constructing a hierarchical road network, the upper-
level networks are extracted based on road attributes such
as the number of lanes, but these networks often become
disconnected. However, The hierarchical pathfinding algorithm
proposed by the previous method [4] is adopted in our
approach, and this algorithm prohibits searching from upper-
level networks to lower-level networks. As a result, pathfinding
failures can occur when networks at upper levels are discon-
nected. To address this, the disconnections are resolved by
adding nodes and links to the upper-level networks. The major
difference between our method and the previous method for
constructing the hierarchical network is that the nodes to be
added are selected based on their importance in our approach.

B. Problem Formulation

In this paper, a problem that extends the general shortest
path problem is addressed, but first, the formulation of the
general shortest path problem is explained. Given a graph G =
(V,E) and the weights of each link e ∈ E denoted as we ∈
R+, a sequence of vertices P = (v1, v2, ..., vk) satisfying ei =
(vi, vi+1) ∈ E, i = 1, ..., k − 1 is called a path. The variable
xe indicates whether a link e is included in the path: xe = 1 if
it is included, and xe = 0 otherwise. The problem of finding
the shortest path from a given start node s ∈ V to an target
node t ∈ V can then be formulated as follows.

min
∑
e∈E

wexe (1)

s.t.
∑

e∈δ+(v)

xe −
∑

e∈δ−(v)

xe = 0, ∀v ∈ V \ {s, t} (2)

∑
e∈δ+(s)

xe = 1 (3)

∑
e∈δ−(t)

xe = 1 (4)

xe ∈ {0, 1}, ∀e ∈ E (5)

Here, δ+(v) denotes the set of links that have vertex v as
their starting point, and δ−(v) denotes the set of links that

have vertex v as their endpoint. The constraint in (2) represents
that, for each visited vertex v, exactly one incoming link and
one outgoing link are selected. The constraints in (3) and (4)
signify that exactly one link leaving the start node s and one
link entering the target node t are selected.

In this paper, a classification-based hierarchical road net-
work is used. In constructing the hierarchical road network, a
function L(e) is defined to indicate the hierarchical level to
which each link e in the original network G belongs. Then,
based on the set of links En belonging to hierarchical level
n(n = 1, 2, ..., N) and the set of nodes V n that are endpoints
of links e ∈ En, the network Gn for hierarchical level n is
constructed.

In pathfinding using a classification-based hierarchical road
network, starting from the original network G, a progressive
transition between hierarchical levels is made. At each level,
it can be considered that the shortest path problem specific
to that level is being solved. Finally, the paths calculated at
each level are concatenated and outputted. Here, the path at
each hierarchical level is denoted as Pn. Below, a detailed
formulation of the extended pathfinding problem is presented.

min

N∑
n=1

∑
e∈En

wn
e x

n
e (6)

s.t.
∑

e∈δ+(v)

xn
e −

∑
e∈δ−(v)

xn
e = 0,

∀v ∈ V n \ {sn, tn},∀n ∈ {1, . . . , N}
(7)

∑
e∈δ+(sn)

xn
e = 1, ∀n ∈ {1, . . . , N} (8)

∑
e∈δ−(tn)

xn
e = 1, ∀n ∈ {1, . . . , N} (9)

xn
e ∈ {0, 1} ∀e ∈ En, ∀n ∈ {1, . . . , N} (10)

Here, N represents the maximum hierarchical level, wn
e is

the weight of link e at hierarchical level n, and xn
e is a variable

that takes the value of xn
e = 1 if link e is included in the path

Pn, and xn
e = 0 otherwise. Additionally, sn and tn denote

the start and target nodes, respectively, at hierarchical level n.
Equations (7) to (9) represent the application of the general
pathfinding constraints at each hierarchical level.

C. Hierarchization of Road Network

1) Extraction of Upper-Level Networks: The road network
addressed in this paper is implemented as an undirected graph,
which serves to reduce the complexity of the network and
enhance computational efficiency. As an example of driver
preference, avoidance of narrow roads is adopted, and the
upper-level networks are extracted based on the number of
lanes, which is closely related to this preference. This driver
preference was chosen based on the needs of delivery drivers
in our kerosene delivery planning research, who want to take
routes that avoid narrow roads not well-cleared of snow.
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For a link e, let le be the smaller number of lanes on one side
of the road. However, if link e is a one-way link with zero
lanes on one side, then le = 1. When n is the hierarchical
level of the network, define the set of links satisfying le ≥ n
as En, and the set of nodes at both ends of each link in En as
V n. The subnetwork composed of V n and En is denoted as
Gn = (V n, En), and Gn is the network at level n. The original
road network is G1, and the upper-level networks Gn(2 ≥ n ≥
N) are extracted sequentially from G1 (V 1 ⊇ V 2 ⊇ · · · ⊇
V N , E1 ⊇ E2 ⊇ · · · ⊇ EN ). It is noted that N is a parameter
that sets the highest hierarchical level.

2) Extraction of Representative Node Set: In the pathfind-
ing method using a hierarchical road network in this paper,
the search is started from the original road network and
progressively transitions to the upper-level networks. With
each transition to an upper-level network, the route candidates
are narrowed down. Since the route candidates heavily depend
on the nodes included in the upper-level networks, if many
nodes of low importance, which are rarely used in routes
between any Origin-Destination pair (commonly referred to
as OD pair), are included in the upper-level networks, routes
that pass through these less important nodes may be output,
potentially leading to a significant deterioration in route cost.
Therefore, adding nodes of high importance to the upper-level
networks is crucial for ensuring the accuracy of approximate
solutions in pathfinding using the hierarchical road network.

Centrality measures are useful in measuring the importance
of nodes. These measures evaluate how central elements are
within a network, with common types including degree cen-
trality, closeness centrality, and betweenness centrality [11].
Especially, betweenness centrality, which evaluates each node
based on the frequency of its use in the shortest paths between
any OD pair, is valuable as a measure of node importance
when constructing hierarchical road networks.

While betweenness centrality typically evaluates each node
individually, it is important to consider the interdependen-
cies and cooperative relationships among nodes when taking
betweenness centrality into account, as nodes are mutually
dependent on each other.

Therefore, Fushimi et al. [12] have proposed what is known
as set betweenness centrality, which considers the centrality of
a set of nodes.

Betweenness centrality and set betweenness centrality are
calculated by (11) and (12), respectively.

bwc(v) =
∑
s∈V

∑
t∈V

σs,t(v)

σs,t
(11)

SB(R) =
∑
s∈V

∑
t∈V

σs,t(R)

σs,t
(12)

Here, σs,t represents the number of shortest paths between
nodes s and t, σs,t(v) is the number of these paths passing
through node v, and σs,t(R) denotes the number of shortest
paths from node s to node t that pass through ∀r ∈ R.
The set of nodes R that maximizes (12) is considered the
representative node set.

It should be noted that calculating the exact betweenness
centrality requires computing the shortest paths for every OD
pair in the target road network. However, this computation
requires O(V 3) time complexity and is challenging for large-
scale networks. Therefore, a method has been proposed that
approximates betweenness centrality by randomly sampling
nodes from the network, performing single-source shortest
pathfinding from these sampled nodes, and using the obtained
paths information for the approximation [13]. This method has
been shown to have good approximation accuracy in the paper
by Wandelt et al. [14], and it is also adopted in this paper.

While betweenness centrality can be calculated by counting
the number of times each node in the network based on the
obtained paths information, for set betweenness centrality, it is
necessary to consider which combination of nodes maximizes
the objective function in (12). Therefore, in this paper, the
greedy algorithm proposed by Fushimi et al. is used to find
the set R that maximizes (12). The number of elements in the
representative node set R, denoted as |R|, is adjusted by the
parameter K. For specific procedures, refer to the paper by
Fushimi et al. [12].

3) Correction of Upper-Level Networks: The correction is
applied to the upper-level networks from G2 to GN . This
correction process mainly consists of two stages: resolving
disconnections and adding the Representative node set R
identified in Section III-C2.

When extracting the upper-level networks based on the at-
tributes of links, these networks may be disconnected. In such
cases, an operation to resolve this by adding nodes and links is
necessary. Therefore, our proposed method first resolves the
disconnection in the upper-level networks. However, merely
resolving the disconnection in the upper-level networks might
lead to an excessive simplification, potentially resulting in
the output of routes from pathfinding using the hierarchical
road network with significantly worse costs compared to
the minimum cost routes. To improve the accuracy of the
approximate solutions in pathfinding using the hierarchical
road network, the representative node set R is added.

4) Pathfinding Using Hierarchical Network: In this paper,
the pathfinding method proposed by the previous method [4]
is adopted. This method’s overview involves bi-directional
searching from both the start and target nodes, and the transi-
tion to an upper-level network occurs only when searches from
both directions reach nodes that exist in the network of the next
upper hierarchical level. It should be noted that, the transition
to an upper-level network is restricted only to cases that meet
the above condition, preventing transitions from upper-level to
lower-level networks. While any pathfinding algorithm can be
used, this paper employs the A* algorithm.

The details are described below. The input consists of a
hierarchical network {G1, G2, ..., GN}, a start node s, and a
target node t, with the output being the path from s to t. In the
the following procedure, ’advancing the search by one step’
refers to extracting the node with the minimum cost from the
queue, calculating and updating the costs for all nodes adjacent
to the extracted node in Gn, and then adding the updated nodes
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Figure 1. Algorithm for correction of hierarchical network.

to the queue.
Step 1: Start the search with the level of the network to be

searched set to n = 1.
Step 2: Place the start node s in the forward search queue,

and the target node t in the backward search queue.
Step 3: If the forward search has not yet reached a node

contained in Gn+1, advance the forward search by
one step.

Step 4: If the backward search has not yet reached a node
contained in Gn+1, advance the backward search by
one step.

Step 5: If there are nodes already searched from both direc-
tions, conclude the search and determine the route.

Step 6: If searches from both directions have reached nodes
contained in Gn+1, use these nodes as new start and
target nodes, clear the queues, update n←− n+1, and
return to Step 2. Otherwise, maintain n as it is and
return to Step 3.

IV. EXPERIMENT

Hierarchical road networks for Japan’s heavy snowfall areas
are constructed using three different methods, each with a
partially different process after the extraction of the upper-
level networks. the construction times of the hierarchical road
networks and the sizes of the networks at each hierarchical
level are compared. Pathfinding using the hierarchical net-
works of each method in the road network is also performed
for OD pairs. the sum of the construction time of the hierar-
chical networks and the total computation time for individual

pathfinding are then evaluated, as well as the increase in cost
relative to the minimum cost paths.

A. Experimental Setup

A 14 km square area centered on Sapporo Station was
extracted from OpenStreetMap [15] as an area where kerosene
delivery is routinely conducted due to heavy snowfall in
winter, and was used as the road network for the experiment
(Figure 2). Note that approximately 85% of this road network
consists of links with only one lane. Therefore, hierarchization
based solely on the number of lanes might lead to exces-
sively simplified upper-level networks, and some ingenuity is
required to correct the upper-level networks. Lane information
and link lengths are acquired from the OpenStreetMap road
network for use in the hierarchization of the network and the
calculation of route costs.

In this paper, three different hierarchization methods are
evaluated, each differing in how disconnections are resolved,
and a representative node set is added to the upper-level
networks, which are extracted based on the number of lanes.
Linkage method 1 resolves the disconnections using the pre-
vious method and does not add a representative node set.
Linkage method 2 first resolves the disconnections using the
previous method and then adds the representative node set
using the proposed method. Linkage method 3, which is the
method proposed in this paper, uses the proposed method to
both resolve the disconnections and add the representative
node set.

The parameter settings for each method are shown in Table
II. Within Table II, Hmax is a threshold value that controls
the extent to which disconnected subnetworks are linked
during the correction process. For linkage methods 1 and
2, Hmax = 100 was chosen because it yielded the highest
accuracy of approximate solutions in preliminary experiments.
K represents the number of elements in the representative
node set to be added to the upper-level networks. The upper
limit of hierarchical levels for each method was set to N = 3.

When adding the representative node set in linkage meth-
ods 2 and 3, an approximation of betweenness centrality is
necessary. The number of nodes randomly sampled from the
network for the approximation of betweenness centrality was
set to 1,000. This number can vary depending on the network
used and its scale and is not strictly required to be this value.

Pathfinding is performed using the hierarchical networks
constructed by each method, and each method is evaluated
based on the results. Additionally, as an exact solution method,
pathfinding without using a hierarchical network is also per-
formed. When performing pathfinding using a hierarchical net-
work, the method described in Section III-C4 is adopted, and
when performing pathfinding without hierarchical networks,
the unidirectional search A* algorithm is adopted.

OD pairs are classified based on Euclidean distance and
divided into seven intervals at every 2.5 km. From each
interval, 5,000 pairs are randomly selected, and pathfinding
is performed for each OD pair, with the results compared.
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TABLE I
VALUES OF we,i FOR THE LINK COSTS ACCORDING TO EACH DRIVER

PREFERENCE TYPE FOR NARROW ROADS

Weight Number of lanes
le = 1 le = 2 le ≥ 3

we,1 10 5 1
we,2 4 2.5 1
we,3 2.768 1.607 1
we,4 1 1 1

TABLE II
PARAMETER SETTINGS FOR EACH LINKAGE METHOD

Algorithm
Resolution

of
disconnection

Addition
of

representative node set
Hmax K

Linkage method1 previous method -

100

-

Linkage method2 previous method proposed method

10
20
:

100

Linkage method3 proposed method proposed method -

10
20
:

100

Next, multiple types of driver preferences are prepared, each
with different degrees of avoidance of narrow roads. As the
degree of avoidance of narrow roads increases, the cost of
such roads also increases, which may change the total cost of
the candidate routes and thus the final route selected. In this
experiment, four types of driver preferences A1, A2, A3, A4

are prepared in order of increasing the degree of avoidance
of narrow roads. For each type of driver preference Ai(i =
1, 2, 3, 4), the link cost ˜ce,i, considering the number of lanes
le of link e, is given by (13). Here, ce is the original link
cost, which in this paper is given as the Euclidean distance
between the endpoints of the link. we,i is the weight applied
to the link cost according to the driver’s avoidance of narrow
roads. The values of link cost used in this experiment for
A1, A2, A3 are adopted from those calculated in [4]. The
weight we,3 was set based on actual probe data in [4], and we,1

and we,2 were values inferred by the authors of [4] intended
to represent varying degrees of avoidance to narrow roads.
Additionally, this experiment incorporates a driver preference
type A4, representing drivers with no avoidance of narrow
roads. This driver type was added to evaluate the performance
of the proposed method with and without avoidance to narrow
roads.

c̃e,i = we,ice (13)

This experiment was conducted in a computing environment
equipped with an AMD EPYC 7402 24-Core CPU and 128GB
of memory.

B. Size and Construction Time of Hierarchical Network

The sizes and construction times of the hierarchical net-
works constructed by each linkage method are shown in Table
III. For each method, n = 1 is the original road network,

Figure 2. Road network around Sapporo Station.

and for n ≥ 2, networks of different sizes are constructed
depending on the method and parameters.

As shown in Table III, the network at hierarchical level 2
in linkage method 3, even with K = 100, has approximately
43% fewer nodes and about 52% fewer links compared to the
network at hierarchical level 2 in linkage method 1. On the
other hand, no significant differences were observed in the
number of nodes and links in the hierarchical networks for
levels n = 2, 3 between linkage method 1 and linkage method
2.

While the construction of the hierarchical network using
linkage method 1 takes about 1 minute, the construction time
using linkage methods 2 and 3 increases by approximately 600
times for K = 100. However, the hierarchical networks con-
structed in this paper are intended for application in the vehicle
routing problem where hundreds of thousands of pathfinding
tasks occur, and where delivery routes are repeatedly adjusted
and planned in specific regions. Therefore, once a hierarchical
network is constructed, it can be reused as long as there are
no changes to its topology or target area. Considering this,
the construction time for the hierarchical networks in linkage
methods 2 and 3 is acceptable.

C. Results of Pathfinding Using Hierarchical Network

The results of pathfinding using the hierarchical networks
constructed by each method were compared with the results
of pathfinding using the unidirectional search A* algorithm,
which does not use hierarchical networks. Table IV shows
the average costs and computation times for each section for
the driver preference type A1, which has the highest degree
of avoidance of narrow roads among four driver preference
types. Note that only a portion of the parameter K results
for linkage methods 2 and 3 are presented. In Table IV, Tave

and Cave represent the average computation time and cost
of the routes for each section, respectively, with bold figures
indicating the lowest average costs among the routes using
hierarchical networks in each section. Uni-A* refers to the
unidirectional search A* algorithm.

The results in Table IV show that compared to the unidirec-
tional search A* algorithm, the calculation time of individual
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TABLE III
SIZE AND ELAPSED TIME OF HIERARCHICAL NETWORKS CONSTRUCTED BY EACH METHOD

Algorithm Hmax K n number of nodes number of links elapsed time
- - - 1 31,139 49,967 -

Linkage method1 100 - 2 12,691 15,765 57s3 5,267 5,790
Linkage method2 100 10 2 12,691 15,765 6h28m21s

3 5,315 5,849
100 2 12,946 16,065 9h40m33s

3 6,648 7,319
Linkage method3 - 10 2 7,219 7,618 6h26m51s

3 2,798 2,865
100 2 7,724 8,211 9h38m7s

3 5,076 5,321

pathfinding is reduced to 4-6% with linkage method 1 or
2, and to 3-6% with linkage method 3, confirming that the
hierarchization of road networks contributes significantly to
reducing the calculation time of pathfinding.

Regarding the average cost of routes for each section, the
case of K = 100 in linkage method 3 had the minimum aver-
age route cost in all sections among the three linkage methods.
The worsening of route costs compared to the average cost
of routes from the unidirectional search A* algorithm was
about 4-9%. This characteristic was consistent for other driver
preference types as well, suggesting that linkage method 3
could be an effective approach for constructing hierarchical
networks that consider the different preferences for each driver.

D. Discussion

The construction time of the hierarchical road network in
linkage method 3 was approximately 9 hours and 40 minutes,
about 600 times longer than that of linkage method 1. The
processes involved in constructing the hierarchical network
in linkage method 3 are: (1) extraction of the upper-level
networks, (2) sampling of nodes and single-source shortest
pathfinding starting from the sampled nodes, (3) approxi-
mation of set betweenness centrality and extraction of the
representative node set, and (4) correction of the upper-level
networks. The most time-consuming process among these
is process (3), which takes approximately 8 hours and 40
minutes, or 90% of the construction time. This is because
the paths obtained in process (2) are used as references to
calculate the representative node set. However, as the number
of paths referenced increases, the computation time of process
(3) also increases. Therefore, the computation time of process
(3) depends on the number of paths obtained from process
(2). Single-source shortest pathfinding was performed, start-
ing from sampled nodes (for this paper, 1,000 nodes were
randomly sampled), with paths being computed to all other
nodes in the network. However, it may not be necessary to
compute paths to all other nodes, and reducing the number of
paths to be calculated could potentially reduce the construction
time of the hierarchical network.

Figure 3 shows the cost ratio compared to the minimum cost
route for the driver preference type A1. Note that Figure 3 is
a histogram of the cost ratios for all OD pairs. From Figure 3,
it can be observed that using linkage method 3 allows for the

calculation of routes with cost ratios closer to 1.0 for more
OD pairs compared to linkage methods 1 and 2. However, the
number of OD pairs with a cost ratio exceeding 2.0 was 47
for linkage method 1, 15 for linkage method 2, and 30 for
linkage method 3, indicating that even with linkage method
3, some OD pairs experienced routes with significantly worse
costs compared to their respective minimum cost routes. The
worsening of route costs occurred in cases where the OD pairs
were closely located. In response to this issue, hierarchical
networks are currently used regardless of the OD pair distance,
but we will consider improvements, such as deciding whether
to use hierarchical networks based on the distance of the OD
pairs.

Moreover, there is potential for improvement in the method
of extracting the representative node set. In the proposed
method, the set betweenness centrality is calculated from
the entire target network, and the representative node set is
extracted based on this calculation. However, road networks
have regional characteristics, and the nodes that are frequently
traversed should differ depending on the movement between
and within regions. The proposed method extracts the rep-
resentative node set without taking this into account, and
thus may miss frequently traversed nodes, especially within
a specific region. We will consider an approach that divides
the road network into multiple regions, calculates the set
betweenness centrality for each movement between and within
regions, and extracts the representative node set.

V. CONCLUSION AND FUTURE WORK

In this paper, we proposed a road network hierarchization
method aimed at optimizing vehicle routing problems. Our
method involves constructing a hierarchical road network that
incorporates the concept of set betweenness centrality, an ex-
tension of betweenness centrality, which is one of the centrality
measures. Both the previous method and the proposed method
were applied for pathfinding on the road network around
Sapporo Station, and for various types of driver preference
with different degrees of avoidance of narrow roads. Compared
to performing pathfinding without hierarchical networks, the
calculation time of individual pathfinding was reduced to 4-
6% with the previous method and to 3-6% with our method.
Additionally, by using our method, the average cost of routes
improved in all sections compared to the previous method,
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TABLE IV
RESULTS OF PATHFINDING BY EACH METHOD (DRIVER PREFERENCE TYPE A1)

Section[km]
Algorithm Hmax K 0-2.5 2.5-5.0 5.0-7.5 7.5-10.0 10.0-12.5 12.5-15.0 15.0-17.5

Tave Cave Tave Cave Tave Cave Tave Cave Tave Cave Tave Cave Tave Cave

[sec] [km] [sec] [km] [sec] [km] [sec] [km] [sec] [km] [sec] [km] [sec] [km]
Uni-A* - - 0.50 11.66 1.42 16.92 2.74 22.16 4.15 27.34 5.76 32.75 6.95 37.33 7.62 39.18

Linkage method1 100 - 0.03 13.00 0.07 18.53 0.13 23.96 0.21 29.43 0.30 35.13 0.38 40.11 0.48 42.15
20 0.03 12.97 0.07 18.49 0.13 23.91 0.21 29.38 0.31 35.11 0.40 40.10 0.51 42.14

Linkage method2 100 60 0.03 12.95 0.07 18.38 0.14 23.72 0.22 28.98 0.33 34.71 0.42 39.76 0.54 42.15
100 0.03 12.83 0.07 18.22 0.14 23.59 0.23 28.81 0.35 34.51 0.45 39.68 0.56 41.83
20 0.03 12.88 0.05 18.21 0.09 23.67 0.13 29.14 0.18 34.69 0.22 39.34 0.28 41.49

Linkage method3 - 60 0.02 12.82 0.05 18.12 0.09 23.42 0.14 28.71 0.20 34.28 0.25 39.06 0.30 41.32
100 0.02 12.67 0.05 18.03 0.09 23.31 0.15 28.54 0.21 34.13 0.27 39.05 0.32 40.76

Figure 3. Cost ratio to the minimum cost paths (driver preference type A1).

and even when compared to the minimum cost paths, the
worsening of route costs was about 4-9%. From the above,
our method demonstrated superior performance in terms of
pathfinding computation time and the cost of the routes
obtained, surpassing the previous method.
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Abstract—In workplaces with shift-based schedules, managers
are burdened with the task of modifying work schedules when ab-
sences occur. In this process, known as schedule adjustment due
to employee absenteeism, the manager must select a replacement
employee (substitute employee) from those originally scheduled to
be off-duty on the day of the absence. Within this methodology,
a task arises where the manager needs to request substitute
attendance from employees who were originally scheduled to
be off-duty. The order in which these requests are made to
employees is crucial as it directly impacts the burden on both
the manager and the employees. This paper proposes a strategy
for determining the order of requests based on the probability of
acceptance by employees. A simulation model is constructed, and
evaluations are conducted for multiple parameter sets. The results
of the verification indicate that, when prioritizing the reduction
of the understaffed workforce, an ascending request strategy is
effective. On the other hand, if prioritizing the manager’s burden
is essential, a descending request strategy proves to be effective.

Index Terms—nurse scheduling, rescheduling, substitute atten-
dance request.

I. Introduction
Shift management, crucial in workplaces with variable work

hours like hospitals and call centers, encompasses two main
tasks: shift schedule generation and modification. Schedule
generation involves creating schedules based on constraints
like maximum workdays [1]–[3]. Schedule modification, on
the other hand, adjusts schedules due to absences. Conven-
tional methods involve regenerating entire schedules for the
absence period, but frequent absences complicate communi-
cation and shift changes.

In contrast to this approach, there is a method where an
employee (substitute) who does not have a scheduled shift on
the day of the absence is selected to fill in for the absentee,
and only a partial modification of the schedule is made. In this
method, since the majority of the schedule remains unchanged,
it does not impose a significant burden on the manager or the
employees. However, the manager needs to perform the task
of requesting the selected employee to work as a substitute on
the day of the absence, and the order in which these requests
are made (request sequence) becomes crucial. For instance, if

requests are made to specific employees only, those employees
may feel a sense of unfairness. On the other hand, an increase
in the number of requests from the manager to the employees
may result in a significant burden for the manager. Moreover,
if a substitute cannot be found, it may disrupt the execution
of the task itself.

This paper proposes and evaluates request order determi-
nation strategies for selecting substitute employees in shift
work systems with frequent absenteeism. Metrics include the
insufficient number of employees (task stability), the number
of requests (manager’s burden), the number of times employees
worked as substitutes, and The number of requests received
from managers. The insufficient number of employees is prior-
itized, especially in shift-based workplaces. Using a simulation
model, the paper assesses proposed strategies across various
parameter sets, identifying characteristics leading to high
insufficient employee counts and manager-initiated requests.
Differences in these metrics between strategies are discussed.

The simulation model incorporates employees’ days off re-
quests and utilizes mathematical optimization solvers to gener-
ate shift schedules based on various constraints. Absentees are
introduced probabilistically on the generated schedules, and
simulations of manager-initiated substitute attendance requests
are conducted. The goal is to conclude with effective request
order determination strategies depending on the situation, con-
sidering the number of times employees acted as substitutes,
the number of requests received by employees, and other
factors. The paper concludes by summarizing the research in
the fifth section.

The structure of this paper is outlined as follows: Section
2 covers related research, section 3 describes the simulation
model, section 4 presents the experimental setup, experimen-
tal results, and their discussion, and section 5 provides the
conclusion of this paper.
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II. Related Work
A. Modification of work schedules

This study explores heuristic solutions to dynamic nurse
scheduling problems arising from sudden absenteeism, par-
ticularly in the context of modifying work schedules in shift
management [4]–[7]. Focusing on the hospital setting as a
representative workplace with shift work, the research treats
the adjustment of schedules due to nurse absenteeism as a dy-
namic scheduling challenge. The approach involves selecting
a substitute attendance and simultaneously revising the entire
schedule for the subsequent period to ensure feasibility when
a nurse is absent on a given day.

This method addresses the challenge of modifying a nurse’s
schedule due to another nurse’s absenteeism, which can pose
a significant burden. The paper discusses a method for select-
ing substitute attendance by making requests on the day of
absenteeism to employees not originally scheduled to work
but who can accept substitute attendance without violating
schedule constraints established at the time of generation.

B. Substitute attendance request
In research on the development of methods for requesting

substitute attendance, a study has been conducted using real-
world data from a call center to examine the relationship
between the order of requests to substitute workers and the
percentage of understaffed employees [8]. Building upon this
study, our paper goes beyond real-world data and conducts
simulations of substitute attendance requests for multiple pa-
rameter sets. We evaluate the impact of changing the order
of requests in these simulations. The various parameter sets
verified in our study were constrained to realistic scenarios
based on the real-world data from the aforementioned study.
Unlikely scenarios, such as all employees being absent on
every date within a given period or the existence of employees
who always accept substitute attendance requests with a 100%
probability, were excluded from the verification.

III. Simulation model
In the real world, various methods such as phone calls,

messaging apps, and oral communication are used for substi-
tute attendance requests. Messaging apps allow simultaneous
requests to multiple employees, but there’s a concern about
securing more substitutes than needed. Oral requests offer
prompt responses but can only be made in person, limiting
requests to present employees. This paper focuses on ”phone
calls,” a common method for sudden absences, and conducts
simulations. We assume one manager making individual sub-
stitute attendance requests to each employee.

A. Generation of a shift schedule through the nurse scheduling
problem

With m employees, a duration of n days, and three work
shifts each day, the symbols used for the formulation of
schedule generation are defined as follows. Additionally, each
employee is assumed to submit their preferred days off in

TABLE I: PARAMETERS AND SYMBOLS OF THIS MODEL

Parameter Symbol
Number of employees X
Number of dates d
Probability of absence per person q
Maximum request acceptance count per person m
Acceptance probability of low acceptance level plow
Acceptance probability of high acceptance level phigh
Number of employees with low acceptance level nlow

Number of employees with high acceptance level nhigh

advance. We utilized the general-purpose mathematical opti-
mization solver, CPLEX [9].

M = {1, 2, ...,m} : Set of employees
N = {1, 2, ..., n} : Set of dates
W = {1, 2, 3} : Set of time slots
A = {(i, j), i ∈ M, j ∈ N |
Day off request for employee i on date j}
:Set of employees and day pairs for which day-off requests
have been submitted.
ak, bk : Minimum (Maximum) number of employees
on duty for time slot k per day
e : Maximum number of working days
r : Maximum consecutive working days
s : Maximum consecutive working days for time slot 3.

The decision variable that takes the value 1 when employee i
works during time slot k on day j, and 0 when not working, is
denoted as xi,j,k. A feasible work schedule, satisfying all the
following constraints for X = {xi,j,k, i ∈ M, j ∈ N, k ∈ W}
is considered as one work schedule plan.∑

k∈W

xi,j,k = 1 i ∈ M, j ∈ N (1)

ak ≤
∑
i∈M

xi,j,k ≤ bk j ∈ N, k ∈ W (2)∑
j∈N

∑
k∈W

xi,j,k ≤ e i ∈ M (3)

r∑
l=0

∑
k∈W

xi,j+l,k ≤ r i ∈ M, j ∈ {1, ..., n− r} (4)

s∑
l=0

xi,j+l,2 ≤ s i ∈ M, j ∈ {1, ..., n− s} (5)

xi,j,2 + xi,j+1,0 ≤ 1 i ∈ M, j ∈ {1, ..., n− 1} (6)
xi,j,k = 0 i ∈ M, j ∈ N, k ∈ W, (i, j) ∈ A (7)

B. Occurrence of absence and substitute attendance request
In the schedule generated in the previous section, absence

occurrences and the process of securing substitute workers are
performed day by day from the first day to the last day. In this
model, to represent the sudden absence of employees, it is
assumed that employee absence notifications are received on
the day before the absence.
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TABLE II: VERIFIED PARAMETER SETS

q m m:increment plow phigh phigh:increment nlow nhigh

q = 0.05 0.05 2 ≤ m ≤ 3 1 0.05 0.40 ≤ phigh ≤ 0.50 0.10 40 10
0.05 2 ≤ m ≤ 6 1 0.05 0.50 ≤ phigh ≤ 0.90 0.10 45 5

q = 0.10 0.10 2 ≤ m ≤ 4 1 0.05 0.50 ≤ phigh ≤ 0.70 0.20 35 15
0.10 2 ≤ m ≤ 6 1 0.05 0.70 ≤ phigh ≤ 0.90 0.20 40 10
0.10 2 ≤ m ≤ 6 1 0.10 0.50 ≤ phigh ≤ 0.90 0.20 40 10
0.10 2 ≤ m ≤ 4 1 0.10 0.50 0 35 15
0.10 2 ≤ m ≤ 13 1 0.15 0.50 ≤ phigh ≤ 0.90 0.20 45 5
0.10 2 ≤ m ≤ 6 1 0.15 0.50 0 40 10
0.10 2 ≤ m ≤ 4 1 0.15 0.50 0 35 15
0.10 2 ≤ m ≤ 13 1 0.20 0.50 ≤ phigh ≤ 0.70 0.20 45 5

q = 0.15 0.15 2 ≤ m ≤ 6 1 0.05 0.90 0 35 15
0.15 2 ≤ m ≤ 6 1 0.10 0.70 ≤ phigh ≤ 0.90 0.20 35 15
0.15 2 ≤ m ≤ 10 1 0.10 0.90 0 40 10
0.15 2 ≤ m ≤ 6 1 0.15 0.70 ≤ phigh ≤ 0.90 0.20 35 15
0.15 2 ≤ m ≤ 10 1 0.15 0.70 ≤ phigh ≤ 0.90 0.20 40 10
0.15 2 ≤ m ≤ 6 1 0.20 0.50 ≤ phigh ≤ 0.90 0.20 35 15
0.15 2 ≤ m ≤ 10 1 0.20 0.50 ≤ phigh ≤ 0.90 0.20 40 10
0.15 2 ≤ m ≤ 20 1 0.20 0.90 0 45 5
0.15 2 ≤ m ≤ 10 1 0.25 0.50 ≤ phigh ≤ 0.90 0.20 40 10
0.15 2 ≤ m ≤ 20 1 0.25 0.50 ≤ phigh ≤ 0.90 0.20 45 5

For each i,k pair that satisfies xi,j,k = 1 for date j and
k ∈ W , the absence is triggered by updating xi,j,k = 0 with a
probability p.Substitute attendance candidates for time slot k
on date j are employees who satisfy

∑
k∈W xi,j,k = 0 and do

not violate the constraints in Equations (3), (4), (5), and (6)
in Section III-A.

Substitute attendance candidates are determined in the order
of requests, and requests are made one by one in order. The
employee who receives the request responds with acceptance
or rejection based on a probability, which is referred to as
the acceptance probability. When the request is accepted, we
update it to xi,j,k = 1. The request is concluded when the
number of acceptances matches the number of occurred ab-
sences. Otherwise, we proceed to the next substitute worker for
the request. When responses are obtained from all substitute
employees, if the number of acceptances does not match the
number of occurred absences, we consider the substitute for
date j as insufficient. This process is repeated sequentially for
all dates.

To prevent a specific employee from disproportionately
accepting substitute attendance requests, set an upper limit on
the number of times each employee can accept requests within
a given period. This upper limit is referred to as the maximum
acceptance count.

In this simulation model, we categorize employees into two
groups based on their acceptance probabilities: those with a
low acceptance probability, denoted as plow, and those with a
high acceptance probability, denoted as phigh. Additionally, we
represent the assigned number of employees in each category
as nlow and nhigh, respectively.

C. Request Order Decision Strategy
The evaluation in this paper focuses on acceptance

probability-based request order determination strategies: de-
scending request strategy, ascending request strategy, and
random reuest strategy. The descending request strategy prior-
itizes employees with high acceptance probabilities, likely re-

ducing the overall number of requests. Conversely, the ascend-
ing request strategy targets employees with low acceptance
probabilities first, potentially conserving high-acceptance em-
ployees with high acceptance levels for later requests and
mitigating the insufficient number of employees. The random
request strategy serves as an intermediate approach between
descending and ascending request strategies.

IV. Experiment

A. Experimental purpose

Simulations will evaluate three request order determination
strategies, as discussed in Section III-C, using multiple pa-
rameter sets presented in Table I. Notably, X = nlow+nhigh,
and plow < phigh. For this study, the number of employees
is set to X = 50, and the observation period is d = 28
days (4 weeks). The goal is to analyze, for each parameter
set, the occurrence and extent of the anticipated properties of
the strategies outlined in Section III-C.

B. Validation range of parameter sets

In the simulation of multiple parameter sets, specific con-
ditions are imposed to define the validation range. This study
focuses on workplaces with prevalent absenteeism, necessitat-
ing a significant occurrence of absences. Therefore, verified
absence probabilities, represented by q, are set to 0.05, 0.10,
and 0.15. Additionally, to address scenarios where an exces-
sively large maximum acceptance count m might lead to only
employees with high acceptance levels, resulting in minimal
the insufficient number of employees and task execution insta-
bility, conditions are added for the number nhigh of employees
with high acceptance levels. Here, F denotes the total number
of absences over the entire period.

nhighm < F (8)
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TABLE III: PARAMETER SETS WITH THE LARGEST INSUFFICIENT
NUMBER OF EMPLOYEES

Rank 1st 2nd 3rd 4th 5th
X 50 50 50 50 50
d 28 28 28 28 28
q 0.15 0.15 0.15 0.15 0.15
m 2 2 2 3 2
plow 0.05 0.10 0.10 0.05 0.10
phigh 0.90 0.90 0.90 0.90 0.70
nlow 35 40 35 35 35
nhigh 15 10 15 15 15
ζ 1.821 1.472 1.354 1.352 1.339

Furthermore, when plow ≈ phigh it becomes challenging
to express the difference in acceptance probabilities between
employees. Therefore, the following equation must hold:

plow ≪ phigh (9)

Furthermore, to address situations where employees with both
high and low acceptance levels are reasonably mixed, the
following equation must hold for nlow and nhigh:

nlow ≫ 0 (10)
nhigh ≫ 0 (11)

Lastly, it is crucial to consider the relationship between the
expected number of substitute attendances and the number
of absences. If the expected number significantly surpasses
the number of absences, addressing the insufficient number
of employees may improve, even without altering the request
order. Conversely, if the expected number is considerably
lower than the number of absences, mitigating the insufficient
number of employees becomes challenging, even with a change
in request order. Thus, the verification focused on a range
where the following equation holds:

1 <

nlow

nlow+nhigh
cplow +

nhigh

nlow+nhigh
cphigh

F
d

< β (12)

Here, β is the threshold, and c is the average number of
substitute attendance candidates per time slot per day. In
this study, c is determined based on the average number of
candidates derived from pre-generated shift schedules with no
absences.

C. Experimental setup
In Section III-A, we set the minimum (maximum) number

of employees on duty for time slot k, ak, bk uniformly as
a1 = a2 = a3 = b1 = b2 = b3 = 8 for a straightforward com-
parison. Under these conditions, the total number of absences
F over the entire period, considering absence probabilities
q = 0.05, 0.10, 0.15, is approximately F = 33.6, 67.2, 100.8,
respectively. The maximum working days e for each employee
is set to 20, the maximum consecutive working days r is set
to 4, and the maximum consecutive working days for time slot
3 s is set to 3. Table II provides details for the parameter sets
explored under the conditions in Section IV-B. It is important
to note that in this experiment, β = 1.5, c = 14 were set
based on the conditions in Section IV-B. For each of the 340

parameter sets listed in Table II, a simulation of substitute
attendance requests over the entire period was conducted
300 times, measuring the average daily insufficient personnel
and the average daily number of requests from managers to
employees.

Subsequently, we calculated the difference in the daily
insufficient number of employees and the difference in the
number of requests from managers to employees for each
parameter set among the three validated request order de-
termination strategies. The difference among strategies refers
to the gap between the highest and lowest average values
of the daily insufficient number of employees or requests.
We will now discuss the top 5, bottom 5, and 5 around the
median parameter sets where the difference in the insufficient
number of employees or requests among strategies is the most
significant.

In particular, for the top 5 and bottom 5, we will analyze
the relationship between the daily insufficient number of em-
ployees and the number of requests. Based on the trials for all
parameter sets, we will also discuss the trend in the evolution
of the difference in the insufficient number of employees (re-
quests) among strategies when arranged in descending request
strategy, and verify the percentage of parameter sets where
a significant difference occurs. Additionally, we will analyze
the distribution of each parameter at that time and determine
an appropriate degree of the polynomial approximation curve
representing the overall trend through cross-validation.

Finally, for the parameter sets where the difference in the
insufficient number of employees(requests) among strategies
is the largest, the smallest, and around the median, we will
measure and compare the average number of times employees
attended as substitutes (accepted requests) and the average
number of requests received by employees from managers over
the entire period.

D. Result
1) Insufficient number of employees: For the top 5 param-

eter sets with largest average the daily insufficient number
of employees among 300 simulations, details are presented
in Table III, where ζ represents the average daily insufficient
number of employees. Notable characteristics leading to higher
daily insufficient number of employees include a high absence
probability q (indicating more absences F ), a small maximum
acceptance count m, and relatively small plow with large phigh.
The value of nlow is 35 for all sets except the 2nd set.

2) Difference in insufficient number of employees among
strategies: Table IV presents the top 5 parameter sets(1st-
5th), the 5 sets around the median(169th-173rd) with the
largest difference in the daily insufficient number of employees
among strategies and the 5 parameter sets(336th-340th) with
the smallest difference. The symbol δ represents the difference
in the daily insufficient number of employees among strategies.

From Table IV, the trends for the top 5 parameter sets
include a significant difference between plow and phigh, with
the number of employees nhigh having high acceptance level
set at 15, except for the 4th set. Additionally, the maximum
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TABLE IV: PARAMETER SET WITH THE MOST SIGNIFICANT DIFFERENCE IN THE INSUFFICIENT NUMBER OF EMPLOYEES BETWEEN
STRATEGIES, THE LEAST SIGNIFICANT DIFFERENCE, AND AN INTERMEDIATE LEVEL OF DIFFERENCE

Rank 1st 2nd 3rd 4th 5th 169th 170th 171st 172nd 173rd 336th 337th 338th 339th 340th
X 50 50 50 50 50 50 50 50 50 50 50 50 50 50 50
d 28 28 28 28 28 28 28 28 28 28 28 28 28 28 28
q 0.15 0.15 0.15 0.15 0.15 0.10 0.15 0.15 0.15 0.10 0.05 0.10 0.15 0.10 0.15
m 3 4 3 4 3 2 4 8 2 7 6 7 20 11 18
plow 0.15 0.10 0.10 0.10 0.20 0.15 0.10 0.10 0.10 0.20 0.15 0.25 0.20 0.25 0.15
phigh 0.90 0.90 0.90 0.90 0.90 0.50 0.70 0.70 0.50 0.90 0.60 0.50 0.50 0.50 0.50
nlow 35 35 35 40 35 45 45 40 40 45 45 45 45 45 45
nhigh 15 15 15 10 15 5 5 10 10 5 5 5 5 5 5
δ 0.490 0.474 0.465 0.427 0.419 0.117 0.115 0.1149 0.1145 0.1145 0.014 0.012 0.0109 0.0102 0.0101

(a) Best5 (b) Worst5 (c) Worst5 expansion

Fig. 1: Relationship between insufficient number of employees and number of requests per day(Table IV).

TABLE V: VARIANCE(TABLE IV)

random des asc
1st 0.041 0.050 0.032
171st 0.020 0.0185 0.013
340th 0.016 0.0187 0.016

TABLE VI: AVERAGE(TABLE IV)

random des asc
1st 0.579 0.818 0.328
171st 0.302 0.354 0.239
340th 0.313 0.320 0.310

TABLE VII: MEDIAN(TABLE IV)

random des asc
1st 0.571 0.821 0.303
171st 0.285 0.321 0.214
340th 0.285 0.321 0.285

Fig. 2: Transition of difference in average insufficient number of
employees.

acceptance count m is relatively small compared to other
parameter sets in the validation.

Conversely, Table IV shows trends for the bottom 5 pa-
rameter sets, indicating a smaller difference between plow and
phigh” compared to other sets in the validation. Additionally,
the number of employees nlow with low acceptance proba-
bilities is consistently 45 for all 5 parameter sets. Regarding
the maximum acceptance count m,” particularly in the 338th,
339th, and 340th sets, larger values are observed compared to
other parameter sets in the validation. However, when looking
at the values of δ,” the difference between the 336th and 340th
sets is extremely small, with only 0.0039.

For the 1st set, 171st set, and 340th set (Table IV), the
distribution of the daily insufficient number of employees in
300 trials for each strategy (random, descending, ascending
request strategy) is presented in Table V for unbiased variance,
Table VI for mean, and Table VII for median. In Table V, it
can be observed that for all three sets (1st, 171st, 340th), the
unbiased variance tends to be smaller for the ascending order
strategy. The variance is larger for the 1st set, while for the
171st and 340th sets, the variance values are almost equal.

From Tables VI and VII, for the 1st set, there is little
difference between the mean and median values for any
strategy. On the other hand, for the 171st and 340th sets, the
mean values are slightly higher than the medians, indicating a
rightward skewness in the distribution.

From Table IV, the overall trend for the 5 parameter sets
around the median indicates an intermediate nature compared
to the top 5 and bottom 5. For the 169th and 172nd sets,
although the maximum acceptance count m is small, the
difference between plow and phigh is also small. On the other
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TABLE VIII: QUANTILE OF q DISTRIBUTION

q Min Q1 Q2 Q3 Max
0.15 1 58 136 220 340
0.10 23 112.5 189.5 282.5 339
0.05 185 250 275 305 336

Fig. 3: Plots of m distribution.

hand, for the 171st and 173rd sets, the difference between
plow and phigh is large, but the maximum acceptance count
m is also large. For the 170th set, the value of the maximum
acceptance count m is larger than that of the 169th and 172nd
sets, and the difference between plow and phigh is smaller
compared to the 171st and 173rd sets.

Figure 1 illustrates the relationship between the daily insuf-
ficient number of employees and the number of requests for the
top 5 and bottom 5 parameter sets with the largest difference
in the insufficient number of employees. Notably, sets with a
significant difference in the insufficient number of employees
show almost twice the difference between descending and
ascending request strategies. Conversely, sets with minimal
difference in the insufficient number of employees, such as the
336th set, exhibit little difference in the number of requests.

Figure 2 depicts the trend in the difference in the daily
insufficient number of employees among strategies for all
validated parameter sets in descending request strategy. The
decrease in the difference is significant up to around the 50th
set. Parameter sets with a difference exceeding 0.4 constitute
only around 2.0% of the total (1st to 7th), and those exceeding

Fig. 4: Plots of distribution of the difference between plow and phigh.

TABLE IX: QUANTILE OF nhigh DISTRIBUTION

nhigh Min Q1 Q2 Q3 Max
15 1 23 47 88.75 229
10 4 60.5 110 185 324
5 56 174 237 293 340

TABLE X: PARAMETER SETS WITH THE LARGEST REQUEST FRE-
QUENCY

Rank 1st 2nd 3rd 4th 5th
X 50 50 50 50 50
d 28 28 28 28 28
q 0.15 0.15 0.15 0.15 0.15
m 3 2 4 3 4
plow 0.05 0.05 0.10 0.10 0.05
phigh 0.90 0.90 0.90 0.90 0.90
nlow 35 35 40 40 35
nhigh 15 15 10 10 15
η 18.098 18.003 17.949 17.918 17.763

0.3 account for approximately 8.8% (1st to 30th). Conversely,
sets with a difference below 0.1 make up 43.5% of the total
(193rd to 340th).

Table VIII displays quartiles, minimum, and maximum
values of the absenteeism probability q rank for each parameter
set in descending request strategy of the difference δ in the
insufficient number of employees between strategies. The table
indicates that the difference in insufficient employees tends to
increase with higher absenteeism probability, signifying more
absences.

In Figure 3, the plot of the maximum acceptance count m
for each parameter set, arranged in descending request strategy
of the insufficient number of employees difference between
strategies, is presented. The regression line suggests that as
the maximum acceptance count m decreases, the difference in
the insufficient number of employees between strategies tends
to increase.

Additionally, Figure 4 shows the plot of the difference
between acceptance probabilities plow and phigh for each
parameter set, ordered by the difference in the insufficient
number of employees between strategies. The regression line
illustrates that a larger difference between plow and phigh
corresponds to a greater difference in the insufficient number
of employees between strategies.

Table IX presents quartiles, minimum, and maximum values
of the rank of the number of employees nhigh with high accep-
tance levels, in descending request strategy of the difference
in the insufficient number of employees between strategies.
The table highlights that a higher number of employees with
high acceptance levels contributes to a larger difference in the
insufficient number of employees between strategies.

3) Number of requests by manager: Table X displays the
top 5 parameter sets with the largest average number of daily
requests in 300 simulations, denoted by η. Characteristics of
sets with higher daily request numbers include a high absen-
teeism probability q, indicating a larger number of absences
F , and a relatively small maximum acceptance count m. plow
is small, phigh is large, and nlow is 40 for the 3rd and 4th sets
and 35 for the others.

4) Difference in number of requests among strategies:
Table XI shows the top 5 parameter sets (1st-5th), the 5 sets
around the median (169th-173rd) with the largest differences
in request numbers between strategies, and the 5 parameter
sets (336th-340th) with the smallest difference, denoted as
ϵ. Among the top 5 sets, all have the smallest plow value
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TABLE XI: PARAMETER SET WITH THE MOST SIGNIFICANT DIFFERENCE IN THE NUMBER OF REQUEST BETWEEN STRATEGIES, THE
LEAST SIGNIFICANT DIFFERENCE, AND AN INTERMEDIATE LEVEL OF DIFFERENCE

Rank 1st 2nd 3rd 4th 5th 169th 170th 171st 172nd 173rd 336th 337th 338th 339th 340th
X 50 50 50 50 50 50 50 50 50 50 50 50 50 50 50
d 28 28 28 28 28 28 28 28 28 28 28 28 28 28 28
q 0.15 0.15 0.10 0.10 0.10 0.10 0.15 0.05 0.15 0.10 0.15 0.15 0.15 0.15 0.15
m 6 5 6 4 5 4 10 2 3 7 2 2 2 2 2
plow 0.05 0.05 0.05 0.05 0.05 0.10 0.20 0.05 0.15 0.15 0.25 0.25 0.20 0.25 0.25
phigh 0.90 0.90 0.90 0.70 0.90 0.90 0.50 0.50 0.70 0.70 0.90 0.70 0.90 0.90 0.50
nlow 35 35 40 35 40 45 40 45 40 45 40 45 45 45 45
nhigh 15 15 10 15 10 5 10 5 10 5 10 5 5 5 5
ϵ 11.917 10.872 10.415 10.220 9.878 3.461 3.447 3.421 3.387 3.384 0.635 0.594 0.583 0.373 0.340

TABLE XII: VARIANCE OF NUMBER OF REQUESTS(TABLE XI)

random des asc
1st 4.671 4.577 2.750
171st 3.062 3.275 3.030
340th 1.123 1.096 1.021

TABLE XIII: AVERAGE OF NUMBER OF REQUESTS(TABLE XI)

random des asc
1st 16.590 10.713 22.410
171st 9.424 8.428 10.816
340th 11.498 11.313 11.624

(0.05) except for the 4th set. Except for the 4th set, they
also exhibit the largest phigh values (0.90). The maximum
acceptance count m falls within intermediate values for these
sets. Conversely, the bottom 5 sets, all with an employee absen-
teeism probability q of 0.15, show a small difference between
plow and phigh values. The nhigh is 5 for all except the 336th
set, and the maximum acceptance count m is 2 in all five sets.
The 5 sets near the median exhibit intermediate characteristics.
For sets 169th, 171st, and 172nd, m is relatively small, but the
difference between plow and phigh is large. For sets 171st and
173rd, the difference between plow and phigh is significant,
but m is large. For set 170th, both m and plow are large.

For the 1st, 171st, 340th paremeter sets in Table XI, the
distribution of daily average requests for random, descending,
and ascending request strategies is presented in Tables XII,
XIII, and XIV, respectively. Table XII shows that, similar
to daily insufficient employee numbers, the ascending request
strategy has the smallest unbiased variance for all three sets
(1st, 171st, and 340th). In random and descending request
strategies, the 1st set has the largest variance, followed by
171st, while 340th has the smallest variance. Regarding mean
values and medians (Tables XIII and XIV), the 1st set shows
little difference, but for sets 171st and 340th, mean values are
slightly higher than medians.

The relationship between daily insufficient personnel and
the number of requests for the top 5 parameter sets with the
largest difference and the bottom 5 parameter sets is shown
in Figure 5. Notably, for parameter sets with a significant
difference in the number of requests, the daily number of
requests between descending and ascending request strategies
differs approximately twofold. Conversely, for parameter sets
with minimal differences in request counts, the occurrence of
the daily insufficient number of employees is also limited.

TABLE XIV: MEDIAN OF NUMBER OF REQUESTS(TABLE XI)

random des asc
1st 16.714 10.732 22.428
171st 9.464 8.535 10.714
340th 11.482 11.321 11.678

Figure 6 illustrates the transition of the difference in the
number of requests between strategies, sorted in descending
order for all validated parameter sets. Similar to the trend
observed in Figure 2, there is a significant decrease in the range
of 1st to around 50th in Figure 6. For instance, parameter sets
with a difference in the number of requests between strategies
exceeding 10 represent approximately 1.1% of the total (1st to
4th), and even when limited to a difference of 8 or more, it
accounts for around 5.8% of the total (1st to 20th). Conversely,
parameter sets with a difference of 4 or less constitute 58.5%
of the total (142nd to 340th).

Table XV displays quartiles, minimum, and maximum val-
ues of absenteeism probability q ranks for each parameter set,
sorted by the difference in manager-requested counts between
strategies. The trend suggests that, overall, lower absenteeism
probabilities are associated with larger differences in request
numbers, though exceptions exist. Next, Figure 7 presents the
plot of maximum acceptance count m ranks for each parameter
set, ordered by the difference in manager-requested counts. The
red line indicates a fifth-degree approximation curve. Notably,
both very large and very small m values result in smaller
differences in request numbers, with the most significant
difference occurring at intermediate levels (around 5 to 6).
Furthermore, Figure 8 illustrates the plot of the difference
between acceptance probabilities plow and phigh for each
parameter set, ordered by the difference in manager-requested
counts. The red line represents the regression line, showing
that a larger difference between plow and phigh corresponds to
a larger difference in request numbers between strategies. Table
XVI presents the quartiles, minimum, and maximum values of
the ranks of the number of employees with high acceptance
levels nhigh for each parameter set, ordered by the magnitude
of the difference in the number of requests made by managers
between strategies. It can be observed that a larger number of
employees with high acceptance probabilities corresponds to a
larger difference in the number of requests between strategies.

5) Substitute attendance count of employees and the number
of received requests: Tables XVII, XVIII, and XIX show the
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(a) Best5 (b) Worst5 (c) Worst5 expansion

Fig. 5: Relationship between insufficient number of employees and number of requests per day (Table XI).

Fig. 6: Transition of difference in average number of requests by
manager.

TABLE XV: QUANTILE OF q DISTRIBUTION

q Min Q1 Q2 Q3 Max
0.15 1 108 199 275 340
0.10 3 90.75 160.0 222.75 334
0.05 31 53 79 111 171

average number of employees based on substitute attendances
over 300 trials for the 1st, 171st, and 340th parameter sets
(Tables IV). In Table XVII, employees with 3 substitute
attendances are the most numerous regardless of the request
strategy (random, descending, or ascending). Conversely, Ta-
bles XVIII and XIX indicate that the descending request
strategy yields the largest proportion of employees with more
substitute attendances, while the ascending strategy shows the
smallest proportion.

Tables XX, XXI, and XXII display the average number of
requests received by each employee from managers (regardless
of acceptance) over 300 trials for the 1st, 171st, and 340th
parameter sets (Tables IV). Across all three sets, the ascending
request strategy results in a larger proportion of employees
receiving more requests. In contrast, the descending strategy
leads to more employees receiving fewer requests, with the
random strategy showing an intermediate trend.

Tables XXIII, XXIV, and XXV show average employee
counts for substitute attendances in the 1st, 171st, and 340th
parameter sets from Table XI over 300 trials. In the 1st set,
with a maximum acceptance count of 6, substitute attendances
range from 0 to 6 per employee, while in the 171st and 340th
sets, this range is 0 to 2. Table XXIII highlights that the de-

Fig. 7: Plots of m distribution.

Fig. 8: Plots of distribution of the difference between plow and phigh.

scending request strategy leads to more substitute attendances
for employees in the 1st set. However, the difference between
strategies is less pronounced in Tables XXIV and XXV, likely
due to smaller maximum acceptance counts in these cases.

Tables XXVI, XXVII, and XXVIII present the average
number of requests received by each employee from managers
(regardless of acceptance) during 300 trials for the 1st, 171st,
and 340th parameter sets (Tables XI). In all three parameter
sets, it is evident that, when the ascending request strategy
is employed, the proportion of employees receiving a higher
number of requests from managers is larger.

E. Consideration
Table III highlights that insufficient employee numbers are

more common with high absenteeism probability (q) and a
low maximum acceptance count (m). This is likely due to
the challenge of securing replacement workers for frequently
absent employees when flexibility is limited. Furthermore, a
significant gap between acceptance probabilities (plow and
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TABLE XVI: QUANTILE OF nhigh DISTRIBUTION

nhigh Min Q1 Q2 Q3 Max
15 1 25.25 67.5 137.25 308
10 3 61 123 181.5 336
5 31 156 227 285 340

TABLE XVII: NUMBER OF EMPLOYEES BY FREQUENCY OF SUBSTI-
TUTE ATTENDANCE DURING PERIOD(TABLE IV, 1ST)

times 0 1 2 3
random 10.47 13.03 8.83 17.66
des 12.76 13.41 7.31 16.50
asc 7.51 11.98 12.27 18.23

phigh), coupled with a substantial number of employees with
high acceptance probabilities (nhigh), leads to noticeable
shortages in employee availability. This suggests that in sce-
narios with frequent absences, restricted employee availability
for substitute work (due to workplace rules or other factors),
a relatively high acceptance rate (around 30Conversely, ob-
serving opposite trends for each parameter may help mitigate
the occurrence of a shortage of employees. In workplaces with
these characteristics, Figure 1 highlights a significant employee
shortage difference between descending and ascending request
strategies. Increasing requests in the ascending strategy notably
reduces employee shortages. Prioritizing shortage reduction
favors the ascending strategy, while opting for the descending
strategy is advisable for reducing managerial burden. However,
Tables XX through XXII show that the ascending request
strategy often results in more requests received by employees.
In situations where excessive requests may impact employee
motivation negatively, adopting this strategy may not be ideal.
Conversely, Tables XVII through XIX suggest that the de-
scending request strategy tends to lead to more substitute
work occurrences for employees, potentially indicating better
motivation retention.

In workplaces with infrequent absences and around 10How-
ever, Tables XVII, XVIII, XIX, XXIII, XXIV, and XXV
indicate that the descending request strategy slightly increases
the proportion of employees with more substitute work occur-
rences. This may be desirable, reflecting sustained employee
motivation despite frequent substitute work. In cases with no
significant difference in request counts between strategies (e.g.,
337th to 340th sets), there’s little distinction in the shortage
of employees and the manager’s request count. Therefore,

TABLE XVIII: NUMBER OF EMPLOYEES BY FREQUENCY OF SUB-
STITUTE ATTENDANCE DURING PERIOD(TABLE IV, 171ST)

times 0-2 3-4 5-6 7-8
random 35.87 10.37 3.12 0.62
des 38.03 5.04 3.99 2.93
asc 34.45 13.66 1.79 0.08

TABLE XIX: NUMBER OF EMPLOYEES BY FREQUENCY OF SUBSTI-
TUTE ATTENDANCE DURING PERIOD(TABLE IV, 340TH)

times 0-5 6-9 10-12 13-18
random 49.35 0.64 0.0 0.0
des 47.83 2.09 0.08 0.0
asc 49.49 0.50 0.0 0.0

TABLE XX: NUMBER OF EMPLOYEES BY FREQUENCY OF RE-
QUESTS RECEIVED DURING PERIOD(TABLE IV, 1ST)

times 0-5 6-10 11-15 16-20 21-25 26-30
random 19.87 18.88 9.60 1.53 0.09 0.003
des 23.85 19.49 6.02 0.59 0.03 0.00
asc 17.69 12.12 13.52 5.77 0.84 0.04

TABLE XXI: NUMBER OF EMPLOYEES BY FREQUENCY OF RE-
QUESTS RECEIVED DURING PERIOD(TABLE IV, 171ST)

times 0-4 5-9 10-14 15-19 20-24 25-27
random 9.81 25.01 13.01 2.04 0.10 0.00
des 17.97 22.78 7.12 1.99 0.12 0.00
asc 10.78 16.24 16.27 5.93 0.74 0.01

TABLE XXII: NUMBER OF EMPLOYEES BY FREQUENCY OF RE-
QUESTS RECEIVED DURING PERIOD(TABLE IV, 340TH)

times 0-5 6-11 12-17 18-23 24-29 30-33
random 14.62 27.83 7.20 0.33 0.003 0.00
des 18.37 25.51 4.90 1.06 0.13 0.006
asc 13.03 26.38 9.16 0.52 0.00 0.00

TABLE XXIII: NUMBER OF EMPLOYEES BY FREQUENCY OF SUB-
STITUTE ATTENDANCE DURING PERIOD(TABLE XI, 1ST)

times 0 1-2 3-4 5-6
random 22.23 14.40 4.51 8.84
des 27.62 9.05 3.15 10.16
asc 17.14 19.35 6.57 6.93

TABLE XXIV: NUMBER OF EMPLOYEES BY FREQUENCY OF SUB-
STITUTE ATTENDANCE DURING PERIOD(TABLE IV, 171ST)

times 0 1 2
random 34.68 10.48 4.82
des 35.77 9.13 5.09
asc 33.81 11.73 4.44

TABLE XXV: NUMBER OF EMPLOYEES BY FREQUENCY OF SUBSTI-
TUTE ATTENDANCE DURING PERIOD(TABLE IV, 340TH)

times 0 1 2
random 6.03 10.92 33.05
des 6.15 11.07 32.77
asc 5.70 10.56 33.73

TABLE XXVI: NUMBER OF EMPLOYEES BY FREQUENCY OF RE-
QUESTS RECEIVED DURING PERIOD(TABLE IV, 1ST)

times 0-4 5-9 10-14 15-19 20-24 25-28
random 5.93 21.52 16.97 4.76 0.76 0.03
des 16.96 26.07 6.73 0.22 0.006 0.0
asc 5.72 12.95 11.62 11.56 6.38 1.47

TABLE XXVII: NUMBER OF EMPLOYEES BY FREQUENCY OF RE-
QUESTS RECEIVED DURING PERIOD(TABLE IV, 171ST)

times 0-3 4-6 7-9 10-12 13-15 16-20
random 14.37 20.17 11.67 3.28 0.45 0.04
des 17.25 21.19 9.41 1.95 0.18 0.00
asc 10.94 18.10 14.08 5.60 1.10 0.15

TABLE XXVIII: NUMBER OF EMPLOYEES BY FREQUENCY OF RE-
QUESTS RECEIVED DURING PERIOD(TABLE IV, 340TH)

times 0-3 4-7 8-11 12-15 16-19 20-26
random 9.89 23.48 12.48 3.51 0.58 0.04
des 10.33 23.68 12.17 3.30 0.38 0.11
asc 10.89 21.88 12.31 4.16 0.70 0.04
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choosing the ascending request strategy can address imbal-
ances in substitute work occurrences among employees, while
the descending strategy is preferable for reducing the number
of requests received by employees. Table X highlights that
higher manager-to-employee request numbers coincide with
elevated absenteeism probability (q), necessitating more sub-
stitute attendance. Even in workplaces with low absenteeism
probability, notable differences in request numbers persist. Fig-
ure 5 indicates significant contrasts between descending and
ascending request strategies, with the former recommended
for reducing managerial burden and the latter for addressing
insufficient employees. However, the effectiveness of the as-
cending strategy may be limited in certain scenarios (e.g.,
cases 1 to 5 in Figure 5). Further analysis is needed to assess
the correlation between request differences and insufficient
employee numbers. Additionally, caution is advised regarding
the potential impact on employee motivation, particularly with
the descending request strategy favoring individuals with more
substitute attendances. In such cases, the random request
strategy may offer a preferable alternative, aligning closely
with trends observed in both requests and insufficient numbers
compared to the descending strategy. Conversely, when the
maximum acceptance count (m) is either too small or too
large, and there is minimal difference between acceptance
probabilities (plow and phigh), with few employees having
high acceptance probabilities (nhigh), there is little to no
notable difference in the number of requests from managers
across strategies. In such cases, Figure 5 suggests adopting
the ascending request strategy, which prioritizes reducing the
insufficient number of employees. However, it is important to
consider that the ascending request strategy may lead to an in-
crease in the number of requests accepted by employees. Thus,
in situations where the rise in requests may not significantly
impact employee motivation, opting for the ascending request
strategy to mitigate the insufficient number of employees is
advisable.

V. Conclusion

This paper presents a simulation model for substitute at-
tendance requests, exploring three request order strategies:
random, descending, and ascending. Our findings indicate
that in workplaces with high absenteeism probability and
specific characteristics, the ascending strategy effectively re-
duces employee shortages. Conversely, the descending strategy
is effective for reducing managerial burden in workplaces
with the opposite trend. In scenarios influenced by various
factors, the descending or random strategies prove effective
for reducing managerial burden, while the ascending strategy
is suitable for mitigating employee shortages in workplaces
with opposing trends.

Future research should focus on developing substitute shift
request strategies based on easily observable managerial in-
formation, including past substitute shift counts and potential
future availability, alongside employee acceptance probabili-
ties.
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Abstract— Light Field (LF) imaging represents a transformative 

technology evolving to replicate human-like visual data and 

emulate our visual environment. Departing from traditional 

single-viewpoint cameras, light field cameras capture scenes 

from multiple perspectives, preserving realistic parallax and 

capturing the direction of light rays. Despite its potential, the 

substantial increase in data capture underscores the need for 

efficient compression techniques. This paper investigates the 

possibility of enhancing LF data compression by strategically 

omitting certain views during transmission, and then recreating 

them at the receiver's end through a specialized synthesis 

method tailored for light fields. The performance evaluation 

reveals a delicate balance between bandwidth efficiency and 

image reconstruction quality in the LF compression and 

transmission. We believe that a more efficient view synthesis 

approach that capitalizes on all directional light field views, 

holds the promise of enhancing LF compression performance. 

Keywords— Light field video compression, prediction structures, 

view synthesis. 

I.  INTRODUCTION  

Light Field (LF) imaging, also referred to as plenoptic 
imaging, stands as a transformative technology in constant 
evolution, aiming to replicate human-like visual data and 
faithfully emulate our visual environment [1]. Diverging from 
traditional cameras, which capture scenes from a single 
viewpoint, light field cameras capture light from multiple 
perspectives, preserving realistic vertical and horizontal 
parallax. This not only records light intensity but also captures 
the direction of light rays. The richness of data obtained 
facilitates post-scene adjustments such as depth of field, focal 
point, and resolution. Moreover, the inclusion of depth and 

distance data enhances capabilities in segmentation and object 
detection. Light field technology finds diverse applications in 
cinematography, augmented/virtual reality, and medical 
contexts. 

Despite its potential, the significant increase in data 
capture underscores the crucial need for efficient compression 
techniques. Traditional compression standards are inadequate 
for handling the unique characteristics of light field data. 
Therefore, the development of an effective encoding method 
is pivotal for managing this vast amount of data, enabling the 
technology to thrive and unlocking new market opportunities. 

State-of-the-art LF compression methods focus on 
organizing keyframes (I and P frames) and leveraging 
horizontal and vertical similarities within the hierarchical bi-
directional (B) frames. Khoury et al. [2] innovatively 
positioned the I-frame at the center and expanded the structure 
by placing the P-frames at the furthest cells horizontally and 
vertically, achieving a 38% bitrate reduction compared to LF-
MVC. Mehajabin’s et al. [3] approach utilizes a Structural 
Similarity Index Measure (SSIM) based selection strategy, 
determining correlations among views being predicted and 
their references, and accordingly choosing different types of 
frames. This method, an extension of Multiview-HEVC, 
demonstrates a 17% improvement in compression over [2], 
establishing it as the current state-of-the-art for LF video 
compression. 

In this paper, we explore the potential for achieving greater 
compression efficiency with light field data by selectively 
omitting certain views during transmission and subsequently 
synthesizing them at the receiver end using a synthesis method 
tailored for LF [4]. 

The rest of this paper is organized as follows. In Section 
II, we describe our proposed approach. Section III presents the 

            
 

Figure 1.  Overview of our proposed workflow. 
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performance evaluation of our method and discusses the 
results. Finally, Section IV concludes our paper. 

II. OUR PROPOSED METHOD  

Our objective is to investigate the potential for achieving 
greater compression efficiency with light field data by 
omitting certain views during transmission and then 
synthesizing them at the receiver end using a synthesis method 
tailored for LF. To this end, our first task is to compress all the 
views of the original video sequence as well as two other view 
structures, which have some of the views omitted. Then, we 
employ a view synthesis approach designed for LF to 
reconstruct the missing views at the receiver end. Figure 1 
shows an overview of the proposed workflow. The following 
subsections describe in detail our end-to-end approach. 

A. Compression  

In the first phase of our approach, we consider 
compressing three different view arrangements, namely the 
original video sequence that includes all 25 views and two 
other arrangements shown in Figure 2, where some of the 
views have been intentionally omitted. We name these two 
arrangements (structures) peripheral (Figure 2b) and raster 
skip (Figure 2c).  

 
 

 

In our implementation, we choose to use the state-of-the-art 
LF compression method proposed by Mehajabin et al., 
also known as Universal Pseudocode Structure (UPS) [3].  
This compression method uses a SSIM based selection 
strategy to determine the correlation among the views being 
predicted and their references and choose accordingly the 
different type of frames. Based on that, it utilizes a 
hierarchical B-frame prediction structure, which leverages 
both horizontal and vertical correlation to encode the different 
views/frames (see Figure 2a). An important advantage of this 
approach, beyond its exceptional compression efficiency [3], 
is that it is scalable to different view arrangement as well as 
view numbers and has both encoding and decoding 
parallelisms. This is very important for our approach, as we 
can consider any arrangement of horizontal and vertical views 
based on which ones we want to transmit. 

 

B. View Synthesis 

The missing LF views which were dropped at the 
transmitting end, are synthesized using the Wafa's et al.'s 
method [4], a state-of-the-art view synthesis approach that is 
based on a GAN learning-based model that is trained using the 
spatial and angular information of light field video content.  

            
 

                 (a)                                                  (b)                                                   (c) 

Figure 2.  LF video structures, (a) all original views, (b) peripheral, (c) raster skip. 

 

 

 

Figure 3.  Framework of the LF view sythesis approach used in our implementation. 
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This view synthesis approach is based on a deep learning 
model that is trained using the Epipolar Plane Images (EPI) of 
light field content. The overall framework is shown in Figure 
3. The transparent views are the ones dropped at the 
transmitting end, leaving only the other views to be 
transmitted or stored. The EPI of rows and columns are fed to 
a modified Deep Recursive Residual Network (DRRN), 
which produces the synthesized views at the receiver end. 

As seen in Figure 3 (a), some of the views are omitted at 
the transmitting end. The frames of the first row are then 
stacked to obtain the “low-resolution” EPI (Figure 3 (b)). 
Next, the “up-sampled” EPI is obtained by using bicubic 
interpolation, as seen in Figure 3 (c), to obtain an EPI of the 
same size as the original number of views. The upscaled EPI 
is used by the trained model to attain the “full size” EPI, 
shown in Figure 3 (d). This EPI is finally used to generate the 
in between views at the receiver end (Figure 3 (e)). 

In general, the reconstruction process of synthesizing the 
in between views for the 4D light field, involves the three 
steps that are shown in Figure 4. In the first step, a horizontal 
2D EPI is generated for each row of the inputs, as explained 
in Figure 3. This step is repeated for every row of views in the 
scene. In the second step, the vertical columns of views are 
used to generate the up-sampled vertical 2D EPIs and then 
these are used to reconstruct the intermediate views in the LF 
columns. In the third step, the synthesized views from either 
the horizontal or the vertical EPIs are utilized to generate the 
remaining views, represented by green boxes in Figure 4 (step 
3). 

III. PERFORMANCE EVALUATION AND DISCUSSION  

We evaluated our approach on publicly available 
microlens based light field videos captured by the Raytrix LF 
camera [5].  The video sequences are 30fps with 2K resolution 
and duration of 10 seconds. We examined various 
compression quality levels by setting QP values to 25, 30, 35 
and 40.  

Figure 5 provides a comparative analysis of bitrate versus 
average Peak Signal-to-Noise Ratio (PSNR) for light field 
video compression structures Raster skip, Peripheral, and the 
Universal Prediction Structure applied to all the original 
views, which is the standard for comparison in this context. 
Note that here we only consider the bitrate and PSNR of the 
views transmitted, meaning that the raster skip and peripheral 

have fewer views. We observe that although all the methods 
seem to achieve similar compression results, there are still 
distinct differences in their performance. 

The raster skip strategy outperforms the others, including 
the peripheral method, which is slightly more aligned with 
compressing all the available views (UPS). The superiority of 
raster skip can be rationalized by the fact that it omits the most 
views, therefore reducing the amount of data that needs to be 
compressed. It also means that Mehajabin’s compression 
approach is very efficient, performing extremely well for the 
case that views are dropped, not really being affected from the 
fact that the remaining views are farther apart than the case 
that all views are available for compression (UPS).  

Regarding view synthesis, we observe that when we 
consider a 3x3 window within the raster skip and peripheral 
structures, both share the same four corners as reference points 
(see Figure 6). It is worth noting that the raster skip structure 
has fewer views that need to be synthesized compared to the 
peripheral, which includes two adjacent views.  

For a visual evaluation of the view synthesis approach, 
Figure 7a shows the original view and 7b represents the 
synthesized view for the raster skip structure. As it can be 
seen, the synthesized view looks almost identical to the 
original, careful observation of the background text and 
numbers indicates some visual artifacts such as reduction in 
text boldness.  

Figure 8 depicts the performance comparison of bitrate vs. 
average PSNR of the three view structures, all views (UPS), 
raster skip and peripheral, including the transmitted and 
synthesized views for the raster skip and peripheral structures. 

 
Figure 4. The three steps for synthesizing in between views. 

 
Figure 5. Performance comparison of bitrate vs. average PSNR of the 

three view structures, all views (UPS), raster skip and peripheral, only 

for the transmitted views. 

 
Figure 6. Window for the raster skip and peripheral structures. 
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We observe that although at low bitrates the raster skip 
performs better, at medium and high bitrates compressing and 
transmitting all the views shows better efficiency. We could 
conclude that despite the advancements shown in our 
synthesized outputs, there remains a gap when compared to 
the results obtained from configurations utilizing all available 
views. Our synthesized version, while impressive, 
understandably falls short of this benchmark due to the fact 
that it does not take simultaneously take advantage of 
horizontal, diagonal and vertical views. Our future work 
focuses on improving the existing view synthesis approach to 
address this shortcoming and we feel very optimistic that this 
improvement will yield the desirable bandwidth savings. 

 

IV. CONCLUSIONS 

In this paper, we explore the potential for improving 
compression efficiency of light field video content by 
selectively omitting certain views during transmission and 
subsequently synthesizing them at the receiver end. The main 
reason for our quest is that although there have been notable 
advancements in compression algorithms for light field video 
content, there is still a need for additional enhancements in 
compression. These improvements are essential to fulfill the 
bandwidth requirements for the practical application of light 
field technology. 

Our findings highlight the delicate balance between 
bandwidth efficiency and reconstruction quality in light field 
compression and transmission. While our current attempts did 
not yield the desired outcomes, we believe that a more 
efficient view synthesis approach, capitalizing on all 
directional light field views, holds the promise of enhancing 
compression performance. This will be the primary focus of 
our future work in this domain. 
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Figure 8. Performance comparison of bitrate vs. average PSNR of the 

three view structures, all views (UPS), raster skip and peripheral, 

including the transmitted and synthesized views for the raster skip and 

peripheral structures. 
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Figure 7. (a) Original, (b) Synthesized (raster skip). 
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