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Abstract—Communication after natural disasters is paramount.
Disasters such as earthquakes, hurricanes and tsunamis leave
the affected area reachable only to wireless devices. In such
conditions, Mobile Ad-hoc Networks (MANETs) play a critical
role. The issue of MANETs communication backbone can be
addressed by self-organized cluster-based algorithms. The vir-
tual backbone will maintain an efficient communication on the
MANET, adapting to the dynamic topology changes thanks to
its self-organized nature. Nevertheless, they do not take into
account the node’s mobility. If a node moves away from its
neighboring nodes, connectivity will be lost and thus, network
segmentation will occur. Therefore, it is fundamental to maintain
the connectivity and the communication between nodes while
exploring the area. In this paper, we propose the application
of a mass-spring system on the Energy-Efficient Self-Organized
Algorithm (EESOA) for Disaster Area applications. Results will
show that our proposal performs best when deployment of
MANET’s nodes is dense while maintaining a connected network.

Keywords–MANETs; self-organization; cluster-based algo-
rithms; Mass-Spring; Disaster Area.

I. INTRODUCTION

Almost every year natural disasters such as earthquakes,
hurricanes, typhoon, flood and tsunamis strike many areas
of the world. After the catastrophic events, many lives are
trapped in the post-disaster area. According to the “Golden
72 hours” principle, people that are trapped have a large
chance of survival if they are rescued within the initial 72
hours [1]. Emergency response teams and volunteers need to
communicate in order to perform their rescue operations. Thus,
the connectivity of their communication devices is paramount
in such situations. Nevertheless, communication systems which
provide connectivity are usually down as a result of the
disaster. The advance of mobile ad hoc networks (MANETs)
has enabled their usage to address disaster situations thanks to
the availability and infrastructure-less nature.

A Mobile Ad-hoc Network node, consists of an wireless
electronic device, such as laptops, drones, smartphones and
wearable technology which communicates among each other
in a decentralized manner creating a structure-less network.
Research in MANETs has intensified given the usage scenarios
unveiled by catastrophic disasters on which device reachabil-
ity is key. The advantage of wireless MANETs nodes over
wired devices have yielded a new range of applications to
aid on response of catastrophic disasters. Applications range
from prior alert mechanism and post disaster infrastructure
[2], provide a secure payment system in disaster areas [3],
Simultaneous Wireless Information and Power Transmission
(SWIPT) scheme [4], hybrid communication infrastructure

systems using wireless devices and the remaining cellular
antennas [5]. Other applications focus on post-disaster com-
munication like human mobility based communication system
[6], an earthquake communication platforms [7] or Unmanned
Aerial Vehicles (UAVs) network deployment [8].

The aforementioned applications [2]–[8] assume the net-
work is always connected and does not take into account the
dynamic topology changes of the MANET. Such topology
changes can be caused by node’s mobility, obstacles causing
connectivity loss, node’s death, malfunction and node battery
drain out. Additionally, another assumption is that MANET’s
nodes will always be within range, and thus, connected. There
must be a mobility scheme, which prevents the nodes to go
far from their neighbors causing network segmentation. Such
mechanism, at the same time, must prevent the nodes to be
too close to each other as well.

The contribution of this paper and ongoing research [9] is
the evaluation of the application of a mass-spring system on
a cluster-based algorithm for disaster area applications. Imple-
mentation of mass-spring on the MANET’s nodes will control
the node’s mobility to have a connectivity-aware network.
Simulation will show that the proposed approach performs
best when deployment of the MANET’s nodes is dense without
losing connectivity. There are several applications of the mass-
spring system: An indoor positioning and tracking localization
scheme [10]; smart cities applications [11]; a positioning
scheme when the number of anchor nodes is insufficient [12];
a study on implementing a mass-spring based algorithm for
the optimal topology on a wireless network [13]; an anchor
free Wireless Sensor Network (WSN) self-localization scheme
[14]; a relaxation of the model for devices’ self-deployment
[15] and WSN localization [16].

The rest of this paper is organized as follows: Section II
shows the related work. Section III presents the application of
the mass-spring system on a cluster-based algorithm. Section
IV establishes the testbed simulation. Section V shows the
simulation results. Finally Section VI concludes this work and
presents future challenges.

II. RELATED WORK

The research surveyed in this section [5]–[7] [17] addresses
the challenge of MANET’s communication in disastrous areas.

A. Decentralized Algorithm for Maximizing Coverage and
Lifetime in a Mobile WSN

Etancelin et al. [17] proposed a decentralized algorithm
for maximizing coverage and lifetime in mobile wireless
sensor networks (DACYCLEM). Their approach is to build
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a connected dominating set (CDS) combined with a attraction
and repulsion forces scheme to maintain connectivity. Thus, the
problem addressed is to maximize the lifetime of a network
while attempting to cover the maximum possible area. The
solution offered by Etancelin et al. [17] is based on define
coverage area as an objective and connectivity as a constraint.
Their proposal is to combine the solution for each sub-problem
addressed. For the backbone construction sub-problem, they
used the approach proposed in [18]. For the connectivity
between nodes sub-problem, in Table 1 of [18] they defined
either the attractive, repulsive or equilibrium forces based
on the nodes’ states and their interaction. The separation
of critical backbone and backbone is key for the behavior
on the nodes forces interaction. Additionally, nodes’ states
are defined as active or standby, which will also affect the
respective force defined at Table 1 of [18]. Finally DACY-
CLEM’s algorithm 1( [18]), was proposed with an initialization
deployment phase. This proposal addresses the aforementioned
sub-problems while maintaining connectivity as a constraint.

Although DACYCLEM shows promise, it does not con-
sider the implications of “graceful degradation” defined in [19].
Also the battery consumption due to changing the node’s state
from standby to active does not seem to be taken into account.
Another assumption is the nodes deployment distribution. For
the purposes of their research, a random distribution of the
nodes in the area is assumed. This is not realistic for disaster
applications. Finally another caveat is that nodes will only start
initialization once they reach a predefined meeting point.

B. MANET rescue information communication system
Verma et al. [5] presented a hybrid cellular-MANET archi-

tecture communication system. The proposal does not require
modifying existing wireless infrastructure nor requires new
technology but existing devices with Wireless Fidelity (Wi-Fi).
The architecture consists of a sink node named Control Station
(CS), which is connected to a vehicular Base Station (BS) in
order to have internet and cellular service. Two Access Point
(AP) types are defined based on the communication interface,
Wi-Fi AP and Gateway AP (which uses cellular interface).
Victim’s devices are defined as Mobile Devices and Notebooks.
The aforementioned architecture assumed the existence of a
working BS, nevertheless, the architecture is robust enough to
take into account broken BS causing no cellular coverage.

An energy and mobility aware, self organized routing
protocol is proposed as well. APs are dropped and then register
to the CS to keep their table updated. Once registered APs
starts broadcasting to detect devices. Mobile devices respond to
the broadcast message or use neighbor MANET nodes as relay
nodes. Subscription is performed using unique physical address
and a sequence number to avoid loops and old messages. The
routing is defined by two processes: the route discovery and
message transmission and the route maintenance. The route
discovery scheme falls within the on-demand (reactive) type.
The devices always will subscribe to the AP with minimum
hop count. Route maintenance focuses on network topology
changes. If a new node appears or an existing one moves the
APs and CS will update their tables.

The limitations with this approach are, although it builds a
MANET there is a sink node (CS). To have a sink node causes
traffic to be higher in gateways nodes or rely nodes causing
the hotspot problem, causing such nodes to drain their battery.

The use of two technologies provides robustness but the switch
between Wi-Fi and cellular schemes cases additional power
consumption. This proposal assumes the network will always
be connected, when mobility of rescuers, does not follow any
scheme to ensure an connected network.

C. MANET-based communication platform
Jang et al. [7] outlined a MANET-based communication

platform and information rescue system. It proposed to es-
tablish a temporary MANET by using WiFi-ready devices
such as notebook PCs for the network construction. Thus, the
architecture is not limited by the technology available post-
disaster. Authors in [7] presented an “Autonomous P2P Ad-
Hoc Group Communication Systems” (P2Pnet) as a server-
less peer-to-peer communication MANET-base network. On
top of the MANET, there is a peer-to-peer communication
layer to support higher level communication services such as
Push-to-Talk, two way radio and VoIP communications. The
proposal in [7] assumed that there would be nodes with satellite
communication capability such as mobile-base stations and
Very Small Aperture Terminal (VSAT). The aforementioned
nodes will perform gateway functions so all other nodes can
access Internet through gateways.

Once the network is built, [7] introduced “Rescue Infor-
mation System for Earthquake Disasters” (RISED). RISED
main objective is to provide the most up-to-date rescue-related
information. Such system is designed to support efficiently
resource and information management for rescue mission
operations in a catastrophic disaster. RISED is composed by
4 subsystems. The Disaster Assessment, fastest rescue route
generation, health care & relief resources integration and
wounded victim arrangement subsystems focus on specific task
relying on the constructed MANET-based network. Authors
in [7] assumes volunteers will be within range without any
defined approach to ensure a connected network.

D. Unmanned Aerial Vehicle network deployment tool
Deruyck et al. [8] proposed a deployment tool for UAV-

aided emergency network for large scaled disaster scenarios.
Such UAVs will have a mounted base station which can be
a femtocell base station. The deployment tool takes as input
the following: human traffic and locations, disaster area 3D
model environment and number of hours the communication
service is required. With the 3D model path loss calculation is
performed being either Line-Of-Sight (LOS) or Non-Line-of-
Sight (nLOS). With the aforementioned the algorithm creates
a list of all possible base stations. When all user locations are
analyzed the network is then designed. The number of nodes
calculated on the algorithm takes into account the number
of drones in the facility. Once the UAV is on its dedicated
position, the user will be able to connect to the BS. This
approach generates a connected network thanks to the number
of nodes calculated, still a scheme to maintain nodes within
range and avoid collision among each other is not addressed.

E. Human mobility in disaster areas
Aschenbruck et al. [6], provided a realistic approach to

model the mobility in a disaster area. Not only takes into
account natural disasters, but human-caused disasters as well.
Nevertheless, it has many assumptions such as relying on
the civil protection “separation of the room” disaster tactics,
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which is unrealistic since the post-disaster terrain area could be
inhospitable and unreachable. Their model does not simulate
obstacles, a key factor in MANETs which causes changes on
the MANET’s topology. The metrics used, such as relative
mobility, average node degree, average link duration, minimum
number of links node and its neighbors (mincut) part from the
assumption of a non dynamic topology network.

Relying on structured civil protection tactics assumptions
provides an model which does not take into account the
dynamic nature of MANETs. [6] assumptions does not take
into account obstacles or MANET’s nodes power making
the model prone to network segmentation due to the lack
of self-organization. Finally, the mobility distribution may
follow the civil protection tactics, nevertheless in reality this
can change drastically due to the terrain conditions. Mobility
model is rigid, limited by the aforementioned civil protection
tactics moreover, no approach is mentioned to avoid network
segmentation when nodes are not within communication range.

III. MASS SPRING MODEL ON EESOA
From the surveyed work in section II ( [5]–[7]), it can be

concluded that the assumption of a connected network was
made. A scheme that controls the MANET’s nodes mobility
to keep them within communication range, and consequently,
maintain a connected network is not defined. Only [17] defines
a mobility model since it defines connectivity as a constraint.
Our proposal is the continuation of an ongoing research [9].
The problem of back-bone construction is already addressed
by EESOA. Nevertheless, EESOA with the mass-spring model
shows promise as a proposal for a connected-aware network.
The novelty of this proposal is the combination of a mass-
spring model with ESSOA. This provides a MANET with a
virtual-backbone maintained by nodes that will have a mobility
model which will maintain them connected and prevent colli-
sion. Finally leveraging from EESOA hello broadcast, nodes
will share their position to neighbors within one hop. This will
enable all MANETs nodes to compute all their neighbors mass
spring force in a distributed manner. Interaction of mass-spring
model with EESOA is described in section III-C.

The findings presented in this work are focused on the
mass spring system combined with a cluster-based system in
terms of number of survivors found and coverage area. Thus,
EESOA [9] virtual-backbone algorithm is agnostic to removal
of nodes in the network causing changes in the topology.
Finally, pairing EESOA nodes with the mass-spring system,
the network connectivity will be preserved in order to assist
on search and rescue operations.

A. EESOA for virtual backbone & efficient communication
The Energy-Efficient Self-Organized algorithm, builds and

maintains a virtual-backbone in a distributed manner. ESSOA
constructs the virtual backbone through a 4-hierarchy cluster-
based formation. Such roles are: Leader, Gateway, Bridge and
Member. Each EESOA node will self-assign one of the 4
hierarchies role based on the information obtained from its
neighbors within one-hop. The node with more neighbors and
best quality criteria defined in [20] will have the Leader role.
Leader will inhibit its neighbors with periodic broadcast mes-
sages. A Gateway node is an EESOA node inhibited by two or
more nodes with the Leader role. A Bridge node is an inhibited
node which have an inhibited neighbor from another cluster. A

Member node is an EESOA node inhibited by a single leader.
The hierarchy roles self-designation scheme is defined in detail
in [20]. The algorithm used in the presented work is the result
of an ongoing research, proposed at [9]. The proposal is an
enhancement on the Bridges role-self-assignation that removes
redundant links and minimizes broadcast messages and packet
loss. The EESOA proposal is explained in detail in [9].

EESOA clustering [9] is shown in Figure 1. Without
EESOA, communication between a node and all its neighbors
will occur. Having no control on redundant links will cause
unnecessary communication and problems such as broadcast
storm. Therefore, the EESOA clustering will remove redundant
links (non-backbone) and will construct a virtual backbone as
shown in Figure 1. Thus, avoiding problems such as broadcast
flooding and packet loss due to excessive redundant links.

Figure 1. EESOA virtual backbone.

B. The Mass Spring Model

Node management such as maintaining a distance to avoid
disconnection or preventing collision with neighboring nodes
is not addressed on the surveyed work [5]–[7]. Maintaining
connectivity within the network for search and rescue is
paramount. The problem of construction and maintenance of
a communication backbone is already addressed by EESOA.
Nevertheless, EESOA provides a virtual back bone but does
not avoid network segmentation. The problem of node manage-
ment, such as keeping the nodes from going too far from their
neighbors’ range causing network segmentation and preventing
nodes from being too close to each other, can be addressed by
applying the mass-spring model to EESOA.

Application of mass-spring model in a MANET can give
a connectivity awareness to the network and thus, address the
problem of maintaining the nodes within range.

L
1 k

1 L 2
k 2

L3k3

x0

x1 x2

x3

Figure 2. Mass-spring system with 3 elements
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The mass-spring system maintains a minimum distance
between the components of the system thanks to constant L.
Also, will keep the node as close as possible to the point of
equilibrium in which the sum of the forces is 0, otherwise,
resultant force will move the node of position. Hence, the aim
is to provide a flexible scheme which when combined with
EESOA takes connectivity into account. An example of the
aforementioned mass-spring system is shown in Figure 2.

Equation (1) describes the mass-spring systems with the
force behavior affected by current positions (x), equilibrium
distance (L) and the spring constant (k).

Fu =
∑
i

[
ki(|xi − xu| − Li)

xi − xu

|xi − xu|

]
, i 6= u (1)

where:
xi Position of the ith node
xu Position of node u
Li Equilibrium distance for ith node
ki Spring constant for ith node

Each ESSOA-MANET node will generate a mass-spring
model with all its neighbors within one-hop. Depending on
the neighbor node role given by EESOA [9], the constant ki
and equilibrium distance Li will be defined accordingly.

Lk

Lk

Lk

L
k

Lk

En0 En2

En3

Sn1

Sn2

Sn3

Sn4

Sn5

Sn6

Sn7

En1

k: EESOA mass-spring constants
o: EESOA nodes (Eni)
•: Survivor Nodes (Sni)

Figure 3. Mass-spring model between nodes

C. Mass-spring interaction with EESOA
The mass-spring application on EESOA consists on 2 parts.

On first stage the EESOA node will generate the respective
k spring constant as shown in Figure 2. Such constant will
be role dependant. Further more the equilibrium distance L
will be role dependant as well, making the mass spring model
flexible. An example of an EESOA-based MANET with the
mass-spring model is denoted in Figure 3.

On the second stage, the algorithm will iterate through all
the nodes and their mass spring models. Then, it will generate
a vector ~v which will determine the new position (x, y) of the
EESOA node. Note that the algorithm will take into account
the mass-spring model of its EESOA neighbor nodes to keep
the equilibrium in the system as shown in Figure 3. Thus,
the new position will be adjusted. Therefore, the node will
not move away to cause network segmentation. Additionally,

the new position will cause the neighbor nodes to adjust their
vectors and new positions to maintain the equilibrium. Thus,
the implementation of the mass-spring model on EESOA nodes
provides a MANET, that addresses connectivity, which is key
for disaster area search and rescue applications.

The aforementioned stages are represented in Algorithm 1.
The First stage is denoted in Step 8, where if there is a EESOA
neighbor N(u) for a node u, it will generate the appropriate
spring constant ki according to the EESOA neighbor node.
Subsequently it will compute the individual force generated
between node u and it neighbor v while maintaining the
minimum equilibrium range L defined on (1). The second stage
in denoted no the loop in step 7 and the update on node u
position in step 12. The resultant force of Neighbors of node
u will denote vector ~v to update the node’s position.

The mass spring algorithm will be performed on each hello
broadcast, thus, being always updated with the position of
Neighbors of node u. Additionally, it will take into account
dynamic changes on the MANET topology, which will cause
EESOA node role changes and thus, will update the spring
constant ki as well as the Force Fi,v . Here we can observe the
interaction between the mass spring model and the EESOA
algorithm. EESOA provides a back bone and the mass spring
model provides connectivity awareness, both critical applica-
tions for search and rescue on disaster areas.

Algorithm 1 Mass-Spring Algorithm

1: N(u) = Neighbors nodes within 1− hop of node u
2: ku,v = Spring constant between node u and v
3: Fu,v = Force between node u and v
4: FT = Total Force
5: function FIND EQUILIBRIUM
6: FT := 0
7: for All N(u) do
8: Neighbor Spring ku,v ← GetSpring(u, v)
9: Neighbor Force Fu,v ← GetForce(ku,v)

10: FT := FT + Fu, v
11: end for
12: UpdateNodePosition(u, FT )
13: end function

IV. SIMULATION
In this section, we performed simulations to observe the

behavior of the mass-spring model implementation on EESOA.
Performance assessment will be conducted in terms of initial
and final number of survivors found and coverage area.

A. Mass-spring model on EESOA on Java Simulator
A discrete-event Java-based simulator was implemented

using the Graphstream library v1.0 [21] [22]. The aforemen-
tioned was chosen since the focus of this research is to evaluate
the implementation of mass-spring model in a cluster-based
algorithm on a dynamic MANET [21]. Data traffic and proto-
cols evaluation is out of the scope of this research. We will call
EESOA node to the implementation of a MANET node which
will be performing EESOA defined at [9] when simulating.
Thereupon mass-spring model will be built-in on each EESOA
node. With the aforementioned, we are linking the mass-spring
behavior to the hierarchies generated by the cluster-based
algorithm. In addition, the mass-spring model on each EESOA
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node will have a pre-defined set of k constants as well as
equilibrium distances L for each EESOA node hierarchy. Thus,
each time an EESOA node receives a hello broadcast
message, the in-built mass-spring system will perform the
Algorithm 1. Consequently, each EESOA node will generate
a mass-spring model with the respective constant to all its
neighbors within one-hop. Algorithm 1 implementation will
take into account all the neighbor mass-spring models when
computing the final movement vector ~v. Equilibrium will be
maintained by following (1). The prior defined constants L and
k for each EESOA node will maintain a connectivity-aware
behavior on the MANET’s nodes by maintaining formation on
each neighbor within one-hop. This will ensure that each node
will try to stay within range L of its neighbors defined by (1).

The simulation presented in this work assumes that each
node know the coordinates of its own position. Thus, the
EESOA node will share its location coordinates with neighbor-
ing nodes on each periodic hello broadcast message.
A minimum constant area range of reception of the node
and non dynamic k and L constants are assumed for this
simulation. With the previous defined implementation, the re-
sulting MANET will have a virtual backbone thanks to EESOA
while expanding the coverage area thanks to the mass-spring
model without losing connectivity. Hence, the connectivity
awareness-emergent behavior of the proposal. Note that the
original vector ~v of movement might have been bigger but
thanks to mass-spring model the node will maintain a range,
hence, the connectivity emergent behavior.

B. Simulation Environment
The simulation was implemented on a java-based discrete-

event simulator. For the graphic user interface and MANET
simulation, the Graphstream library was used. The initial setup
parameters for this simulation is defined in Table I.

TABLE I. SIMULATION SETUP

Parameter Value
Simulation Area 50x50 mts
EESOA Nodes 20
Survivor Nodes 50
Mobility Model Random Uniform Distribution

Java Version Java SE 8
Graphstream Version 1.3

Node Range 10 mts
Survivor Groups 3

Figure 4 illustrates an example of a simulation setup with
10 EESOA nodes formation and a 30 survivor nodes distributed
in a random uniform manner on a 50x50 mts grid.

C. Simulation Scenarios
To evaluate the performance of mass-spring implemen-

tation with EESOA we require to define scenarios, which
represents realistic disaster circumstances. For the purposes of
this research we will focus on the deployment configuration
for both, either survivors or MANET drones. Disaster scenarios
will constraint the survivors distribution on the affected area
depending the catastrophe. On earthquakes, leaves groups of
survivor trapped in a dense concentration, or in floods can leave
survivors scattered on the area. Similarly, the deployment of
drones in disaster areas depends on the terrain conditions. If

Figure 4. Simulation Example

terrain are inhospitable the deployment is required to be done
by air otherwise they can be dropped in a scattered manner.

Therefore, we will define two configurations with which
we will be able to generate such scenarios. Such configurations
will be defined as SPREAD and DENSE. For the MANETs
nodes, such configuration will be translated in terms of de-
ployment on the disaster area. Likewise, for the survivors this
will be translated in terms of how the survivors are scattered
or deployed across the disaster zone.

The first configuration will be named SPREAD. For the
survivors, this will be a random uniform distribution de-
ployment across the simulation area. For the drones, will be
translated in a connected graph placed on a random uniform
distribution manner.

The second configuration will be named DENSE. For the
survivors, this will consist on a concentration of survivors.
The groups of survivors will define the number of survivors
per group. The groups of survivors will maintain a minimum
distance among them. For the drones, a random position on the
grid will be used as long as the condition that the generated
graph is connected is fulfilled.

Figure 5. Deployment scenarios
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The findings presented in this work, will cover a total of
four scenarios that will be simulated as shown in Figure 5.

In Figure 7 it can be observed the initial state of the
scenarios combination from Figure 5 in Figure 7a, 7c, 7e and
Figure 7g. Likewise the final state will be shown in Figure 7b,
7d, 7f and Figure 7h.

SPREAD survivors with DENSE MANET deployment
scenario. This scenario addresses circumstances in which the
survivors are scattered across the affected area and the only
way to deploy the drones is in a dense concentration such as
air drop from an aircraft, helicopter, etc. An example of such
simulation of this scenario is shown in Figure 7a and Figure 7b.

SPREAD survivors with SPREAD MANET deployment
scenario. This scenario addresses circumstances in which the
survivors are scattered across the affected area and drones can
be spread across area. An example a simulation of this scenario
is shown in Figure 7c and Figure 7d.

DENSE survivors with DENSE MANET deployment sce-
nario. This scenario addresses circumstances in which the
survivors are clustered across the affected area in groups and
drones are deployed in a dense concentration. Such scenario
denotes disasters in which the survivors are trapped and drones
are deployed by air due to the inhospitable terrain to deploy
them by ground vehicles. An example a simulation of this
scenario is shown in Figure 7e and Figure 7f.

Finally DENSE survivors with SPREAD MANET deploy-
ment scenario. This scenario addresses circumstances in which
the survivors are across the affected area in groups and drones
can be spread across the area. Such scenario denotes disasters
in which the survivors are trapped and drones can be deployed
by air or ground. An example a simulation of this scenario is
shown in Figure 7g and Figure 7h.

It can be observed in Figure 7b and Figure 7h that regard-
less the configuration deployment either DENSE or SPREAD
the virtual back bone will be formed. Also note that that
the nodes maintain a range of distance among them. Observe
that for purposes of disaster applications, when we have a
DENSE deployment for survivors, as shown in Figure 7e,
if a MANET drone reaches one survivor of such group,
neighboring survivors of such survivor could provide their data
to the connected survivor.

D. Simulation Metrics
With the combination of the defined scenarios, metrics to

evaluate the performance of the mass-spring implementation
on EESOA are required. We will define the metrics based
on the initial and final deployment. This will be applied for
the MANET as well as the survivors. Thus, we have defined
two metrics. Coverage Area (CA) which will be defined as an
approximation of the cumulative area which each node of the
MANET can receive any survivor signal, see (2) below.

CA ≈
n⋃

i=1

Ai (2)

Where:
Ai The area of each ith ESSOA node
n The number of EESOA nodes

The second metric will be the number of the survivors
found. Both metrics are key factors to take into account when
deploying a MANET for disaster applications.

We will obtain the initial and final CA as well as the
number of survivors found. The final metrics will be computed
once the simulation have converged for comparison purposes.
Given the mass-spring model and given and equilibrium dis-
tance defined on (1). We will define a converged state of the
simulation once the nodes cannot longer move since the sum of
those forces have cause them to reach the equilibrium. When
the simulation converges, neither the CA or survivors found
metrics will change from such converged time onwards.

E. MANET node

This work considers the node as an autonomous wireless
mobile device with a non-rechargeable battery. It is assumed
that the node knows its coordinates (x, y). The node coverage
area will be assumed to be a r square. Therefore, the CA will
be square centered on the MANET node regardless its (x, y)
location as denoted in Figure 6.

S0
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S2

S3

Y-P
lan

e Dire
cti

on

X-Plane Direction

Receiver range

Figure 6. EESOA node coverage area

V. SIMULATION RESULTS

Simulation was performed in a Java discrete-event simula-
tor paired with the Graphstream library. The setup parameters
for the is described in Table I. Simulation was performed with
15 drones and 50 survivors in a 50x50 mts grid area. The
aforementioned was performed for the 4 scenarios defined in
Figure 5. For each scenario, 10 simulations were performed
until each simulation reached a converged state as defined in
Section IV-C.

A. Dense Manet Spread Survivors Scenario

The final coverage area was significantly greater than the
initial when the initial deploy configuration for nodes was
DENSE as shown in Figure 8. On average, the final area
showed an increase ratio of 3.7 and got to 82% from the
ideal coverage area (1500 mts2). Likewise, the final number
of survivors found was greater than initial finding an average
of 22 survivors (See Figure 9), showing an increase of 28%
more survivors found.
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(a) Initial Dense MANET deployment with Spread survivors (b) Final Dense MANET deployment with Spread survivors

(c) Initial Spread MANET deployment with Spread survivors (d) Final Spread MANET deployment with Spread survivors

(e) Initial Dense MANET deployment with Dense survivors (f) Final Dense MANET deployment with Dense survivors

(g) Initial Spread MANET deployment with Dense survivors (h) Final Spread MANET deployment with Dense survivors

Figure 7. Initial and Final Simulation Scenarios Combination
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Figure 9. Dense MANET & Spread Survivors: Survivors Found

B. Spread Manet Dense Survivors Scenario
When deployment of drones was SPREAD the increase of

CA against the initial state was less than when the configura-
tion for drones was DENSE. With a ratio of 1.4 as Shown in
Figure 10. Also the final CA was 77% of the ideal coverage
area. The number of survivors found was bigger than the
DENSE MANET (See Figure 11). With SPREAD survivors
with an average of 23. Thus, with an increase of 19.4% more
survivors found against the model without the mass-spring.
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Figure 11. Spread MANET vs Dense Survivors: Survivors Found

C. Spread Manet Spread Survivors Scenario
On a SPREAD MANET configuration, increase ratio was

similar against the SPREAD MANET with DENSE survivors
scenario with a 1.43 increase ratio and ∼80% of the ideal
coverage area (See Figure 12). On this configuration the
percentage of survivors found not as significant against the
two aforementioned scenarios with a increase of 9.2% (See
Figure 13). This is consistent since CA increase was not
significant, when SPREAD, L limits further CA expansion.
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Figure 12. Spread MANET vs Spread Survivors: Coverage Area

1 2 3 4 5 6 7 8 9 10
0

10

20

30

17

12
11

15
14

15

10

18

16
15

23

14

17
18

20 20

16

21
22

18

Simulations

Su
rv

iv
or

s
Fo

un
d

Initial+Survivors+Found

Final+Survivors+Found

Figure 13. Spread MANET & Spread Survivors: Survivors Found
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D. Dense Manet Dense survivors
As in scenario described in section V-A, with DENSE

MANET deployment the increase ratio was 3.7 with an 83% of
the ideal CA. CA comparison is shown in Figure 14. Similarly,
as shown in Figure 15, the survivors found percentage increase
against the initial state was 30% more survivors found. We
can observe that on both scenarios V-A and V-D, when the
deployment of nodes is DENSE, performance is better.
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To have a global perspective and for comparison purposes
in Figure 16 and Figure 17 we show the final CA and
number of survivors for the 4 scenarios. Nodes deployment
are denoted by the prefix “D” for DENSE deployment and “S”
for SPREAD. Figure 16 shows an overall better performance
for CA when the deployment of MANET nodes is DENSE.
In Figure 17 when the MANET nodes deployment is DENSE
and survivors deployment is SPREAD performance is better.

VI. CONCLUSION AND FUTURE WORK

This paper proposed the implementation of the mass-spring
model on the EESOA cluster-based algorithm for natural
disaster applications. A java-based discrete event simulator
using the Graphstream library was developed as shown in Sec-
tion IV-A. The decentralized mass-spring interaction among
nodes provided a connected-awareness emergent behavior.
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Figure 17. MANET & Survivors scenarios: Survivors comparison

Simulation results have shown that the implementation of
the mass-spring on EESOA shows promise. For coverage area
the scenarios in which the MANET deployment configuration
is DENSE with an average of 82% of the ideal CA and an
increase ratio of at least 3.7. For the number of survivors found
we can see that there is no clear improvement if the layout
of the survivors is Dense DENSE or SPREAD. Nevertheless,
when the MANET configuration was DENSE we can see in
Figure 17 a slight increase in performance with at least 28%
increase against the initial state. The average of survivors
found against the ideal (50) is at least 38%. For the cases
in which the deployment of survivor was DENSE, such 38%
means we found more than one third of the survivors. The
aforementioned shows promise when we have a group of
survivors in a DENSE deployment. For the actual search and
rescue operation, if we find at least one survivor of a group
of survivors, neighboring survivors could use the connected
survivor as relay.
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Thanks to the mass-spring model implementation on the
EESOA nodes, the nodes will always generate a vector ~v with
which will try to achieve equilibrium on the system. Thus,
taking into account the range of the nodes plus their L and k
constants, nodes will expand as long as possible increasing the
probability of find more survivors. The aforementioned will be
performed without compromising connectivity.

The implementation of the mass-spring model on the
EESOA cluster based algorithm shows promise in performance
on scenarios when the MANET deployment is DENSE and the
survivors layout on the disaster area is DENSE. Hence, provid-
ing a de-centralized cluster based algorithm which is efficient
for communication as shown in [9] while maintaining the
connectivity as a constraint as defined on [17] by implementing
the mass-spring model. Finally proposing a connectivity aware
model with an self-organized emergent behavior.

Application of MANETs with UAVs for operations in
disastrous areas is an undergoing increasing research field
[8]. L and k constants parameter values for EESOA optimal
performance is left for future research. Moreover optimal
values for specific disaster scenarios such as high density
survivors concentration (evacuation points) or uniform dis-
tribution (floods, typhoon) remains as an ongoing research.
In future work simulations on a large scale scenario should
be performed. Battery consumption should be included in
future simulations as well as delay and propagation model.
The challenge of an autonomous decentralized exploration
algorithm that takes full advantage of the EESOA backbone
and mass-spring system remains open. Future work includes
the implementation of the proposed algorithm on real UAVs.
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Abstract—Ensuring human life safety is inexorably the most
critical objective of Intelligent Transportation System (ITS),
which makes Intelligent Vehicular Network (IVN) the cornerstone
of such system. Hence, in order to overcome network Quality
of Service (QoS) degradation issues, several networking models
for IVN have been proposed in the literature, namely cluster-
based construction, cloud-based construction and platoon-based
construction. Nevertheless, such constructions present several
limitations, in terms of timeliness, connectivity and reliability,
especially in critical environments. Therefore, we propose in this
paper the design of a distributed construction based on “co-
horts” and Neighbor-to-Neighbor (N2N) Communication, and we
present the required cohort-managements distributed algorithms
that ensure optimal IVN cohort-structuring and efficiency.

Keywords–Cohort; Intelligent Vehicular Network; Cyber-
Physical System; Safety.

I. INTRODUCTION

Saving road user’s life is still the most imminent ques-
tion of transportation systems since the automobile inven-
tion. Tightly associated with the automobile revolution and
the population grown up, the road traffic condition turns
into a critical social issue. The American National Highway
Traffic Safety Administration (NHTSA) announces that 37
461 accidents related fatalities and 4.6 million injuries are
recorded in 2016, and unfortunately this statistic continued to
increase. In addition to, and according to European Transport
Safety Council (ETSC) and NHTSA reports, more than 90%
of road crashes are caused by human errors [1][2]. That is
why, developing an Intelligent Transportation System (ITS)
is considered as the main solution to achieve the goal of
improving road traffic safety [3]. Thus, during the last decade,
the road traffic safety challenge has attracted an interesting
consideration from both academia and industry. Consequently,
significant amount of resources are investigated around the
world to develop safe and reliable ITS.

Initially, researches consider the paradigm of Autonomous
Driving as a keystone for road safety and traffic efficiency,
where an autonomous vehicle [2][5] is equipped with several
computing, planning and sensing technologies providing dif-
ferent safety features, with the ability to discharge the human
partially or totally from the driving task. However, autonomous
vehicles are seen as isolated entities and cannot cooperate with
their surrounding (vehicles or road equipment’s). Thereby, a
deaf autonomy cannot respond to the ITS’ goal, which explains
the need for autonomous vehicles cooperation mechanisms.
Thus, tremendous attention was conferred to Collaborative

Autonomous Driving which is mainly based on inter-vehicular
communication, as described in [6].

Communicating vehicles are gathered into an unlimited-
size self-organized network, characterized by dynamic topol-
ogy, where inter-vehicular communication is based on broad-
casting mode. Let us highlight the drawbacks behind this
definition. Firstly, dynamic topology, caused by nodes’ high
mobility, is causing a grievous problem of dis-connectivity.
Secondly, the broadcasting communication mode is suffering
from the absence of feedback about the sent message recep-
tion/delivery, beside its ability to provoke network overflow,
making a serious problem of transmission reliability. In ad-
dition, existing standards proposed in the literature to serve
the vehicular environment are unable to guarantee bounded
latency for safety-critical messages, resulting in a problem of
timeliness.

Motivated by the necessity to surmount those limitations
and by the evolution of distributed algorithms, we propose
to structure the vehicular network into size-bounded vehicular
string, so-called cohort, and we present the required cohort-
managements distributed algorithms that ensure optimal ve-
hicular network cohort-structuring and efficiency.

The remainder of this paper is organized as follows: in
Section II, we briefly review the state of the art, by focusing
on IVN and community converging towards such concept. We
propose in Section III a cohort-based construct for Vehicular
Cyber Physical System (VCPS) that we believe is more
suitable for Safety-critical data dissemination. We propose
in Section IV cohort management distributed algorithms. We
conclude the paper in Section V.

II. STATE OF THE ART

Automotive industry has targeted to embed computeriza-
tion into the vehicle driving task [7]. New vehicle models
are integrating new features, impacting essentially the road
traffic safety. The development is going further over time,
and several manufactures around the world, like BMW, Tesla,
Audi, Mobile Eye and Google, are in the race of Autonomous
Driving System (ADS) development.

Autonomous driving system, also known as self-driving
system, is based on on-board perception and sensing technolo-
gies, like radar, lidar, ultrasonic, optical sensors and camera.
Such sensors are used to collect information from their envi-
ronment. The collected data are gathered to create an accurate
representation of the vehicle nearby surrounding. In addition,
this data is also interpreted and analyzed, by an on-board
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processing unit, to help vehicle moving and reacting to safety-
critical situations that might occur. Nevertheless, this solution
has several limitations, which can be summed up in two points.

• Perception technologies performances can be lost due
to equipment failure, obstacles and weather condi-
tions. As example we can mention that radar sensors
sight is limited by obstacles, optical and lidar sensors
are influenced by bad weather conditions, e.g., lidar
sensors cannot see when it rains.

• Being autonomous means acting according to its own
system rules independently of external intervention
from communication with other vehicles or infrastruc-
tures. This property turns it a passive and isolated
entity, which can be a dangerous source in case of
perception technologies lose.

Consequently, in order to overcome perception technolo-
gies limitations, system diversity and redundancies are re-
quired, similarly, to strategies used in most advanced fighter
planes and deep-space satellites. Deploying a reliable vehicular
communication strategy is a key redundant solution to support
and defend the autonomy capacities. This principle explains
the need for an intelligent vehicular network.

IVN is a vehicular self-organized network, generally pro-
viding the so-called vehicle-to-everything (V2X) communi-
cation, which can be vehicle-to-vehicle (V2V) communica-
tion, vehicle-to-infrastructure (V2I) communication, vehicle-
to-pedestrian (V2P) communication, vehicle-to-bicycle (V2B)
communication and vehicle-to-drone (V2D) communication.
The most known and studied form of IVN in the literature, is
Vehicular Ad hoc Network (VANET) [8][9][10]. Hereafter, we
focus only on inter-vehicular communication V2V.

Safe transportation system reposes on real-time safety-
critical (SC) inter-vehicular communication (IV) [11]. Thus,
SC-IV communication algorithms and protocols are needed
to coordinate IVN. IEEE 802.11p [12][13] is considered as
the first standard designed for V2V and V2I communications.
But unfortunately, this standard presents evident drawbacks
essentially related to reliability issues, unbounded latency,
security, unfairness of channel dedication. These limitations
make, IEEE 802.11p standard, not suitable for real-time
safety-critical applications. Moreover, the deployment of IEEE
802.11p standard requires huge investment in the network
infrastructure, on-road units [9]. Then, motivated by the global
deployment and commercialization of Long Term Evolution
(LTE), authors in [9] propose an integrated solution for vehicu-
lar communication, both V2V and V2I, so called LTE-V, based
on the time division LTE 4G technology. This proposition is
expected to provide two communication modes: LTE-V-direct
enabling short range direct and decentralized V2V communi-
cation, to support road safety applications requirements low
latency and high reliability, and LTE-V-cell enabling central-
ized V2I communication. In addition, the solution provides
high mobility support, optimized coverage and better resources
allocation. In addition, direct Device-to-Device (D2D) based
LTE V2V communication is proposed to guarantee inter-
vehicular communication requirement in terms of latency and
reliability [14][15][16].

All of these solutions are based on dynamic mesh topology,
where nodes are characterized with a high mobility. Mobil-
ity, dynamic topology and unlimited density present serious

impediments in front of reliability, connectivity and bounded
latency guarantee. To alleviate as much as possible vehicular
environment complexity, we propose to divide the set of
vehicles in the roads into fully-distributed and bounded-size
cyber-physical construct based-on directional communication,
named cohort by G. Le Lann, [11][17]. Details about cohort
are given in the following section.

III. PROPOSED MODEL/SOLUTION

Breaking down the network into a fully-distributed, linear
and size-bounded segment of consecutive vehicles is mainly
inspired by the notion of platoons, which initially appeared
around 1974. Due to the lack of space we cannot detail
platoons characteristics and limitations, so, we recommend this
work for more information [18].

A. Cohort Introduction and Specification
A cohort is a size-bounded ad hoc string of consecutive

vehicles circulating on the same lane. Contrary to platoon,
cohort is a fully-distributed cyber-physical construct based on
perception technologies and directional Neighbor-to-Neighbor
(N2N) communication. According to [11] cohort’s concept is
used to add some structuring to IVN and to achieve the road
traffic safety. Consequently, the cohort construct is advanced,
on one hand, to reduce the number of vehicle involved in
rear-end braking crashes, and on the other hand, to alleviate
interference and collision problems. The safety goals can be
ensured by reducing, dramatically, incident and injury rates.
Thus, safe longitudinal inter-vehicular spacing, as well as
reducing velocities in the course of risk prone maneuvers are
needed. The most important cohort characteristics are depicted
on Figure 1.

A cohort Γ is a set of n ≤ n• (n is current cohort size and
n• is the max cohort size) contiguous vehicles, where the first
member is called the cohort head and the last one is named
the cohort tail [17][18]. Every cohort’s member X is assigned
a rank noted rx, where, 1 ≤ rx ≤ n•. The cohort head is
assigned the rank 1 and the cohort tail is assigned the rank
n. A safe longitudinal spacing should be respected between
the same cohort members and between cohorts circulating on
the same lane. The inter-members gap (resp. the inter-cohort
gap), so-called sxy (resp. SH/T ), is bounded as follows s◦ ≤
sxy ≤ s•, (resp. S◦ ≤ SH/T ≤ S•) and tightly depends on
the network density. Every isolated vehicle is considered as an
isolated cohort where n =1.

Vehicles can freely leave their cohorts, by simple deceler-
ation/acceleration or after a changing lane decision. However,
after leaving its cohort, the vehicle X must join another

Figure 1. Cohort Specification.
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cohort or creates its own one. Whatever, the decision is,
joining an existing cohort or creating a new one, it cannot
be carrying out arbitrarily. Actually, joining an existing cohort
depends on two main factors, the cohort size, which cannot
exceed the maximum value n•, and the available spacing to
be inserted into, which must respect the constraint of safe inter-
vehicle/cohort spacing.

Therefore, cohort management distributed algorithms are
mandatory in such situation, to indicate the vehicle behavior.
For the lack of space, we highlight, in this work, specifically,
how a vehicle X must react after a lane changing maneuver
(resp. a highway’s first lane entrance). Several use cases are
described hereafter, and different algorithms are proposed to
show how these situations will be overcome.

B. System Model

All the use cases described afterwards, are supposed taking
place on the highway. Then, we assume that the entire IVN
on the highway is broken down into many cohorts of variable
size. Each cohort is formed, as described above, by a bounded
number of nodes moving in the same direction at a similar
velocity. Cohort’s members’ cooperation is ensured by direc-
tional N2N communication. This communication paradigm is
out of the scope of this paper, and for more details about N2N
communication, we can refer to [17][19][20][21][22]. Periodic
control messages exchange, equivalent of beaconing service in
VANET and platoon, is essential for cohort management and
local member data update.

In this paper, we focus on the lane changing maneuver. Ac-
cordingly, different use cases resulting from the lane changing
maneuver are studied hereafter. Every maneuver, taking place
on the road, is divided into cyber and physical phases. Our
researches are concerned with the cyber ones.

Thus, cyber procedures are necessary to perform a safe and
successful maneuver. The lane changing maneuver is governed
by three cyber phases. Author in [19] has proposed a protocol
so-called Zebra Protocol to cover up all these cyber phases.
Details about these phases are given in the next section (IV-
A). Theoretically, the cyber phases, presented there, must
be executed by any vehicle tends to perform a lane change
maneuver, even a highway first lane entrance, but practically, in
some situation, only the first phase can be performed. Briefly,
the first phase consists on diffusing a lane changing request.
This situation can lead to the following hypotheses:

• The transmitted message m, is lost, and none of the
vehicle X surrounding, had the opportunity to receive
it, and this case is covered by the study in [19].

• None from the nodes who have received the message
m is eligible to serve in this maneuver. So the eligible
group is empty. In this paper we focus on this case.

The following use cases, studied in this work, result from
the second hypotheses.

After changing its lane, and depending to the global
network density, the vehicle X can be inserted in the middle
of an existing cohort, in the inter-cohort spacing, or, in a free
spacing, typically, the case of low density network.

IV. COHORT MANAGEMENT DISTRIBUTED ALGORITHMS

A. Middle Cohort Insertion
Let us start, firstly, by describing the procedure followed

by the vehicle X to change its current moving lane safely. It is
interesting to indicate that the same process is adapted when
a vehicle Y is supposed to enter the highway.

We consider the scenario depicted on Figure 2. A vehicle
X , member of cohort C’, is at the position (x, y) and circu-
lating on lane i, wants to move to the lane i±1. Otherwise,
at time τ , X has the coordinates (x, y) and moving with at
the velocity on the lane i. At the time τ + ε, X wants to be
at the position (x′, y′) on an adjacent lane i±1. This scenario
is covered by three cyber phases, illustrated on Figure 3, as
following:

Phase 1: X informs its surrounding that it wants change
its lane and go to an adjacent one. In this purpose, X transmits
a message m containing its current situational data at the time
τ , called ωτ (X), and the wanted situational data at the time
τ + ε, called ωτ+ε(X). So m has this form; m = [ωτ (X) +
ωτ+ε(X)]. The message m will be received by all the nodes
in the Geocast coverage area of X .

Every vehicle who has received m has to verify its eligibil-
ity to positively response to this request. To test its eligibility,
each node Y will compare its future situational data (at time
τ + ε) with the requested situational date at the same time. If
these information are approximately close, Y announces itself
as an eligible vehicle and informs its neighbors. Else Y ignores
the message. The eligibility test is performed according to the
procedure presented by Algorithm 1. At the end of this cyber
phase a group of eligible vehicles is formed, so-called E. This
group is marked on Figure 3 by the red rectangle.

Algorithm 1: Eligibility Procedure
Data: m← [ωτ (X) + ωτ+ε(X)]

d← ωτ+ε(Y )
begin

if ωτ+ε(X) and ωτ+ε(Y ) are close then
// Y declares itself eligible
eligible← true
// inform the rest of nodes
generate(meligible)

send(meligible)
else

// Y ignores m
discard(m)

Phase 2: During phase 2, the eligible group members will
cooperate together in purpose to decide the couple of nodes,
who will participate practically in the physical phase of this
maneuver, by creating the necessary spacing to insert X , this
couple are called the actors [19].

This cooperation, is a sort of negotiation between these
nodes and it requires the use of a consensus protocol. Agree-
ment protocols are out of scope of this paper, but it is essential
to mention that our research is based on the agreement protocol
proposed by G. Le Lann in [17]. How the consensus protocol
is working is demonstrated on Figure 3. Every node has to
disseminate its own proposition, noted for example vz . In our
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Figure 2. Middle cohort insertion request geocasting.

situation, vz contains the couple of nodes considered by the
node Z to be suitable as actors. The propositions are collected
and propagated until reaching the two extremities of the E.
When this collecting message arrives to the first (resp. last
node) in E, it will be sent in the opposite direction, for example
from the last one to the first one, and is-to-it. The messages
coming from the E group extremities will be received by
a same node and this node will take the final decision and
disseminate it to the rest of E.

Phase 3: The actors, here are represented by the couple
(Y,Z), will inform X by the decision resulting from the
consensus protocols. This cyber phase ends up by triggering
the maneuver physical phase.

B. Inter-Cohort Spacing Insertion
Let us consider the following scenario, X performs the

geocast and waits, but no response is received. So X deducts
that no vehicle is eligible to participate to its maneuver. Then
X decides to move to the lane i±1. Consequently, two use
cases are possible. After moving to lane i±1, X can be
situated between two contiguous cohorts or in a free spacing.
Free spacing insertion use case will be detailed in the next
subsection, III-C. Hereafter, we focus on the second case.
After changing its lane, as depicted on Figure 4, X is actually
situated in the inter-cohort spacing, SH/T , of two contiguous
cohorts, Γ and Γ′. In such condition X must join Γ or Γ′, or
create its new cohort, if the available space permits, or leave
this space if we are facing a compacted network.

In this section we propose a schema helping X to make
the most suitable decision, in this situation. Furthermore, we
assume that X is the only responsible of its future cohort
selection, and this selection is based-on the distance separating
X and this cohort. We, also, suggest that X will select the
closest cohort, so we proceed as follows:

• Measure the distance separates X and Γ Tail’s, so-
called DT/X , and the distance separates X and Γ′

head’s, so-called DH/X .
• Compare DH/X and DT/X , and then make decision.
• If DT/X is smaller than DH/X , then X will try join

Γ, else X will try join Γ′.

Figure 3. Lane changing maneuver cyber phases demonstration.

This mechanism is presented by the pseudo-code entitled
Algorithm 3. After comparing DH/X and DT/X , if DT/X is
smaller than DH/X , (resp. DT/X is smaller than DH/X ) X
will send Cohort Tail Insertion Request to T (Γ tail), (resp.
Cohort Head Insertion Request to H (Γ′ head)), as shown on
Figure 5-b, (resp. Figure 5-a). When the request is received, T
(resp. H) must verify if its own cohort is able to support a new
member, by checking the constraint of cohort size, n < n•.
Consequently, the request will be approved only if n < n• is
true, see Algorithm 2. Then, X’s reaction is depending on T ’s,
(resp. H) reply. So, if the request is accepted, X will proceed
according to Algorithm 4, (resp. Algorithm 5);

• X assigns itself a rank n+ 1, (resp. rank 1).
• Accelerates until DT/X , (resp. decelerate until DH/T )

respects the constraint of inter-vehicular spacing and
DH/X , (resp. DT/X ) respects the inter-cohorts gap.

• Sends a message mx to the rest of the cohort, to help
them updating their local data.

Algorithm 2: Request Acceptance Procedure
Data: n, n•
Result: accept
begin

if (n < n•) then
accept← true

else
accept← false

return accept

If the request is rejected, X must react otherwise. So, the
node has to perform the opposite request. X is going to try to
join its successor cohort Γ′, (resp. its predecessor cohort Γ),
by performing, Cohort Head Insertion Request, (resp. Cohort
Tail Insertion Request). And if the request is accepted, X has
to proceed as described above. But the worst case condition is
when the Cohort Head and Cohort Tail requests are rejected.
Accordingly, we propose the following solution: X is going to
verify whether, within the available spacing SH/T , it is able
to create its own cohort. Then, the lower bound of inter-cohort
spacing must be respected.

If SH/T � 2 ∗ S◦ + carsize, then X must leave its
current location. Leaving the current location can train other
type of maneuvers like overtaking, or passing an entire cohort

Figure 4. Inter-cohort spacing insertion illustration.
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Algorithm 3: inter-Cohort Spacing Insertion
Data: DH/X , DT/H , S

◦, S•, s◦, s•

SH/T ←− DH/X +DT/H + carsize
begin

if (DH/X ≤ S◦ + caresize) then
rx ←− 1

else if (S◦ ≤ SH/T 2.S◦ + carsize) then
if (DT/XDH/X ) then

cohortTailInsertionRequest()
else if (DT/XDH/X ) then

cohortHeadInsertionRequest()
else

leave()

or even a new lane changing maneuver. Actually, overtaking
and passing an entire cohort is out of the scope of this
work. In addition, it is interesting to mention that, X is also
able to decide to perform one of these options even without
performing cohort insertion request.

C. Free Spacing Insertion
Resume the same scenario described in the beginning of the

last subsection (IV-B), and as mention there, in this section, we
focus on the free spacing insertion use case. After performing
its lane changing maneuver, X is located in a low density lane.
And in this situation, one of the subsequent sub-cases is able
to take pace.

1st sub-case: X goes into an almost empty lane i±1. The
vehicle finds itself far away from any cohort. Consequently,
X is forced to create a new cohort of size n = 1. Then, X is
going to declare itself as a new isolated cohort by assigning
a rank equal to 1. While respecting the allowed velocity, X
has the choice to accelerate/decelerate to join distant cohorts,
if they existed, or to keep its current speed.

2nd sub-case: In such situation X is located behind some
cohort , as shown in Figure 5-b, and there is no close cohort
following it. Or X is located in front of a cohort , as depicted in

Algorithm 4: Cohort Tail Insertion Request
begin

send(requestToTail)
wait()
if (acceptFromTail == true) then
rx ←− n+ 1
if (DT/X ≥ s•) then

accelerate until s◦ ≤ DT/X < s•

send(mx)
else if (acceptFromTail == False) then

if (DH/T ≤ S◦ + carsize) then
decelerate until DH/T ≥ S◦

cohortHeadInsertionRequest()
else if (DH/T ≤ 2.S◦ + carsize) then

decelerate until DT/H ≤ S◦ rx ←− n+ 1

else if (DH/T ≥ S◦) then
leave()

Algorithm 5: Cohort Head Insertion Request
begin

send(requestToHead)
wait()
if (acceptFromHead == true) then
rx ←− 1
if (DT/X ≥ s•) then

decelerate until s◦ ≤ DH/X < s•

send(mx)
else if (acceptFromHead == False) then

if (DH/T ≤ S◦ + carsize) then
accelerate until DH/x ≤ S
cohortTailInsertionRequest()

else if (DH/T ≤ 2.S◦ + carsize) then
accelerate until DT/x ≤ S◦
rx ←− 1

else if (DH/T ≥ S◦) then
leave()

Figure 5-a, and there is no cohort ahead. In both possibilities
X has to join . Thus, we have, like in Section IV-B, either
cohort tail insertion request, or cohort head insertion request,
or also create a new independent cohort, with respect to the
inter-cohort gap constraint. The main algorithm, solving this
use case is presented by the pseudo-code, so-called, Algorithm
6.

In fact, within this use case X has more freedom to decide
to create a new isolated cohort or to try to join the existing
one. So, this use case is tightly close to X desire more than
the constraint of available space, like the preceding subsection.
Then, X behavior can be described as follow:

• X decides to create a new cohort, then, according
to its location, X decelerates/accelerates to create the
necessary inter-cohort gap, and assigns itself rank 1.

• X decides to join existing cohort, so, depending to
its current location, X will send cohort tail or cohort
head insertion request.

As described above, X will send a cohort tail insertion
request to T , (resp. cohort head insertion request to H). Then,
T (resp. H) treats the received request according to Algorithm
2, and sends its reply to the requestor. According to T ’s
response, (resp. H’s response), if the request is accepted, X

Figure 5. Free space insertion illustration.
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Algorithm 6: Free Spacing Insertion Algorithm
Data: DH/X , DT/X , S

◦, S•

begin
if (X decide to create new cohort) then

if (X is behind ) then
decelerate until S◦ ≥ DT/X ≥ S•

else if (X in front of ) then
accelerate until S◦ ≥ DH/X ≥ S•

else if (X decides to jion an existing cohort) then
if (X behind ) then

cohortTailInsertionRequest()
else if (X is in front of ) then

cohortHeadInsertionRequest()
else

leave()

Algorithm 7: Free-Space Cohort Tail Insertion Pro-
cedure

begin
send(requestToTail)

wait()
if (acceptFromTail == true) then
rx ←− n+ 1
if (DT/X ≥ s•) then

accelerate until s◦ ≤ DT/X < s•

send(mx)
else if (acceptFromTail == False) then

decelerate until DT/H ≤ S◦
rx ←− 1

Algorithm 8: Free Space Cohort Head Insertion
Procedure

begin
send(requestToTail)

wait()
if (acceptFromHead == true) then
rx ←− 1
if (DT/X ≥ s•) then

decelerate until s◦ ≤ DT/X < s•

send(mx)
else if (acceptFromHead == False) then

accelerate until DT/H ≤ S◦
rx ←− 1

will proceed according to Algorithm 7, (resp. Algorithm 8).
The major difference between cohort head and cohort tail

insertion procedures proposed for this use case and the ones
described in the above section is the impact of space available
for X to react. In such case, X has sufficient space to act
freely.

V. CONCLUSION

In this paper, we explained the need to structure the IVN
into fully-distributed and bounded-size vehicular strings named
cohorts. These cohorts, cyber-physical systems based on short-
range neighbor-to-neighbor directional communications, are

purposed to alleviate as much as we can the complexity of
vehicular environment and to ensure the road traffic safety,
and to minimize dramatically the collision and interference
problem. In this scope, we proposed, in this work, several
algorithms to manage the vehicular behavior within several use
cases, and for that we focus on the lane changing maneuver. In
our future work we focus on implementing and testing these
propositions.
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Abstract—Three-hop wireless relay channels in the presence of 

Rician fading will be examined in this article.  This system 

model is generated by the product of three independent, but 

not necessarily identically distributed, Rician random 

variables (RVs). Some important performance of this system, 

such as cumulative distribution function (CDF), outage 

probability (Pout) and average fade duration (AFD) of wireless 

relay communication system working over Rician multipath 

fading environment will be calculated and graphically 

presented. The fading parameters' impact will be analyzed 

based on the obtained graphs.  

Keywords- average fade duration (AFD); outage probability 

(Pout); random variables; Rician fading; three-hop relaying 

system. 

I.  INTRODUCTION 

In mobile channels in the presence of multipath fading, 
properties of communications systems are disturbed 

significantly due to the signal envelope fluctuations [1][2]. It 
is of vital importance to characterize those random variations 
in terms of the fading characteristics and derive both first and 
second order [3][4]. The first order performance we will 
calculate here is outage probability (Pout). 

The closed-form expressions for Pout, channel capacity 
(CC), and average symbol error probability (ASEP) are 
derived in [5] for amplify-and-forward (AF) multi-hop relay 
network in the presence of Rayleigh fading. Based on 
approximation of multi-hop relay by dual-hop relay systems, 
the analytical expressions are obtained for some scenarios. 

A three-hop communication system, as we analyze, is 
illustrated in Fig. 1 [6]. It consists of the source node, 
denoted by (S), sending the information signal to the 
destination (D) with the help of two consecutive relays, 
namely R1 and R2. The AF relay nodes are assumed to be 
untrusted and hence, they can overhear the transmitted 
information signal while relaying.   

 

Figure 1.  System model of a three-hop wireless relay [6].
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All nodes are equipped with a single antenna operating 
in half-duplex mode. The consecutive relays are necessary 
helpers to deliver the information signal to the destination. 
This assumption is valid when the network nodes 
experience a heavy shadowing, or when the distance 
between terminals is large, or when the nodes suffer from 
limited power resources [6].  

Three-hop system is analyzed in [7]. For three-hop 
relay system we will obtain the second order 
characteristics. The knowledge of second-order statistics 
of multipath fading channels (level crossing rate (LCR) 
and average fade duration (AFD)) can help us better 
understand and mitigate the effects of fading. For example, 
the AFD determines the average length of error bursts in 
fading channels [8]. So, in fading channels with relatively 
large AFD, long data blocks will be significantly affected 
by the channel fades than short blocks [9].  

It is necessary to know this fact for choosing the frame 
length for coded packetized systems, designing interleaved 
or non-interleaved concatenated coding methods [10], 
optimizing the interleaver size, choosing the buffer depth 
for adaptive modulation schemes [11] [12], throughput 
(efficiency) estimation of communication protocols, ... 
Empirically-verified formulas for the LCR and AFD of 
common multipath fading models are necessary for all 
observed applications. 

The output signal from multi-hop relay system is 
product of random variables (RVs) at hops outputs. In 
[13], multi-hop system in the presence of Nakagami fading 
is analyzed through N*Nakagami distribution as suitable 
for modeling of realistic wireless fading channels. 
Statistical analysis of cascaded Rician fading channels is 
given in [14]. Different performance is derived for both 
fading channels in terms of the Meijer G-function. 

 We observed different products of RVs and derived a 
number of system performance for dual and three-hop 
relay systems in closed forms in [15]-[18]. Wireless relay 
system with two sections (dual-hop) in κ-µ short term 
fading channel is observed in [15]. In [16], an analytical 
approach for evaluating performance of dual-hop 
cooperative link over shadowed Ricean fading channels is 
presented. All performance of product of three Rayleigh 
RVs are presented in [17] and the statistics of product of 
three Nakagami-m RVs is given in [18].  

Here, we consider a three-hop relay channels as a 
special case of multi-hop relay network in the presence of 
Rician fading. This case is important for the channels 
where an optical line of sight is present. We opine that 
there are not enough reported works in this area. 

This paper is organized through four sections. In 
introduction, the basic points are given. In the second 
section, the first order characteristics of the product of 
three Rician RVs are introduced. In the third section, the 
second order characteristics of the product of three Rician 
RVs are presented and graphs for all performance are 
plotted. The acknowledgement and conclusions close the 
article. 

II. THE FIRST ORDER PERFORMANCE OF PRODUCT OF 

THREE RICIAN RANDOM VARIABLES  

For description of three-hop wireless relay system it is 
necessary to derive the first-order characteristics of the 
product of three Rician RVs. 

A. PDF of Product of Three Rician RVs 

Rician fading is a stochastic model for radio 
propagation where the signal arrives at the receiver by 
several different paths when one of the paths, typically a 
line of sight signal or some strong reflection signals, is 
much stronger than the others. In Rician fading, the 
amplitude gain is characterized by a Rician distribution. It 
was named after Stephen O. Rice [19]. 

Rician RVs xi have Rician distribution [19]:  
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where Ωi are mean powers of RVs xi, and κi are Rician 

factors. Rician factor is defined as a ratio of signal power 

of dominant component and power of scattered 

components. It can have values from [0, ].  

A random variable x is product of three Rician RVs 

[17 eq. (2)]: 
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which implies: x1=x/ x2 x3. 
Probability density function of product of three Rician 

RVs x is [20, eq. (7)]: 
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B. CDF of Product of Three Rician RVs 

Cumulative distribution function (CDF) of product of 
three Rician RVs is: 
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Rayleigh fading is a model for stochastic fading when 
there is no line of sight signal. Because of that it is 
considered as a special case of the more generalized 
concept of Rician fading. Rayleigh fading is obtained for 
Rician factor κ=0. For this reason, derived expressions for 
CDF of product of three Rician RVs can be used for 
evaluation a CDF of product of three Rayleigh RVs, also 
for CDF of product of two Rayleigh RVs and Rician RV, 
and CDF of product of two Rician RVs and Rayleigh RV. 
The obtained results can be used in performance analysis 
of wireless relay communication radio system with three 
sections in the presence of multipath fading. This means 
that derived CDFs are used for the next cases: 1) when 

Rician fading is present in all three sections ( 0i  , 

i=1,2,3), then 2) when Rayleigh fading is present in all 
three sections (κ1=κ2=κ3=0), the next 3) when Rayleigh 

fading is present in two sections and Rician in one 

(κ1=κ2=0, 3 0  ), and 4) when Rayleigh fading is present 

in one and Rician fading in two sections (κ1=0, 

2 0  , 3 0   ). A case with κ →∞ present the scenario 

without fading. 

C. Outage probability of Product of Three Rician RVs 

The outage probability is an important performance 
measure of communication links operating over fading 
channels. Outage probability is defined as the probability 
that information rate is less than the required threshold 

information rate th. Pout is the probability that an outage 
will occur within a specified time period: 

 
0

th

out xP p t dt



  ,    (5) 

where px(x) is the PDF of the signal and th is the system 
protection ratio depending on the type of modulation 
employed and the receiver characteristics [21]. 
 

 
Figure 2.  Outage probability of product of three Rician RVs versus 

signal envelope x for different values of Rician factor 1 and signal 
power Ω=1. 

 

Figure 3.  Outage probability of product of three Rician RVs depending 

on signal envelope for different values of signal power Ωi and Rician 

factor =1. 
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Using (4), Pout can be expressed as: 

 out x thP F  .    (6)  

Plots of the outage probability, for different values of 
parameters, are shown in Figs. 2 and 3. The choice of 
parameters is intended to illustrate the broad range of 
shapes that the curves of the resulting distribution can 
exhibit. It is evident that performance is improved with an 

increase in Rician factors i. Also, higher values of fading 
powers Ωi tend to reduce the outage probability and 
improve system performance, as it is expected. 

III. THE SECOND ORDER PERFORMANCE OF THE PRODUCT 

OF THREE RICIAN RANDOM VARIABLES  

Level crossing rate (LCR) and average fade duration 

(AFD) of the signal envelope are two important second-

order statistics of wireless channel. They give useful 

information about the dynamic temporal behavior of 

multipath wireless fading channels. 

A. LCR of Product of Three Rician RVs 

Level crossing rate is one of the most important 

second-order performance measures of wireless 

communication system, which has already found 

application in modelling and design of communication 

system but also in the design of error correcting codes, 

optimization of interleave size and throughput analysis. 

The envelope LCR is defined as the expected rate (in 

crossings per second) at which a fading signal envelope 

crosses the given level in the downward direction [4]. The 

LCR of RV tells how often the envelope crosses a certain 

threshold x [22]. We should determine the joint 

probability density function (JPDF) between x and x , 

 xxp xx  first, then apply the Rice’s formula [19, Eq. 

(2.106)] to finally calculate the LCR. LCR is defined as 

[2]: 
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LCR of product of three Rician RVs is derived in [23, 
eq. (20)]: 
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Last integral can be solved by using Laplace 

approximation theorem for solution the two-fold integrals 

solved in [24] through equations (22)-(29): 
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We give in this subsection some new graphs for 
normalized LCR of product of three Rician RVs 

depending on this product x with Rician factor i and 

average power i as parameters of curves in Figs. 4 and 5.  
 

 

Figure 4.  LCR normalized by fm depending on signal envelope x for 

various values of Rician factor i and signal power Ω=1. 

 

Figure 5.  LCR normalized by fm versus signal envelope x for various 

values of signal powers Ωi. 
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LCR grows as Rician signal power increases. The 

impact of signal envelope power on the LCR is higher for 

bigger values of Rician factor i. LCR increases with 

increasing of Ωi for all values of signal envelope. The 

impact of signal envelope on the LCR is larger for higher 

values of the signal envelope when Ωi changes. It is 

important bring to mind that system has better 

performance for lower values of the LCR. 

B. AFD of Product of Three Rician RVs  

Average fade duration measures how long a signal’s 

envelope or power stays below a given target threshold 

derived from the LCR [4]. According to that, AFD is [25, 

eq. (9)]: 
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.  (10)  

The numerator is the cumulative distribution function 
of x from (4), and Nx (x) is LCR given in (8) [26].  

 

 

Figure 6.  AFD normalized by fm versus signal envelope x for different 

values of Rician factor i and signal powers Ωi=1. 

 

Figure 7.  AFD normalized by fm depending on signal envelope x for 

=1 and different values of signal powers Ωi. 

The normalized AFD (Txfm) of product of three Rician 
RVs is plotted in Figs. 6 and 7 versus signal envelope x. 

One can see that for higher values of i and lower x, AFD 
has smaller values. Also, it is visible from Fig. 7 that AFD 
increases for all signal envelopes and lower Ωi. The impact 
of Ωi is bigger at higher envelopes. 

IV. CONCLUSION 

Due to transmit power limitations, the multi-hop 
communication in relay systems is introduced for 
improving the quality of transmission in cellular and ad 
hoc networks. These benefits of multi-hop relays are 
especially visible in rural areas with small population and 
low level of traffic density. 

In this work, we presented previously determined 
formulas for the PDF and LCR and derived important 
expressions for CDF, Pout and AFD of the three-hop 
wireless relay system in the presence of Rician fading. 
This system output signal is the product of three Rician 
RVs. 

Outage probability is defined as the point at which the 
receiver power value falls below the threshold (where the 
power value relates to the minimum signal or signal to 
noise ratio (SNR) within a cellular networks). It is said that 
the receiver is out of the range of Base Station in cellular 
communications. Average fade duration is used to 
determine how long a user is in continuous outage. This is 
important for coding design. 

Based on the presented results it is possible to 
anticipate the behavior of the real wireless relay system in 
the presence of analyzed fading. Future works will 
introduce general fading distributions in consideration of 
three-hop relay systems’ performance. 
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Abstract—This paper introduces a methodology for the de-
velopment of routing algorithms that takes into consideration
opportunistic networking. The proposal focuses on the rationale
behind the methodology, and highlights its most important stages
and components. It also discusses the importance of two core
elements in the process of protocol designing: the scenario
selection, based on essential characteristics, and the choice of
standard evaluation metrics. As of now, there has been no
common methodology for developing new routing algorithms, and
this has led to proposals difficult to compare, to evaluate, and
lacking a rigorous objectivity ensuring fairness. Thus, there is the
urgent need to propose, agree, and use a common methodology
for the development of routing algorithms.

Keywords—Opportunistic networks; routing algorithms; devel-
opment methodology; emulation systems.

I. INTRODUCTION

The efficiency and performance of a network depends
completely on the routing algorithm. Nodes can be sparsely or
densely distributed, there can be few or many messages, node
buffers can be small or large, but at the end of the day, the
responsibility of forwarding all messages from the source to
the destination in the best way possible lies with the routing
algorithm. Thus, the development of such protocols is of
paramount importance for the sake of networks in general, and
especially critical in challenged networks like opportunistic
ones. In these last type of networks, nodes are irregularly
distributed, not always accessible and message forwarding is
only possible when there is a transient contact opportunity.
In these conditions, the store, carry and forward strategy of
Delay Tolerant Networking helps connecting the unconnected
parts of the net.

Unfortunately, the process of developing new routing algo-
rithms has not been in the focus of research, and this has led
to disputable quality proposals, difficult to compare between
them, and almost impossible to determine if they suit best for
a given scenario. Although many proposals include simulated
experiments repeated in several conditions, with different data

sets, and even including very detailed network configurations,
such as radio protocols, and interference models, they still
lack the basic scientific approach allowing repeatability and
comparison. It is true that many of these papers introduce
the confrontation to other routing algorithms, but even in
this case, the scenario selection and particular configuration
is not guaranteed to observe, intentionally or not, a rigorous
objectivity ensuring fairness. Moreover, few of these proposals
present a final implementation showing its feasibility and
allowing a realistic performance evaluation under real world
conditions.

Traditional networks have an end-to-end path available
to transmit messages between nodes, but in Opportunistic
Networks, this end-to-end path may never exist, delays and
disruptions are part of the behaviour; therefore, opportunistic
strategies makes communication possible. In the development
of a routing algorithm, evaluation and testing are done by
some assumptions (e.g., unlimited resources, limited resources,
a limited number of messages, unlimited creation of messages,
among others). These assumptions seek to recreate a real-
world OppNet, but complexity and variability increases within
each characteristic studied.

Consequently, there is the urgent need to propose, agree, and
use a common methodology for the development of routing
algorithms that also takes into consideration extreme scenarios,
such as opportunistic networking. The process has to go from
the basic idea for the routing strategy, to the mathematical
analysis, model, simulation, software implementation of the
algorithm, emulation, and finally the application of the routing
strategy, testing real code in real scenarios. In this paper, we
get grips with the problem, and introduce the basic rationale
for such a methodology, highlighting its most important stages
and components, and discussing the importance of two core
elements in the process of protocol designing: scenario selec-
tion, based on essential characteristics, and standard evaluation
metrics. We expect this methodology to faster the adoption
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of a common scientific approach to the development of new
routing algorithms, and to give firm leverage in the production
of high quality routing algorithms for OppNet.

The rest of the paper is structured as follows. Section
II introduces the state of the art on opportunistic networks,
evaluation strategies and development methodologies. Section
III presents the methodology in our proposal. Then, scenarios
and metrics are shown in Section IV. Finally, Section V
discusses our contributions and implications.

II. RELATED WORK

In this Section, we study the state of the art of the develop-
ment of routing algorithms in the opportunistic networks field,
the evaluation strategies and methodology used in development
of new opportunistic routing algorithms

A. Opportunistic networks

An opportunistic network [1], also known as OppNets [2], is
a set of mobile devices commonly called nodes that exchange
information between them exploiting direct communication
opportunities to perform an end-to-end transfer of data. Nodes
communicate with each other even if an end-to-end route never
exist [3]. Furthermore, nodes are not supposed to possess
or acquire any knowledge about the network topology. With
the growth of the use of mobile devices in recent years,
opportunistic networks have become a significant field of
research. Opportunistic networks allow a flexible and highly
dynamic connection between the nodes [4]. Any node can join
or leave the network at any time.

The applications of opportunistic networks [5] are cellular
network offloading, communication in challenged areas, cen-
sorship circumvention and proximity-based applications and
Internet of Things (IoT) [6], among others. Topology network
is continuously changing due to the constant movement of
the nodes, and the communication routes between senders
and receivers are neither direct nor static. This communication
capability allows the use of opportunistic networks in new ap-
plications. Before opportunistic networks, applications based
their operation on an end-to-end connection path, however,
when such connection is not possible, opportunistic networks
present a solution, since the information is sent ”opportunis-
tically” hop by hop between source to destination using the
”Store-Carry-and-Forward” approach [7].

B. Evaluation strategies in opportunistic routing algorithms

A standard methodology that allows the evaluation of rout-
ing algorithms in the OppNets field does not exist. Neverthe-
less, the nonexistence of a comparing method does not mean
that a comparison is not possible.

One of the main ways of evaluating opportunistic rout-
ing algorithms is measuring their performance when sending
information from a source to a destination. Some authors
model message dissemination performance by analysing first
the behaviour of the OppNet when some characteristics of the
network vary, such as density, size of the messages, duration
of the contacts, etc. [8].

Regarding the use of datasets for network behaviour simu-
lation, and according to [9], most authors use several common
scenarios like Haggle [10], MIT [11] or Cambridge [12].
Finding good scenarios to evaluate routing algorithms is not
easy. The elevated cost of deploying real test-beds and the
non-existence of a suitable simulator accounting for all real
characteristics make it really difficult to find adequate traces
to perform realistic simulations [9].

C. Methodology in the development of new opportunistic
routing algorithms

A small part of the research community that works on
challenged networks, such as opportunistic networks has
pointed out the necessity of finding new methodologies in the
development of new opportunistic routing algorithms. Their
concern is focused on involving the engineering process in all
stages between an original network proposal and its validation
in real applications. The problem is that a lot of networks
research proposals in this context rely solely on simulations
to validate the proposed protocols without going any further.

The authors of studies like [13], draw attention to the fact
that network decisions, such as routing or delivery ones are
rarely implemented in real network platforms. Additionally,
if they are, the validation of the proposed code is usually
performed at a very small scale. That is why, there has been an
enormous effort from this part of the research community on
developing new emulation platforms to help with this problem.
By using emulation tools, demanding scenarios can be tested
and provide a a lightweight emulation solution that bridges the
gap between pure simulation and real-world experimentation.

III. METHODOLOGY FOR DEVELOPING ROUTING
ALGORITHMS

Using a sensible, sound methodology is indispensable to
get good routing algorithms. This methodology has to observe
the basic scientific method, allowing repeatability, fair com-
parison, and common scenario representation. In this Section
we propose the basic steps of the process of developing new
routing algorithms fulfilling the aforementioned requirements,
and discuss about the selection of the test scenarios and
performance metrics for comparison.

A. Methodology stages

The methodology has seven well differentiated stages, as
shown in Figure 1:

1) Conception: First it comes the initial idea behind the
algorithm, the conception of the mechanisms. This is normally
triggered by some essential feature of the scenario, such as
high node density, or by a particular theory, such as the history
of encounter of nodes and its transitivity.

2) Model: After the initial stage of conception, the idea
must be reified into a particular mathematical model, which
can then be analyzed formally.

3) Analysis: Once the proposal is modeled, it can be
analysed. During this analysis, the mechanisms and procedures
can be checked, some theoretical results can be obtained, and
basic limitations can be identified.
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1.Conception

2.Model

3.Analysis

4.Simulation

5.Implementation

6.Emulation

7.Application

Figure 1. Methodology for developing routing algorithms consisting of seven
stages.

4) Simulation: The next stage is simulation. In a simu-
lator, the model can be tested in a given set of scenarios.
Eventhough these scenarios involve datasets that come from
the real world (e.g., real traces from vehicles or people), or
even if the simulator simulates very accurately all network
protocols involved, the model under evaluation is usually
executed based on pseudo-code. This does not prove that the
system being designed can eventually be deployed and used
for real. Results obtained through simulation can be deceptive,
creating a misleading feeling of scientific correctness. Indeed,
as observed in [14], the credibility of simulation results tends
to decrease as the use of simulation increases.

5) Implementation: The final validation of a routing algo-
rithm should always be based on real full-featured code (ac-
counting for example for memory management or concurrency
issues), rather than on the pseudo-code used in simulations.
In this stage, a code is produced so that the algorithm can be
used on a real scenario. The implementation itself shows the
feasibility of the algorithm.

6) Emulation: Testing real code in real conditions can
be difficult and tricky, especially when these situations may
involve the mobility of hundreds of nodes during hundreds of
hours. Emulation is an approach that helps with this respect,
allowing to run real code in tightly controlled (and repeatable)
conditions. This stage is the link between a proof-of-concept
implementation and the deployment of a software that is useful
in the real world and behaves as predicted.

7) Application: The last stage of this methodology is
testing the routing algorithm in a real environment, with real
devices and users. This is the ultimate test that shows how the
designed algorithm behaves in the real world and allows to
evaluate.

The application of the methodology should not be strictly
sequential. Some of the work in one stage can help to improve
some of the previous stages. For example, the results of the
analysis can help modifying the model to take into account a
new variable, or the emulation results can help to detect and
correct bugs of the implementation.

Applying a methodology like the one described is necessary,
but not enough to produce good quality routing algorithms.

There are two elements that have also to be considered: the
scenarios, and the performance metrics. The simulation and
emulation stages need some scenarios, including the position
of nodes during a time window and the messages that are
sent along with other information. This is important for two
reasons. In the first place, these scenarios have to be public
to reproduce the results at any time, and to fairly compare
different routing algorithms in the same conditions. Secondly,
the scenarios need to be representative of the real environments
the routing algorithm is going to be used in. The second
element to be considered is the performance metrics of the
algorithm. Again, there are two main reasons for this. The
first one is that to evaluate how good is a routing algorithm for
a given scenario, there have to be some evaluation functions.
These functions, or metrics, will tell how the network performs
when this routing algorithm is in operation, and thus can
determine for which scenarios it is more appropriate. The
second reason is that these metrics allow a direct comparison
to other protocols for the same scenario.

IV. SCENARIOS AND METRICS IN OPPORTUNISTIC
NETWORKS

Different scenarios and metrics are generally used in articles
to measure the performance of Routing Algorithms. As it is
difficult to reproduce real-world conditions, the use of scenar-
ios tries to create a model of them, assuming performance
will be similar. To be in the safe side, many papers use
several scenarios to show the algorithm has a large scope of
applicability. However, articles use to pay little or no attention
to the selection and definition of these scenarios, neglecting
the importance they deserve in the significance of the results.

A. Components

Scenarios of OppNet consist of a set of nodes and their
positions during a time frame. When analysing the behaviour
of a routing algorithm on a scenario, more details have to be
provided, such as a set of messages (with recipients and size),
and the communication range of the nodes.

Nodes in an OppNet normally communicate wirelessly.
Nodes can receive, drop, store, carry and forward messages.
When a node receives a message, the decision whether a
message must be stored, carried, dropped or forwarded is made
by the routing algorithm. The routing algorithm makes the
decision of which nodes a message is forwarded to.

As we talk before scenarios are a representation of real-
world, therefore their characteristics must help to reproduce
certain real-world behaviour. Among others, the characteristics
of a scenario may include the set of positions, granularity, node
range, node density, and buffer size. For the sake of simplicity,
we can consider the scenario as the set of nodes, the set of
messages and the contacts between nodes:

S = (Nodes,Messages,NodeContacts) (1)
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B. Selection of scenarios

As we have seen, scenarios play a very important role for
the development of routing algorithms. As diversity is a key
factor to guarantee representation of real world applications,
different sources of scenarios have to be considered. They can
be synthetically created, which allows to force some scenario
characteristics, like a given node density. They can also come
from real world traces captured in live situations. As suggested
by Kotz et al. in [15], create a new scenario is expensive
and challenging. The Community Resource for Archiving
Wireless Data At Dartmouth (CRAWDAD) allows sharing
data sets across the scientific community. The real-world data
help us to understand the behaviour of real users. Common
well-known scenarios already used in literature [16], like
Cambridge, Info5, Taxis, MIT or Haggle could also be used
as possible scenarios. Within the many scenarios that have
different characteristics, scenario selection is a crucial part of
the development of a new opportunistic routing algorithm. The
output performance of some scenarios is the same, even that
those scenarios do not share characteristics.

Because it is impossible to test the routing algorithms in all
possible scenarios, making a selection of scenarios is required.
This process have to be scientifically justified, to be represen-
tative enough and avoid any possible bias. Just having different
traces that generate different results without analyzing the
entire spectrum of action of the OppNet comprehensively
would result insufficient. These fine selection of scenarios will
act as a representation of the whole scope of opportunistic
networks.

C. All-in-One scenario trap

A valuable scenario aims to be a good representation of
reality. This representation must introduce as many elements
as the real event contains, but this could end up into an
unrealistic task due to the number of characteristics involved.
Our research found more than seventy characteristics used as
tuning settings of the so-called scenarios. Given those seventy
characteristics, even limiting the operativity of each character-
istic as binary, the number of the scenarios is unrealistic to
manage. Therefore, modelling a scenario requires a balance
between simplification and real-world accuracy has a direct
implication of usability. Not every characteristic must be taken
into account. Those characteristics that are not involved in
the scenarios are going to be present in the other phases
of the routing algorithm development. Oversimplification of
characteristics could lead to a useless representation of the
phenomena, and the results are not useful. Our proposal claims
that instead of build an ”All-in-One” scenario, the development
of a set of different scenarios, where those scenarios must give
different performance results with the same algorithms.

D. Performance metrics

In a scenario, messages have to be delivered from the origin
to the destination taking advantage of the communication
opportunities. To achieve this, in this process, several copies of
the same message are generated. Messages can be successfully

Figure 2. Number of compared-to routing algorithms

delivered, they can be dropped, for example if there is not
enough buffer for them, or they may not reach their final
destination, for example because their life time is over. A
metric is a function that gives the measure of a certain property
of a given scenario, such as message drop, latency, node
inter-contact time, delivery ratio, overhead ratio, delivery cost,
average number of hops, wastage index or average delay,
among others.

The evaluation function of an algorithm in a scenario pro-
vides the set of some metric measurements for that scenario, as
shown in (2). The result of this evaluation is multidimensional,
for having just one number to compare different algorithms
does not allow an accurate comparison. An algorithm may
be better for a specific metric, but worse for another one. It
is the final application that will determine which algorithm is
the most appropriate, and therefore it is convenient to preserve
the whole set of metric results to have a better idea on how
the algorithm behaves.

The evaluation function can be represented as:

M = M1,M2, ...,Mn

Eval(A,S,M) = (M1(A,S),M2(A,S), ...,Mn(A,S)) (2)

where Eval is the evaluation function, A is the routing
algorithm, S is the scenario, M is the set of metric functions,
and Mi is the measurement of the metrics.

Metrics should always refer to the same measurable prop-
erties, thus all proposals have to use exactly the same names
for the metrics to avoid confusion.

E. Routing comparison

Our research shows how the performance comparison has
been carried out so far when a new opportunistic routing
algorithm has been presented; and how these practices could
lead up to unfair comparisons. We studied more than 50
opportunistic routing algorithms.
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A comparison helps to evidence the improvement in the
performance of a given task. Figure 2 shows the number of
comparisons founded in the papers on routing algorithms in
the literature. Then, Figure 3 is a cloud graph where edges
indicate that the two routing algorithms connected are directly
compared in some paper. This graph emphasizes the number
of comparisons of a routing algorithm, The bigger the size of
the font, the more times an algorithm has been compared to.

From the literature on routing algorithms, the information
shown in Figure 2 and Figure 3 reaffirms our concern about
a fair comparison. We found that approximately a 62% of the
algorithms tests their performance with one or two algorithms
when they are presented. On the other hand, less than 5%
of the reviewed algorithms present a comparison with 6
algorithms. No algorithm which is compared with more than
6 others has been found.

In Epidemic routing, when a message needs to be routed
from a source to a destination, the algorithm sends the message
to all of their reachable neighbours. The algorithm does not
have to make any decision whether to send a message or
not. Having that in mind, the implementation of an Epidemic
algorithm is not difficult at all. Figure 2 shows that most of the
literature makes less than 2 comparisons and Figure 3 indicates
the Epidemic routing is the most compared-to algorithm. That
means that the comparison is centred around Epidemic routing
and that routing algorithms are not been compared between
them. Moreover, the few algorithms used in the comparisons
are those that are implemented in traditional simulators. This
is probably due to fact that the scientific community is paying
more attention to the simplicity of the experimentation design
rather than to the scientific soundness.

Our approach is that every algorithm could be evaluated in
a fairway. That means, be able to compare apples with apples.

The use common evaluation function (as defined in (2)) in
the analysis of an algorithm in a scenario provides a determin-
istic outcome, thus avoiding intentional or unintentional bias.
With a methodological performance evaluation, we can pick
the best algorithms of our interest.

We know that opportunistic networks are a challenging field;
therefore, the traditional way to develop routing algorithms is
not enough to go from the idea to the application.

V. DISCUSSION

When a new routing algorithm is proposed in the field of
opportunistic networking, the proposal uses its own evaluation
metrics and scenarios. Thus, even though these proposals
normally compare their protocol to others, the testing en-
vironment, chosen scenarios, metrics and conditions do not
guarantee that the comparison is totally fair. It is very easy
to, unintentionally, create a bias favouring their own proposal
just by selecting a scenario with some specific characteristics
for which the algorithm has been designed to take advantage.
In most cases, reproducing the results of a given proposal is
practically impossible because the full scenario data is not
publicly available, the way of applying the metrics is not
completely clear, or simply because the implementations (or

Figure 3. Cloud graph of routing algorithms comparison, edges indicates a
direct comparison between a pair of routing algorithms in a paper

models of the protocol) are not given. As suggested by Bajpai
et al. in [17], the research on computer networks is more and
more accepting research proposals that are non-reproducible
as long as they appear plausible to the manuscript reviewers.
We agree with this study on the importance and challenges on
reproducibility.

This situation applies to routing algorithms in general, but
is particularly notorious in the case of opportunistic networks,
where there is more variety of scenarios and conditions. This
does not facilitate at all the selection of a good routing
algorithm for a certain application, for example, and the
creation process of new protocols is as well weakened for
no validated references are available to fairly compare them
to other proposals.

A way of alleviating these effects and giving better
prospects to the (useful) development of new routing algo-
rithms in ooportunistic networking is by using a methodology
like the one presented in this paper. This can decisively help
on the difficult task of starting a cultural change on routing
algorithm development, proposal evaluation, and algorithm
selection.

VI. CONCLUSIONS

In this paper, we have presented a methodology for the de-
velopment of routing algorithms in Opportunistic Networking
based on seven stages. Following this methodology, the devel-
opment of new routing algorithms will improve , increasing
their quality and fair comparison to others. Additionally, we
have discussed the importance of two core elements in the
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process of protocol designing: the scenario selection and the
choice of standard evaluation metrics.
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Abstract—The expectation of people and futurists is that all
respectable cities will become Smart Cities in the near future.
Two main barriers stand in the way of the evolution of cities.
First is cost, the transformation into a smart city is expensive
(e.g., between $30 Million and $40 Billion) and only a few cities
are able to obtain the resources required for upgrades. Second,
many citizens equate the data collection and surveillance of smart
city technology with aggressive infringements on privacy. In this
paper, we describe how citizens, city planners, and companies
can develop smart cities that do not require crippling loans and
are respectful of privacy.

Keywords–smart city; privacy; networks.

I. INTRODUCTION

Ubiquitous technology has long been an expectation of the
21st century. Recently, the concept of a Smart City has led
cities, developers, and citizens to pursue idyllic improvements
to municipal infrastructure. Smart city designs tend to require
Internet of Things (IoT) devices to be connected in order
to retrieve the data generated by the devices. Unfortunately,
significant costs are incurred when deploying sensors equipped
with 5G or WiFi connectivity due to data subscription fees
[1] [2]. As the number of cities that want to become “smart”
increases, innovative ways of transforming a conventional city
into a smart city need to be investigated. Aspiring smart cities
are predicated on the belief that socioeconomic impact will
yield a return on investment for smart cities, but financiers
have been apprehensive [3].

While innovations in technology continue, citizens are
critical about how unvetted smart cities can violate intrinsic
rights [4]. People are inventing methods to disguise themselves
from surveillance systems using fashionable masks [5]. Citi-
zens also depend on other products to curtain themselves from
other devices, such as smart speakers [6] [7]. However, laws
are consistently being passed to ensure the responsibility of the
city or company protects the privacy of the citizens [8] [9].

In remainder of this paper, we introduce and discuss the
concepts of low-cost and privacy-enabled smart cities. In
Section 2, we focus on defining what a smart city is and
the requests of the top seven applicants that were apart of
the 2015 Smart City Challenge [10]. In Section 3, we discuss
the large monetary costs smart cities have invested to become
“smart” along with some opinions on how to reduce cost. In
Section 4, we discuss the infringements of privacy that smart
cities produce and then, we propose innovative ways cities can
protect their citizens. Lastly, we conclude by summarizing the
insights and future direction of this research.

II. HOW CAN A CITY BECOME “SMART”?
Establishing what technologies create a smart city can

include many intricate components. To define the essence of
a Smart City, we start by establishing the basic universal
technologies that all smart cities require. In 2015, the United
States Department of Transportation announced the Smart
City Challenge which asked cities in America to create an
integrated, smart, and efficient transportation system built on
data, applications, and technology in an effort improve the
lives of its citizens [10]. Figure 1 displays U.S. cities that are
currently smart cities or are interested in becoming “smart”
(the circle area denotes the population size). Of these, the
Smart City Challenge received 78 applicants describing what
a smart city looked like for their community.

Figure 1. Current and potential smart city locations in the United States.

The list of technologies have been derived from the top
seven applications from the Smart City Challenge. From this
challenge, the seven cities were chosen as finalist include:
Columbus (Ohio), Austin (Texas), Denver (Colorado), Kansas
City (Missouri), Pittsburgh (Pennsylvania), Portland (Oregon),
and San Francisco (California). Following this competition,
these finalist serve as a foundation for cities hoping to be-
come smarter. These cities request several technologies and
components, such as:
• Electric vehicle charging stations
• Electric/autonomous public transportation vehicles
• Connected vehicles using a smart grid
• User mobile applications
• Traffic signaling priority

To integrate these technologies, the cities use sensors, video,
Global Positioning Systems (GPS), and radio signals from
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pedestrians, vehicles, and equipment. These cities also use
these video and GPS feeds for license plate recognition and to
track crime related incidents. The goal of becoming a smarter
city revolves around connecting under-served communities
to opportunities, decreasing health disparities, reducing air
pollution, and increasing the mobility of citizens by relieving
congestion of roadways.

Assisting low socioeconomic and disabled citizens has
risen to the forefront of smart city development strategies. In
an effort to make these advancements more inclusive of those
communities, the smart cities have proposed the use of:

• Smart kiosks enable advanced payment options by
incorporating additional features, such as braille and
voice feedback

• Electronic signs provide visual and audio cues to
pedestrians

• Autonomous car sharing allows commuters first and
last mile transportation with a reduction in costs

• Information screens provide real-time transportation
updates through audio and video

With the incorporation of these additional technologies, we see
these cities become more inclusive and smarter for all. On top
of an already costly smart city, these specialized technologies
raise an additional cost along with continually maintaining all
aspects of these technologies.

III. LOW-COST SMART CITIES

Smart City projects can be extremely expensive to deploy
and manage. Cities around the world such as San Diego, New
Orleans, London, and Songdo have either proposed or invested
in Smart City projects that cost between $30 Million and $40
Billion. In addition to the cost of deploying and maintaining
the IoT devices themselves, a significant portion of the expense
is a result of providing Internet connectivity via 5G or WiFi to
those devices. These costs are a major barrier to the widespread
deployment of Smart City technology and the social benefits
that may ensue from that technology [11].

To alleviate the costs, opportunistic communication, such
as Delay Tolerant Networks (DTNs) can be used as a backbone
for Smart City communication to facilitate data that does not
have real-time Quality of Service (QoS) constraints. DTNs
traditionally provide opportunistic networking connections in
areas with little to no infrastructure. Messages are delivered
with some delay which is directly correlated with the layout,
density, and mobility of nodes in the network [12] [13]. Recog-
nizing that some data are needed in real-time, edge-computing
can be utilized as long as the placement of internet-connected
nodes are optimized in the network. For data that can tolerate
delays, the natural movement of people and vehicles through
a city to transfer data between nodes. In this way, the citizens
become an integral part of the smart city network itself.

In order for low-cost Smart Cities to flourish and DTNs
as backbone to be practical, both the technology questions
related to the devices and the network itself, as well the social
aspects of how people and vehicles move through a city must
be addressed. For almost 20 years there has been a substantial
amount of research in opportunistic communications and delay
tolerant networks; unfortunately real-world deployments tradi-
tionally fall short of their simulated counterparts [14]. Related

efforts, [13], [15]–[22], have proven the ability to deliver
messages when connections are intermittent, but generally are
limited to performing within simulation environments [23].

IV. PRIVACY-ENABLED SMART CITIES

With the use of smart city technologies, how does a
city ensure privacy and security for its citizens? Cities will
become a 24 hour hub for collecting information about the
mobility and efficiency of transportation, but also personally
identifying information of its’ travellers [24]. In the Smart
City Challenge [10], the applicants describe the possible risks
and mitigation strategies with the deployment of these cities.
From these concerns, we focus on the risks associated with the
citizens in those environments. The main concerns for smart
city citizens revolve around data sharing, individual privacy,
system security, data privacy, and data management. In Table I,
we explore each smart city and if these smart city risks will
be addressed in the development of their city.

TABLE I. OVERVIEW OF THE MAIN SMART CITY CONCERNS FOR
CITIZENS SELF-IDENTIFIED BY THE CITIES.

City Data
Sharing

Individual
Privacy

System
Security

Data
Privacy

Data Man-
agement

Columbus,
OH

– – – – –

Austin, TX
√

–
√ √ √

Denver, CO – –
√ √

–
Kansas
City, MO

√ √ √
– –

Pittsburgh,
PA

–
√

–
√ √

Portland,
OR

√
– –

√ √

San
Francisco,
CA

√ √
– – –

Each city (rows) either discusses (
√

) or does not mention
(–) the privacy risk of a technology (columns). Data sharing
and data privacy concerns are addressed by the majority (4
of 7) of the cities. Individual privacy, system security, and
data management are each addressed by three of the cities. In
Table II, we reviewed these Smart City proposals and assessed
a score based on a Likert Scale (Excellent, Average, Poor)
from these five categories (Data Sharing, Individual Privacy,
System Security, Data Privacy, & Data Management). From
the proposal and discussion, a city will receive:

• Excellent: The proposal has thorough discussion about
the risks and mitigation strategies related to topic and
a solid plan of action.

• Average: The proposal has moderate to little discus-
sion about the risks and mitigation strategies related
to topic and a general plan of action.

• Poor: The proposal has little to no discussion about
the risks and mitigation strategies related to topic and
no plan of action.

Columbus is the only city without a risk analysis in their
proposal. This city will develop their plan during the imple-
mentation of their city, but would this be enough? Immediately
after winning, Columbus created the Smart City Program
Office to assess possible risks and mitigate them. Of the
finalists, none of these cities provide a detailed description
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of the protection they will provide their citizens in their
proposals. To mitigate the proposed risks these cities seek to:
(1) implement standards from government and industry, (2)
anonymize or mask sensitive personal data, and (3) partner
with cyber-security experts and government.

TABLE II. RATING OF PRIVACY DISCUSSION BY CITY.

City Data
Sharing

Individual
Privacy

System
Security

Data
Privacy

Data Man-
agement

Columbus,
OH

Poor Poor Poor Poor Poor

Austin, TX Poor Poor Excellent Excellent Excellent
Denver, CO Poor Poor Poor Average Poor
Kansas
City, MO

Poor Average Excellent Poor Poor

Pittsburgh,
PA

Poor Poor Poor Average Poor

Portland,
OR

Average Poor Poor Average Average

San
Francisco,
CA

Poor Poor Poor Poor Poor

Beyond security breaches and attacks, what protection will
these cities use to ensure the privacy of those who want to
remain anonymous in an “always on” city? Researchers have
investigated the concerns of privacy leaks and the types of
privacy leaks on social media [25]. These privacy leak concerns
can be expected in a smart city where citizens are contin-
ually being monitored. To help cities protect their citizens,
we propose the use of a visual mitigation library used for
videos and images based on existing literature [26]. This work
provides a foundation for several mitigation techniques used
for social media networks, however these same technologies
can be implemented to protect the citizens from surveillance
concerns and privacy issues. Beyond the citizen’s concern for
anonymity or protection of minors, there is a concern for the
type of information that is leaked in a public setting.

A. ViperLib: Mitigation Library
We seek to expand this work as a foundation for the

need of mitigation techniques in video surveillance. Everyday
people purchase items with their credit or debit cards, carry
identification, or use keys (virtual and physical passcodes).
This type of sensitive content will be captured in those videos
and image feeds [27] [28], with the use of a redaction spectrum
we can ensure that content will not be leaked to others. Studies
have shown that the use of obfuscation methods [29]–[31] can
protect individual privacy.

To address this concern, we suggested the deployment of
the ViperLib. This mitigation library will allow the Smart
Cities to choose how and where they want to integrate this
technology. As proposed by [26], mitigation techniques can be
integrated into mobile applications, servers, IoT devices, and
comprehensive systems. Techniques, such as obfuscation (e.g.,
adversarial noise, blurring, blocking), interception, and blind
vision can be integrated into this library easily ready for use.
The library can also facilitate active engagement strategies for
alerting authorized personnel about pertinent privacy concerns
and suggesting the possible mitigation strategies for that visual
content. These types of alerting strategies are similar to Chap-
erone Bot or Privacy Patrol from previous works [26]. The
ViperLib open-source library can be integrated into existing

“off-the-shelf” packages. Citizens can select the privacy pro-
tection features that must be integrated into deployed systems.
Such libraries can provide safety, security, and peace of mind
to the citizens that reside in those areas.

V. CONCLUSION & FUTURE WORK

In summary, this paper argued that Smart Cities have the
capability to be both private and inexpensive in deployment
and for long term sustainability. During planning and imple-
mentation of these cities, officials along with citizens should
further consider the high cost and privacy concerns associ-
ated with their development choices. The need for privacy
mitigation in Smart Cities extends from the protection of
personally identifying information to the choice of anonymity
and protect of minors. Beyond the deployment of the ViperLib,
we proposed the use of DTNs to lower the cost of Smart
Cities and allow citizens assist the in the transmission of
data across the city. Deploying traditional IoT infrastructure
is prohibitively expensive for most cities and expanded de-
velopments introduces privacy risks. However, low-cost smart
cities and privacy-enabled technologies can achieve the goals
of smart cities while allowing citizens to feel secure and
protected.

Future research considers the potential effects of security
for cyber-physical systems in real IoT deployments. To do this,
we will collaborate with Louisville, Kentucky, a Smart City
Applicant, to discuss future strategies and deployment plans
for ViperLib as part of NSF Grant (#1952181).
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protocol evaluation,” in Proceedings of the 2nd international conference
on simulation tools and techniques. ICST (Institute for Computer
Sciences, Social-Informatics and Telecommunications Engineering),
2009, p. 55.

[13] P. Hui, J. Crowcroft, and E. Yoneki, “Bubble rap: Social-based forward-
ing in delay-tolerant networks,” Mobile Computing, IEEE Transactions
on, vol. 10, no. 11, pp. 1576–1589, 2011.

[14] C. E. Baker, A. Starke, T. G. Hill-Jarrett, and J. McNair, “In vivo
evaluation of the secure opportunistic schemes middleware using a delay
tolerant social network,” in 2017 IEEE 37th International Conference
on Distributed Computing Systems (ICDCS). IEEE, 2017, pp. 2537–
2542.

[15] R. Cabaniss, S. S. Vulli, and S. Madria, “Social group detection based
routing in delay tolerant networks,” Wireless networks, vol. 19, no. 8,
pp. 1979–1993, 2013.

[16] P. Costa, C. Mascolo, M. Musolesi, and G. P. Picco, “Socially-aware
routing for publish-subscribe in delay-tolerant mobile ad hoc networks,”
IEEE Journal on Selected Areas in Communications, vol. 26, no. 5, pp.
748–760, 2008.

[17] E. M. Daly and M. Haahr, “Social network analysis for information
flow in disconnected delay-tolerant manets,” Mobile Computing, IEEE
Transactions on, vol. 8, no. 5, pp. 606–621, 2009.

[18] W. Gang, W. Shigang, L. Cai, and Z. Xiaorong, “Research and re-
alization on improved manet distance broadcast algorithm based on
percolation theory,” in Industrial Control and Electronics Engineering
(ICICEE), 2012 International Conference on. IEEE, 2012, pp. 96–99.

[19] W.-j. Hsu, D. Dutta, and A. Helmy, “Csi: A paradigm for behavior-
oriented profile-cast services in mobile networks,” Ad Hoc Networks,
vol. 10, no. 8, pp. 1586–1602, 2012.

[20] A. Lindgren, A. Doria, and O. Schelen, “Probabilistic routing in
intermittently connected networks,” in Service Assurance with Partial
and Intermittent Resources. Springer, 2004, pp. 239–254.

[21] M. Musolesi and C. Mascolo, “Car: context-aware adaptive routing
for delay-tolerant mobile networks,” IEEE Transactions on Mobile
Computing, vol. 8, no. 2, pp. 246–260, 2009.

[22] A. K. Gupta, J. K. Mandal, and I. Bhattacharya, “Comparative per-
formance analysis of dtn routing protocols in multiple post-disaster
situations,” in Contemporary Advances in Innovative and Applicable
Information Technology. Springer, 2019, pp. 199–209.

[23] A. Picu and T. Spyropoulos, “Dtn-meteo: Forecasting the performance
of dtn protocols under heterogeneous mobility,” IEEE/ACM Transac-
tions on Networking, vol. 23, no. 2, pp. 587–602, 2014.
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