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Foreword

The Seventh International Conference on Wireless and Mobile Communications [ICWMC 2011],
held between June 19 and 24, 2011, in Luxembourg, followed on the previous events on advanced
wireless technologies, wireless networking, and wireless applications.

ICWMC 2011 addressed wireless related topics concerning integration of latest technological
advances to realize mobile and ubiquitous service environments for advanced applications and services
in wireless networks. Mobility and wireless, special services and lessons learnt from particular
deployment complemented the traditional wireless topics.

We take here the opportunity to warmly thank all the members of the ICWMC 2011 Technical
Program Committee, as well as the numerous reviewers. The creation of such a broad and high quality
conference program would not have been possible without their involvement. We also kindly thank all
the authors who dedicated much of their time and efforts to contribute to ICWMC 2011. We truly
believe that, thanks to all these efforts, the final conference program consisted of top quality
contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the ICWMC 2011 organizing committee
for their help in handling the logistics and for their work to make this professional meeting a success.

We hope that ICWMC 2011 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in the area of wireless and
mobile communications.

We are convinced that the participants found the event useful and communications very open.
We also hope the attendees enjoyed the historic charm Luxembourg.
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Efficient Rate Adaptive Resource Allocation
Scheme in Uplink OFDMA Wireless Systems

Vasileios D. Papoutsis and Stavros A. Kotsopoulos
Wireless Telecommunications Laboratory, Department eftical and Computer Engineering,
University of Patras, Rio, Greece 265 00,
Email: vpapoutsis@ece.upatras.gr, kotsop@ece.ugatras.

Abstract—The problem of resource allocation for the uplink assigned to the user with the best subcarrier gain, elimipat
of wireless SISO-OFDMA systems is investigated. To relieve the intra-cell interference (ICl), and power is then disited

heavy computational burden, a suboptimal, but efficient scheme & ; .
is devised which maximizes the sum of the users’ data rates by the water-filling algorithm [7]. In [8], the minimum data

subject to constraints on the per user transmitted power and rate among users is maximized and in [9]-[12], a proportiona

minimum data rate requirements among users. Simulation results fairness criterion is employed. In [13] [14], the fulfillmen
indicate that the proposed scheme can satisfy minimum data rate of every user's data rate constraints is guaranteed and in
constraints, distributing sum data rate fairly and flexibly among  [15], per time-slot resource allocation is introduced withlf-
;ﬁgrsc'a';‘ E‘gdg'onlz t(;‘et prlo‘t’osted SChetr."e IS .Colmp'ex'tytEffeCt;‘r’]e'tnoise" and phase noise. In [16], long term access propattion
ppied t0 jaestgeneration Wireless Systems Ml taimess is introduced. Finally, in [17], the sum of the sSer

provide Quality-of-Service (QoS) guarantees. . T . o
Index Terms—OFDMA, resource allocation, multiuser diver- data rates is maximized but the resource allocation unit is

sity. not the subcarrier, as in previous algorithms [3]-[16], but
a time/frequency unit (slot), in accordance with WiMAX

Orthogonal Frequency Division Multiple Access (OFDMA) Recently, uplink resource allocation has received some
[1] has developed into a popular scheme for wideband wirattention in literature. A practical low-complexity aldgbm
less digital communication. In OFDMA, multiple access ifor a two-user case is proposed in [18]. In [19], the optityali
achieved by first dividing the spectrum of interest into af OFDMA in uplink transmissions has been studied while
number of subcarriers and then assigning subsets of the subf20], a non-iterative and near-optimal joint subcarréerd
carriers to individual users. OFDMA helps exploit multiusepower allocation scheme is proposed. In [21], the results of
diversity in frequency-selective channels, since it igniely  [20] are generalized by considering the utility maximioati
that some subcarriers that are “bad” for a user are “goodi one time-slot, where the utility is a function of the in-
for at least one of the other users. Because of its supergtantaneous data rate in this time-slot. Another work that
performance in frequency-selective fading wireless cklmn focused on per time-slot fairness is [22]. In [23], the ubklin
OFDMA is the modulation and multiple access scheme usegsource allocation problem is approached using a gradient
in latest wireless systems such as IEEE 802.16e (Mob#eheduler but considers long-term total utility maximiaat
WIMAX). which depends on the average data rate or queue sizesyFinall

There are fixed and adaptive allocations to allocate sub-[24], resource allocation algorithms are proposed to &nd
carriers. Fixed allocations use Time Division Multiple Ass Nash Bargaining solution according to Game theory.
(TDMA) or Frequency Division Multiple Access (FDMA) as In this paper, the resource allocation problem in uplink
multiple access schemes to allocate each user a predeterm@FDMA systems is investigated. We focus on single antenna
time slot or frequency band for transmission. While applyingystems where at most one user can be assigned per subcarrier
fixed allocation the system neglects the channel diversity aThe objective is to maximize the sum of the users’ data
does not use the deep faded subcarriers for other users whiadies subject to constraints on per user power and minimum
do not seem as deep faded to them. In [2], these two fixddta rates among users. The proposed scheme, which is also
allocation schemes are discussed and compared in much detamplexity effective, consists of three algorithms; aroatpm
On the other hand, adaptive allocations allocate resoumceghat determines the number of subcarriers for each user, a
users based on their channel gains. Due to the time-varyisgpcarrier allocation algorithm by dividing the users irotw
nature of the wireless channel, dynamic resource allagatigroups and the water-filling algorithm [7]. The first two
makes full use of the multiuser diversity to achieve highegorithms assign the available subcarriers to the usetiseof
performance. system and the third one allocates the available power df eac

Most work on resource allocation has been done for thuser.
downlink OFDMA systems. In [3] [4], total transmit power is The remainder of the paper is organized as follows. The
minimized. In [5] [6], it is proved that the downlink systemproblem of sum data rate maximization using minimum data
capacity is maximized when each subcarrier is exclusivelgite constraints and power constraint for each user is formu

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-140-3 1
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lated in Section Il. The proposed scheme is introduced in
Section 1ll and Section IV contains the complexity analysis

K N
B
max NE E CknTkn

of the proposed scheme and a complexity comparison with 3)
other schemes. Simulation results and a comparison between B
the proposed scheme and other existing schemes are prOVis(,jE&ect to
in Section V. Finally, Section VI contains concluding refksar
ckn € {0,1}, Vk,n 4)
[l. SYSTEM MODEL AND PROBLEM FORMULATION

The following assumptions are used in this paper: (i) the Pk 2 0, Vk,n ®)
time-varying channels between different users and the Base K
Station (BS) are assumed to be frequency selective wireless chv" =1,n (6)
channels with independent Rayleigh fading and the channel k=1
can be regarded as constant during the resource allocation N
period; (i) the ISI is completely removed by exploitithg Zpkvn < Py, Vk (7)
OFDM techniquesj.e. the width of each subcarrier is much =1
smaller than the coherence bandwidth of the channel. Thus, N
each user experiences flat fading in each subcarrier; Ifié) t Z ConThn > mrivk 8)
Channel State Information (CSI) is perfectly known by the —_

receiver, and the BS feedbacks a certain form of channel
information correctly to each user; (iv) each subcarrien cavhere ¢, , is the subcarrier allocation indicator such that
be used by only one user at each time. ck,n = 1 if subcarriern is assigned to uset andcy, = 0

The BS decides uplink resource transmission parametersifonot. Constraints (4) and (5) ensure the correct values for
all available users based on the feedback CSI. The resodiffee subcarrier allocation indicator and the power, resyelgt
allocation parameters are then sent to each user thougkanstraint (6) restricts the assignment of each subcatwier
dedicated control channel. Then, each user loads its data iGnly one user and (7) is the individual power constraint.
the allocated subcarriers and the BS decodes the datasent fFinally, (8) is the minimum data rate constraint. The totatied
all users. The resource allocation scheme is updated as staig for userk, denoted asiy, is defined as
as the channel information is collected and also the resourc
allocation information is sent to BS for detecting.

Consider an OFDMA uplink transmission in a single cell
with K active users andV subcarriers.P, is the transmit
power of each usek = 1,2,..., K and the channel gain for wherer;,, is given by (2) andmr; in (8) is the minimum
userk in subcarriem is denoted byy;, ,. Each subcarrier of data rate of each user.
userk is assigned a power; ,,. With the noise power spectral  Note that problem (3) is an NP-hard combinatorial optimiza-
density beingV, and the total bandwidth of all subcarriers betion problem [26] with non-linear constraints. In a systefthw
ing B, the additive white noise power ig’ = 2. Therefore, K users andV subcarriers, there a&™ possible subcarrier
the subcarrier SNR can be expressedhas = 95; and the assignments, since it is assumed that no subcarrier carelde us
transmitted SNR of usek in subcarriem is Vi, = pi.nhi.n- by more than one user. For a certain subcarrier assignment,

Each of the user’s bits are modulated idtoM-level QAM @ per user power distribution can be used to maximize the
symbols, which are subsequently combined using the IFFspm of the users’ data rates, while guaranteeing minimum
into an OFDMA symbol. For a square M-level QAM usingdata rate constraints. The maximum sum data rate over all
Gray bit mapp|ng as a function of transmitted SNBJL and KN subcarrier aSSignment schemes is the glObal maximum
number of bits of usek in subcarriem ry. ,,, the BER can be and the corresponding subcarrier assignment and per user

approximated to withinl dB for r;, ,, > 4 and BER< 10—3 power distribution is the optimal resource allocation sohe
as [25] ’ However, it is difficult to obtain an optimal solution withamy

reasonable time frame. As a result, a novel and cost-eftecti
_1.67k,n] ) resource allocation scheme is formulated to solve thislprob

B
R = N nzz:lck,nrk,n 9

1
BERMQAM (’Yk,n) ~ 5 €xXp |:27~k,n 1

By solving (1),7,, IS [1l. THE PROPOSEDRESOURCEALLOCATION SCHEME

Vie,n

) =logy (1 + prnHi.n) 2 Ideally, power of each user and subcarriers should be
allocated jointly to solve optimization problem (3) optiliya
whereI" =-In(5BER)/1.6 andH;, = h’“T is the effective This process has a prohibitive computational complexity. |
subcarrier SNR of usek in subcarriem. the following, a suboptimal resource allocation scheme is
Taking into account the conclusions above, the optimizatigproposed which consists of three algorithms and assures a o
problem is formulated as: complexity performance:

Tk = logy (1 +
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A. Number of subcarriers of each user. « SorttheK users by average effective subcarrier SNR,
ie, H <...< H,, <...< Hg without loss of
generality.

« Divide the K users in bad effective subcarrier SNR

In this algorithm, the number of subcarrierg,, to be
initially assigned to each user, is determined. This pr®ces
is based on the average effective subcarrier SNR of each user

which is calculated by group (_usqg = {1,2,...,m}) and good effective
subcarrier SNR group (usgr= {m + 1,m +
o 1 N 2,...,K}).
Hi= > Hin, Yh=12....K (100 2)Fork=12...,m:
n=1 « Find n satisfying Hy, ,, > Hy, j, Vj € S.
The approximate data rate of each user is « For the foundn, setc,,, =1, Ny =N, —1, S =
o B o S — {n} and updateR;, according to equation (9).
Ry = Ni— log, (1+HiPy), Vk=1,2,....,K (11) In equation (9)pr.n = s —.

_ ) 3) While |use 0
where Py, is the equal power allocation of each user among ) Fin|d k,}"j;gmm (Rye — mry}
. = k — k[

respective subcarriers. At each iteration, the user with th reluse
minimum differenceR;, — mr; has the option to be assigned « For the foundk*, if N >0
one more subcarrier. When all the available subcarriers are — Find n satisfying Hy» ,, > Hy- ;,¥j € S.
assigned taK users of the system, the approximate number — Seteg., =1, Np» = ka_*— 1 fS — S {n} and
of subcarriersN,, for each user is got. This algorithm is as update’;%k* a’ccording to equ:,ition (9). In equation
follows Q) — _ P
’ pk*,n - 7127:1 Chon
o €lse

1) Initialization: "
o — usep = usep — {k*}.
. Setmrk_, vk =1,2,..., K, the minimum data rate 4) Redo:
constraints.

. Set the iniial number of subcarriersV, = o Steps 2,3 for the good effective subcarrier SNR

group,i.e, for userse useg.

mri _ —
LNKZ£‘:17rlrkJ’ vk = L%...K and No = In step 1) of the subcarrier assignment to available users
2 k=1 Nk algorithm, all the variables are initialized is the set of
» Get the average effective subcarrier SNR for eaglyailable subcarriersy, ,, is the subcarrier allocation indicator
user using equation (10). and Ry, is a vector which keeps track of the data rate of each
2) Approximate data rate: userk = 1,2,..., K. Then, users are divided in two groups
. Get the equal power to each allocated subcarrigecording to parameten; the usep and the usey, the group
P = %, Vk=1,2,...,K. of users with bad average effective subcarrier SNR and the

. CalculateRy, Vk = 1,2,..., K, using equation (11). 9roup with good average effective subcarrier SNR respalgtiv
; . Parametern is chosen in such a way that the two user groups
3) While N,; < N : . .
ind . = he found:* contain the same number of usersAfis an even number.
« Findk* = argmin {Ry —mr}. Forthe found:*,  ihenwise, if is an odd number, one of the two user groups

k=1,2,...,.K .
let N« = Ni= +1 and Ny = Ny + 1. would contain one more user than the other group.
« Get the equal power to each allocated subcarrierln step 2), each user of ugggroup is assigned the available
Py =% Vk=1,2,...,K. subcarrier on which he has the largest effective subcarrier
k

« CalculateRy, Vk = 1,2, ..., K, using equation (11). SNR. Note that an inherent advantage is gained by the fact

In initialization step, N <" is approximated to the that users of usgrgroup choose their best subcarrier earlier
lower inteqer b @ hEkja"gk ninteger. Hence. it is n %han the users of the other group.
OWer Integer becauss, should be a eger. ence, itisnot -, step 3), subcarriers are assigned to available userk unti
sure thatV,; = N; there might be some remaining subcarnerse

. . . sach user gets his allotment df, subcarriers. The user
That is the reason why step 3) of the algorithm is NECESSANho has the minimum difference between its data rate and

respective minimum data rate constraint has the priority to
choose his best subcarrier. The best subcarrier is that @hwh
he has the largest effective subcarrier SNR. The user, wtso ge
allotment ofN;, subcarriers, can no longer be assigned any
re subcarriersjuseg| here denotes the cardinality of set

B. Subcarrier assignment to available users.

In this subsection theV,, Vk = 1,2,..., K, subcarriers
are allocated to available users in order to maximize the s
of the users’ data rates while guaranteeing minimum darWo
rates of K users. The algorithm is described below.

usep,.
Inb step 4), the same procedure takes place but for the
1) Initialization: useg group; the group of users with good average effective
e« SetS ={1,2,...,N}, R, =0, Vk = 1,2,... K, subcarrier SNR. The conditioh = 1,2,..., m, changes to
ckn=0,Vk=1,2,...,K andn € S. k=m+1,m+2,...,K.
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C. Power allocation. simple bisection method until the power of each user comserg

In subcarrier assignment to available users algorithmi-avd? 7]- Thus, in order to perform water-filling power alloazi
able power is distributed uniformly among subcarriers. [fP" €ach user the overall time complexity @(K'N). Con-
order to further enhance the sum of the users’ data rat&§quently the complexity of the proposed resource allonati
in power allocation algorithm, the subcarrier allocatign iScheme iSO(K(N — Noy) + KN + KN) = O(KN).

kept, but the available poweP, of each user is assigned to In the resource allocation algorithm proposed in [5], each
subcarriers of each user using the water-filling [7] aldurit subcarrier is allocated to the user with the maximum effecti

subcarrier SNR. Then, after the subcarrier allocatiorheeit
1 \ " water-filling [7] or equal power allocation is applied foraba
Pk = ()‘k T H, ) user. Thus, the complexity of [5] i©® (K N). Algorithm in
" [5] is optimal in the downlink scenario but not in the uplink

wherepy , is the allocated power in each subcarriel,” = pecause in the latter there are individual power contssaint

max(0,-), and A, satisfies In algorithms proposed in [20] [21]NV iterations are re-
N quired to allocateN subcarriers to available users. In each
Zpk,n — P VE=1,2,.. . K. iteration, water-filling [7] is performed for each user witime

complexity O(N). This means that the time complexity of
one iteration isO(K'N) and for all iterations isO(K N?).
In [21], a fast implementation method is introduced which is
In this section, the computational complexity of the probased on binary tree data structure and®e& Niog> V) time
posed resource allocation scheme is analyzed and compayeahplexity but it requires greater storage memory in order t
with that of [5], [20]-[22]. Recall thatK refers to the total store all the required information in each node of the binary
number of users in the system andrefers to the number of tree.
subcarriers, which is much larger thdfn. As mentioned in  The algorithm proposed in [22] consists of the step of ihitia
Section I, for the exhaustive search algorithm, there&if® subcarrier allocation and the step of residual subcartler a
possible subcarrier assignments which reqaieg<”) time.  cation. For both steps the complexity(¥ K N) as described
Initialization step of the first algorithm of the proposedaxtensively in [22].
scheme require&” multiplications to set the initial number of It is easily observed that the proposed resource allocation
subcarriersV;,, and also average effective subcarrier SNR cheme has a very dramatic reduction in complexity compared
calculatedK times. Thus, the complexity of this initializationto O(K™) required by the exhaustive search. In addition it
step isO(K). In second step of the same algorith®, is has similar complexity to [5] [22] and smaller than [20] [21]
calculated K times which isO(K). In third step, the user without using the binary search tree introduced in [21].
with the minimum R, — mr, amongK users is found and
Ry is calculated fork = 1,2,..., K. This is repeated until V. SIMULATION RESULTS
N, = N. Thus, this step require3(K (N — N,;)) complexity In this section, the performance of the proposed uplink
which is also the overal complexity of the first algorithm ofesource allocation scheme is evaluated using simuldtical
the proposed resource allocation scheme. simulations presented in this section, the frequencyetiete
In initialization step of the second algorithm of the propds channel consists of six independent Rayleigh multipath-com
resource allocation schemé users are sorted by averaggonents (taps). As in [9], an exponentially decaying power
effective subcarrier SNR which h#@3(Klog, K) complexity. delay profile is assumed, the ratio of the energy of e
Then the complexity of the division ok users in two groups tap to the first tap being equal te2!. For each channel
is O(K). Thus, the complexity of this initialization step isrealization the proposed scheme is used to perform resource
O(Klog2K). In the second step, for each user of one groupllocation, and the data rates for each user are computed. A
the best subcarrier is found which has complexity X N) maximum delay spread &f s and maximum doppler 0
because in our simulations the two groups contain equdt is assumed. The channel information is sampled every

number of users,e., m = £ In step three of this algorithm, 0.5 ms to update the resource allocation. As in [9], the total

subcarriers are allocated t20 users of one group until eaeh uavailable bandwidth is equal t8 = 1 MHz, the number of
gets his allotment ofV, subcarriers. In worst case scenariosubcarriers of an OFDM symbol & = 64, variance of the
the complexity of this step iI©(KN). In step four, the same additive noise is equal t&V, = —80 dB-W/Hz (single-sided
procedure takes place but for the other group of users. ThBSD), and BER= 10~7. Minimum data rate constraints are
becauseK << N andlogs K << N the complexity of the mr, = 1 bit/s/Hz fork = 1,2, ..., K, the number of channel
second algorithm of the proposed resource allocation sehermaalizations is equal t@0®> and parametem = %
is O(KN). The proposed resource allocation scheme is compared with
Finally, in the third algorithm of the proposed resourcéhe algorithms proposed in [5] (Jang et al.), [20] (Kim e},al.
allocation scheme, after subcarrier allocation is fouri@g t[21] (Ng et al.), [22] (Gao et al.), and a static TDMA scheme.
water-filling power allocation algorithm is implementediain In Figs. 1, 3, 5 the number of users of the system varies from
requires to find\,. The update of\;, can be done by using a2 - 8 in increment of2 and total transmitted power of each

n=1

IV. COMPLEXITY ANALYSIS
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Fig. 4. Outage probability vs SNR(db).

user is equal taP?, = 1 W, while in Figs. 2, 4, 6 the number

of users isK — 8 and SNR varies fron - 40 in increment  V€"SUS number of users and SNR, respectively. Fairnessepoin

F' is the one introduced in [9], and is defined as

of 5.
Figs. 1, 2 depict the comparison of the sum of the users’ % )
data rates versus number of users and SNR, respectively. F= (X1 L)

It can be seen, the reasonable price being paid in order to
guarantee minimum data rates by using the proposed scheme.
In Fig. 1, as the number of users increases, the differengBere F is a real number in the interval0, 1] with the
in sum data rates also increases because additional neultivhaximum value ofl for the case when equal data rates are
diversity is available to [20] [21] that only target sum datachieved among users. As can be seen in Figs. 5, 6, users’ data
rate maximization. On the other hand, more users put matges are almost equal when the proposed resource allocatio
constraints to the proposed scheme, because new users rRep@me and static TDMA algorithm are employed with the
to share the same resources. In addition, sum data rate of ghgposed scheme being more fair. Algorithm in [5] guarasitee
proposed scheme is significantly enhanced over both [5] am@ least fairness between the users’ data rates. Algasithm
static TDMA algorithm as can be seen in Figs. 1, 2. [20] [21] guarantee almost the same fairness but it is much
Figs. 3, 4 depict the comparison of outage probability versiower than that of the proposed scheme and algorithm in [22]
number of users and SNR, respectively. The outage probabiljuarantees improved fairness than [5] [20] [21] but notitga
of the proposed resource allocation scheme is significaniiss than the proposed scheme. In addition, it can be seen in
smaller than any of the other comparing algorithms. ThisipoiFig. 5 that as the number of users increases the fairnesgpoin
is very critical in real systems where users should satiséy tincreases in all algorithms except the proposed scheme and
minimum data rate criterion. static TDMA where fairness pointer remains almost constant
Figs. 5, 6 depict the comparison of the fairness pointeeggardless of the increasing number of users.

KXY (Re)?
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Abstract—The problem of user selection and resource allo- in accordance with WiMAX systems [1].
cation for the downlink of wireless systems operating over a  An additional major advance in recent wireless systems is

frequency-selective channel is investigated. It is assumed thtte ; ; g
Base Station (BS) uses many antennas, whereas a single antenng.1e use of Multiple Input Multiple Output (MIMO) transmis

is available to each user (Multiple Input Single Output - MISO smn to improve communication performa_ncg_ (1]- "_1 fading
case). To relieve heavy computational burden, a suboptimal, but €nvironments MIMO technology offers significant increase
efficient algorithm is devised that is based on Zero Forcing in the data throughput and the link range without additional

(ZF) beamforming. The algorithm maximizes the sum of the bandwidth or transmit power requirements by opening up mul-
users’ data rates subject to constraints on total available powe tiple data pipes in the same frequency band of operation [16]

and individual data rate requirements for each user. Simulation B fth " MIMO t h ived i
results are provided to indicate that the algorithm can satisfy the €cause of these properlies, Sysiems have received in-

fairess criterion. Thus, the algorithm can be applied to latest- Creasing attention in the past decade. MIMO related alymst
generation wireless systems that provide Quality-of-Service (Q9S can be implemented in each subcarrier and by combining

guarantees. _ OFDMA with MIMO transmission, wireless systems can offer
Index Terms—MISO, OFDMA, resource allocation, Zero- |arger system capacities and improved reliability.
Forcing, minimum data rate constraints. . .

In general, in order to transmit on the boundary of the
capacity region, the BS needs to transmit to multiple users
simultaneously in each subchannel employing Dirty Paper

Orthogonal Frequency Division Multiple Access (OFDMA)Coding (DPC) [16]. However, DPC has large implementation
[1] is a multi-user version of the popular Orthogonal Frecomplexity. In [17] [18], user selection and beamforming
quency Division Multiplexing (OFDM) digital modulation algorithms, that are based on ZF [19], are proposed in oader t
scheme. In OFDMA, multiple access is achieved by firshaximize the system capacity without guaranteeing any kind
dividing the spectrum of interest into a number of subcesrieof fairness among the users’ data rates. In [20], propaation
and then assigning subsets of the subcarriers to individuklta rate constraints are applied and in [21] a kind of fasne
users. OFDMA helps exploit multiuser diversity in frequgnc is supported.
selective channels, since it is very likely that some sul@  In this paper, a user selection and resource allocation
that are “bad” for a user are “good” for at least one of thelgorithm for multiuser downlink MISO-OFDMA is developed
other users. Because of its superior performance in frasydenthat is less complex than exhaustive search algorithm and in
selective fading wireless channels, OFDMA is the modutaticcorporates fairness by imposing minimum data rate comssrai
and multiple access scheme used in latest wireless system®ng users. As in [20], the beamforming scheme of [17] is
such as IEEE 802.16e (Mobile WiMAX) [1]. applied in each subcarrier, where each user experiences flat

In recent years, many dynamic resource allocation algfading [1], but the user selection procedure takes minimum
rithms have been developed for the Single Input Single Qutpdata rate constraints into account. A complexity analysis i
(SISO)-OFDMA systems. In [2] [3], the system throughput ialso presented in order to further support our statemerds an
maximized with a total power constraint and in [4]-[6], thesimulation results indicate that the algorithm can satibiy
total power consumption is minimized with constraints oa thfairness criterion.
users’ data rates. In [7], minimum data rate is maximizedevhi The remainder of the paper is organized as follows. A de-
in [8]-[10], proportional data rate constraints are introdd. In  scription of the MISO-OFDMA system model is introduced in
[11] [12], the fulfilment of every user's data rate consttai Section I, whereas the problem of sum data rate maximizatio
are guaranteed in order to maximize the sum of the usetsing minimum data rate constraints is formulated in Sectio
data rates and in [13], the sum throughput is maximized witH. The proposed algorithm is introduced in Section IV and
long term access proportional fairness. In addition, in] [L&ection V contains the complexity analysis of the proposed
weighted sum data rate is maximized with “self-noise” analgorithm and a complexity comparison with exhaustive cear
phase noise. Finally, in [15], system throughput is max@diz algorithm. Simulation results, analysis and a comparisen b
but the resource allocation unit is not the subcarrier, as tween the proposed algorithm and previous resource albocat
previous algorithms [2]-[14], but a time/frequency unitofs, schemes are provided in Section VI. Finally, Section VII

I. INTRODUCTION
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contains concluding remarks.

In the following, (-)7 denotes transpose, whereés*
denotes conjugate transpose.denotes a column vectoA
denotes a matrix|| - || represents the Euclidean norm, dfd [l
is the mean value. Finallyx]; = max{0, z}.

Il. SYSTEM MODEL

Consider an OFDMA downlink transmission withi sub-
carriers,T' transmit antennas at the BS aiid active users,
each equipped with a single receive antenna. AlsoBldie
the overall available bandwidth, and. ,, = [h}.,, ... hi,]"
be theT x 1 baseband equivalent gain vector of the channel
between the BS and usérin subcarriern. Thus, for each [}
subcarriern, the baseband equivalent model for the system
can be written as

Fig. 1. MISO-OFDMA block diagram.
Yn = ann + zy, (1)

whereH,, = [hy ,, ha,, ... hg,]7 is aK x T matrix with
complex entriesx,, = [z1., ... 27,]7 istheT x 1 transmitted
signal vector in subcarriet, y,, = [y1,n ... yr.n)’ iSaK x 1
vector containing the received signal of each user, &ane-
[Z1,n - ..zK,n]T is a K x 1 vector denoting the noise that is Ill. PROBLEM FORMULATION
assumed to be independent identically distributed (j.zdro-
mean circularly symmetric complex Gaussian with covamgan
matrix o215

It is also assumed that the channel vectors are statistic
independent and that their distribution is continuous. déen
rankH,,) = min(T, K'). Moreover, the practically important
case whereK > T is considered. Hence, raff,,) = T.
The total transmitted power, in the entire OFDM symbol, i
P,,; and equal power is allocated to each subcarrier. Hen

to other users in subcarriet. Concerning (3), a graphic
representation of the MISO downlink beamforming block
diagram is shown in Fig. 1.

ZF beamforming is a spatial signal processing by which the
‘fnultiple antenna transmitter can null multiuser interfere
jgnals in wireless communications. It inverts the channel
atrix at the transmitter in order to create orthogonal ale#n
between the transmitter and the receiver. The beamforming
vectors are selected such that,, - w;, = 0, for i # j,
and (3) becomes)i, = hi nWin\/PknSkn + 2k ILIS
then possible to encode users individually, and with smalle
P o _ ‘f:%mplexity compared to DPC. ZF at the transmitter incurs an
”aCGECn] S W Whe_zreCn - Elx; (x,)"] is the covariance excess transmission power penalty relative to ZF-DPC aad th
matn?( of the transmlt'ged signal,,. . L .(optimal) MMSE-DPC transmission scheme.Af < T and
Using only transmit beamforming, which is a SUbOPt'Fank(H ) = K, the ZF beamforming matrix is the pseudo-
mal strategy, the following model is obtained..Lwtk’n = inversenoan, r’1amerWn — H'(H,H?) .
(W Wi oo wi,)" be theT x 1 beamforming weight “pyovever it k< 70 it is not possible to use it because
vector for usgrk in subcarriern. Then, the baseband modehnHZ is singular and low complexity SDMA approaches are
(1) can be written as required. In that case, it is necessary to setest T' out of
vy = H,W,D,s, +z,, (2) K users in each subcarrier. Hence, there lapossible com-

. binations of users transmitting in the same subcarriereh
where W, = [Win Wan ... Win S theTT.X K beam- as A;, where A; C {1,2,...,1?}, 0 < |A;| < T, where|A;]
forming weight matrix,s,, = [s1,...5k]" IS @K x 1
vector containing the signals destined to each userIape= denotes the cardinality of set;, andl = >/ ]

diad(\/p1.n; v/Pz.n - - » /PK.n) @ccounts for the distribution | ot 4 set of userst; — {s1,...,5:}, that produce the row-

of the power allocated to subcarrieramong theK USers. oquced channel matrild (A;) = [h h hy, )7
. . . . n i Ss1,n S2,n St,m
According to (2), the resulting received signal vector f8BU iy each subcarrier. When ZF is used, the data rate of user
k in subcarriern, is given by k € A;, in subcarriem, is given by [16] [20]
K
o =3 Wi i 2 = i = 1083 1t (A1), @
=1 *)—1 —1
where ¢g ., (4;) = {[(H,(4)H,(A)*) ek}t and uy,
= Bk Wi /PhnSk,n (3) is obtained by solving the water-filling equation [20]
K — é} = Lt The power loading then
+ Z hi nWin/PinSin + 2k Zrea, [Mn crn (A ] N P g
=Ltk yields pin = crn(A;) [Mn ~ ey, Yk € A

where the term in third line in (3) represents the multi-user By applying the conclusions above, the linear beamforming
interference caused by the simultaneous transmissiontaf daptimization problem, that performs user selection in each
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subcarrier and resource allocation in the entire OFDM symbo After the initialization, the algorithm finds usérwith the

can be formulated as best channel condition in subcarrier Subcarriern is then
p K N I assigned to additional users if the sum data rate in sulecarri
max - Z Z Z PkinTk,in (5) nincreases [17]. If there are more than one candidate users
Pk,i,n>Pk,i,n N — ” " H H : H
k=1n=11i=1 in each step, pick the one with the maximum sum data rate.
subject to Procedure continue; for all supcarriers. '
prin € {0,1}, Vk,i,n, 2) Sep 2: Supcamer rea!locatlon: In Step 1, a subcarrier
allocation solution is obtained which does not guarantee th
Pryin > 0, VE,i,m, fulfilment of every user's data rate constraints. So, some
K P subcarriers need to be allocated to the users whose minimum
Lottt g data rate constraints have not been satisfied yet, a pracedur
Pkin > y v Xz
=1 N that causes an inevitable decrease in the overall data rate
K since these subcarriers were first allocated to users with
Z < T Vnli the best channel condition on them. During the reallocation
Pkin >4, VN, 1T, . .
st procedure each subcarrier reallocation should cause &t le
reduction in the sum of the users’ data rates and the number
Ry > mry, Vk,

of reallocation operations should be kept as low as possible
wheremry, is the minimum data rate required by thth user. Thus,
Pk.i.n 1S the subcarrier allocation indicator such tpat , = 1
if userk € A, ,,, andA4, ,, is selected in subcarrier, otherwise e _ <Tt,i,n — Tkin Thtin — rk*ﬂ"m)
k,t,n = Max , (7)

prin =0, Vk,i,n. The total data rate for usdr, denoted as
Ry, is defined as VE* € AN Ay

1 ,n’?

b
Tk,in rk*,i',n
Vn e S,

i ipk R 6) is defined as the co;t function of regllpcating spbcamzi&o

e A userk, forming A,/ ,,, instead of the originally assigned uger
If user k occupies subcarrier, instead of uset, then the data
Rates of the other users (eagh € A; , N A, ) occupying

Ry, =

Z2|w

The problem above (5) is an NP-hard combinatorial o
timization problem with non-linear constraints. The omim

XY each subcarrier. In addition, max function, in (7), cetssi

is given by IV, which is extremely complicated even forof at mostT elements,r;- ;,, means the data rate of user
moderatek, N. T onn

k* € A; , andr,. , , means the data rate of userc A,
IV. THE PROPOSEDRESOURCEALLOCATION ALGORITHM both in subcarrien. The subcarrier reallocation algorithm is

i ,n?
In the following, a suboptimal, two-step, Iow-complexit)/'iS follows.
user selection and resource allocation algorithm is pregos ¢ FOrk=1,2,..., K-

that selects users independently in each subcarrier, dassd - SetS={1,2,...,N}.

on ZF beamforming and guarantees individual minimum data ~ — While Ry < mry:

rates. x Calculate the cost function according to (7).
1) Sep 1: Algorithm without minimum data rate constraints: x Find [t*,n*] = argmin e .

It is a maodification of [17] implemented in each subcarrier. t€A;n,nES

* If Rir — 1= i > mre- and Ry, > mirp,, Vim €
Ai,nmAi’,n: Setpt*ﬂ',n =0, prin = 1, S=8-
{n}, A;, = A, , and computeR,,, Vm € A; ,,

o SetR, =0, Vk, prin =0, Vk,i, andVn € S.
e« FOrn=1,2,...,N:

- SetU = {1,2,..., K}, [Ain| = 0. according to (4), (6).
— Find userk = argmax;ey || hj, || * Else:S =8 — {n}.
— Sett =1, prin =1, Ain(t) ={k}, U =U—{k}, « If S =0: break.

and computery,, according to (4), (6)A; ., (t) means
the allocation result of the step in subcarrien.
— Fort=23,....T:

In Step 2,Ry, A; n andpy, ; n, Vk,i,n are known from Step
1. Subcarrier reallocation is carried out on a user-by-basis
for all users whose minimum data rate requirements have not

* Find a users; € U, such that been satisfied in Step 1. Consider usdor example. In each
Z ] Z , stage, uset* and subcarrien™ with the lowest cost function
Tk,in > Tkin . . .
. are selected which cause the least reduction in the sum of the
€A;(t—1)U{s:} keA;(t—1) . .
) users’ data rates. Subcarriet will be allocated to usek
« If user s, is found, setps,;n = 1, Ain(t) = instead of the originally assigned use if this reallocation
Ain(t —1)Usy, andUd =U — {s:}. does not caus@®;- — 7+ ;, < mry and Ry, < mry,, ¥m €

+ ComputeRy, Vk € Ain(t), according to (4), (6). 4;,n A4, . Otherwise, the reallocation will not be done and

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-140-3 9



ICWMC 2011 : The Seventh International Conference on Wireless and Mobile Communications

new t*, n* will be identified from the rest of the subcarriers
This subcarrier reallocation process repeats for usemntil
its data rate requirement is satisfied, otherwise an outsge
occured.

V. COMPLEXITY ANALYSIS

In order to analyze the computational complexity of th
proposed algorithm, recall that refers to the total number

— 8 — Alg.in[20]

of users in the system ari refers to the number of transmit 15| | T penie 8
antennas at the B3V on the other hand refers to the numbe —O RRWE

—+— - Alg.in[17]
O Prop. alg.

Sum of the users’ data rates (bit/s/Hz)

of subcarriers, which is much larger than bdthand T

In Step 1 of the proposed algorithm, the best usamong 10 22} we . . . i |
K users is found for subcarrien = 1,2,..., N, which . . . " " " 6
requiresO(K N) operations. Then, at mo$t — 1 other users Number of users
are found for subcarrier which requires the evaluation of at
most7 data ratesy ;.. In order to evaluatey, ; ,,, inversion Fig. 2. Sum of the users’ data rates vs K.
of H,,(4;(t —1)Usy)H, (A;(t — 1) Us)* is required which
can be done in timé&(T?), for the worst case, whell users N
occupy each subcarrier, using the matrix inversion lemma S o = b
described in [17]. Repeating this over at mdst— 1 users oe Eig s o ;
(st ¢ A;(t—1)) in each one of the = 2 to T steps, and over 08 iWH By e ¢ 1
all subcarriers of sef, the overall complexity of Step 1is _07f ” ‘ ‘ 4 1
obtained to beD(K NT?). £ o6p e Lo

In Step 2, while loop runs for at moat times for each user. g osh P i
In the while loop, cost function is calculated which reqaire % 04 i i
T comparisons for the max functio®(N7?) time for the 3 oal s "/ |
data ratesr(,i,n, Tk i,n, Ty ) fOr all subcarriers and’ N ' - #
multiplications. Therefore, cost function requir€g7*N?). o.2r T v 1
Finding ¢t*, n*, requiresO(TN). Thus, complexity of Step o1 o2 P S g
2 is O(KN?T*) which is also the complexity of the whole | - oo
proposed algorithm. Number of users

As was mentioned the complexity of exhaustive search for
the optimal solution of the original problem is given By, Fig. 3. Outage probability vs K.

where I = Zszl Il( . Alternatively, the complexity is

O(KNT) and is prohibitive even for moderate valuestof N, tap to the first tap being equal to 2. A maximum delay
andT. Thus, it is easily observed that the proposed algorithapread of5us and maximum doppler a30Hz is assumed.
has a very dramatic reduction in complexity compared fbhe channel information is sampled eveiyyms to update
O(K™NT) required by the exhaustive search. the proposed algorithmi’ = 4, N = 128 and the number of
channel realizations is equal 10°.

In Figs. 2, 3,K varies from4 — 16 in increment of2 and

The proposed algorithm is compared with the algorithm$NR = 20, while in Figs. 4, 5,K = 16. Also, Figs. 2, 4
proposed in [17]-[21], Round Robin (RR) algorithm, andiepict the sum of the users’ data rates vs number of users
Maximal Ratio Combining (MRC) transmission, only to theand average channel SNR, respectively, and Figs. 3, 5 depict
user with the strongest channetr;, = 1.5 bits/s/Hz,Vk, and the outage probabily for different values of number of users
in [20], proportional data rate constraints afe= Iinirfmk and average channel SNR, respectively. Outage probalsility
vk and system parameters ate= 0.1, L =T. In RR algo- defined as the ratio of the users that have not reached their
rithm, each user is given a fair share of the channel resouteeget data rate ovek.
regardless of the channel state dhdusers are selected in In Figs. 2, 4, it can be seen the reasonable price being
each subcarrier. Both equal power (EQ) allocation and wat@aid in order to guarantee minimum data rate requirements
filling (WF) power allocation over the parallel subchannets aby using the proposed algorithm. In Fig. 2, as the number
considered. of users increases, the difference in sum data rates iregeas

In all simulations presented in this section, the frequencipecause additional multiuser diversity is available to] [18]
selective channel consists of six independent Rayleighimukhat only target sum data rate maximization. On the othedhan
path components. As in [20], an exponentially decaying powmore users put more constraints to the proposed algorithm,
delay profile is assumed, the ratio of the energy of iie because new users need to share the same resources. Atgorith

VI. SIMULATION RESULTS
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Fig. 4. Sum of the users’ data rates vs SNR.

20 25 30 35
SNR (dB)

40

0.9 1
g
0.8 1
0.7 4
2
Z 06 4
[]
8
£ 0.5 1
<y \ )
& 0.4 — 8 —Alg.in[20] O\ . E
3 % MRC Vo)
03H o P N | g
. rop. alg. N
—+— " Alg.in[17] vy \
0.2 - —v— RR-EQ B \ 1
—A— RR-WF NN
0.1| — = — Alg. in[21] SN 1
—*— Alg. in [18] \\é _
0 T T i i B =gy o
5 10 15 20 25 30 35 40
SNR (dB)

Fig. 5. Outage probability vs SNR.

downlink over frequency-selective channels was introduce
The main goal was to satisfy the minimum data rate re-
quirements of users despite the loss with respect to the
unconstrained case where the only target is the maximizatio
of the sum data rate. Simulation results provide proofs aibou
these statements and complexity analysis shows the damati
reduction in complexity compared with exhaustive search.
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Abstract— Multiple-input Multiple—output (MIMO) antenna
systems require one pilot signal for each transmitting antenna.
As scrambling is a quasi—orthogonal operation a small portion
of the pilot energy is scattered into other pilot signals even with
ideal conditions apart from that small non-orthogonality. In
this paper the correlation approach of estimating the channel
impulse response is extended analytically such as to take into
account the full spreading sequence, improving thereby
significantly the performance of high-speed downlink packet
access (HSDPA) MIMO systems especially for very high data
rates when dual stream transmission is used in combination
with cancellation of the interference between the data streams.

Keywords-W-CDMA; HSDPA; MIMO; channel estimation;
scrambling

l. INTRODUCTION

Channel estimation plays an important role in wideband
code division multiple access (W-CDMA) networks,
especially for very high data rates as they are achieved with
MIMO [1]. It has therefore been topic of different
investigations which go beyond the conventional correlation
approach. In [2], a novel type of linear minimum mean
square equalizer (LMMSE) was presented which is able to
properly take into account all types of interference without
being too complex for implementation in real systems,
whereas [6,7] investigate smoothening the primary channel
estimates by appropriate filtering and cancelling the inter—
antenna interference, respectively.

In MIMO systems it is necessary to measure all physical
channels from each transmitting to each receiving antenna.
Therefore, each transmitting antenna has to be fed with a
separate pilot sequence. For HSDPA systems [5], there are
defined primary and secondary common pilot channels
which are orthogonal either by using orthogonal patterns or
by applying orthogonal spreading codes. In any case, the
coded pilot sequences are scrambled.

As scrambling is a quasi—orthogonal but not an exact
orthogonal operation the channel information derived by the
receiver remains distorted even under conditions being ideal
beyond these distortions, i.e., absence of receiver noise and
additive white Gaussian noise (AWGN) channels. If only

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-140-3

one pilot channel is present, the effect is usually negligible:
Although a certain amount of energy is scattered by the
spreading operation into other codes the general shape
persists as the energy reduction is more or less proportional
to the available energy. If there are however two or more
pilot sequences the relative error strongly increases as the
scattering of energy from other codes also happens at time
(slot) positions where the respective pilot signal is weak or
even vanishes.

If MIMO is configured for more than one data stream,
these data streams will interfere with each other with
strength depending on the correlation of the different
physical channels. But this interference can effectively be
reduced by interference cancellation as all data streams have
the same origin and therefore are subject of the same channel
conditions. Furthermore, the receiver has to decode all data
streams anyway so that the effort of cancellation is limited.
As interference cancellations is re—applying the channel
transformation to the already detected data, any error in the
estimated channel information takes effect three times,
namely at first equalization, at re—application of the channel
operation in the course of the interference cancellation and at
re—equalization of the equivalent single stream data. Any
error in channel estimation therefore acts non-linearly on the
overall performance of the system.

The scrambling distortion is mainly significant for very
high data rates where the respective UE is served with all
available resources. This means that intra—cell interference
(originating from other users) is small. Furthermore, these
mentioned high data rates are achievable under quite good
radio conditions only, i.e., also the inter—cell interference
must be small. Therefore, a correlation-based estimator
might be sufficient in that range of interest but the impact of
scrambling induced distortion should be removed.

As the receiver knows the scrambled pilot symbol
patterns as they are fed to the transmitting antennas it is
possible to calculate the distortion induced by scrambling
analytically as a function of the channel impulse response.
Inverting this function allows to extend the correlation
algorithm such as to take into account the distortion, leading
to an estimated channel impulse response being exact with
respect to scrambling effects. Although a matrix operation is

12
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required to solve the resulting equation system the
corresponding matrix elements depend only on the
scrambling vector and can hence be calculated once at the
initial phase. As long as the scrambling code is not changed
these elements remain stable.

The remainder of this paper is organized as follows: In
Section Il we introduce the signal model with the basic
equations. They are required to describe the data transfer
through the channel and will be used in Section Il for
formulating the analytical solution for scrambling—exact
channel estimation. Section 1V then demonstrates the gain of
the proposed algorithm with some results from link level
simulation. Finally, we draw our conclusion in Section V.

Il. BASIC CHANNEL PILOT EQUATIONS

In the following, we assume that two transmitting
antennas are present, each fed with a separate pilot sequence,
namely s,(n) and s,(n) with n counting the oversampled

time steps. The signal r(l) at oversampled chip position | is
for a single antenna then given by (see e.g., [4], Section 1.3):

-5 i o] o

With the conventional correlation approach of channel
estimation, the received signal is de—spread ignoring the
error made by this quasi—orthogonal operation (see, e.g., [1]):

Iic*( N'()Jra +d)=
o 2]
~h(d)s,(1,)+h,(d)s,(1,)

In (2), we introduced a start index I, for summation over

chips in order to cope with handling of more than one
symbol. For the first symbol, I, =0, for the second one

I, = N, and so on. If we now define

2

SF !

x, ,(d.k)=x, (d-k)=
*( | Ml—de (I—k+d]
C C S.

NOSF NOSF : NOSF
K, ,(d-k)=0 Vd-keZz

p0)- 5 e Jea)

I=lp+1 OSF
eg. (2) can be written as

Noge -Nse

I=lg+1

(€))

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-140-3

TABLE 1: NAMING CONVENTIONS FOR IMPORTANT VARIABLES

Received signal (single antenna)

Sent signal (index i for Tx antenna)

Channel impulse response (index i for Tx

antenna)

Scrambling code element at integer chip

. c(n
index n

Channel length M+1
Spreading sequence length .
Oversampling Factor Nosr

Number of symbols required for CPICH N
orthogonality

ortho

Number of symbols required for CPICH | \ _ <chips per 5|0t>
orthogonality, measured in chips - N

ortho

Nosr-M [

P, (@)= 3 (), (@ k) + . (k) (@ k).

k=0

“)

We then are able to split the summation into two parts,
namely one counting the chips and the other stepping
through the oversampling within each chip. With the
definitions

d= NOS{NLJHj modN.,. =d +d

OSF

~ d
d=N_J|—
os{ NospJ

d=dmodN_.. >0

OSF

6]

and assuming that | is an integer multiple of N (generally

spoken, oversampling can be accounted for in d ) we can
write finally

M Nose -1 ~ -
=3 S T (Ngk o+ )i (A + 0 = Nogk— )+

h,(Nook + e ,(d +d — Nk — || =

= SNk + d e, (d - Nk +

(Nok + e, (d = Nook )]

(6)

OSF

In (6), we have separated integer and oversampled parts
on the right hand side of (4) by splitting

k . .
k= NOSF'\N_JJ'_ J > Nogk+ ] (7

OSF
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I1l.  SCRAMBLING-EXACT CHANNEL ESTIMATION

In [5], there are defined different configurations for the
common pilot channel (CPICH) in W—-CDMA systems. For
the usage in combination with MIMO, two of them are
relevant, namely either using only the primary CPICH spread
with code csr; of length 256 and orthogonal bit sequences on
the two transmitting antennas, or using the primary CPICH
on the first and a secondary CPICH with code csr, On the
second transmitting antenna. The secondary CPICH than
must use the same bit sequence as the primary CPICH on
antenna 1. The same scrambling code for both cases is used
in any case.

If two adjacent symbols are merged both options can
formally be described by a virtual spreading with length of
512 where the effective spreading codes can be defined in
the first case as [Cse1 Csri] and [csky inv(Cser)], and in the
second case as [Cser Cski] and [Cser Csro]. As long as the
channel estimation algorithm finally uses any filtering
procedure over an even number of pilot symbols, both
options are equivalent with respect to the influence of
scrambling. We will restrict therefore the following
investigations to the configuration with primary CPICH only
and orthogonal bit sequences on the two transmitting
antennas.

A. Single Symbol Channel Estimation

If we want to calculate M +1 coefficients for both
channels, we need 2-(M +1) equations, i.e.,

P, (NOSF'O"_a) h1 NOSF'O+J
: h,(Nog.-0+d
po(Now - M+d)  |=K, : : ®)
: h(Nyee -M +d
P, (Nose -(2M +1)+d) h,(Ny., -M+d
where the pilot scrambling matrix K, is defined as
K|0,1(0) ’%,z(o) K|0,1(_M) K‘IO‘Z(_M)
Ky, = Klo‘l(M) KIO,Z(M) Klo‘l(o)

K@M +1) K @M +1) k(M +1) K (M +1)

If the scrambling sequences would be completely
orthogonal, the pilot scrambling matrix (9) would contain
non-zero elements (x,(0)) in the first M rows only, i.e.,

rows M +1...2M +1, wouldn’t contribute at all to the
solution and K wouldn’t be invertible. The accuracy of these
equations is therefore small even if the non—orthogonality of
spreading is taken into account. To overcome this limitation
one has therefore either to average over at least as many
symbols as there are pilot sequences (see Section B), or the
approach is extended such as to obtain equations of each
pilot symbol (see Section C). This becomes obvious when
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looking to the pilot scrambling matrix for a single—tap
channel including root raised cosine filtering as displayed in
Fig. 1.

The channel coefficients (at sampling positions) are
finally given by

h, (0) o8 (O)
h,(0) :

: = Ks_iigle,lo P, (M )
h,(M) '
h,(M) P, (2M +1)

The upper half of K shows large real entries on the main
diagonal, whereas the other elements are dominated by the
scrambling correlation coefficients. As expected, the
calculation of the channel impulse response fails at least
partly even if afterwards an averaging over all symbols of a
frame is performed. This is shown in Fig. 2 for an AWGN
channel with raised cosine filter.

Pilot Scrambling Matrix K, 1. Symbol

R (K,)

80

0.2

0.1 — |
W‘\“g\\\wr‘m

(I \H\M il

it

3Ky
o

Figure 1. Pilot scrambling matrix for a single tap channel including raised
cosine filtering.

(10)
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Hsmgle Aweraged Over 1 Frame
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Figure 2. Channel Impulse Response averaged over all symbols of a
frame.

B. Averaging Pilot Scrambling Matrix

The inaccuracy of the channel impulse response
calculated for a single symbol is caused by K being badly
conditioned. This can be improved by averaging both

K—(K) and p—(p) . Although the general shape

of the pilot scrambling matrix is preserved by this operation
the conditioning is now about 10 orders of magnitude better

and <K>frame becomes invertible. For an AWGN channel with

raised cosine filter it provides a perfectly estimated channel
impulse response, see Fig. 3.

C. Twin Symbol Channel Estimation

The averaging procedure discussed in Section B assumes
that K and p are statistically independent and the

averaging therefore factorizes and can be executed
independently. Inversion is then executed with the averaged
pilot scrambling matrix. The shown result implies that this
assumption is correct at least for a single tap channel
including root raised cosine filter.

There is, however, an alternative approach which doesn’t
need the above restriction: Both pilot scrambling matrix and
de—spread received signal vector are constructed using two
symbols with different pilot sequences,

p,D.(O) K,O‘}(O) Klo"z(o) K|0,1(_M) Klg,z('_M) hl(O)
)| b)) w0 w0 |
o, (o) T x,.0)  x,,0) K. (-M) & (M)|

: : : : hl(M)
P, M) kM) K M) o k0 K, ,0) (M)
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Channel Impulse Response from (K) and (p)
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Figure 3. Channel Impulse Response calculated with averaged K.

where the pilot scrambling matrix K., now is defined as

Klo,.l(o) Klo_,z(o)

) ) 0 0
welor Tl (0) K0 KIIJ(.—M) K, (:—M) '

1

KI1‘1(M) Kll,z(M) K|1,1(0) Kll‘z(o)

In the following, these symbols will be called twin
symbols if the two symbols are adjacent. The channel
coefficients are then given by

h(0) A.0)
h, .(O) s (M)
a0

hz (M ) P, (M )

Now, all rows and columns of the pilot scrambling
matrix contain (at least) one main element as displayed in
Fig. 4.

The real part shows two bars, one completely in the
lower half volume, the other in both half volumes. Whereas
the former belongs to equal pilot symbols for both channels,
the latter results from inverse symbols.

The AWGN channel impulse response including raised
cosine filter calculated from the twin pilot correlation matrix
again matches perfectly with the ideal channel impulse
response, not only when averaged over all symbols of a
frame (see Fig. 5), but also for each twin symbol. This means
that no averaging is required in the absence of noise.

(12)

(13)
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Pilot Scrambling Matrix Ktwin for one Twin Symbol

9 Kiy)

150
o 150

0.2

0.1

-0.2-
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Figure 4.  Pilot scrambling matrix for one twin symbol.

IV. LINKLEVEL SIMULATIONS

In order to demonstrate the benefit of the scrambling—
exact channel estimation we executed link level simulations
for a single UE moving with 3km/h and assuming a channel
of type Pedestrian A. Two data streams were transmitted in
MIMO mode and for both the modulation and coding
scheme corresponding to entry 10 in the CQI mapping table
K [6] was used. The transmitting antennas were assumed to
be mounted crosswise diagonal (X), the receiving antennas
crosswise perpendicular and horizontal (+) and crosstalk
between the polarization directions was allowed. In Fig. 6,
the block error rate (BLER) is displayed for each data stream
as a function of SNR. The SNRs for a working point at 10%
BLER are given in the legend for the first (solid line) and
second (dashed line) data stream.

As expected, there is an appreciable gain of performance
notable by a shift of the working point of up to 2dB for the
second data stream which mainly benefits from interference
cancellation, but even the working point of the first data
stream is improved by 0.5dB.
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Figure 5.  Twin Channel Impulse Response averaged over all symbols,
compared with conventional correlation result and ideal case.

V. CONCLUSION

The usual procedure for estimating the radio channels
discards the non-orthogonality of the spreading sequence
which causes an error of several percents in case of more
than one pilot sequence is required as is valid for using
spatial diversity and MIMO systems. It has to be emphasized
that this error is present even in case of pilot channels being
fully separated, e.g., by cross polarized wave fronts with
each front bearing exactly one pilot and receiving antennas
oriented along the polarization directions, as long as this fact
is not known a priori on receiving side: The estimator has to
assume that signals of both pilots are present at each
receiving antenna and hence misinterprets fractions scattered
from the ‘real’ pilot by scrambling as contributions of the
other pilot. Merely a single pilot being present combined
with the knowledge about this fact on receiving side avoids
this complication.
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Figure 6. Link level simulation results with simple correlation (upper) and
scrambling—exact (lower) channel estimation.

Due to the importance of channel estimation for reaching
high data rates, there are published many proposals for
improving the basic correlation approach, e.g., by filtering
the primary channel estimates [3], cancelling inter—antenna
interference [4] or extending the RAKE correlation approach
to a LMMSE one [2] and thus taking into account all kinds
of interference. All of these suggestions can basically be
extended by scrambling—exact dealing of pilot patterns as
proposed in this paper even if we have investigated here only
the simple RAKE correlation approach, including
appropriate filtering as described in [3], in the simulator.

Although the spreading induced error is negligible in
many cases, high data rates in combination with MIMO and
transmission of two data streams require a higher accuracy.
This can be reached by taking into account the spreading
sequence exactly in the channel estimation algorithm. As in
the correlation case, two symbols (in case of two pilot
signals) with different pilot code elements are required to
resolve the channels from both transmitting antennas.
Therefore, a twin symbol pilot scrambling matrix is
introduced with its inverse providing the channel impulse
response from the received data.

The numerical effort of this approach is for sure higher
than the conventional correlation method. This effort
however can at least partly be shifted to an initialization
phase because the pilot scrambling matrix only depends on
the scrambling sequence, the pilot patterns and the maximum
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length of the channel but not on any quantities varying with
time. Mainly the second (weaker) data stream benefits from
this improved channel estimation if cancellation of inter—
stream interference is applied. In link level simulation it was
shown that its working point as function of SNR can be
improved by 2dB for 10% block error rate.
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Abstract—Currently, the orthogonal frequency division mul- The CP is determined by the maximum access delay or by
tiplexing (OFDM) systems use a predetermined cyclic prefix the root mean square (r.m.s) delay spread of that environmen

(CP) that is conservatively designgd for the Iongest anticipated multiplied by a constant in the range between two to four as
delay spread to overcome the multipath propagation delays. The a rule of thumb [5]

most important parameter for determining the CP is power ) L o . .
delay profile which is widely accepted to be following a negative  The cyclic prefix adaptation in this study is composed of two
exponentially decaying pattern. In this paper, the key parameter parts. The first part is to prove that the exponentially deaway

root mean square (r.m.s) delay spread of the power delay profile power delay profile (EDPDP) can be used to characterize
is mathematically derived based on the exponentially decaying power delay profiles. Then, the EDPDP model has been used

power delay profile. The 3rd Generation Partnership Project to deri th tical f la f timatina th I
(3GPP) power delay profiles are fitted into the exponentially '© C€rve a mathematical formula for estimatng the cyclic

decaying power delay profile (EDPDP). The performance mea- Prefix in OFDM system. The second part of the study focuses
sure bit error rate (BER) is used to evaluate the effectivenessfo on how the channel impulse response (CIR) can be obtained

the EDPDP and its rm.s delay spread. The findings show that during one OFDM frame. This can be achieved by transmitting
EDPDP can be used to characterize the most of the power delay predetermined bits in the OFDM pilot subcarriers in the

profiles. Subsequently, a mathematical formula to calculate CP t itt t on th . t th L
estimation is derived. As a result, it is found that the CP is the ransmitter part. On tne receiver part, the minimum mean

natural logarithm of the ration of maximum power to minimum  Square error (MMSE) or least square (LS) channel estimators
power of a particular power delay profile multiplied by its rm.s  can be used to estimate the CIR. Subsequently, the powsr dela

delay spread. This finding gives the relationship between the profile (i.e., the energy taps) can be directly obtained ftben
maximum access delay and rm.s delay spread as far as CP ISCIR 6, 7].

concerned.

Index Terms—Ofdm:; cyclic prefix; delay spread. In order to gauge the necessary adaptive CP, the power

delay profile (energy taps) firstly should be fitted into the
EDPDP model. Consequently, the CP model which is derived
in this paper can be used to get the expected CP. This
New generation of wireless mobile radio systems aims predicted CP can be used by the receiver in the subsequent
provide higher data rates to the mobile users as well asrgerviransmitted frame. Therefore, by using this techniquesit i
many users. Therefore, adaptation methods are becoméxpected to adapt the CP for each OFDM frames dynamically.
popular for optimizing mobile radio system transmissionl anAssuming that the mobile user is under low mobility conditio
reception at the physical layer as well as at the higher fayeonsequently, the power delay profile and its r.m.s delagaspr
of protocol stack. These adaptive algorithms offer perémoe are assumed to be stationary during one OFDM frame time.
improvement, better radio coverage and high data rates withThis paper will focus on the first part of the study. In
low power consumption. Several adaptation schemes reguirerder to prove the validity of the proposed models, the 3rd
form of measurement or estimation of one or more variabl&eneration Partnership Project (3GPP) channel models are
that may change over time [1]. Therefore, one way of incredfitted into the EDPDP model. Besides, the decaying constant
ing the spectral efficiency is to adapt the length of the cyclbf the EDPDP is estimated for each power delay profiles.
prefix (CP) which varies depending on the radio environmeBubsequently, OFDM physical layer simulation is used to
[2]. The most important parameter for determining the Cialidate the accuracy of the proposed models (i.e., the BEDPD
is power delay profile which is widely accepted to follonand the CP models) in terms of bit error rate (BER). In the
a negative exponentially decaying pattern [3, 4]. Cong&ider transmitter part, the CP is increased in steps in order toced
the fact that the multipath effect is highly dependent on ttike effects of the 3GPP power delay profiles which are used to
deployed environment in which the wireless system operatebaracterize the effects of the multipath signal. Next,BER
the width of a CP is chosen in such a way that it is larggrerformance is plotted for these different CP values. astl
than the maximum access delay of the propagation chanrteke CP which gives the minimum BER is compared with the

I. INTRODUCTION
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estimated CP. It is found that estimated CP is always in the _—

vicinity of the optimum CP value. my = [_poe—m( + 1)} (7)
The rest of the paper is structured as follows; in Section I, a?

a formula for r.m.s delay spread is derived based on EDPDP 1

model. The concept of curve fitting techique is explained in my = —— [Poe‘m(r + )] (8)

Section Ill. A new CP formula is adopted in Section IV. The a a

OFDM physical layer simulation which is used to validate the Now, 7,,.., is defined as the mean time which can be

effectiveness of the proposed models is clearly explaimed dbtained by normalizing the mean of power delay prdfitg )

Section V. The Performance of the EDPDP and CP modelshg the total sum of all arrived powergly) which can be

terms of BER are discussed in Section VI. Meanwhile the magiefined as:

findings are elucidated in Section VII. Finally, the conatus i _

derived from this study is stated in Section IX. I = / Pye~*dr = [ P e_m] 9)

Tmin

Tmawx

Tmin

«
Tmin

II. THE R.M.S DELAY SPREAD OF THEEDPDP min

The delay spread is a type of distortion that is caused whEFRP™ the aforemt.antioned definitions, the mean time.., can
identical signals arrive at different times at their destion. P€ articulated as:

The signals usually arrive via multiple paths with differen my

angles of arrival. The time difference between the moment Tmean = Iy (10)
of arrival of the first multipath component (typically the

line-of-sight component) and the last multipath comporignt —L[Pe (1 + é)};ﬂ

called the maximum access delay. Additionally, the r.mlayde Tmean = [;poe,m]nm — (11)
spread(r,..s) is defined as the square root of the second @ Tmin

central moment of the power delay profife(7). The formula 1 ]7mee

for calculating the delay spread for multipath signals il Tmean = {(T + a)] 12)

as [8]: Tmin
1% Similarly, the second momentnz) of the power delay

profile can be defined as:

N N
D1 PiTE (i Bimi)?

Trms = - (1) Tmaa
S P (SN R ma= [ 7w Re e (13)
where 7; and P; are the arrival time and power @f;, path ; S
respectively. In the case of continuous power delay profile, ,, = {—Poae‘(” (T _ )} (14)
the (7,..m.5) is defined as [8]: —a Trin
~ )Py (1)dr —|-pyacer (- T s
Trms = fO g ) @) " [ v ( ﬂ LW
P}L dT min
wherem is the mean of access delay which is also defined me = _& [ae_a ( + 2—7 + )} (16)
o a
as: . Tmin
m— Jomr P (7) dr 3) Accordingly, the second moment of the arrival times
S P (r)dr Ts—moment CanN also be expressed as:
where 7,,,;, and 7,,,,,, are the arrival times of the first path e moment = 22 (17)
and the last path respectively. As agreed by some researcher Io
the power delqy profile is negatively exponentially d_ecgyin _% [ae—‘” (72 + %T + l)]:w
[3,4], it is possible to formulate the power delay profile as: Ts—moment = [7P° ]Tmm min (18)
7670”—
P = Poe—OLT (4) o Tmin
_ _ _ 2r 2 ]Tmes
where P, is the power whenr = 0, « is the decaying To—moment = |T° t ot (19)
constant and- is the multipath signal arrival time. The mean Tmin
of the power delay profil¢m,) can be calculated as: The r.m.s delay spread, ;) is defined as the square root
_— of the second central moment of the arrival times which is
my = / TPye”%Tdr (5) given as [8]:
In turn, Equation 5 is solved to produce: Trms = \/ Ts—moment — Toean (20)
cars T 1 ] e B 5 , 21 2 , 21 1N\
m1 |:-POe (701 - 042):| o (6) Trms = \/|:T + E + @ - (T + E + ? L (21)
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TABLE |
- POWER DELAY PROFILES OF3GPP GIANNEL MODELS
1 max
Trms = [oﬂ] (22) RAX TUX HTx
Tmin (dB) | time (ns) | (dB) | time (ns)| (dB) | time (ns)
1 -5.2 0 -5.7 0 -3.6 0
Trms = — (23) -6.4 42 -7.6 217 -8.9 356

-8.4 101 -10.1 512 -10.2 441
-9.3 129 -10.2 514 -11.5 528
-10.0 149 -10.2 517 -11.8 546

As can be seen from Equation (23), the r.m.s delay spread is

inversely proportional to the decaying constant. Subsettye 131 545 115 674 127 509
the r.m.s delay spread which is just derived from the EDPDP -15.3 312 -13.4 882 -13.0 625
model will be identified as(.,,s) in this chapter in the -185| 410 | -16.3 | 1230 | -16.2| 842

20.4 469 -16.9 1287 173 916
224 528 171 1311 177 941
174 1349 176 | 15000
IIl. FITTING THE POWER DELAY PROFILES INTO THE 190 1533 5571 16172
EDPDP MoDEL -19.0 | 1535 | -24.1| 16492
-19.8 1622 25.8 | 16876
215 1818 -25.8 | 16882

following sections.

Since it is required to get the value of r.m.s delay spread

(i.e., @), and the power delay profile is always a discrete 216 1836 | 262 | 16978

profile, there is a need to use the least squares curve fitting 221 1884 | -29.0| 17615

technique to fit the power delay profile into the EDPDP model. 226 | 1943 | -299| 17827

A tudy, the power delay profiles are obtained from 235| 2048 | -300) 17849
S a case study, p y pre 243 | 2140 | -30.7| 18016

the 3GPP channel models as shown in Table I. These channel

models are fitted into the EDPDP model; as a result, the TABLE I

EDPDP coefficientsPO and o are estimated. For the sake THE R.M.S DELAY SPREAD VALUES USING THE TWO CALCULATION
. .. . " METHODS FOR3GPPT GIANNEL MODEL
of simplicity, the P , Py , a and 7 in Equation (4) are

substituted by, ,A ,— B andx respectively, which finally gives Trims RAX TUX HTx
the EDPDP model as: Eq (1) (us) | 0.10001| 0.50006 | 3.038
Eq (23)(us) | 0.13362| 0.50048 | 4.220
y= AeP® (24)
taking the natural logarithm for both sides: whereb = B, A = exp(a) anda = —B = —b as
previously assumed.
Iny =InA+ Bx (25) In Table Il, the values of the r.m.s delay spread are calcu-

(Jlated by using two methods; the first method is the directsr.m.
delay spread formula as stated in Equation (1), and the decon
method is as given in Equation (23).

leta = InA andb = B , then the sum of all the errors square
(¢?) can be expressed as:

n

2 — Zyi(lnyi —a— bz;)? (26) IV. CycLiCc PREFIX FORMULATION

i=1 In this section, a mathematical formula is derived to eséma
the CP based on the basic assumption that the channel power

applying the least squares fitting technique gives: el X X .
profile is exponentially decaying, that is:

a Z Yi + bz TilY; = Z yllnyz (27) P = Poefa‘r (32)
=1 =1 =1
n n n taking the natural logarithm of both sides and makinas the
a Z Ty + b Z xly; = Z xyilny; (28) subject of the formula:
i=1 i=1 i=1 P/P,
- = In(P/B) /a b) (33)
n n -1 n -
[ a ] = { Z,;izl Yi Eg‘fl Tibh } { z,:g‘:l yilnyi substituting of Equation (23) into Equation (33) yields:
b Zi:l TiYi Zizl T3Yi Zi:l I?Qzlnyz
(2 T = —Trmsin(P/Py) (34)

. . ) N . The graph in Figure (1) shows that,,.. is the arrival time
_ i Walnws) 3 (Fyi) — 3 i (wiys) iy (ziyilnyi) of the last path which has a power level gf, from this

D i Yi i (@Fys) — (i) wiyi)? definitions,,.... can be expressed as:
Tmaz = _Trmsln(ﬁ/PO) (35)
b Yo Y oy (@iyilnys) — Do (@iys) Doy (yilny;) meanwhile the value of,,;,, is the arrival time of the first
o Sy o (@) — (O, wiys)? path which has a power level of , it can also be expressed
a - a (31) as:
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R @ The first path ( })
\
Path ";\"\
powers| \
le) \\
\l>
The last path ( [7)
I ""52_;_-.\ 5 B U | Fig. 2. The OFDM transceiver block diagram
—="r— Guard Time q‘i—;
T in Trma the conventional encoder is used, which is the only mangator
Path delays

coding scheme according to IEEE 802.16e-2005 specification
The conventional encoder mother code rate (RO) is and its
memory size is 6. After bit interleaving is used, the system
uses the 16 PSK mapping scheme. At the input of the Inversed
Fast Fourier Transform (IFFT), the data selector is used to
form the OFDM symbol which consists of 1024 subcarriers
Tonin = —Trmsln(7/Po) (36) (ie, Nfft= 1024) . This OEDM symbol_ is constructed from
720 data subcarriers, 120 pilot subcarriers, 183 guardasubc
Now, the requiredCP based on maximum access delayiers and one direct current (DC) subcarrier which is used as
concept is defined as: center frequency. Before transmitting the OFDM symbol, CP
B is added it in order to mitigate the effect of the multipath.
CP = Timaz = Tmin (7 This CP is added at the front of the OFDM symbol which
Substitution of Equations (35) and (36) into Equation (37§ @ duplication of the tail of the useful symbol with ratios
yields: of G = 1/512,1/256,1/128,1/64,1/32,1/16,1/8,1/4,1/2;
where G is the CP to useful symbol time ratio. The other sys-
CP = Tyms(Iny/ Py — InB/ Py) (38) tem parameters are the channel bandwigt = 10M Hz,
sampling factorn = 28/25 , sampling frequencyF's =
(n x BW/8000) x 8000 = 11.2M Hz , subcarrier spacing
CP = Tpmsln <7> 89 f = Fs/Nfft = 10.9375 , useful symbol timeT;, =
s 1/f = 91.42857us ,CP = G x T, and OFDM symbol time
In Equation (39), the CP is a function of , wherebyy 7's =T, + CP . The value CP and’; depend on the values
is the power of the first path as defined earlier. Interestingbf G as shown in Table (ll1).
the value ofy depends on the propagation distance between
the mObile Station and the base Station' SUbsequently' th%HE RELATIONSHIP BETWEE-I\II—ATIB-|LE|EDAII!AMETERGAND AND THE C'P
propagation distance is a function in the long term fading

Fig. 1. lllustration Diagram Shows the Maximum Access Delag £P
Formulation Concept

model. Accordingly, it is possible to hypothesize that ¢her [ The ratio G | Cyclic Prefix (us) | OFDM symbol time(7s (us))
is a connection between the proposed CP model and the long igég gég gi";
term fading model. 17198 0.7 9
1/64 14 93
V. THE OFDM PHYSICAL LAYER SYSTEM DESIGN 1/32 238 94
In order to evaluate the performance of the proposed mo 11//186 151'74 19072
els, a detailed link level simulation has been developed tq 174 378 114
investigate the physical layer performance of the IEEE BER. 172 457 137

air interface. The functional blocks used in the transméied
receiver chain of the link level simulation are shown in Fegu
). VI. THE PERFORMANCE OF THECYCLIC PREFIX MODEL
Functional blocks of the OFDM system are implemented The purpose of this section is to validate the efficiency of
according to IEEE 802.16-2004 and IEEE 802.16-2005 withe CP model using the 3GPP channel models which consist
the exception of pulse shaping, which is outside the scopeaifthree power delay profiles. The first power delay profile
standards. The first box in the block is the Bernoulli binarig the Rural Area channel model (RAX), the second one is
generator which is the information bits generator. The fianc the Typical Urban channel model (TUx) and the last one is
of the second box is for channel coding which is composede Hilly Terrain channel model (HTx) as shown in Table
of Forward Error Correction (FEC) and interleaving. For FEQI). The 3GPP channel models are fitted into the EDPDP
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and the r.m.s delay spread is calculated using the standard 1 -
formula and the proposed formula as shown in Table ().
The curves in Figure (3) show the BER of RAx power delay
profile. It can be clearly seen that the minimum BER occurs
whenG = 1/128 and its corresponding' P = 0.71429us as

shown in Table (lll). On the other hand, the estimatétP) .
is CP = Trmsln % = 0.528us as shown in Table (V). @
Additionally, it can be observed that when the CP increases
(i.e., G increases td /64), there is no enhancement in BER
performance. This means that the optimal CP occurs when

G = 1/128. Moreover, it is observed that when the CP

increases ( G increases), the BER performance degrades. Thi e .
is due to the fact that the BER is influenced by two factors. The E,/N, (dB)
first factor is inter-symbol-interference (ISI) and the wet

factor is the power Consumption_ When the CP increaség._ 4. BER Performance of 3rd Gener_ation Partnership Pr¢R@PP)-
the effect of ISI is eliminated. Nevertheless, since the CpPical Urban Channel Model (TUx) for Different CP Values

is considered as an additional transmitted data, transgitt

these additional data needs to increase the transmitteerpow .4 the value of r.m.s delay spread of the proposed formula fo

order to maintain the same BER performance. In other worgg,y aimost have the same values. This is due to the fact that
increasing the CP size needs to increase transmitted POWEfy measured data is smoothly decaying, meanwhile there is

in order to keep the same BER. Therefore, increasing CP siggjignt divergence in RAx and HTx measured data as it can
while keeping the same amount of power for the OFDM framge clearly seen in Table (I).

this will leads to a degradation in BER performance.

G=1/512
G=1/256
G=1/128
G=1/64
G=1/32

QSO+ *

i i i
8 10 12

G=1/512
G=1/256

*
+
o
<o

6
10" ; ; ; i i i E, /N, (dB
0 2 4 6 8 10 12 /No (0B)
E,/N, (@B)

Fig. 5. BER Performance of 3rd Generation Partnership Pr3&PP)-Hilly
Fig. 3. BER Performance of 3rd Generation Partnership Pr¢@@PP)- Terrain Channel Model (HTx) for Different CP Values
Rural Area Channel Model (RAX) for Different CP Values

: , , TABLE IV
FOCUSIng now on Flgure (4)' it can be Clearly seen thatTHE VALUES OF THEPROPOSEDCP MODEL PARAMETERS FOR3GPP

the minimum BER of TUx occurs wheid: = 1/32 and CHANNEL MODELS
its correspondingCP = 2.8us as shown in Table (lll),

: : A ~\ _ Parameters Formula RAX TUX HTX
mefa\nwhne thg estimated CP (&P = 7,.,,5in (ﬁ) = 2.14us i o 30687 | 26899 | 175 46
as illustrated in Table (IV). 5 v = Ppe “™min | 306.87 | 268.99 | 175.46

B
R

Moving on, the curves in Figure (5) show that the minimum B = Pye”Tmaxz 5.90 3.73 2.45

BER for HTx occurs whenG = 1/4 and its corresponding R=In(3) 395 | 427 | 426
CP = 22.8us as shown in Table (lll), meanwhile the CP(us) | CP=rmsin (%) | 052 [ 214 | 1801

estimatedCP = 7,.,.sln % = 18.01us as depicted in

Table (IV). Although there are some differences between theAN important finding derived from this study, the rafib—
values of the r.m.s delay spread standard formula and e 3 ) is approximately in the vicinity of the value 4 for all
values of the proposed formula, the RAx and HTx estimatéde 3GPP power delay profiles as shown in Table (IV). As
CP values are still positioned in the right range. On the rothaforementioned, the proposed CP model is derived based on
hand, the value of r.m.s delay spread of the standard formuat@ximum access delay, and it is found tliaP = 4 x 7.,
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as shown in Table (IV). As a result, the proposed CP came reflected from such surfaces face an absorption lo$glglig
be formulated as”’P = 4 x 7,.,,5. This result of this study different from the first category. As a result, it is possitde

seemed to confirm the finding of a study by Arslan who founfihd some paths arriving late but with power levels still légh
that the CP equals,.,,s multipled by a constant in the rangethan the ones which arrived earlier. However, the curvenfjtti
between two to four [5]. As a result, the calculation of CRechnique will compensate for this kind of effects.

based on maximum access delay or based on r.m.s delay spread

multiplied by 4 will give the same result. IX. CONCLUSION

In conclusion, the EDPDP model is proposed to charac-

VII. FINDINGS terize the power delay profiles, and its r.m.s delay spread is

It is possible to considey as the main signal meanwhile themathematically derived. The required CP for mitigating the

rest of the multipath signals can be considered as interfere influence of ISl in OFDM is also formulated. Fitting the power
signals (i.e.3). Therefore, the main contribution of this paperdelay profiles into the EDPDP and using Equation (39), the
it gives the required span between the main signahd the necessary required adaptive CP can be achieved. In addition
others interference signals. This span can be used to alieninthere are two methods that are being used to estimate the
the ISI when the r.m.s delay spread is used to calculate 1B®; the first one is based on maximum access delay and the
CP. This finding is parallel with the finding in [10, pp. 77-78]second is based on r.m.s delay spread multiplied by 4. The

in which the CP length is proposed to be adjusted as: proposed CP model clearly shows that there is a mathematical
relationship between these two methods. In addition, such
CP = BoTrms (40) proposed CP model confirms that these two methods lead to
the same result.
Therefore, when we compare Equation (39) with Equation ACKNOWLEDGMENT
(40), we will find that: This paper was prepared under support of Ministry of
- Higher Education (MOHE), conducted by Universiti Teknadlog
Bo =1In (ﬁ) (41) Malaysia (UTM) under vot. no: 4F036. Therefore, the authors

would like to extend their sincere gratitude to MOHE and
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An Effective transmit Weight Design for DPC with Maximum Beam in Multi-user
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Abstract—A novel transmit scheme is proposed for the
cancelation of Inter-User Interference (IUlI) and the
improvement of achievable sum-rate of system in Multi-User
Multiple-Input Multiple Output (MU-MIMO) downlinks.
Particle Swarm Optimization (PSO) algorithm is employed to
solve the constrained nonlinear optimization problem for
obtaining the optimal transmit weights. Compared with the
conventional Dirty Paper Coding (DPC) having single receive
antenna, the proposed scheme applies the principle of DPC to
cancel the 1UlI in MU-MIMO downlinks, where the Mobile
Station (MS) users are equipped with multiple receive
antennas. With the Channel State Information (CSI) known at
the Base Station (BS) and the MS, the eigenvalues for all user
channels are calculated first and then the user with the
maximum eigenvalue is selected as the 1-st user. For the
remaining users, the users are sequentially processed and the
transmit weights are generated from the previously selected
users by using the Particle Swarm Optimization (PSO)
algorithm, which makes the transmit gain for each user as
large as possible. The analysis of computa-tional load and
simulation results verify the effectiveness of the proposed
scheme.

Keywords-Multi-user MIMO downlink, Capacity, Dirty Paper
Coding (DPC), Particle Swarm Optimization (PSO).

l. INTRODUCTION

Recently, MU-MIMO schemes have attracted consider-
able interests toward the next generation wireless
communication systems MU-MIMO because of its potential
for increasing capacity [1]-[5]. In scenario of MU-MIMO
downlink, the base station transmits spatially multiplexed
signals to multiple users simultaneously, and attempts to
transmit independent signal streams to all users over the
same frequency. However, it suffers from the Inter-User
Interference (IUI) in the received signal at each user. To
mitigate the IUI, many linear precoding techniques have
been employed to eliminate the IUI, such as the channel
inversion [4] and Block Diagonalization (BD) schemes [5].
The Channel Inversion (Cl) method pre-processes the
transmit signals with the channel pseudo-inverse to suppress
the IUI. In the case of highly independent channels, Zero
Forcing (ZF) transmit weight can completely remove the
IUI, but it leads to the noise enhancement at the receiver and
reduces of achievable rate. Though the transmit weight with
Minimum Mean-Squared Error (MMSE) criterion, can
achieve the throughput increase, however it results in
vestigial level of IUIl. BD scheme is a well-known linear
precoding technique, which decomposes MU-MIMO
channels into multiple parallel SU-MIMO channels to
completely cancel the 1Ul by using orthogonal space.
However, these schemes impose a restriction on the system
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configuration in respect of the number of receive antennas,
that is, only the number of transmit antennas at BS is larger
than the sum of receive antennas of all users, BS can
provided enough degrees of freedom to force the 1UI to zero
at each MS. In addition, the correlation among users also
degrades the system performance. Thus we should take care
to avoid the spatial multiplexed users with highly correlated
channel.

DPC technique not only approaches the capacity more
closely, but also suppresses the 1UlI completely [6]-[8].
However, the conventional DPC based on QR
decomposition is restricted to the case of single receive
antenna at each MS. The Maximum Beam (MB) transmit
scheme in [9] utilizes the eigenvector corresponding to the
maximum eigenvalue of desired user channel as the transmit
weight, but the IUI among users is the serious problem. To
assure the independence among users, especially in the case
of many users, the author gave an imperfect block
diagonalization method to reduce the IUl by employing
Gram-Schmidt orthonormalization on transmit weights. But
this method needs to keep the balance between 1UIl and
transmit gain. In [10] a jointly design of a transmit scheme
is proposed, where the near-orthogonal effective channels
are success-sively obtained from 1-th user to the last user by
subtracting the interference components from the preceding
users. However, the interference among users cannot be
cancelled completely because of near orthogonality.

Particle Swarm Optimization (PSO), first proposed by
Kennedy and Eberhart in 1995 [11], is developed from the
swarm intelligence and based on the research of flock
movement behaviour of birds flock finding foods [12]-[15].
PSO is employed in many optimization problems, especially,
in the optimization of continue space, it shows the better
computational efficiency than the other algorithm, such as
Genetic Algorithm (GA). Recently, the optimal algorithms
PSO have been considerable interest in Multi-user MIMO.
A PSO aided optimal Multi-user MIMO linear precoding
scheme is proposed in [14], where PSO is used to search the
optimal transmit weight which make SINR maximum at
each MS. Though the IUI can be completely moved by
multiplying decoder matrix, it leads noise enhancement and
large computational load. In this paper, we proposed a novel
MU-MIMO downlinks transmit scheme not only to obtain
the optimal transmit weights for each user but also to
eliminate the 1Ul completely. We first select the user with
the maximum eigenvalue as the 1-st user by calculating
eigenvalues of all users. Then we obtain the possible
transmit weight for the next user by using the PSO
algorithm, which makes sure that the selected user has an
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optimal accessible SNR. The remaining transmit weights are
generated by the same method as the previous users. In the
proposed scheme, we introduced the DPC principle to
remove the IUI at the BS.

This paper is organized as follows. In Section II, we will
present the system model of MU-MIMO. In Section 11, we
propose the optimal transmit weight based on the PSO
algorithm for each user. The simulation results are given in
Section 1V, in which the proposed scheme shows the
excellent BER performance compared with the conventional
schemes. Finally the conclusions will be made in Section V.
We illustrate some of the notations as follows; vectors and
matrixes are expressed by bold letters, we use E[¢], [¢]" and
[¢]" as the expectation, transpose and conjugate transpose of
matrix, respectively.

Il. SYSTEM MODEL

We consider the downlink multi-user MIMO system with
N, transmit antennas and n{’ receive antennas at the k -th
user, as shown in Fig. 1, where N, is the number of
multiple antenna users. In this paper, we focus on the flat
Rayleigh (i.i.d.) fading channel model, because the
wideband scheme, such as the OFDM, can be
accommodated at each frequency ingk)ex. We assume that the
MIMO channel matrix H, cC™ " (k=12,---,N,) is
available at BS and MS.

User k

Precoding

User Nu

T ;
1 JUser selection Scheme] |

Channel feedback
Fig. 1 Downlinks of multi-user MIMO

The n x1 received signal at the k -th user is written as

Nu
Ve =HM X + > H,M;X; +n, 1)
k=1, j=k

where x, and n, are transmit signal vector additive
Gaussian noise and M, is transmit weight at the k -th user.
In this paper, we only focus on one transmit stream for each

user and assume that
E(x.x')=1,E(nn)=c1,E(x,n')=0

@

I11.  PPROPOSED OPTIMAL TRANSMIT WEIGHTS BASED ON
PARTICLE SWARM OPTIMIZATION

The principle of conventional DPC based on QR
decomposition indicates that the sufficient condition of the
feasibility of DPC is the existence of lower or upper
triangular matrix derived from the channel matrix. Since the
IUI cannot be removed at the receiver in the case of MB, we
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carefully design the transmit weight for each user to
transform the effective channels to the lower or upper
triangular matrices. Then we can use DPC to remove the Ul
completely. However, how to obtain the optimal transmit
weight becomes a problem, referred to as the problem of
optimal transmit weight design.

A. Transmit scheme for eliminating 1UI
We design the transmit weights for each user as the

following steps. First, we employ Singular Value
Decomposition (SVD) for on user channels.
Hk:UkAk[vi'vlf""'v:‘T]Hv(k:1’2!"'!Nu) 3)

To achieve the optimal transmit weight for the 1-st user,
we perform the following algorithm.

H, v =arg max("Hkvt"),k e[LN,] (4)
Hk
Then, the transmit weight for the 1-st user is given by
M, =v,, o) =k ()

where o(1) denotes the number of the selected user in (4).

Then the channel matrix of the selected user is arranged on
the first layer of the system channel matrix.

H - HLT (6)
In this way, we ensure that the 1-st user uses the MB. For
the 2-nd user, in order to use the DPC for eliminating the

IUI, we have to transform the effective channel matrix to
triangular matrix, and the following operation is performed.

H SVb 12 Np H
(Hn(l)Ml) H,p = UAD v, 0 7)
Null space

We can obtain the transmit weight for the 2-nd user from
the null space in (7). However, we have to notice that all of
these vectors in null space can meet the condition of the
availability of DPC. The optimal transmit weight for the 2-

nd user can be expressed as follows.

N, -1 N, -1
M, => oV av'™ 8)

1=1 1=1
where o, (1=12,---N,) is real coefficient. Then we

estimate the channel of the 2-nd user corresponding to M,
in (8). It can be obtained by the following algorithm.

H, =argmax(|H,M,|); k e[L N, ], k = o(1) 9)
Hk

by letting o(2) =k, the 2-nd user is determined. Similarly,
the channel matrix corresponding to the selected user in (9)
is arranged on the second layer of channel matrix in (6).

We consider the k -th user and its transmit weight, the
same operations as the above are performed to the matrix
corresponding to these k —1selected users.

H
(Ho(l) Ml) Ho(l)
H SVD
(HU(Z)MZ) Ha(Z) — UA[vl,~~~kal,vk,---,vN”]H (10)
: %,—/

Null space

( H o(k-1) M k—l)H H o(k-1) |
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from the null space in (10), the transmit weight for k -th
user can be given by

N, —k+1 N, —k+1
Mk — Z alvk+|71/ Z alvk+|fl (11)
1=1 1=1
H, =argmax(|H,M,|);k € [1L,N,].k = o(1),0(2),---o(k —1)
Hy
(12)

Similarly, the user channel obtained in (12) is arranged on
the k -th layer of the system channel.

Consequently, we obtain the transmit weights for all users,
and the transmit signal vector can be rewritten as

S
X
X=| . |= (13)
Xy,
HH M,

where s, is the transmitted mformation for the k -th user.

To avoid the power enhancement problem, the same modulo
device as in [8] is used in this paper.

Then we discuss the Signal to Noise Ratio (SNR) at each
user terminal. If the Maximum Radio Combining (MRC) is
used to detect the receive signal, the SNR at each MS is
given by

(SNR), = (14)
where |H, M, || can be considered as the transmit gain of
the k -th user. If ||v[‘aka||=l, M, is considered as the

ideal transmit weight which enables the k -th user to get the
largest transmit gain /lk'“axz , and v,* is the vector

corresponding to the maximum eigenvalue of H, . However,

in fact, |\v; M, lies in between 0 and 1, and it depends on
the coefficients ¢; for combining M, , where ¢; € R lies in
a certain lattice. In order to obtain the optimal transmit gain,
it is crucial to search the optimal combination coefficients
which makes M, parallel to v;"™. We solve the nonlinear
optimization problem by employing PSO algorithm to
obtain the optimal transmit weights. In this case, if we use
the DPC principle to cancel the 1UI, the achievable rate can
reach optimal. The capacity of proposed scheme can be
expressed as

C= max log I+iHMM H"
My HM; =0.k>
’ (15)
_ 1 HpyH
= “ma(?(bll;log o7 H M, M H,

The water filling can be used to distribute transmit power.
We define the achievable sum-rate of system with users
equipped with single receive antenna as

Ny )
C = [ log, | HM,]| ]
k=1
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and u solves

Su-tmf] -

where P; is the total transmitting power.

(16)

B. Particle Swarm Optimization aided optimal transmit
weights

The PSO algorithm, based on the research of flock
movement behaviour of birds flock finding foods, where the
random flying bird flock are referred to as particles, which
represent potential solutions initialized over the whole
search space randomly. An objective function is used to
evaluate the goodness of positions of particles. Each particle
has a fitness value which is evaluated by the objective
function to be optimized, and the fitness value is evaluated
at each iteration search.

For k -th user, we assume that the size of swarm and the
dimension of search space are €3 and D, , respectively.
The position and velocity of particle i (i=12,---Q ) are
denoted as x;, =[x %, - * Xio, I' and G =g &

 Gip, 1" . In the course of searching optimal solution, the
particle i knows its best position B, =[p, p;, - pka] )
which provides the best information, and the best position
so far among the entire particles, is denoted as

Pok =[Py Pg2 *** Pyp, 1", which provides the global best
location. P, and P, are updated at each iteration by the
objective function. Each particle has its own velocity to
direct its flying, which relies on its previous speed
Cig, (dy=12,---,D,) as well as its p, and p;,
information. At each iteration, the velocity and position of
particle i are updated based on the following equations.

éHl ngdk ‘H31¢’1(pldK ?(.dk)‘*‘cz‘Pz(pgmK Zldk)

Z.ldtl 7(idk +§ild:1 (17)
where t is the current iteration number, i, and z,
denote the velocity and location of the particle i in
d, dimensional space, respectively. pi‘dk is the individual
best location that the particle i has achieved so far, and
p;dk is the global best location that all particles have
achieved so far at the i -th iteration. W is the inertia weight
which determines to what extent the particle remains along
its orlglnal course unaffected by the influence of pId
and pgd , it is usually set between 0 and 1. ¢, and c, are
acceleration constants which are set to 2. @ and ¢, are
uniformly distributed random number in [0,1] . This
iterative search process will be repeated up to the maximal
iteration number or till the termination criterion is satisfied.
Then we have to consider two important issues, one is the
particle modelling, and the other is the selection of objective
function. Considering the SNR in equation (14), we search
the optimal transmit weight M, , which infinitely close to
the ideal transmit weight v, for the k -th user, v, where
v, denotes the desired point lying in the best location. So
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we define the angle between v;™ and M, as HW and
consider the sine function as the objective functlon for k -th
user at the t -th iteration.

a =
N, -k+1 N, —k+1
Mk — Z a,Vk+|_l/ z a|Vk+'_l
1=1 1=1
f.\. = function(v{", M, ) (18)

:Sin(gvmax M ): 1 Cos (6 X M, )

- oy

Here, we use the sine value of angle between the ideal
weight v, and the tentative weight M, to measure the
degree of approach. During the process of search, the sine
value becomes small when the tentative weight gets close to
the desired weight, and the search speed and accuracy are
conditioned on the size of swarm, iteration number and
search dimension. In this paper, the proposed optimal
transmit weights based on PSO algorithm is obtained by the
following steps.

(a). BS obtains the information of the channels by the
feedback from MS and computes the maximum eigenvalues

A of each user and determines the order of user. By eq.
(10), the dimension of search space of PSO is determined
for the next user, and then the swarm size €} and the
maximum iteration number 1¥_are set for each user.

(b). PSO algorithm is employed to search the optimal
transmit weight for each user. For the k -th user in € , we
initialize the velocity and Iocation for each particle as

=[Gz i ng] and % =[ts 2 Zin 1

where the initial velocity 4‘ | can be set as a random vector,

such as §, e [- 0 10 , and the initial location is set as
Zlk [:L:L l]/
(c).Taking é‘,yk and xﬁk as starting point, PSO is

implemented to search the optimal transmit weights. In each
iteration, the temporary best locations will be measured and
updated by the objective function in (18) and all the
particles achieve the next optimal directions for the search.
For example, in the t -th iteration, all particles use the given
best global locations to update the velocity and location by
using (17), then compare the location obtained in (17) with
the last best location p;;* and obtain the p,d ,and then the
pId of each partlcle will be exchanged to get the global
beat location pgd Ultlmately, all of the particles update
their location by the pgd In this paper, Xit,k is normalized
after the update in each iteration.

(d). PSO algorithm is repeated till the maximum iteration
number of 1

The above operations are separately implemented at all
users and the different user has the different search
dimension. In other words, from the 1-st to the N, -th user,
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the search dimension becomes small, which leads to low
SNR at each MS. Thus for those “bad” users, we can enlarge
the swarm size or increase the iteration number to obtain the
optimal weights. Certainly, the solution of the above is
usually achieved by the water filling.

C. Computational load analysis

Under the same simulation conditions we compare the
computational complexity between the proposed scheme
and other schemes in [10] and [14]. The comparison is
limited in searching the transmit weights for all user.
Generally, a SVD has a complexity with order of max
(p%q, pa?,q°) in the case of k -th user, where p =N, and
q=k-1[16]. We assume a complex multiplication equal
to 4 real multiplications and 2 real additions. In the
proposed scheme in this paper and the scheme in [14],
QO =10 and 1 =20 are set. If the particles denote real
number, PSO algorithm has at least a real computation of
Q, [10+(Df1 +Q, ~1x 1%, where ®, denotes the
computation of objective function. The total numbers of real
products and additions required for detecting one transmit
symbol are derived as follows.

TABLE 1. COMPUTATIONAL COMPLEXITY/SYMBOL

N, =4,N,=4,n=1 | N, =4,N,=4n}=2
@, 8126 11648
Doy o 52400 52400
Doy opc 15688 16288

@, : Computational complexity of linear scheme in [10].
@, -Computational complexity of linear scheme with PSO in [14].
D, _ppc : Computational complexity of the proposed scheme in this paper.

Table 1. shows the PSO algorithm consume the largest
computational work in [14] because of continuous complex
vector space. However, in this paper, we search the optimal
coefficient in real vector space to greatly reduce
computational load. Though the scheme in [10] has the least
computational load, when the number of receive antennas at
MS is increased, the quantity difference becomes small
between @, e and @, , . Moreover, the demerits of
increment of noise in [14] and residual 1UI in [10] lead to
loss of achievable rate to a certain degree. Taken together,
the proposed scheme in this paper is feasible.

IV. COMPUTER SIMULATION

In this Section, we present simulation results
demonstrating the performance of the proposed scheme. To
verify the performance of it, first, we compare the
achievable sum-rate between the proposed scheme and the
other schemes, such as, conventional DPC, Channel
Inversion (Cl) and BD, with the water filling algorithm.
Then we compare the average BER performance of each
user and demonstrate the feasibility of the proposed scheme.

We consider the case of 4<(1,1,1,1) in MU-MIMO, where
the average achievable rate of system is determined for the
total 1000 realizations of H . The particle number of
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Q) =10 and the iteration number of 1% =20are set for

the PSO algorithm. Fig. 2 shows that the channel inversion
scheme obtains a close average capacity to BD scheme by
employing the water filling, but both of those two methods
are inferior to the conventional DPC, which approaches the
multiuser capacity more closely. The simulations results
show that the proposed scheme obtains the best capacity
because of the optimal transmit weights and user order with
PSO. In the conventional DPC, the transmit weight for each
user in the precoding matrix Q is obtained by Gram-

Schmidt orthogonalization without sorting.

25

—&—Optimal weights with PSO
—#—Block Diagonalization
Conventional QR DPC

20

~>4=Channel Inveration

Capacity[bits/s/Hz]

-10 -5 10 15 20

Av(()erage SNR pser user[dB]
Fig. 2 Capacity comparison among the proposed PSO-DPC with optimal
weights DPC and the BD, Channel inversion, Conventional DPC

Next we show the BER performance of proposed transmit
scheme and compare it with the BD, channel inversion and
conventional DPC schemes. Here we only consider the
uniform assignment of transmit power to all users.

Fig. 3 shows the case of 4x(1,1,141) in MU-MIMO
downlink. The particle number of © =10 and the iteration
number of 1% = 20are set in the PSO algorithm and QPSK
is used to modulate the transmit signal. Without regard to
the power distribution on each user, both BD and Channel
Inversion with ZF can completely eliminate the 1Ul on i.i.d
Rayleigh fading channels and these two methods show the
same performance as SISO in i.i.d Rayleigh fading channel.
As shown in Fig. 3, though the channel inversion with
MMSE can not exactly cancel the IUl caused by the
spatially multiplexed channel and results in some vestigial
IUI, it can reduce the effect of noise enhancement between 0
and 12dB. The DPC, referred to as the interference
dependent nonlinear precoding, can obtain the better
performance compared with the linear BD and channel
inversion schemes. In the case of conventional DPC, the QR
decomposition only aims to cancel the 1Ul, but does not
involve the optimality of transmit weights in the matrix Q.
Our proposed transmit scheme with optimal weights by PSO,
not only suppresses the 1UI completely, but also searches
the optimal transmit weights achieving the SNR as large as
possible at each MS. Fig. 3 shows the proposed scheme has
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obtained the better BER performance by about 4 dB than
the conventional DPC at BER=10",

1.E+00

—4—Block Diagonalization
Channel inversion_MMSE

== Conventional QR DPC

Optimal weights with PSO

1.E-01

,_.
m
<}
N}

1.E-03

Average BER among users

,_‘
m
<}
R

1.E-05

0 4 8 12 16 20
Average Eb/No [dB] / receive antenna

Fig. 3 Comparison of BER characteristics among proposed PSO-DPC with
optimal weights, BD, Channel inversion (ZF&MMSE) and
Conventional DPC.

Fig. 4 shows the BER performance of proposed scheme
with multiple receives antennas and it is compared with the
conventional DPC. Similarly, the values of Q =10 and
IX =20 are set in the PSO algorithm and QPSK is
employed. The conventional DPC based on QR
decomposition is restricted to the users with single receive
antenna, because in the case of users with multiple receive
antennas, if we use the QR decomposition on H , some of
the users have no throughput. However, the proposed
scheme can ensures the throughput for each user and
improves the receive SNR by increasing the number of
receive antennas. In addition, based on the channel
condition and the Qos requirement of users, the PSO search
algorithm works with different swarm size of €, and the
iteration number of 15 to improve the transmit gains. As
shown in Fig. 4, with the increase of receive antenna
number, the system performance can be greatly improved.

=&—Conventional QR DPC
- Optimal weights with PSO, nR=1

1.E-01 Optimal weights with PSO, nR=2

=>é=Optimal weights with PSO, nR=4

1.E-02

1.E-03

Average BER among users

1.E-04

1.E-05

0 20

Av“erage Eb/NE[dB]/recei&gantenna 16

Fig. 4 Comparison of BER characteristics among the proposed PSO-DPC
with optimal weights with multiple receives antennas and the
conventional DPC
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Fig. 5 shows the improvement of BER versus the iteration
number. If the iteration number or swarm size is set too
small, we cannot obtain the convergence values of transmit
weight of users. Thus increasing the number of iteration is
required to achieve the better performance, which cannot
lead to large calculation if we control the swarm size to
likely quantity. From Fig. 5 it is clearly visible that when
the value of 11X is set greater than 20, the BER
performance cannot be improved any more. So the selection
of value of 1*  also seems the key design element. The
computational load has been discussed in Section IV, from
which it is clear that the proposed scheme is feasible when
the iteration number is setto 1, =20.

1.E+00

—&— Iteration number=5
—-Iteration number=10

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, Iteration number=20

1.E-01

=><=lteration number=30

=
m
o
o

—
m
o
@®

Average BER among users

1.E-04

1.E-05

0 16 20

4 8 12
Average Eb/No [dB] / receive antenna
Fig. 5 BER improvement vs. iteration number

V. CONCLUSIONS

A novel scheme with optimal transmit weights for the
downlinks of MU-MIMO has been proposed, in which we
employed the PSO algorithm to search the optimal transmit
weights and achieved the significantly better performance
than the conventional DPC, BD and the channel inversion
schemes. With the CSI known at both of BS and MS, BS
determine the user order and corresponding transmit weights
with as large transmit gain as possible to each user. DPC has
been used not only to suppress the 1UI, but also maintain the
system capacity. In the case of single receive antenna,
because of the optimal transmit weight design with the DPC
principle and PSO, the proposed scheme approached more
closely to the capacity of MU-MIMO than other
conventional schemes. In addition, the proposed scheme can
employ the multiple receive antennas, whereas the
conventional DPC based on QR decomposition is equipped
with only one receive antenna at the MS. Accordingly,
multiple receive antennas enables the user to obtain better
BER performance, especially for the users with weak
receive SNR’s. For the PSO algorithm, the swarm size and
iteration number determine the search accuracy and required
computation time, so we can make the optimal search for
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each user independently, according to the requirement of
each user.

ACKNOWLEDGMENT

This study has been supported by the Scientific Research
Grant-in-aid of  Japan No. 21560396, the
Telecommunication Advancement Foundation (TAF), the
KDDI Foundation and Sharp Corporation. The authors also
acknowledge the helps by Dr. Eiji Okamato.

REFERENCES

[1] Q. H. Spencer, C. B. Peel, A. L. Swindlehurst, and M. Haardt, “An
introduction to the multi-user MIMO downlink,” IEEE
Communications Magazine, vol. 42, Issue 10, pp. 60-67, Oct. 2004.

[2] |. E. Telatar, “Capacity of multi-antenna Gaussian channels,”
European Trans. Tel.,vol. 10, no. 6, pp. 585-595, Nov./Dec. 1999.

[3] D. Aftas, M. Bacha, J. Evans, and S. Hanly, “On the sum capacity of
multi-user MIMO channels,” in Proceedings of Intl. Symp. on Inform.
Theory and its Applications, pp. 1013-1018, Oct. 2004.

[4] T. Haustein, C. von Helmolt, and E. Jorswieck, “Performance of
MIMO systems with channel inversion,” IEEE 55th VTC, vol. 1, pp.
35-39 ,May 2002.

[5] Q. H. Spencer, A. L. Swindlehurst, and M. Haardt, “Zero-forcing
methods for downlink spatial multiplexing in multiuser MIMO
channels,” IEEE Trans. Signal Process., vol. 52, no. 2, pp. 461-471,
Feb.2004.

[6] N.lJindal, and A. Goldsmith, “Dirty-paper coding versus TDMA for
MIMO Broadcast channels,” IEEE Transactions on Information
Theory, vol. 29, no. 5, pp. 1783-1794, 2005.

[7] R. F. H. Fischer, Precoding and Signal Shaping for Digital
Transmission, New York, pp. 127-151, Wiley, 2002.

[8] C. Li, Y. Iwanami, and E.Okamoto “Comparative study for
Tomlinson-Harashima Precoding based on MMSE criteria in Multi-
user MIMO downlink system,” pp. 1-5, IEEE TENCON 2009, Nov.
2009.

[9] H. Nishimoto, S. Kato, Y. Ogawa, T. Ohgane, and T. Nishimura,
“Imperfect block diagonalization for multiuser MIMO downlink,”
IEEE PIMRC 2008. pp. 1-5, Sept. 2008.

[10] J. S. Kim, and S. H. Moon, “Linear Beamforming for Multi-user
MIMO Downlink Systems with Channel Orthogo-nalization,” Global
Telecommunications Conference, 2009. pp. 1-6, GLOBECOM 2009.

[11] J. Kennedy, and R. Eberhart, “Particle swarm optimization,” IEEE Int.

Conf. Neural Networks, vol. 4, pp. 1942-1948, Nov. 27 - Dec., 1995.

Y. Zhao, and J. Zheng, “Multi-user detection employing particle
swarm optimization in space-time CDMA systems,” IEEE Int. Symp.
Communications and Information Technology, vol. 2, pp. 940-942,
Oct.12-14, 2005.

K. K. Soo, Y. M. Siu, W. S. Chan, L. Yang, and R. S. Chen,
“Particleswarm-optimization-based multiuser detector for CDMA
communications,” |IEEE Trans. Vehicular Technology, vol. 56, pp.
3006-3013, September 2007.

S. Fang, and L. H. Li, “Optimal Multi-User MIMO Linear Precoding
Based on Particle Swarm Optimization,” ICC 2008, pp. 3355-3359,
May 2008.

S. M. Guru, S. K. Halgamuge, and S. Fernando, “Particle swarm
optimisers for cluster formation in wireless sensor networks,” Proc.
2005 Int. Conf. Intelligent Sensors, Sensor Networks and Information
Processing, pp. 319-324, Dec. 2005.

G. H. Golub, and C. F. Van Loan, Matrix Computation, John Hopkins
Univ. Press, pp. 253-254, 3rd edition, 1996.

[12]

[13]

[14]

[15]

[16]

29



ICWMC 2011 : The Seventh International Conference on Wireless and Mobile Communications

MLD-based MFSK Demodulation on MIMO Frequency Selective Fading Channel
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Abstract— In this paper, we have proposed the novel
demodulation scheme of MFSK (M-ary Frequency Shift
Keying) signals on MIMO frequency selective channel. For
demodulating MIMO MFSK signals, we previously used the
FDE (Frequency Domain Equalization) using CP (Cyclic
Prefix). In order to further improve the BER characteristics,
the novel scheme using MLD (Maximum Likelihood
Detection) with ISI canceller and ZP (Zero Padding) has been
considered. We further reduced the receiver complexity by
replacing MLD with M algorithm. Through computer
simulation, we have verified that the proposed scheme using M
algorithm with ISl canceller exhibits the excellent BER
characteristics compared with the FDE with CP.

Keywords-MIMO, MFSK, ISl, 1Al, MLD, M-algorithm, FDE,
Multipath channel

I. INTRODUCTION

MFSK signal has the constant envelope property and is
appropriate to be amplified by nonlinear amplifier with high
power efficiency. However, as the MFSK is the nonlinear
modulation scheme, the equalization at the receiver side has
been difficult when it is subjected to frequency selective
channels. On the other side, due to the increasing demand
of high data rate and reliable data transmission, MIMO
(Multiple Input Multiple Output) schemes with multiple
transmit and receive antennas become quite popular
recently. The conventional MIMO scheme processes the
received signals using the linear matrix processing.
However it has been difficult to apply the linear processing
to the nonlinear modulation such as MIMO MFSK, and
accordingly there was almost no research on MIMO FSK.
So, we aimed to develop the MIMO FSK transmission
scheme.

TABLE I LIST of PARAMETERS
N; - Transmission block Tength
N - Number of zero symbols
2¢ : Number of samples per symbol
T, - Symbol duration
At Sampling interval; At =T /(2c)
Kk : time index; present time
(L-DT, - Maximum symbol delay time
M - Number of modulation Tevel
n. - Number of transmit antenna
N, - Number of receive antenna
J : Total number of delay paths
A7 Delay path interval
M_ - Parameter of M algorithm
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We had already shown that the FDE (Frequency Domain
Equalization) scheme using CP (Cyclic Prefix) [1] is
applicable to the signal separation and equalization of
MIMO MFSK signals [2]-[4], where the FDE is done
before the demodulation process of MFSK signal. This
method was originally developed for SISO (Single Input
Single Output) FSK signals [5]. In this paper, in order to
improve the BER characteristics as well as the receiver
complexity of previously developed schemes [2]-[4], we
consider here the demodulation of MIMO MFSK where the
MLD with ISI canceller using ZP is adopted. The receiver
minimizes the Euclidian distance between the receive signal
and the receive signal replica of candidate transmit signal.
Moreover, we have replaced the MLD by M-algorithm to
further reduce the receiver complexity. We have verified
that the proposed receiver structure using M-algorithm with
ISI canceller exhibits the excellent BER characteristics
compared with the FDE with CP.

I1. MIMO MFSK DETECTION USING MLD WITH ISI
CANCELLER

We consider the detection scheme of MFSK using MLD
with ISI canceller in time domain, which improves the BER
performance compared with the FDE scheme using CP
[2]-[4]. In Fig. 1, we show the block diagram of MIMO
MFSK transmission scheme having the receiver using MLD
with ISl canceller operating in time domain. At the
transmitter side, as shown in Fig. 2, N; MFSK modulated
symbols with N, ZP symbols (zero symbols) are
transmitted from each transmit antenna. The ZP symbols are
required to circumvent the Inter Block Interference (IBI)
between the successive blocks caused by the multipath
delay. The ZP is also used to reset the initial phase of
continuous phase MFSK signal to be zero at the beginning
of the transmit block. The reset of initial phase of
continuous phase MFSK signal is necessary for generating
the receive signal replica for MLD with phase
synchronization at the receiver. Terminating the transmit
symbol block by ZP is also useful to prevent the error
propagation caused by erroneous ISI cancellation at the
receiver. At the receiver side, the detection of Inphase and
Quadrature (I and Q) components of MFSK symbols with
the block length of (Ng+Ng)T, is done to get the
complex baseband symbols. Then the discrete time samples
at the sampling rate of 2c per one symbol duration T,
are taken in time domain, i.e., the sampling interval of
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Detected data bits
Sampling Databit

Data bit M-FSK 7p Y 1-Q
mod. . detec. o [ >

ISI
Canceller MLD

Databit | m-Fsk \% 1-Q Databit
ZP O—> > —>
mod. detec.

Fig. 1 Block diagram of transmit and receive system of MIMO MFSK
using MLD with ISI canceller on frequency selective channel
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Fig. 2 Transmit signal block and Zero Padding (ZP) at the transmitter side
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Fig. 3 Relation between transmit and receive signals on multipath delay
channel in the case of SISO and symbol delay time

At =T, /(2c) . We define the present time index as k and
the maximum symbol delay time due to multipath channel
as (L-1T,. For simplicity, we also assume the SISO

(Ix1) transmission in the subsequent illustration. As
shown in Fig. 3, to detect the symbol transmitted at time k
using MLD, we need the total L receive symbols over the
symbol time k ~k+(L-1), because the transmit signal at
time k spreads over the receive symbols during
k~k+(L-1). As those L receive symbols contain the
transmit  symbol components over k-(L-1) to
k+(L-1), it is required for the MLD to search all the
transmit symbol pattern over (2L-1) symbols.
Accordingly, the number of searches in MLD becomes
M@ in the case of SISO [6].

We now consider the symbol time k in Fig. 3 as the first
data symbol in Fig. 2, i.e,, we let k=1. Then all the
transmit symbols s, ,,---,s., are zero, because they
are included in ZP duration. After receiving total L
symbols of r,----- Ny the first transmit symbol s,
is detected using the MLD. The next r,,, is then received
and the second transmit symbol s,,, is also detected by
using MLD. However, the ISI components caused by the
first transmit symbol s, is removed through the ISI
canceller before the MLD by subtracting the hard receive
replicas from the received signals. Similarly, after receiving
the next receive symbol r,,, ., , the third transmit symbol
S.., IS detected by using MLD, however the ISI
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components due to s, and s,,, are cancelled by the ISI
canceller before the MLD operation. Likewise, the
subsequent transmit symbol s,,;,i>3~ N is detected
using MLD, however the ISI components caused by the
transmit symbols already detected are cancelled by the ISI
canceller. The ISl cancellation reduces the number of
searches of MLD from M®-® to M"“. The metric of
MLD is taken as the squared Euclidian distance between the
receive symbols after ISI cancellation and the receive
symbol replicas corresponding to the candidate transmit
symbols over L symbol duration. The transmit symbol is
then detected so as to minimizes the metric of MLD [6].
The proposed signal separation and equalization algorithm
is illustrated in detail as follows. The channel matrix H is
expressed as

hy ~~ h - h, 0 - 0
H o 0 0 : 1)
: 0 h - h - h, O
0 - 0 h - h - h,

where n. and n, are the numbers of transmit and
receive antennas respectively. The element h, in (1) is also
the matrix expressed as

WD R
M

O (O N ()
h= 2 % M1 1=0,---,J-1 2
W b,

where hﬁi') is the complex channel gain of |-th delayed
path from transmit antenna i to receive antenna j and

J is the total number of delay paths.

The delay profile between transmit antenna i and receive
antenna j is shown in Fig. 4, where the maximum delay
timeis (J-DArz.

The transmit symbol vector, the receive symbol vector and
the receive noise vector at symbol time k are expressed as
follows.

Transmit symbol vector at symbol time k :

T i T
Xk :(Xk,zc ""le,q!"'le,l) , Xk,q :(Xl(j)q ’“"Xl(<,)c| v"':X;(("};))
Receive symbol vector at symbol time k :

T ; e T
Y= (Yize 5 Viear s Yiea) + Yiea = (Vim0 Yia o Wi ) p(3)
Receive noise vector at symbol time k:

- ’ —(n® (i) (m))"
Nk _(nk.ZC "“Ynk.qY""nk,l) 'nk,q _(nqu '”"nk,q Y'”'nk.; )

where the element vector X, , in X, isthe sampled

(0)
h, oo
i hjl(Z)
AT h O
........ i
by
0 Ar 2Ar I -DAr

Fig. 4 Delay profile between transmit antenna i and receive antenna j on
MIMO frequency selective channel
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transmit vector at time (q—1)At in symbol time k with
g=1~2c and At=T,/(2c) . Accordingly, one symbol

duration T, is sampled at every small time interval At.
For example, 16 (=2c) sample vectors
Xcg6 1°* Xyqr'* X,y are obtained for X, . Also x{". in

X, is the sampled transmit symbol from transmit antenna
i attime (q-1)At insymbol time k. Y, in Y,, v
in Yoo, Ny in N, and nl, in n  have the same
meaningas X, in X, and x!), in X,.

The transmit and receive equation is expressed as

T T

(Yk+(L—1)""’Yk) = H(Xk+(L—l)""’?r(k""'xk—(L—l)) (4)

+(Nk+(L—1)""'Nk)
where L is L=[(J-1DA7/T,]+1 and [x] denotes the
minimum integer number greater than or equal to x.

(L-1)T, also means the maximum symbol delay time.

We further illustrate the transmit and receive equation in
detail by setting nr=ng=2, L=2 and J=2c for
simplicity of explanation.

The glement y(pl,),?fy(p,f;, p=k,-- k+(L-1), q=1---,2c
of receive vector yJ in (3) are represented as follows.

y(pl)l = {hu p.l +h11) p-1,2¢ +"'+h1(1ZC71)XE)111,2} \

0 @ 2c-1) (2 1
+{hl(2)xp,1 + hlZ Xp—l,Zc oot hl(zc )X(p-)l,z}+n53,)1

1 0),,(1 1) (1 2c-1) (1
y(p,)Zc ={h1(1)X( )2c +hl(1)X(p)20—l+“'+hl(lc )X(p)1}

0 1 2c 1 2
+{hl() E)2c+hl) p2cl+ +hl )XE) } p20> (5)
y(pz,i)l:{h +h21 p12|:+ +h201X112
{hgtz) 2) + hzz p- lZc +oot th)szfl,z } + nﬁ
2 0 1 1 1 2c-1 1
y(p,)ZC = {hl(Z)X(p)Zc + hl(z)x(p)chl +oet hl(Z )XEJ)l}
+{h( p20+h22 pZC LA+ hE 1)xﬁfl)} n(pz;c}
Here we elaborate on the elements x,E} v ,XS,)ZC of the

transmlt symbol vector xlﬁ) from transmit antenna 1 and
x%) -, x%), of the transmit symbol vector x(? from
transmlt antenna 2. The channel responses of transmit
symbol vectors xf(l and xk spread over the recelve
symbol vectors Y\ ,- Yk+(|_ 5 and v - yk+(L -
with the maximum symbol delay time of (L DT, as
illustrated in Fig. 3. In order to detect the transmit symbol
vectors x,ﬂl) and x,(f), the 1Sl components due to already
detected symbols from symbol time k-(L-1) ~ k-1

ca(r11) be mremoved f(rgm the receive vectors of
Yo v Yoy and Y7o Vi - The ISI cancelling
vector Y, atsymbol time p isexpressed as

T
Yy =(99 o 9 ) L p=kee ke (L-D) (6)
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where y(‘)—(yﬁm, ,ypl) is the element symbol
vector for cancelling the ISI at receive antenna | at
symbol time p. Using the already detected symbols during
k—(L-1) ~k-1 symbol period, Y, in(6) is derived as

T
L symbols
/_J%

(YMH),...,Vk)T =H|0,--,0, X, ",

p
(L-1) detected symbols

X k—(L-1) )

where X, p=k-1--,
detected results. Next, using Yy, 4, "
is cancelled as follows.

Y, =Y, -Y,, p=k,,

k—(l_—l) are the already
Y, in (7), the ISI

k+(L-1 (8)
where Y

, Is the receive symbol vector after the ISI
cancellation. Using the transmit signal X, receive noise

N, and residual ISI component &
Y,, p=kK,---,k+(L-1) in(8)is also represented as
L symbols (L-1) symbols\T
" AT —_—
(Yk+(L71)""’Yk) =H Xk+(L—l) Xy, 0,40 (9)

T T

+(Nk+(L—1)"“’NK) +(8k+(L—1)"“’8k)
The residual ISI component &, is 0, if the past decision
results are correct. Also when the ISI cancellation is perfect

and there is no noise, i.e., =0, it holds
L symbols (L-1) symbols T
A AT —_——t ——
(Yk+(L—l)"”’Yk) =H Xk+(L—l)'”'Xk' 0,---,0 (10)
where X, .0, X, are transmit signals to be

determined.

The transmit signal vector X, at the present symbol time
k is determined so as to minimize the squared Euclidian
distance metric as shown below.

L symbols (L-1) symbols T
AT —_—— —
Yk) -H Xk+(L—1)”'YXkY 0,0

(11)
The above equation is the MLD criterion by which all the
transmit vector patterns of X, , ---, X, are searched to
determine the transmit vector X, at symbol time k. In
minimizing the metric in (11), all the L transmit vectors
from symbol time k~k+(L-1) are simultaneously
searched, however only the transmit vector X, at symbol
time k is determined as the demodulated output.

The BER characteristics of the proposed MLD with ISl
canceller and the previously proposed FDE with CP are
simulated under the simulation condition in Table II. The
delay profile between each transmit and receive antenna is
shown in Fig. 5.

We show the BER results in Fig. 6. From Fig. 6,
comparing with the FDE scheme with CP, the proposed
MLD with ISI canceller achieves the gain of 13 dB at

X, = argmin

Kia(ray o Xy

(Yk+(L—1) [
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TABLE Il SIMULATION CONDITION IN FIG. 6

Modulation M-ary FSK (M=4)

Modulation index h h=0.7

Channel model between Tx
and Rx antenna

Quasi-static Rayleigh fading channel with
equal power 16 paths

Interval of delay Az Ar=T./8

Number of antennas SISO:1x1, MIMO:2x2

Channel estimation Perfect at receiver

Signal separation and MLD with ISI '.:DE'CP (MMSE.)
equalization canceller with energy detection
[2]-[4]. [7]. [8]
Number of divisions in one 2 =16
symbol: 2¢ (T, = 2cAt) -
[Transmit block length _
NST; 4T5 (Ns _4)
Length of ZP or CP 2T, (ZP) 2T. (CP for FDE)
FFT size: 2cx N 64
0 1 2 i 15 i
Y i) Vil i Iy i '
e 00 : e o0 i
At = T 1 i
8 : :
o Loz : 1 g
8 8 s 3 s

Fig. 5 Delay profile of multipath channel between each transmit and
receive antenna in for Table Il and Fig. 6

BER =10" for 1x1, and 16 dB for 2x2. Thus the
proposed MLD with ISl canceller achieves far better
equalization and signal separation capability than the
previously proposed FDE scheme with CP. By removing
the ISI caused by the symbols already detected, the MLD
over L symbol span becomes available regardless of the
block length. The long block length of NgT, circumvents
the degradation of transmission rate due to the insertion of
ZP into the block.

1.E+00
~—Conventional 2x2 MIMO
1.E-01 4 FDE with CP
T
S o~ Conventional 1x1 SISO
1.E-02 + :
H FDE with CP
I
& 1.E03 Proposed 1x1 SISO
« \ ISl canceller with MLD
o
LE-04 =>&=Proposed 2x2 MIMO
ISl canceller with MLD
1.E-05
0 10 20 30
Average Eb/NO [dB] per receive antenna
Fig. 6 BER characteristics of 4FSK (h=0.7) on MIMO quasi-static

multipath channel
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I1l. MIMO MFSK RECEIVER USING M ALGORITHM
WITH ISI CANCELLER

In the receiver structure proposed in section IlI, the ISI
canceller reduces the amount of calculation in MLD.
However, the complexity of MLD is still high when the
number of transmit antenna n; and the maximum symbol
delay time of (L-1)T, become large. This is because
when (L-1)T, is large, the symbol vector X, detected
at the symbol time k influences L future symbols, thus
the MLD window size L over the transmit symbol vectors
X Xy becomes large. In this section, we replace
the MLD by the M algorithm to further reduce the amount
of calculation in MLD. The M algorithm is the
representative of breadth first search algorithms for the tree
structure. Based on the MLD criterion in (11), the MLD
metric is defined as

L symbols T

A~ A ——t ——
Y Y| —H|X <, X,, 0,--,0 (12)

k+(L-1) " k+(L-1) ©

L symbols (L-1) symbols U

Now, we define the receive replica vector \fp’ ,
p=Kk,--,k+(L-1),as

L symbols T L symbols (L-1) symbols U
71 71 7 (13)
Yk+(L—1)"“'Yp"”’Yk =H Xk+(L—l)'“’Xk' 0’...,0

where \fp' means the receive replica vector when assuming
there is no ISI from the past symbol vectors transmitted.
Using \fF; in (13), we can simplify eq.(12) as follows.
k+(L-1) R 2
>N,
Then we define the cumulative metric from the symbol time
k to i(=1---,L) as
k+(i-1) R 2
5,
The cumulative metric in (15) at i =L coincides with the
MLD metric in (12). The above cumulative metric can be
used as the likelihood criterion to determine the candidates
of transmit symbol vectors up to i, i.e, X, ;. X,.

Using this cumulative metric, the transmit symbol vectors at
each step i are selected from the total M_(parameter of

M algorithm) candidates. The parameter i is increased at
each step. The total number of searches in M algorithm
becomes {1+ (L-1)M_}xM™ , where M is the number
of modulation levels. On the other hand, the total number of
searches in MLD in section Il is M™- . By using M
algorithm, the total number of searches are reduced greatly,
because the parameter of L is not included in the
exponent.

To illustrate the M algorithm in the proposed scheme in
detail, we show the case of n, =n; =2, L=3, M =2

(14)

(15)
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( ; f o
H[TXI[TXI|TxL y}' 4,&:{7_ it [RXI[RXT|RxT
| |DatalData|Datal . |Data|Data|Datal
(K) (k+1hk+2 i: (K) k+1hk+2

Tx2|Tx2|Tx2 }' 15 R2[Rx2[Rx2
DatalDat{Data y 4'§YE !' DatalDatalData
(K) Tx2 Rx2 il'| (k) Kk+1Xk+2

t —
\ i=3=L /"\ ..... _

S - -’

k+1)k+2
1

S iz
Based on the transmit symbol candidatesin this region, the receive symbol
replicas in this region are generated and the cumulative metric is calculated.

Fig. 7 Example of transmit and receive blocks (n, =2 ,L=3,M =2) in

M algorithm
Tx1 Tx2
Txl Tx2 Data Data
Data Data (k) (k)
(k+i-1) (k+i-1) 0 0

o
=)

1
1 1 0 o
1 0
0 1
11

Branches for calculating the cumulative path

. metric in the next ste
Survival pathsselected based P

on the cumulative path metric

Fig. 8 Example of path selection in M algorithm (n, =2 ,L=3, M =2,
M, =2)

and M, =2 in Fig. 7 and Fig. 8, as an example for
simplicity.

<Step1> Calculation of cumulative path metric at i =1(Fig.

7)

<Step2> Based on the cumulative path metric at i=1,
M.(=2) survival paths in the tree are selected.
(Fig. 8)

<Step3> By increasing i one by one and repeating the
step 1 and 2, the transmit data symbols with the
survival path having the minimum cumulative path
metric are determined at i=1L.

Using the above mentioned M algorithm, the BER
characteristics of proposed detection scheme, ie., M
algorithm with ISl canceller, is simulated with the
simulation condition listed in Table 11l and is shown in Fig.
9. The delay profile between each transmit and receive
antenna is the same as in Fig. 5.

From Fig. 9, the BER characteristics near MLD are
obtained with the value M_ =16 with less amount of
calculation. Accordingly, we can say that the BER
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Table 111 SIMULATION CONDITION IN FIG. 9

Modulation M-ary FSK (M=4)

Modulation index: h h=0.7

Channel model between Tx
and Rx antenna

Quasi-static Rayleigh fading channel with
equal power 16 paths

Interval of delay Az Ar=T_ /8

Number of antennas MIMO 2x2

Channel estimation Perfect at receiver

Signal separation and

A M-algorithm/MLD with ISI Canceller
equalization

Number of divisions in one

symbol: 2c (T, =2cAt) 2¢ =16
[Transmit block length _
N,T. 4Ts (Ns —4)
Length of ZP (L-DT, =2T,
1.E+00
—&— |S| canceller with
M-algorithm
1.E-01 (Mc=4)

- S| canceller with
M-algorithm
(Mc=8)

P

1.E-02
ISI canceller with
M-algorithm

1.E-03 \
\ \ (Mc=16)
1.E-04 3 \
=>&=|S| canceller with
Full MLD
0 1

0 5 1

1.E-05

5 20
Average Eb/NO [dB] per receive antenna

Fig. 9 BER characteristics of 4FSK (h=0.7) on MIMO 2 X2 multipath
channel

characteristics approaching the MLD are achievable by
selecting the appropriate value of M_.The amount of
calculation of MLD is proportional to M™" , while the one
of M algorithm is M™ . Thus, we can cope with the
channel with large symbol delay time of (L-1)T, and also
can handle the larger modulation level of M .

IV. EVALUATION ON AMOUNT OF CALCULATION IN
MIMO FSK RECEIVERS

The amount of calculation in MIMO MFSK receiver is
estimated through the number of complex additions and
multiplications for demodulating one transmit symbol. In
Table 1V, the numbers of complex additions and
multiplications per one symbol for MIMO FSK detection
schemes are shown, where we set n, =n; and the
approximation of Ng>L is assumed with the
notification of

A=2c(2-3-n; +3), B=2c(2-J-n;)L (16)

Under the condition in Table IV, the comparison of amount
of calculation is evaluated and is shown in Fig. 10. When
comparing the MLD with ISI canceller to the M algorithm
with ISI canceller in Fig. 10, the amount of calculation of M
algorithm with 1Sl canceller is far less than the MLD with
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ISI canceller. Although the FDE with CP is superior to other
two schemes in complexity, the BER characteristic is
inferior to the other two. Considering the moderate amount
of calculation at the receiver and the excellent BER
characteristics, the proposed M algorithm with ISI canceller
will be considered as the best choice.

TABLE IV NUMBER OF COMPLEX ADDITIONS AND
MULTIPLICATIONS PER ONE SYMBOL TO BE
DETECTED
10log, (2¢c-N
FDE with CP 20| 101002 (20N )
+2n,% +2n, -13
MLD with IS e
canceller ALM™" +B
ISI canceller with s 1,2
M.algorithm A-M {1+MC»Z(L +L—2)}+B

TABLE V CONDITIONS FOR EVALUATING THE AMOUNT OF
CALCLATION IN FIG.10

Modulation
Modulation index: h
Channel model between
Tx and Rx antenna
Interval of delay Az
Number of antennas
Channel estimation
Number of divisions in

M-ary FSK (M= 4)
h=0.7
Quasi-static Rayleigh fading channel with
equal power 16 paths
Ar=T./8
MIMO 2x2
Perfect at receiver

1.0E+03

one symbol: 2c 2¢c =16
(T, =2CAt)
Length of ZP or CP 2T,
Transmit  block length N. =8
N.T, s
1.0E+08
‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ 1SI canceller
B L0e with full MLD
8 ° ———
Z*% £ 10408 / et
T >
s > / =+=ISI canceller
8 5 108405 with M-
%E algorithm
Q.
w O 1O0E+04
2=
S g FDE with CP
£
<

1.0E+02

o 2 4 6 8 10 12 14 16 18
M. (Parameter of M algorithm)

Fig. 10 Amount of calculation at the receiver (MIMO2X 2, Az=T,/8)

V. CONCLUSIONS

We have proposed the MFSK receiver structure using M
algorithm with ISl canceller on MIMO frequency selective
channels. Our previously proposed receiver structure
utilized the FDE with CP for signal separation and
equalization before the demodulation of MFSK signal
followed by energy detectors, however the BER
characteristic of FDE scheme with CP was a little bit poor.
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To improve the BER characteristics of FDE with CP, we
have investigated the receiver structure using MLD with ISI
canceller which has the excellent BER characteristics.
Although the MLD with ISI canceller exhibits the excellent
BER characteristics, the amount of calculation at the
receiver, which increases exponentially with the number of
transmit antenna n, and the MLD window size L,
becomes large and is difficult actually to be implemented.
In order to solve the complexity problem, the MLD is
replaced by M algorithm. By selecting the appropriate value
of M algorithm parameter M_, the BER characteristic
approaches the lowest value achievable by MLD. In the
proposed M algorithm with ISI canceller, the receiver
complexity increases exponentially only with the number of
transmit antenna, thus we can reduce the receiver
complexity. Accordingly the proposed receiver can cope
with large delay time of multipath channels. We have
developed the MIMO FSK receiver with low BER and
modest complexity, which will be effective to increase the
transmission rate of conventional SISO FSK channels. As a
future study, the measurement of channel state information
at the receiver will be needed to assess the actual BER
degradation for practical applications.
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Abstract—The combination of MIMO with wideband (WB)
and ultra-wideband (UWB) systems imply many new effects,
which make the conventional channel models developed for
narrowband transmissions to be inadequate for communications
with large bandwidth. In this paper we use the Fourier analysis
of the cross-correlation functions (CCF)s between the space-
time-frequency (STF) transfer functions of two sub-channels
of an outdoor WB/UWB MIMO wireless channel to derive
the power spectral density (PSD) in a stationary scenario. The
assumptions of the stationary scenario transform the MIMO
channel into a Multiple-In Single-Out (MISO) channel and the
PSD is determined when the channel bandwidth is wide or
ultra-wide. The Fourier analysis of the CCF reveals the fact that
the PSD deviates from the U-shaped function, i.e., Clarke/Jake’s
model to a great extent. This deviation is strongly influenced
by the antenna directivity and the channel bandwidth. One
major phenomenon which become stronger when the bandwidth
increases is the frequency selectivity which is obviously larger
in case of UWB channels than in case of WB channels. This
characteristic makes possible the recognition of the type of the
channel for its bandwidth from its PSD only.

Keywords-WB; UWB; MIMO; wireless channel; PSD.

I. INTRODUCTION

The design of high performance wideband (WB) and ultra-
wideband (UWB) multiple-input multiple-output (MIMO)
wireless systems, requires accurate prediction of the impact
of random multipath propagation and reliable MIMO channel
models which take into account the impact of the direction-of-
departure (DOD), direction-of arrival (DOA), time of arrival
(TOA) and the system bandwidth [2], [3].

The cross-correlation function (CCF) of two sub-channels of
an outdoor WB/UWB MIMO wireless channel [1] is used to
determine the Power Spectral Density (PSD) of WB and UWB
channels in a stationary scenario. The mathematical set-up of
the stationary scenario transforms the MIMO channel into a
Multiple-In Single-Out (MISO) channel. We analyzed a sta-
tionary MISO channel as a special case of MIMO channel. The
PSD is derived for outdoor channels, when omnidirectional
and directional antennas are employed at the mobile station
(MS), in a 2D non-isotropic propagation environment. The
CCF expression is based on the space-time-frequency (STF)

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-140-3

Ancuta Moldovan

Cluj Napoca, Romania
Ancuta.Moldovan @com.utcluj.ro

Hamidreza Saligheh Rad
Department of Radiology
UPENN
Philadelphia, USA
hamid.saligheh@gmail.com

Communications
TUCN

channel transfer functions (CTF) which is represented by a
sum of cluster waves over a number of dominant paths . We
derive the PSD using the Fourier analysis of the CCF of MIMO
channels. In the literature are other works which present
results obtained by using the classical approach that applies
the direct Fourier relation between the correlation and the
PSD [2], [3]. The majority of these models employ a specific
geometry for the scatterers around the MS [4], [5], [6]. Based
on this approach each model is just capable to predict the
behavior of that particular propagation scenario [8]. Moreover,
they are not able to investigate the spatial, the temporal, and
the frequency aspects of the wireless channel in one single
model. Alternatively in this paper, we do not assume a certain
geometry to describe the relative distribution of scatterers in
the space. We establish a mathematical relation between the
random time-delay and the random channel-gain associated
with each scattered waveform within each cluster and use
appropriate pdfs for the parameters such as the time-delay,
the DOA and the DOD. As a result the derived PSD is based
on a non-geometry approach, describing the non-isotropic
propagation by using appropriate pdfs for the parameters such
as the time-delay, DOA and DOD. The expression of the PSD
is the Fourier transform of a linear series expansion of a
number of Bessel functions of the first kind. The coefficients
of the expansion of the PSD are described by three categories
of Fourier series coefficients (FSC): a) linear convolution of
the FSC of the antenna pattern, b) the FSC of the azimuth
angular spread and c) the Fourier series expansion (FSE) of
the pdfs describing the non-isotropic environment.

This paper is organized as follows: the 2D channel model is
described in Section 2. In Section 3, the mathematical model
of the CCF it is presented. In Section 4, the PSD equation
is derived and it is numerically evaluated under different
circumstances. Conclusions are presented in Section 5.

II. TWO DIMENSIONAL WB/UWB MIMO MODEL
DESCRIPTION

In this section, we describe the propagation scenario and the
notations used throughout this paper in which superscripts B
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and M indicate the variables at BS and MS sides, respectively.
We also emphasize the differences which exist between WB
and UWB channel models and how these differences are
included in our model.

We consider a moving MS with a constant speed vector
1% (%) and a fixed BS in a 2D non-isotropic propagation en-
vironment where the multipath components arrive in clusters.
The resulted CTF determined by the pth transmitting antenna
element at BS side, the propagation environment and the mth
receiving antenna element at MS side is the summation of the
dominant I paths and L clusters. CTF expression includes the

following elements:

E1) The antenna propagation patterns (APP)s of the pth
and mth antenna of the BS and MS array, Gf (i, w),
GM (©;;,w) give the response of the antenna in terms of
the propagation directions and frequency. These functions
implicitly include the effect of mutual coupling caused by the
neighboring antenna elements. Are all periodic functions of
©F- DOD of the ith dominant path in the Ith cluster from
the BS; and ©M- DOA of the ith dominant path in the Ith
cluster to the MS, with the same period of 27. Therefore, we

represent them by their FSEs as follows:

GOw = Y G Gi= o [ Gew)e e
(D

For the WB channel, it is assumed that the response of
the antenna does not change significantly over the bandwidth
since the relative bandwidth is a small fraction of the central
frequency. UWB antenna patterns are different at different
frequencies and this characteristic should be considered in our
model. In fact this is the main difference between channel
models for WB signals and channel models for UWB signals.
Thus, depending on the signal bandwidth, we will have two
approaches for APP calculation:

k=—c

a) for WB signals, APP is calculated depending on the
central frequency, w;

b) for UWB signals, we calculate the APP depending on
the central freuency and by integrating G (O, w) across all the
frequencies of the transmitted signal.

Table I presents the APPs of two WB/UWB antennas. The
helical (directional) and rectangular (omnidirectional) antennas
are often used for antenna arrays and WB/UWB applications
[7]. The Fourier coefficients of omnidirectional antenna can be
simply given by Gy, = &, where &, is the unit impulse [8]. In
this case, the corresponding coefficients, Gy, vanish from the
expression of the CCF and the channel bandwidth influence
can not be determined. Since in the case of WB and UWB
channels, the bandwidth has a great impact on the channel
statistics, it’s necessary to replace G = J with the Gj of
rectangular antennas which allow us to see the influence of
the channel bandwidth.
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Table I: 2D Antenna propagation patterns

Antenna Type APP, Gy (O,w), VO € [—7,m)

WB JGo - = - h-sin®
Helical antenna UWB m fffLH jGo - 5% - h - sin@dw

. 5in(%<h»5in6)
WB | jGo—fame
. i i»h-sin@)

Rectangular UWB | —1— [ e sm(&?f%dw
antenna (fa—fr) ' fr 5 h-sin®©

w is the channel center frequency, fr, fr are the upper
and lower frequencies of the UWB channel bandwidth, the
parameter h is proportional with the size of the antenna and
G is the real and positive constant antenna gain that varies
for each antenna.

Figure 1 shows the FSCs of the propagation patterns for WB
and UWB antennas when h = . In the case of WB channels

2
the antenna size is considered at the frequency f = &= =24

GHz and for UWB channels we calculated the ante21;rna size
at f = % = 10.6 GHz. We observe that for these antennas,
the value of Gy, is considerable only for a limited number of
coefficients.

h=c/2f h=c/2f

1o 5 0 5 10 "0 5 0 5 10

(a) WB Helical antenna (b) WB Rectangular antenna

h=c/2f h=c/2f

0.6

04

0.2

o . | I

o 5 0 5 10 ©30 5 0 5 10
K K

(c) UWB Helical antenna (d) UWB Rectangular antenna

Figure 1: Normalized Fourier Series Coefficients for WB-

APPs and UWB-APPs, G with antenna size: h = %

max; |G|’ 2f"

E2) The PDF of the propagation directions, fZ (©7) and
M (6M), characterizes the non-isotropic environment. One
candidate for the pdf of the non-isotropic AAS called Laplace
distribution is presented in [9]. Another distribution which
characterizes the non-isotropic environment is the von-Mises
pdff5]. Since these pdfs are periodic functions with period 27,
in Table II we represent them by the Fourier series coefficients
(FSCs):

1

+o0
fo (®)= > Fpel*®, Fi =5

’ fo (©)e7*®
)

The von-Mises pdf is strongly influenced by the parameter n
which determine the order of the channel non-isotropy. In other

k=—o00
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words n controls the width of DOA of scatter components. The
values of n can be chosen between n € [0, 00). When n = 0,
form (©) = %T this is equivalent with isotropic scattering.

Table II: Non-isotropic AAS and corresponding Fourier series
coefficients

PDF fo (©), VO € [—7, ), Fr
—7\/5@’
Laplace fo () =<
E,M e@_ejzlm
Fr = 27 (—2+jv2ko)
: [n*cos(O—p)]
von-Mises fo (9) 27 Jo(n)
Ji(n)
Tk = Jotd

When n — oo, foum (©) = 0(© — ), the propagation
environment is considered extreme non-isotropic scattering
concentrated at © = p, where u € [—m, ) is the mean DOA
at the MS. For large n, say n > 3 we have a typical non-
isotropic environment [10]. When FSCs are determined the
parameter n appears as the argument of the Bessel functions,
where Jj, (+) is the modified Bessel function of the first kind
and Jo (-) is the zero-order modified Bessel function.

Figure 2 compares the FSCs of Laplace and von Mises
pdf (at the MS). For the von-Mises distribution, FSCs are
presented when the propagation environment has two different
orders of non-isotropy.

Figure 2: Fourier series coefficients for different AAS pdfs,
to approximate Laplace and von-Mises distributions (with
different orders of non-isotropy n = 3, 10) determined to have
a good match to the real pdf for the non-isotropic propagation

Comparing the distributions in Figure 2, we see that the
necessary number of FSCs for the Laplace pdf is larger than
the necessary number of FSCs for the von-Mises pdf. One can
observe that the required number of the FSCs increases when
the non-isotropic characteristic of the propagation environment
becomes more pronounced.

E3) The most significant effect for WB/UWB channels
is the different attenuation that the sub-bands undergo. This
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phenomenon is known as frequency selectivity.

In our model the frequency selectivity of the radio channel
is characterized by the term (“22)", where wp,, is the signal
bandwidth wy, = wy — wyr, , wr, and wy are the lower and
the upper frequencies, w is the central frequency. n depends
on the geometric configuration of the objects which produce
signal’s diffraction. Depending on the geometric configuration
of the objects, 1 can take the values: -1 (diffraction by corner
or tip), 0.5 (diffraction by axial cylinder face), 1(diffraction
by broadside of a cylinder).

E4)The it" path (of the Ith cluster) propagation delay, Tpm, i
is decomposed into three components [8]: one component
which represents the delay depending on the distances between
BS and MS, and another two components which vary as a
function of the local coordinates of BS and MS:

B M
Tpm,il = Til — (pril T Tm il) )
BpB aM
B A ap ®il . M A m @ 4
Tp,z’l - c ’ m,il c ( )

where 7;; is the delay between local coordinates OB or OM,
le, n]ﬁ ,; Tepresents the propagation delays from antenna a?
to aM located in their corresponding coordinates OZ or OM.
T; is the cluster arrival rate and is considered to be constant
in time. ©F is the unity vector pointing to the DOD of the
i x [th dominant path from the BS and ©}/ is the unity vector
pointing to the DOA of the 7 x /th dominant path to the MS.

ES) When modeling narrowband channels, it was adequate
to define the path gain depending on the path time-delay [8].
This is not sufficient for WB/UWB MIMO channels where the
frequency selectivity phenomenon influences the gain of the
channel. In the ray based propagation models which can be
applied to signals transmitted at high frequencies range, like
WB and UWB signals, can be assumed that one propagation
path has DOA and TOA that does not depend on frequency,
but has a frequency dependent complex path gain. In our
model the multipath gain is expressed as the extension of Friis’
Transmission Formula [11]: gpp i = ST

E6) Assuming plane wave propagation the path phase
shift, 1,,p 41, can be accurately approximated by ;. This is
absolutely a function of the distance between the BS and the
MS and on the signal frequency, and not a function of the
position of different antenna elements in their coordinates [8].
The term v¢; = ¢y — w (7 + T;) characterizes the phase
shift depending only on the distance between the BS and
the MS and the signal frequency, and not a function of the
position of different antenna elements in their coordinates
[12]. ¢y ~ U [—m, ) and illustrates the phase contribution
of surrounding scatterers. We express the path phase shift in
the form e (®i—w(Tu+T1))

When putting together the elements described in E1-+-E6,
the CTF has the following expression:

o (120) = (£22) 357G (68:0) G (610
=1 1=1
X Gpm Z_lej(tbiz—w(Tu-‘rTl)—uth—w‘m—wﬂ) (5)
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In the resulted CTF each [ cluster, and implicitly each
wave, is associated with a path attenuation gain, gp, 1, a path
phase shift, 1;;, a time-varying delay, 7, ;1. The Doppler shift
of the ith received wave, within the [th cluster, is represented
by Wy = 2VTON where V and c are the MS velocity vector
and the speed of light, respectively.

III. TWO DIMENSIONAL CROSS-CORRELATION FUNCTION
OF WB/UWB MIMO CHANNELS

The CCF expression of the TFs, hyy, (t1,w1) and
hgn (t2,ws2), of two arbitrary sub-channels of a MIMO channel
is the result of the following definition:

2 E [hpm (t1,w1) iy, (t2,02)] (6)

In the CCF expression are three dimensions: space, two
pairs of antenna elements (p, m, ¢, n), time (¢1, t2), and cen-
tral frequencies (w1, ws). According to these three dimensions,
we call it STF-CCF. The expectation operation is performed
over all introduced random variables. In the presence of
enough number of multi-paths by invoking the central limit
theorem the TF can be considered a Gaussian random process.
Therefore, the above second-order statistics fully characterize
statistical behavior of the channel.

By replacing (5) in (6), regrouping dependent and indepen-
dent random variables, using the elements described in E1-E6
and the results presented in [1] the CCF results in the following
expression:

Rpm,qn (tla tg, Wi, WQ)

(walwwa)n
(wiwa)" (4wiwa)
X P, (j (w1 — w2)) 27N (j (w1 — w2)) B (j (w2 — wi))
X {W( pq’gfk (w1) @ gfik (w2)®}—k )
X W (dh! .Gl i (1) @ Gy (wo) @ FRT) } (7

@a () @

Rpm,qn = (tla ta, w1, (“‘-)2)

where

W(d, Hy) £ 2m > jrelbein,

k=—o0

d;? = u)1dB dB £ 2d d *wlaf fwgaf
dyl 2w (apl —tV), dM 2wy (M —t,V)
dy 2 (waty —wity) V + (wiap — wa)))

(), and F{ are the k™ FSCs of the APP and the

AAS in the corresponding coordinates, respectively. J, (u) =
ﬁfo el (ke+ucos®) ¢ is the k'"—order Bessel function, ®
and || denotes linear convolution and the Euclidian norm,
respectively.

The norm of the separation vectors dB m,n Tepresent
shifted distances between between wja and wgaB at the
BS, and between wq ( Ay t1V) and wo ( M _ t2V) at the
MS respectively. Large distances often result in less STF
correlation as the Bessel functions asymptotically decrease.
Parameters d(:)' contain space, time, and frequency separa-

tions between hpm (t1,w1) and hgy, (t2,w2).

dlb[
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IV. TWO-DIMENSIONAL POWER SPECTRAL DENSITY OF

2D WB AND UWB MISO CHANNELS

We analyze the CCF derived in equation (7) in the frequency
domain in order to see the temporal variations of the wireless
channel. This analysis corresponds to the stationary scenario
when wy; = wys = w and m = n = 1. This is the case MISO
system. From Zd}, = ZV + £ (t2 — t1) we get:

Wi B
2% oz "V (g

M)

Ry, (t1,to,w,w) =7
X Z jkejkl\/ (g{\?k (wl) 39 gi]\/ljk (w2) ® ]:éV[)

k=—o00
<y (w(tz —t) |V|>
C

Using the Fourier transform of .J;, (u), the Fourier transform
of the CCF derived for stationary case versus the time-
difference index, At £ ¢y — ¢; results in the following
equation:

€))

e TINAIR 1 (tr, b, w,w) dAE

Rp1,q1 (A,w) £ /

— 00
w2t T
— b M B
2w27;u+2w (dqm’ Hy, ) V|

cA

o0 T
x Yy (VG () @ G, ()egffﬂ’g(v“J2<1m
1= (i)

where HY £ GB (w) ® ¢P*, (w) ® FP and A is a
frequency variable in the 1nterval 2V < A < 2|V
Note that Rp1q1 (A,w) = 0 for all Al > “;|V| The
Chebyshev polynomials form a complete orthogonal set on
the interval —1 < u<l, with respect to the weighting function
ﬁ. Therefore, any bandlimited CCF (on the interval
—21V] < A < 2|V]) can be expanded in terms of Chebyshev
polynomials as shown in the above expression.

In the following, R (A)is the last term in 10, and repre-
sents the impact of the non-isotropic environment, the APP,
and the direction of the MS speed:

k=—o0

RM(A) & > &MV (GY (w) @ G (w) @ FY)
k=—o
T cA
% M (11)

2
cA
1= ()

The term RM (A), is a PSD that represents the channel
variations caused around or by the MS.

In Figures 3 and 4, this PSD is depicted for WB signals
depending on the central frequency f = 2.5GHz and for
UWB for the bandwidth 3.1 = 10.6 GH z, depending on the
following elements:
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i) the non-isotropic propagation environment around the MS
is represented by Laplace and von-Mises distributions,

ii) the WB and UWB antennas employed at the MS side
are represented by the helical and rectangular APPs,

iii) the direction of the MS speed is on the positive x-axis
or the positive y-axis direction.

Analyzing the presented results we observe that three of the
most important parameters which influences the PSD shape
are APPs, the pdf of the propagation directions, the mobile
speed direction and the channel bandwidth. The following
observations can be formulated:

o For both WB and UWB channels, the maximum Doppler

shift is <[V (i.e., RM (A) =0, if |A| > 2IV.

o These results are consistent with the results proposed
in [8], [13], [14]. In [8] it is presented the PSD of a
narrowband channel in non-isotropic 2D propagation. The
results presented in this work are similar to the PSD
shape we obtained for WB channels. Between our results
and the results presented in [8] there are similarities
regarding the U-shape of the PSD but there are also
differences determined by parameters characteristic to
wideband channels like frequency selectivity, higher cen-
tral frequency and APPs typically used for these types of
channels. Comparing the PSD obtained for WB channels
with those obtain for UWB channels, and even with those
obtained for narrowband channels in [8] we can conclude
that the channel bandwidth has a great influence on the
PSD shape. When the bandwidth increases the channel
frequency selectivity also increases and larger variations
can be observed over the PSD anvelope. The increased
frequency selectivity is obviously larger in case of UWB
channels than in case of WB channels. This feature offers
the possibility to recognize the type of the channel for its
bandwidth from its PSD only.

« It is clear that the majority of incoming/outgoing waves
do travel in nearly horizontal directions and when the
APP is directed along the vehicle motion the PSD has an
asymmetrical shape. This is what it can be observed in
our results: in Figure 3 when MS moves in the positive
direction of the x-axis the PSD is larger at positive A than
at negative A. This phenomenon is the consequence of
the interaction between the beam of the antenna pattern,
the direction of the MS speed, and the distribution of the
propagation directions around the MS. This asymmetry
of the PSD, is also determined by the Doppler spectrum
which concentrates towards positive frequency axis.

o In Figure 4.4 all the PSD curves are symmetrical around
the axis A = 0, because the pdf of the path directions
and the APPs are symmetrical around OM = (, and are
perpendicular toward the speed direction.

o Generally speaking the PSD resulted for WB channels is
less fluctuating than the PSD resulted for UWB channels.
These fluctuations in the shape of the PSD of WB/UWB
channels is the consequence of the frequency selectivity
which increases with the signal frequency and signal
bandwidth.
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Figure 3: PSD of WB channels, MS moves in the positive
direction of the x-axis (a,b) and y-axis (c,d), two antenna types
employed at the MS, non-isotropic propagation (Laplacian or
von-Mises distributed) and isotropic environment (uniformly
distributed).
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Figure 4: PSD of UWB channels, MS moves in the positive
direction of the x-axis (a,b) and y-axis (c,d), two antenna types
employed at the MS, non-isotropic propagation (Laplacian or
von-Mises distributed) and isotropic environment (uniformly
distributed) .
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V. CONCLUSION

In this paper, we investigated the impact of the non-uniform
distribution of scatterers along with the non-omnidirectional
APPs on the PSD for a 2D-WB/UWB MISO channel. The
PSD is the result of the Fourier analysis of the CCF in a
stationary case. It was observed that the PSD deviates from
the U-shaped function, i.e., Clarke/Jake model. This deviation
depends on the AAS, the employed antennas, and the direction
of the MS speed. The results also prove that the range of
frequencies over which the channel operates as well as the
channel bandwidth have a great impact on the behavior of
these characteristics.
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Abstract—Conventional blind beamforming algorithms have
no direct notion of the physical Direction of Arrival angle of an
impinging signal. These blind adaptive algorithms operate by
adjusting the complex steering vector in the case of changing
signal conditions and directions. This paper presents Angular
CMA, a blind beamforming method that calculates steering
angle updates (instead of weight vector updates) to keep
track of the desired signal. Angular CMA and its respective
steering angle updates are particularly useful in the context
of mixed-signal hierarchical arrays as means to find and
distribute steering parameters. Simulations of Angular CMA
show promising convergence behaviour, while having a lower
complexity than alternative methods (e.g., MUSIC).

Keywords-blind beamforming; CMA ; hierarchical arrays

I. INTRODUCTION

Adaptive beamforming algorithms operate by adjusting
the beamformer steering vector in the case of changing
signal (conditions and) directions. A subclass of these adap-
tive algorithms is the subclass of the blind beamforming
algorithms. These algorithms use structural properties of
the desired signal as a reference to calculate appropriate
weight adjustments and have no direct notion of the physical
Direction of Arrival (DOA) angle of this signal [1].

Existing blind beamforming algorithms operate on all
antenna inputs and update the entire complex steering vector.
However, in mixed-signal hierarchical arrays this situation
is different. Here, beamforming is performed on multiple
levels, partly analog and partly digital. Spatial interference
is already being suppressed by the analog beamformers
before the signal is being digitized [2]. These analog beam-
formers decrease the dynamic range of the input signals to
the Analog-to-Digital Converters (ADCs), therefore require-
ments for the ADCs are lowered. The remaining interference
can be further suppressed or nulled in the digital domain.
Within this layered architecture, a classical digital blind
beamforming algorithm has merely the results of the analog
beamformers available and can only update its own digital
steering parameters. However, for deterministic steering of

Supported through STW projects: CMOS Beamforming (07620) and
SeaSTAR (10552).
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the complete hierarchical system a novel adaptive algorithm
is required that can efficiently track a desired signal and
distribute steering parameters throughout the complete array.

This paper presents a modified blind beamforming algo-
rithm that senses the presence of mispointing and calculates
the required steering angle updates (instead of weight vector
updates) to keep track of the desired signal. The desired
steering angle can now be calculated at the digital level of
the layered architecture and thereafter distributed to both
the analog and digital beamformers. This approach is based
on the conventional Constant Modulus Algorithm (CMA)
algorithm, but since it operates on the steering angle instead
of the steering vector, it is called Angular CMA.

Both CMA and Angular CMA use the Constant Modulus
(CM) property of the received signal as a reference to
calculate appropriate weight adjustments. The search space
of CMA constitutes of all complex weights that make up the
steering vector [3]. However, in Angular CMA this search
space is reduced to a single steering angle.

Beamformer

Linear .
Phase Taper

Analog
beamformer,
localisation
algorithm ...

Angular \
CMA

Adaptive beamformer

Figure 1. Angular CMA based adaptive beamformer.

This work describes Angular CMA in the context of a
simplified (non-hierarchical) array architecture that is shown
in Figure 1. Herein, Angular CMA operates on narrowband
signals received by an N-element Uniform Linear Array
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(ULA). The output of the ULA at each sample instant is
a vector of N quadrature baseband samples and is indicated
by Z. A changing DOA angle affects the antenna data Z.
Traditional CMA compensates for these effects by updating
the steering vector w directly. Angular CMA first calculates
the desired steering angle 6 and uses a Linear Phase Taper
(LPT) to find . As shown in Figure 1, the steering angle
6 can also be used for steering analog beamformers and for
applications that require a notion of the physical DOA angle.

A basic classification of adaptive array algorithms can be
found in Section II, followed by a concise description of
CMA in Section III. Thereafter, the derivation of Angular
CMA is given in Section IV. Section V compares simulation
results of Angular CMA and traditional CMA with as
main point of comparison their convergence behaviour. The
computational complexity of Angular CMA is discussed in
Section VI. Advantages and disadvantages of Angular CMA
are discussed in Section VII. Finally, a short overview of the
most significant results and future work is given in Section
VIIL

II. RELATED WORK

Adaptive beamforming algorithms can be categorized in
three classes: temporal reference, spatial reference and blind
beamforming algorithms [1]. Temporal reference algorithms
use training sequences in the received signal to calculate
adjustments for the array steering vector. These algorithms
can only be used in case training sequences are available
and therefore their use is limited. We aim for a more generic
solution, e.g., to track Digital Video Broadcasting Satellite
(DVB-S) signals.

Spatial reference algorithms are based on the spatial
correlation characteristics of the received antenna signals. A
major application of these algorithms is DOA angle determi-
nation of the impinging signals. Some methods in this class
are: Multiple Signal Classification (MUSIC), Estimation of
Signal Parameters by Rotational Invariance Techniques
(ESPRIT) and Maximum Likelihood (ML) based techniques
[4][5][6]. Typically spatial reference algorithms have a high
computational complexity.

Blind beamforming algorithms, also known as blind de-
convolution algorithms, perform adaptive inverse filtering
in an unsupervised manner [7]. In this paper the CM
property of the received signal is exploited to perform blind
deconvolution. Originally, this idea was proposed by Godard
[8]. Independently of Godard, a special case of this idea
was published by Treichler and Agee [9]. They named
their algorithm the Constant Modulus Algorithm (CMA).
The algorithms from Godard and from Treichler and Agee,
minimize a nonconvex cost function by adapting complex
weights. In contrast to adapting all complex weights this
work introduces a special case of CMA that directly acts on
the array steering angle.
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III. CONSTANT MODULUS ALGORITHM (CMA)

CMA penalizes deviation of the beamformer output from
a constant modulus. The cost function J is defined as
the expected deviation of the squared modulus beamformer
output y with respect to the constant Ry [7]:

J = E{(lylk)* = R2)*} (1)

Herein, k£ is an index for different sampling instants
and ‘E’ represents expectation. Ry is chosen such that the
gradient of J is zero when minimum costs are reached and
is written as: . 4

y = ElllHl) o
El|z[k]|"]

For an ideal normalized CM beamformer output the con-
stant Ry is equal to one. Therefore, in our further analysis
of CMA and in the derivation of Angular CMA the constant
R> is assumed to be one. The cost function J is illustrated
in Figure 2.

Minimum costs are reached when the beamformer out-
put y has unit modulus. The beamformer output can be
expressed as w!7#. The aim of CMA is to minimize .J by
altering w. A stochastic gradient descent technique can be
used to attain this goal. The gradient of .J with respect to
is found as follows:

7= E{(wf 17} ®)
Vol =2 E{(yf = 1) - Va(#"e’ -1} @
Vo =2-E {(\yﬁ 1) V(@ zzHa - 1)} )

Continue using the fact that #Z'¥ is a Hermitian matrix and
V z0H AW = 2 AW holds for every Hermitian matrix A [10]:

VU;J:4~E{(\y|271)~fszﬁ} ©6)
Val =4-E{(yf = 1) - y'7} ©)

Based on Equation 7 the minimizer for the stochastic
gradient descent version of CMA is found:

@l + 1] = @[k] — o (k][> — 1) - Y[R3k ()

Herein, ;o absorbs the factor 4 and determines the conver-
gence speed.
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Figure 2. Surface plot of the CMA cost function (Rg = 1).
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IV. ANGULAR CMA

The previous section mentions that the CMA minimizer
is found by expressing y in Equation 3 as w" &, followed by
derivation of the gradient of J with respect to w. Angular
CMA is constructed by expressing y in Equation 3 as
wW(0) 7, followed by derivation of J with respect to 6.
The term w(0) is called a Linear Phase Taper (LPT) and
is explained in the next section. Successively, the error-
performance surface and the derivation of Angular-CMA
minimizer are discussed.

A. Linear Phase Taper (LPT)

A LPT is a linear phase variation across the array aperture,
which produces a beamshift of the main beam without any
change in sidelobe structure [11]. Figure 1 shows that given
a desired steering angle 6 the LPT calculates the required
output steering vector . If one of the outer array element
acts as a phase reference then the LPT for an N-element
ULA can be written as:

w(0) = e F=10...(N-1)F )
With ¢(6) defined as:
6(0) = j2m - dsin(6) (10)

A

Herein, d represents the spacing of the antenna elements and
A the wavelength of the desired signal.

B. Error-performance surface

The dependence of the cost function J on the weights
w is called the error-performance surface [7]. For CMA
this dependence is an (N + 1)-dimensional surface with
N degrees of freedom, where N is the number of antenna
elements. In the case of more than two degrees of freedom
such a surface is hard to visualize.

The error-performance surface of Angular CMA is two-
dimensional with only one degree of freedom (the steering
angle ). Therefore, its error-performance surface can be
visualized using a two-dimensional plot. Mathematically,
this surface can be written as:

2
)H zZl = 1)2
1D
Herein, the expectation operator ‘E’ is dropped because
noiseless antenna data is taken for plotting.

Figure 3 shows the error-performance surface of Angular
CMA for a % element spacing and signals arriving from
broadside (8 = 0). The surface is drawn for a two-, four-
and eight-element array. For all three array configurations
holds that a steering angle 6 of zero degrees has the lowest
costs. This behaviour is expected because the signals arrive
from the broadside direction.

Note that, based on Figure 3 (and Equation 11), the error-
performance surface of Angular CMA has the appearance of

j2m-dsin(0) -
S w— n

J(0) = (J@0)"7)" = 1)* = ([(e
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Figure 3. Error-performance surface of Angular CMA.

a vertically flipped beam pattern. An increase in the number
of antenna elements results in a smaller angular range where
convergence to the global minimum can be guaranteed. This
region corresponds to the Inter-Null Beamwidth (INBW) of
an array pattern. The INBW is defined as the difference
between the nearest two nulls around a given angle [1]. If
this given angle is the center of the main beam then the
INBW can be expressed as follows:

INBW = 2sin"'(\/(dN)) (12)
A

Thus, for an eight element array with £ element spac-
ing Angular CMA has a convergence region width of
2sin™' (1) ~ 29°.

DOA estimation algorithms, such as MUSIC, can be used
to provide an initial steering angle for Angular CMA [4].
The accuracy of this estimate should be within the angular
range of Angular CMA that provides convergence to the
global minimum.

C. Derivation of the minimizer

The minimizer of Angular CMA can be found by express-
ing y in Equation 3 as ()7 % = (e®(V)7)H 7, Thereafter,
the first derivative of J with respect to 6 is determined:

2

J(0) = B{(|(e* @)1z~ 1)?) (13)
g _ 2 ﬁ ANH z2H ¢
%QJ—E{M 0 a;«e JTEF e~ 1)} (14)
— J = 2_ 1y, E(pH bR~ TN 2
89J =2E{(ly|" - 1) 89(35 e’ (e M) = 1)} (15)

Continue by writing e® ™ (e~? )T as matrix B:

0 tipo

1 e e(j)'(nO*anl)

B - . 1

ed(nn-1-no) 1

T = 2B{(yf 1)

00 (16)

7)
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The derivative of J with respect to 6 is written in Equation
18. Note that ¢ is dependent on 6.

0 S S
207 = 2B{(jy|* - 1) - (" B'(0))} (18)
Where B'(6) = %B(G) can be written as:
0 <o (g —nn_1)p em0TPN-1)
; 0 ;
(nN—1 — no)¢ e*N=-17"0)¢ 0
19)
Herein, ¢/(0) is 2 6(0):
27 - d cos(6
¢'(0) = j2m - dos(6) (20)

A

The use of an instantaneous gradient estimate of Equation
18 yields the following algorithm:

Ok + 1] = 0[k] — p(ly(k][* — 1) - (k] " B'(6[K])Z[K))
2D

Herein, the value 2 is absorbed in the convergence factor (.

V. SIMULATION RESULTS

In this section, the convergence of Angular CMA is ex-
amined by looking at the cost and Mean Square Error (MSE)
behaviour during adaptation. Simulations are performed for
both Angular CMA and traditional CMA to provide means
for comparison.

For simulation the adaptive beamformer architecture pre-
sented in Figure 1 is implemented. An eight element ULA
with % element spacing is assumed. The baseband samples
are Quadrature Phase-Shift Keying (QPSK) modulated and
have a Signal-to-Noise Ratio (SNR) of 16 dB. Note that
QPSK signals possess the CM property, which is required
by both Angular CMA and CMA.

A. Learning curve

The performance of an adaptive algorithm is often studied
by looking at the ‘learning curve’ of the cost function J. As
mentioned in the theoretical analysis, an eight element array
running Angular CMA should be able to converge to the
correct array steering angle if the initial steering angle stays
within the 29° wide convergence region. Validity of this
statement is checked in simulation. This is done by setting
the DOA angle to broadside (0°), while having the initial
steering angle set to one of the extremes of the convergence
region (0° £ 22—9 ~ +14°). Figure 4 shows that Angular
CMA rapidly convergences to the correct steering angle and
consequently minimizes the costs.

The previous simulation uses a convergence factor p of
5-1072, in contrast to 5 - 10~2 typically used for CMA.
Angular CMA is still robust with a large convergence factor,
because the gradient descent ensures global minimization if
the steering angle is initially within the convergence region.

In an attempt to compare the convergence properties of
Angular CMA and CMA, the cost behaviour of CMA is
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Figure 4. Convergence behaviour of Angular CMA (u = 5-1072).

plotted in Figure 5 using the same simulation parameters
as in Figure 4. Clearly, CMA takes more samples to con-
vergence than Angular CMA. The rapid convergence of
Angular CMA is caused by its drastic search space reduction
from N complex weights to one real value. A theoretical
analysis on the convergence properties of Angular CMA and
choosing the factor y is beyond the scope of this paper.
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0 100 200 300 400 500 600 700 800 900 1000
Sample
Figure 5. Convergence behaviour of CMA (1 =5 - 10~2).

B. Mean Square Error (MSE)

A common method to evaluate an equalizer is to deter-
mine the MSE of its output signal (predetection error). Both
CMA and Angular CMA do not correct phase offsets in
the beamformer output signal. This phase blindness should
not affect the MSE of their output signals, therefore the
following method is used to calculate the MSE:

MSE 2 min B{|@[k]" (k] — s[k]|"}  (22)
Herein, s[k] represents the (noiseless) transmitted signal
at sample instant k. This unconventional method of MSE
calculation is introduced by Treichler and Agee [9].
Estimates for the MSE of the CMA and Angular CMA
outputs can be seen in Figure 6. The estimates are based on
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Figure 6. MSE comparison (1 = 5 - 1072).

the same scenario as in the previous simulation. The results
are smoothed by a moving average filter to reveal trends.

Figure 6 reveals that the MSE for both algorithms drop,
as expected, on the same time scale as the costs in Figure 4
and Figure 5. Interestingly, the MSE level of Angular CMA
after convergence is below that of CMA.

VI. COMPLEXITY ANALYSIS

A short analysis on the complexity of Angular CMA
is given to assess scalability and implementability. The
computational complexity of Angular CMA is compared
with that of CMA and MUSIC. MUSIC is included in
the comparison because it provides DOA estimates of all
impinging signals. Therefore, repeated execution of MUSIC
could be used for tracking. However, this requires a method
to identify the DOA of the desired signal out of all angles
found by MUSIC.

The computational order of complexity of the algorithms
is determined by counting the number of complex Multiply-
Accumulate (MAC) operations. The complexity of Angular
CMA is determined based on Equation 21. Calculation of
matrix B’(6[k]) is kept out of the complexity analysis since
we expect that, by exploiting its Hermitian symmetry, this
can be done very efficiently. Therefore, not taken calculation
of B'(0[k]) into account, the order of Angular CMA is
dominated by the matrix-vector multiplication B’(6[k])Z[k]
and is for that reason ©(N?). Herein, N is the number of
antenna elements.

The stochastic gradient descent version of CMA, often
referred to as Stochastic Gradient CMA (SG-CMA), is of
order O(N) [12]. MUSIC is computationally much more
expensive with a complexity of order ©(N?) [13]. Thus, the
complexity of Angular CMA is in between that of CMA and
MUSIC.

VII. DISCUSSION

The reduction of the CMA search space from N complex
weights to a single steering angle has certain important
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implications. The main advantages and disadvantages of
Angular CMA are discussed in this section.

Traditional CMA is attractive for application in array
architectures because of its insensitivity to array imperfec-
tions [3], low complexity and because training sequences
are not required. Since Angular CMA controls steering by
distributing only a single steering parameter, it can not
correct for small array imperfections.

Despite the fact that a single steering parameter cannot
cope with array imperfections, it is advantageous in systems
where the dynamics of the source can be expressed by a
Linear Time-Invariant (LTI) system. When dealing with such
a system the notion of a physical DOA angle can be input to
a state estimation technique, such as the Kalman filter [7].
Erratic behaviour in the steering angle can then be corrected
and most likely the update rate of Angular CMA can be
further reduced.

CMA minimizes the effect of interferers by placing nulls
at their respective DOA angles. Angular CMA is restricted
to array responses that can be generated by a LPT. There-
fore, it cannot place nulls as CMA can. Nonetheless, after
correct convergence of Angular CMA, exact numbers on the
suppression of other directions can be given. These numbers
are found by evaluating the LPT array response based on the
steering angle output from Angular CMA. In hierarchical
arrays exact directivity properties for each array level ease
design choices for the aggregate structure.

VIII. CONCLUSION AND FUTURE WORK

Angular CMA, a modified version of CMA, is presented
in this work. The algorithm calculates steering angle updates
to keep track of the desired signal. Within the context
of hierarchical arrays it provides a means for efficiently
tracking and distributing steering parameters. The cost be-
haviour of Angular CMA is compared with that of CMA.
Angular CMA provides faster convergence and a lower MSE
floor. The complexity of the algorithm is of order O(N?).
Compared to the complexity of other methods for steering
angle calculation (e.g., MUSIC), our method is favorable.

Angular CMA is investigated within the context of a
simplified non-hierarchical beamformer. Further research
should look at the applicability of the algorithm in a hier-
archical setup in simulation and in practice. The algorithm
cannot correct for small array imperfections. Whether these
influence the convergence of Angular CMA should be
examined. Our current work is focused at extending the
angular convergence region by exploiting other optimization
techniques and incorporating other cost functions to deal
with phase blindness [14].
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Abstract— In traditional wireless networks, link layer metrics
used to trigger handover are mainly signal quality based, such
as Received Signal Strength (RSS). While signal quality is one
major reason for poor performance in traditional wireless
networks, WiFi networks are special in that there is another
major reason for poor performance, which is collision. While
there exist some metrics to reflect collisions and trigger
handover when necessary, such as channel load, this paper
explains why these existing metrics, such as channel load,
cannot capture the actual collision situation in the network and
that one station is experiencing. Based on this observation, this
paper proposes a new metric, called station collision
probability, as an additional handover trigger metric, and
develops a prediction algorithm for this metric. Specifically,
for WiFi networks, station collision probability is the
probability that a packet being transmitted by a station incurs
a collision. A prediction algorithm is developed for station
collision probability on unlicensed WiFi networks, which takes
the number of collisions between two successful transmissions
on the channel as the measurement and predicts the station
collision probability by solving a developed equation. The
algorithm does not require the station to send any traffic, and
applies to real time decisions, including predictive handover
decisions to initiate and prepare the handover to reduce
latency and service interruption for the end-users. This paper
focuses on defining an optimal collision estimation algorithm
and the simulation results validates that the algorithm predicts
station collision probability and adapts well to the change of
network traffic. The predicted station collision probability can
then be integrated with the existing signal quality based trigger
metrics to trigger handover, which is beyond the scope of this
paper and will be the next steps.

Keywords- predictive handover trigger; station collision
probability; WIiFi networks; intra- and inter-technology
handover.

l. INTRODUCTION

In wireless networks, handover is one of the key
approaches to ensure user experience and network
performance. From user perspective, a user may request
handover when it cannot receive quality services from its
current access point (AP). From network perspective, an AP
may request a group of users to perform handover to balance
load. This applies to both homogenous and heterogeneous
networks.

Figure 1 illustrates a typical handover architecture based
on IEEE 802.21 [1], which is a standard that focuses on
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media-independent handover (MIH) method and procedures.
The first step in this architecture is link layer trigger, which
is also the focus of this paper. The objective of link layer
trigger is to provide algorithms to trigger handover when link
is not “good”, viewed from data link layer and below. The
link layer trigger is then followed by network selection and
handover execution.

Handover
execution
y

Network
selection
A

Link layer
trigger

Figure 1. 802.21 based handover architecture.

Link layer trigger consists of the following three portions:
1) trigger metric selection; 2) metric estimation/prediction;
3) metric based trigger algorithm. This paper focuses on the
first two: handover trigger metric selection and
estimation/prediction. Essentially, this paper considers
predictive link layer handover triggers whose purpose is to
allow early handover initiation and preparation so that the
handover latency and service interruption time can be
reduced significantly.

In traditional wireless networks, signal quality related
metrics, such as Received Signal Strength (RSS), are
typically the metrics of choice used in conventional
handover algorithms. Gregory [2] reviews conventional
trigger algorithms based on RSS, where RSS used is
averaged RSS. Alexe, Vijayan, Zhang, et al. [3][4][5]
provide analysis on the handover performance based on
these algorithms. Zonoozi et al. [6] further optimizes the
parameters including the hysteresis level and signal
averaging time.

Signal quality related metrics, such as RSS, captures how
good the physical channel is, and gives limits on the max
data rate the station can receive, which is directly related to
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the station performance. In addition to signal quality, there
is another significant aspect that directly impacts station
performance, that is, how much time a station can effectively
utilize the physical channel. The latter is especially
important for WiFi networks due to its nature of contention-
based MAC, where stations under one AP compete for
channel access.

One example of the importance of the latter with respect
to station’s performance is that, in a WiFi network, even
when a station is close to an access point (AP) and the
signal quality is excellent, if the network is highly
congested, the transmissions from this station will incur
collisions coming from other competing stations with high
probability. These collisions result in not only packet losses,
but also additional backoff stages. All the collision slots
and backoff slots are not actually utilized by the station, in
that either the transmissions from the station incur collisions
and fail (collision slots), or there is no transmission from the
station at all (backoff slots). The only effective slots are
those that contain successful transmissions. Apparently in
this scenario, the time when the station can effectively
utilize the physical channel is limited. As a result, although
the signal quality is excellent and the channel is excellent,
the station  experiences significantly  deteriorated
performance such as low throughput and high delay.
Accordingly, in such scenarios, the station should search for
handover opportunities, either to another AP within the
WiFi network, or to a base station (BS) of another network
such as a WiMAX BS.

This paper focuses on the latter aspect, that is, “how much
time can a station effectively utilize the physical channel .
Specifically, in addition to existing signal quality related
metrics, this paper proposes to use station collision
probability as a metric to trigger handover from WiFi
networks. Station collision probability of a station is defined
to be the probability that a packet being transmitted by the
station incurs a collision. This probability is the same as the
conditional collision probability in Bianchi [7]. Since this
probability is to be used as a handover trigger metric, the
term station collision probability is used for clarity and to
avoid mathematical terms. According to the WiFi backoff
mechanism specified in the standard 802.11 [8], once the
station collision probability is known, the time that the
station can effectively utilize the channel can be calculated
from the backoff mechanism. Together with the signal
quality, the station performance can then be estimated and a
handover can be triggered when necessary.

Note that while currently there do exist some metrics that
are somewhat related to MAC collisions and are being used
to trigger handover from WiFi networks, such as channel
load, they do not reflect collisions. One such an example is
when there is only one station transmitting within an AP
cell, but the station is saturated, meaning that it always has
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packet to transmit. In this case the channel load is high,
while there are 0 collisions and the station receives excellent
service from the AP. Hence the station should stay with this
cell instead of triggering a handover to some other
networks.

Also note that since one collision may involve several
packets, station collision probability is different from the
channel collision probability, which is the probability of a
collision among all the transmissions on the channel. Hence
station collision probability cannot be estimated by simply
computing the percentage of collisions over overall
transmissions on the channel. Figure 2 shows an example
which illustrates these two probabilities and their
differences. It shows that packet collision probabilities for
station 1 and 2 are 1/3, respectively, while channel collision
probability is 1/5, which does not equal to the station
probability of 1/3.

Successful Successful Successful Successful

Collision transmission transmission transmission  transmission
Packets from Packet Packet from Packet from Packet
Station 1 + from station 2 station 2 from
station 2 station 1 station 1

. Station collision probability of station 1 and 2 = 1/3: each
station transmitted 3 packets, one of which incurs a collision.
e  Channel collision probability = 1/5: the channel sees 5
transmissions, one of which is a collision.
e  Station collision probability # channel collision probability
Figure 2. Station collision probability vs channel collision probability.

In addition to propose station collision probability as a
handover trigger, this paper develops a prediction algorithm
for station collision probability. The algorithm measures
number of collisions between two successful transmissions
occurring on the channel, computes its average, and then
obtains the station collision probability by solving one
equation. Since the algorithm uses all channel data, which
includes data from other stations instead of data from the
considered station only, the algorithm does not require the
station to send any traffic. In addition, channel data
provides many more samples within a period of time than
the station’s own data. Hence the proposed algorithm does
not require probing, adapts to network traffic changes well,
and applies to real-time decisions, including handover
decisions.

The predicted station collision probability can then be
integrated with the existing RSS based link-layer predictive
triggers, such as those described in Huaiyu, Choong, et al.
[9][10], to optimize network selection and seamless
handover over homogenous or heterogeneous networks.
Note that one major difference between the triggers
described in Huaiyu, Choong, et al. [9][10] and the triggers
proposed in this paper is that the triggers in Huaiyu,
Choong, et al. [9][10] are RSS based, while the triggers in
the paper focuses on “how much time can a station
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effectively utilize the physical channel ”. The integration of
the triggers is beyond the scope of this paper and will be our
future work.

This paper is outlined as follows: Section Il derives the
prediction algorithm for station collision probability.
Section 111 validates the prediction algorithm using OPNET-
based simulations. Section IV concludes the paper.

Il.  PREDICTION ALGORITHM FOR STATION COLLISION
PROBABILITY

A. Analytical Model

The development of the prediction algorithm for station
collision probability is based on the analysis framework
proposed in Bianchi [7]. In Bianchi [7], by assuming ideal
channel condition, the author considered saturated network
and analyzes DCF (Distributed Coordination Function)
performance. It is assumed that at each transmission attempt,
each packet collides with constant and independent
probability. A single station is then modeled as a bi-
dimensional Markov chain, with the backoff stage and
counter as states, and transition probabilities as functions of
assumed constant collision probability. The Markov chain is
solved to obtain collision probabilities, saturated throughput,
and other parameters. The results show good consistency of
the analysis with simulation results.

Two major results obtained in Bianchi [7] are the
relationship among the number of saturated stations n, the
probability that a station transmits in a randomly chosen slot
7, and station collision probability p, as follows:

_ 2(1-2p) |

L-2p)W +1)+ pW (- (2p)")
p=1-(-2)"", 0
where m is the value such that CW g, =2"CW,, ,
W =CW,, , CW,, and CW,_,, are the minimum and

maximum contention window, respectively.

@)

Slot time
PHY| MAC PAYLOAD ACK
hdr] _hdr < LSyl
- - » - » t
- (a) A slot with a successful directed packet transmission — basic access o
Slot time
PHY| MAC PAYLOAD
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- »
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(b) A slot with a collision — basic access

Itime

(c) An idle slot
Figure 3. Generic slots in basic access mechanism.

In order to be consistent with the 802.11 standard [8],
this paper slightly modifies the format of generic slot used in
Bianchi [7] as follows: in Bianchi [7], for basic access, a
generic slot that includes a collision consists of PHY and
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MAC header plus payload plus DIFS. According to the
802.11 standard [8], a station shall use EIFS, instead of
DIFS, before transmission, when it determines that the
medium is idle following a collision. Hence the generic slot
in this paper is defined as those in Figure 3.

Fortunately, the basic unit of the Markov model in
Bianchi [7] is a generic slot, and the Markov model does not
change with the format of the generic slot. Hence the
analysis in Bianchi [7] can be reused under the new
definition of generic slots, and equation (1) and (2) above,
which are derived from the Markov model, still holds under
the new definition.

B. Parameter Relationships

Now, let’s consider the number of collision slots between
two successful transmissions and its expectation, denoted by
ne, and E[n.], respectively. E[n.] will be used later in the

proposed prediction algorithm and the predictive trigger.
Let P, denote the probability that there are at least one

transmission in the considered slot time, and P, denote the

probability that a transmission occurring on the channel is
successful. Then the probabilities that a random slot is an
idle slot, a slot with successful transmission, and a slot with
collision, are 1-P, , P,R,, and (1-P,)P, , respectively.

Hence, the expectations of n, can be represented as follows:
@-P)R _ 1

PPy P
Moreover, from their definitions, P, and P, can be

represented in terms of n, 7, and station collision probability
p, as follows:

E[n.]= -1. (©)

I:)tr :1_(1_7)n: (4)
p - nr@-o)"* _nr@-o)"* | )
P 1-(1-7)"

By combining equation (2)-(5) and after some
manipulations, parameters p, n, and r satisfy the below
equation:

1— 1

P 1-7+nz(E[n.]+1) =0 ©)
Furthermore, from equation (2), n can be represented by
pand r as follows:
_1400=p) @)
Inl-7)
Equations (1), (6) and (7) show that, once we have
E[n.]. p, n, andz can be solved by these three equations.
This leads to the below prediction algorithm.

C. Prediction Algorithm
Define function f(p) as below:
1
f(p)=1-p- . 8
(P) P 1-7z+nz(E[n.]+1) ®)
where 7 is given in terms of p as in equation (1), and n
is given in terms of p and 7 as in equation (7).
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Prediction algorithm:

Choose an arbitrarily small number &£>0 . The
prediction algorithm for station collision probability is as
follows:

Step 1: Upon each successful transmission, collect n,

and update its average as E[n.].
Step 2: Find p €[0,1—&] such that f(p) =0 and update

pprediction =p
Step 3: Go back to step 1.

Lemma 1: for E[n.]>0 and an arbitrarily small number
£>0,thereexistsa pe[01—-¢&] suchthat f(p)=0.

This lemma can be proved by showing that:

a) f(p) is continuous and  decreases
monotonically with p;

b) f(0)=0;

c) f(l-¢&)<0.

For a), it is straightforward to show that f(p) is

continuous, as below: equation (1) can be alternatively
written as below:

2
r= _ ©
W +1+ pW " (2p)’
i=0
Hence r decreases with p, 7 €[ , 2 ], and
2"W -1 W +1

7<1. Equation (7) shows that n>1 and by definition,
E[n.]+1>1. Hence f(p) is continuous by its definition in
equation (8).

Monotone can be shown by considering equation (1), (7)
and (8) together.

For b), by plugging p=0 into (1), (7) and (8), f(p)
becomes:

f(0)=1-
1+ E[n
el
Since W>0and E[n.,]>0, f(0)>0.

1 (10)

For ¢), sincer €[

] as shown previously,

2™W —1'W +1
from equation (7),
no1eN@=p) 4, In@- ‘2)) . (11)
In(l—7) In(L— )
2"W -1

Hence from equation (8),
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fl-g)<1l-(1-¢)- 5 12
1-——+n——(E[n.]+1
wat Mg EIHD
1
<e-
1- 2 414 In@=p) 2 (E[n,]+1)
W +1 2 W +1
In— )
2™"W -1
1
<g——m—
Co—Cilne
2E
where c, and c, are constants and cO:Z—ﬂ ,
W+1
E[n.]+1 2
e 2 W+l
InL— )
2"W -1

Further processing the above equation shows that

Coe—Celne-1

f(l—g)< L&~ helhe—1
Co—ClIne

where the last inequality holds since the numerator is less

than O for arbitrarily small &, and the denominator comes

<0, (12)

2 2
from 1— +n——(E[n,]+1), which is greater than 0
W+1 W+1

as n=1 and E[n ]+1>1 as shown previously.

Lemma 2: The computation complexity of the proposed
. . 1 . .
algorithm is upper bounded by log, 5 where ¢ is the given

tolerance.

The computation complexity of the algorithm depends on
the number of iterations needed for solving f(p)=0 in step

2. If the bisection method is employed, the complexity is

1 . .
Iogzg . Hence the computation complexity of the

1
estimation algorithm is upper bounded by log, rE

Note that this lemma says that if the tolerance is 1072,
then at most 7 iterations are enough. This shows the low
computation complexity of the proposed algorithm.

IIl.  SIMULATION RESULTS

The proposed algorithm is simulated by OPNET. The
scenario simulated is shown in Figure 4, where station 1 to 9
has saturated traffic with destination being station 0, and the
physical channel is set to be perfect to exclude the effects of
channel losses. Station 1 to 9 start packet transmissions at a
random time between Os and 5s after the start of the
simulation, and prediction of station collision probability
starts at 5s.

For station 5, Figure 5 plots the comparison between
predicted station collision probability and actual percentage
of packets that incurred collisions, where the blue curve is
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the actual percentage and the red curve is the predicted
station collision probability. The transient period of the blue
curve at the beginning of the simulation is due to the random
start time of all stations’ traffic.

Source-9
Source-8 &

Source-1 ()
é Source-7
Source-2 Destination &
E Station-0 Source-6
Source-3 & &
Source-5
Source-4

Figure 4. OPNET simulation scenario with ten stations.
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I T T T T
o 5 108 158 2 £

£

Red curve - predicted station collision probability
Blue curve - actual percentage of packets from station 5 that incurred
collisions.

Figure 5. Comparison between actual percentage of collisions and
predicted station collision probability.

For other stations, the comparison between predicted
station collision probability and actual percentage of collided
packets is similar, which is not shown here due to limited
space. Figure 5 clearly shows that the estimated station
collision probability converges to the actual percentage of
collisions very fast. In addition, the prediction starts during
the transient period, and the predicted station collision
probability reaches its “steady state” value faster than the
actual percentage of collided packets. Hence this algorithm
indeed predicts future station collision probability and adapts
to the change of network traffic well.

Detail data analysis shows that the estimation errors
differ from station to station. The largest estimation error is
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7.5%, and the smallest is 1.2%, which validates the accuracy
of the proposed prediction algorithm.

IV. CONCLUSION

For wireless stations, it is key to detect and react rapidly
to link condition changes as they directly affect the station
connectivity and application performance.

In this paper, in addition to the commonly used signal
quality based triggers, we proposed a novel smart predictive
handover trigger algorithm based on mobile station collision
probability once an issue has been detected with the current
network. A prediction algorithm is developed to predict
station collision probability, which does not require the
station to send any traffic, has low computation complexity,
and applies to real time decisions. Simulation results show
that the predicted value matches well with the actual value.
The predicted station collision probability hence provides the
basis for a predictive handover trigger that based on not only
signal quality, but also potential collisions one station may
experience, which captures the actual performance the
station may expect.

As a next step we are integrating the described station
collision probability with RSS to investigate how to select
the most appropriate ones under various conditions and the
resulting handover performance for WiFi wireless station.
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Abstract—A significant aspect of wireless systems is the
intermittent-connectivity experienced by nodes, whe sudden
network partitioning problems rarely allow a conneded path
between a source node and its destination. Repliéa of any
requested object and redundancy face the requestgailures
whereas they create severe duplications and aggraeathe
capacity of the end-to-end path. This work quantifées the
parameters that affect the end-to-end efficient trasmission by
taking into consideration the synchronization betwen moving
peers in order to assign the requested resources the end-to-
end path. Synchronization and assignment of the maw
Mobile Infostation (MI) peer to a certain vehicle 5 done with
the introduced Message Ferry (MF) mobile Peer in a
unidirectional way. A resource assignment cooperain engine
is being developed with respect to the cooperatiomodel and
end-to-end capacity using passive message ferries arder to
efficiently enable delay sensitive streaming. Simation results
have shown that the scheme offers high throughput ra
reliability and a robust solution for sharing resouces of any
capacity in dynamically changing mobile peer-to-peewireless
environments.

Keywor ds-synchronized mobility ~ scheme; partially
synchronized mobility scheme; file sharing scheme; end-to-end
efficienc; evaluation through simulation.

l. INTRODUCTION

and the passive device synchronization to increaskto-
end file sharing efficiency through vehicular usersd
mobile Infostations [1]. Through geographical roagms
landscapes where mobile Infostations are set atidlired,
the passive synchronization enables through thkcatipn
policy to create a replicated object in order tatda reliable
file sharing. Role-based Mobile Infostations (Migye
selected based on their velocity, residual enemrgyaining
capacity etc and are assigned according to theivpass
Message Ferry peer. This scheme proved its sdafalil
node’s density since it does not require the kndgdeof
network at any single host. Additionally it does mequire
spatial distributions to efficiently spread infortioa while
enables reliability in supported mobility withouthet
scheduled ‘rendezvous’, whereas it effectively pasthe
requested replicas to designated users.

The organization of the paper is as follows: Sectio
discusses the related work that has been done roitassi
schemes which use similar approaches for estatdjstnd
maintaining end-to-end file sharing efficiency. Gac Il
then introduces the proposed model on the wiretessility
with the exploitation of passive movement synctzation
to increase end-to-end file sharing reliability anstochastic
measure to estimate the end-to-end capacity wittenpath
where the requested replicas were created. Sdstishows
the experimental performance evaluation of the psed

The development of new applications on-the-movegcheme and the comparisons done under differenecgent
demands the exploration of new dynamically adjgstin parameterized conditions. Particular focus was paicthe

approaches that enable reliability in an end-to-srahner.
Many constraints exist in such networks like reseur
availability whereas the topological scheme folldwm
these infrastructures should be combined with
availability of the requested resources and thee-@ircess
for sharing resources of each device with the syntihed
motion within a specified time durationas in real time
Vehicle-to-Vehicle (V2V) communication, in a cooptve
manner. A Vehicular Ad-Hoc Network (VANET) is a
technology that uses moving cars as devices/nodea i
dynamically changing network to establish a mob#évork
connectivity. In this paper a reliable file sharischeme for
vehicular Mobile Peer-to-Peer (MP2P) devices igppsed
taking the advantages of moving devices within ecsjed
roadmap with different pathways like in real timehicular
networks. This work exploits the movements of teeices
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impact of certain movements made by Vehicular-Reer-
Peer (VP2P) devices where multi-client applications
dynamically demand resources directly from certadiaal

th&ehicles. For this consideration a stochastic moidel

introduced for the end-to-end capacity measurenserdshe
dynamic caching activity of the requested objectgoo
opportunistic neighboring devices.

. RECENTSCHEMESAND WORKDONE

Mobility in autonomic communication is an essential
parameter and along with the user’s demands theg pw
vision of what self-behaving flexibility should esrapass in
next-generation self-tuning behavior [1]. The catyaaf the
nodes which are traversed in the requested path,bea
reduced significantly particularly if we are dedglirwith
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delay sensitive traffic or bursty traffic [1] wheae the [ll.  SYNCHRONIZED MOBILITY MODEL IN THE END-TO-
underlying end-to-end supporting mechanism shoutd b END PATH AND CAPACITY CONSIDERATIONS

aware of the dynamic movements in a Peer-to-Peanena L ) ) )

Obviously, if the transmission-range of a node éases, A Communicating scheme in Vehicle-to-Vehicle

then the interference it causes will increase anbably the communications

number of nodes which will have copy/copies of paekets The interactions with roadside equipment can lilsevie
that should be forwarded, will increase. Toumpisd an characterized fairly accurately, whereas most Vehiare
Goldsmith [2] define and study capacity regionsviineless  restricted in their range of motion, for example lpging
ad hoc networks with an arbitrary number of noded a constrained to follow a paved highway. Automobiighh
topology. These regions describe the set of achlevaate  speed information interexchange access would wamsthe
combinations between all source-destination pairsthie  vehicle’s on-board computer to an essential pradtyctool,
network under various transmission strategies forcBntent  making virtually any web technology-using pure
sharing and power control. In this work we consitlee  Infostations) available in the car. However a digant
capacity but in an end-to-end path-request mannértake aspect of wireless systems is the sudden partipof the
into consideration the variations caused by theadyn connectivity, namely intermittent-connectivity exigmced
movements of the devices/vehicles. Most existingoy nodes, where sudden network partitioning problem
architectures (including Grace [3], Widens [4], MeMan  prevent the exchange of any requested information.
[5]) rely on local information and local deviceslews, Requested object replication and replicas redundéace
without considering the global networking contertviews  the requests’ failures whereas they create sewgskicdtions
which may be very useful for wireless networks inand aggravate the capacity of the end-to-end [Fagjure 1
optimizing load balancing, routing, energy managetmand  shows the proposed VP2P push and pull proceduaepth
even some self-behaving properties like self-omiion.  using the Passive Opportunistic Synchronized Apgroa
This work’s contribution is that it associates the(POSA) as follows: We have enabled a HyMIS configion
synchronized movements and connectivity aspectsngmo where the primary Infostation is not static (P} ban move
vehicles as well as the connectivity resistance ands the pathway allows called Mobile Infostation YM¥Is
synchronization, whereas the proposed and developaghable recoverability for any requested objechim ¢nd-to-
scheme increases the end-to-end file sharing efiiigi for  end path and it maintains the sharing reliability. vehicles
delay sensitive streams in vehicle MP2P devicese Thare moving from one direction to the other tith vehicle
scheme extends the advantages offered by the Hylwiidlle ~ (MI) can pull requested resourcesib, i-2, i-3, i-k, wherek
Infostation System (HyMIS) architecture proposed byis the number of peer vehicle in the end-to-endh pat
Mavromoustakis and Karatza, in [6], where the Prima requesting resource;.RFigure 1 also shows the proposed
Infostation (PI) is not static but can move acaogdio the  vehicular MP2Ppush and pull procedure where theth
pathway(s) of the roadmaps. HyMIS adopts the basigehicle is assigned as Ml and can pull requestsolurees to
concept of pure Infostation system in terms of capa i-1, i-2, i-3, i-k whereas the vehicle which the MI follows
service node but it avoids flooding the network hwit can then push any of these resources tatthei+2, i+MI
unnecessary flow of information. This capacity npteeys a  vehicle (dash lines denote the push procedure wiaikes
role of control storage node as Haas and Smallioreit  place and solid lines denote the pull proceduredthB
[7]. Taking the advantages of the proxy cachingkndone  procedures take place until the next and precetiihgs

by Liu and Xu in [8] this work proposes an expltoda of reached whilei-th nodeis sharing resources, respectively.
the mobility characteristics of each user by salgcthe Ml These notations can also be seen in a more claarifothe
peer to be dynamically selected according to cherigtics figure’s 2 pseudocode, which shows a single steptte
such as the residual capacity of the device basddeopush- vehicle’s Ml transition.

based activities by other nodes. Heavy emphastsiofvork o

has been put on push-based dissemination explor&] by
Little and Agarwal, and in [10] by Lochert et alpnch
analytical  dissemination  through  vehicle-to-vehicle
propagation proposed by Wu, Fujimoto and Riley [&a§]
well as on some recent findings on practical systas in
[12], [13] by Lee et al, and Mahajan et al respestyi, for < push
pull-based diffusion activities. The scheme is p<ipg a T pull shari ’

index-based mechanism which will enable the s&ectif  Figure 1. The push and pull configuration for Vehicular MP@&vices
the MI in a clusterL. The following section explores the Wwhile moving in predetermined paths.

passive synchronized mobility model in the end+d-path

and presents an analytical model for the end-toeapa.city

estimations.
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Set communication Path(A,B, N)

{

If (MI criteria meet==TRUE)
Set Ml in the Path(A,B, N);

else

form Path(A,B, M)I:IMi ON
for (i=iii<kit+) LIMI, OOMI,

pull_requestedObj(Ob_id, Cap, Peers,
estimated_delay,reputation_degree);

for (i=jj=ki-) UMI, TIMI j
push_requestedObj(Ob_id, Cap, Peers, estimated)dela

}

Figure 2.  Pseudocode for a single round trip step for theclels Ml
transition in order to enable object replicatioaqement scheme between
synchronized peers.

B. Multi-hop mobility model and user’s capacity in the
end-to-end path

Resources availability problems can be also fasatua
local summary of the global system-or clusteredrimiation
of the subsystem-by using the property —well-knoimn
distributed systems, of the generically referredicept as
aggregation by Renesse et al in [14]. MP2P systeausire
to guarantee the availability any requested ressuas well
as to enforce appropriate access control polidiesour

variable the weights of these random movement. ¥icde
can perform random movements according to the ¢gjcz!
graph G = (V,E) where it comprises of a pair ossét(or
V(G)) and E (or E(G)) called vertices (or nodesyl aniges
(or arcs), respectively, where the edges join dffie pairs of
vertices. This work considers a connected graptn wit

nodes labeledl, 2, . . ., njin a clusterL" with weight w; >

0 on the edge (i, j). If edge (i, j) does not exigt set vy = 0.
Each node moves from its current location to a amation

by randomly (probabilistically) choosing an arhiyra
direction and speed from a given range. Such a ni®ve
performed either for a constant time for a consthstiance
traveled. Then new speed and direction are chdsethe
probabilistic Mobility model is described as a mewhess
mobility pattern because it retains no knowledgeceoning

its past locations and speed values. In this work a
Probabilistic Version of the Random Walk Mobilityddel

is used as in [21] by Ibe. In this model the laspanade by
the random walk influences the next one based @n th
stationarity and the correlations between the maris
Under the condition that a node has moved to thiet the
probability that it continues to move in this diiea is then
higher than to stop movement. This leads to a vk
leaves the starting point much faster than themalgandom
walk model. Given that the device/vehicle is cutlserat

application scenario we assume that a common lookupodei, the next nod¢ is chosen from among the neighbors

application is being used in order to enable notes
interexchange locally the requested informatiorectsj. As a
starting measure we estimate the synchronized catype

movements of each vehicle by measuring the motion

performed while measuring at the same time thervede
capacity by each vehicle. Since vehicles are mouingn
organized and —sometimes- predictable way, the gudl
push model aggravates the capacity of each deatcé a
MP2P environment. Through the proposed sharingnsehe
for Vehicle-to-Vehicle communications as well ase th
additional parameters that are being considerde, the
evaluated end-to-end relay epoch/latency, the ritpbil
pattern and the time frame for the allowed promossu
caching introduced in [15] by Mavromoustakis, thegmsed
model enables efficient capacity manipulation ia #md-to-
end relay region and efficient data manipulation tle
intercluster communication.

of i with probability:
@

where in (1) above thg; is proportional to the weight of the
edge (i, j).

C. Cooperation model and end-to-end capacity using
passive message ferries for delay sensitive stregami

In order to define which requested objects shouéd b
outsourced onto preceding m-peers a ranking modsl h
been applied as follows: To find the rank of anecbal a2

. .. @, one should find the number of objects preceding i
can be found by the following function:

function rankéy, &, . . . , &)

By adopting the modified scheme of Mavromoustakisrank— 1 ;

and Karatza [6] and enable the role of Ml to bausidjd into
the vehicular devices, the Pl and MI are now im@etad
by a certain frontal vehicle and the connectiwtere only
unidirectional sharing and connectivity occurs.

for i «— 1tomdo

for eachk<g

rank<«— rank+ N(ay, &, . . ., &1, K

Then the new sequence will cache onto other nadékei

When mobility is considered, the design of effitien path the firstk-requested objects where k is defined as a

efficient manipulation and availability of resousces
complex, and the existing solutions do not consither
random probabilistic movements of devices
disseminating data. In order to measure the dmecti
movement we enable a probabilistic model for threation

of the movement of each device. Each device iscatsa

with a random variable which represents the dioecti

while

N

Z(l_pN)

=inf(N=— 1.1
K| = inf( N ) (1.1)

where O, is the utilized capacity and N is the number of
hops in the end-to-end path. Nodes in the pathraréng

movement. For the movement this work considers according to the 2-D plane mobility modellJ A, ADOD?.
probabilistic Random Walk in a predefined pathwaya moving square (thgA,,A,,A,,...} bounded area) is

represented as a Graph (G) where this G enabkesaamiom
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divided into multiple sub-squares, called cellsrafl], and = 1q

time is divided into slots of equal duration. Athaime slot A(C) = NZlnf(Cij ) ©)

a node is in and can be only in one cell. Theahfiosition _ !

of a node is uniformly chosen from all cells. Ateth where A(C)is the requested and available arithmetic mean
beginning of each time slot, the node jumps frasrcitrrent  for the capacity in the path. The average capadfgred by

cell to one of its adjacent cells with equal prdbigh Two the end-to-end path considering all the links ie gath of
mobile nodes can communicate with each other whenevhe requested file F, can be denoted®&d the
they are within a distance df the transmission range of the A{Cu L(t)}

mobile node. In order not to have an optimisticuagstion

. . - X average download time is:
a low density population network is assumed withards to 9

the number of traversing nodes ply. We assume that no E{TF }: P _ NIF 0oL 4)
ij = N ij

conspiracy policy exists where nodes somehow comspi A<C) ZCu ®

together not to meet each other forever and mow>Bt 1

and in parallel. oo I

The index of each node is being transferred using theVNile it stands that foC; (t) = min(inf(C; (t))‘E{TF.,}'
message ferries that are passively passing fromo#mgr Let t, = max©
pathway within the distance of communication rargje A

each device. Figure 3 shows this approach where th@Ml’j is the estimated contact time between MI and a
message ferries are crossing any other pathwayattige
same time being in the distance transmission rafgsach
device that they pass from.

] Direction of MI lane

e

@~ push sharing objects between i,j. The estimation df, is essential since it can
ij

/:
R 4 ;
_— — pull sharing objects

MF determine the time that a mobile node can remamM&

Figure 3. Passive message ferries where any other devicelmathe  p  Considering contact interactions for collaborative
role of the messanger regarding the informatioexnd Streaming

Taking into account the delay characteristics,Nebe the In this section we propose a number of social adgon
number of source peers in the netwakkdjfferent end-to- parameters which take place in collaboration with file
end paths) an@;i(t) be the service capacity of source pieer chunk outsourcing of the previous section. The it®tare

at time slott. An end-to-end download can be then depicteccommunity-oriented and are considering the number o
as a function of time as derived from Chiu and M@E&EUN eated clusterC, () in a specified Relay region of a

. L .
in [16] and thew"j of the end-to-end path in the cluster L ceriain transmitter—and a number of receivers (Lumder

MI | ) be the contact rate estimation and

moving nodg, then it stands that a vehicle remains as a Ml
in the path if the following is satisfied:

A(S) . .
2 BW. where tﬂi,- is the contact rate in the path
j
between i,j andBW is the associated bandwidth in the path

A

as: the relay node pair (u,w [MI-as a modified definition of
s @) [18]- as follows the:
T =m|n{3j > 0|;C(t)2 F} th(t) | iff PUQWH(ny) >WN (t) (5)

Cu() = :
. . . . N() ‘IC(N)(t) \Eﬂ“cm)(t) ‘_1)

whereF is the file capacity defined as,{ff, f3 fs . f,} ) ] ] ) ]

equi-divided file chunks and a given end-to-end bounded whereW is the Comm_un_lty streamlng_fact_or and_ls defined

allowed delay for this file to be downloaded fromya @s the number of existing communities in the intester

numbers of peers in the end-to-end path. The obagy. communicational links at a given time instant. Tiye(t) is

(2) derived from Wald’'s equation introduced by Rass

[17] can therefore be expressed as: the number of hops in the existing clusters and the

I cny (t) is the number of interconnected nodes N in the

;

F :E{ZCL('[)}:E{CL('[)}E{T} (21)  cluster C,(t) . W can be defined according to the
t=1

download frequency of the file chunks in the
where we can easily extract the slotted amountilef f jntercommunity as follows:

chunks that are shared in the end-to-end path. A&) is W, () = DIdRaté# sharingChuks (5.1)
the minimum average capacity offered by each limkhe " Totak#dlds(t)@inactiveChinks
path as: where in (1.4) the download rate is consideredoimrast
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with the number of chunks being shared in a spatifi any time measures of the information destined émhenode
instant time. (for a given time interval) sent by any node.

Figure 4 shows the network dimensions with the dath
capacity exchanged through the created clusteairdi4
shows that even when the files that are being exgddhare
greater than the network dimensions, the proposhkdnse
effectively handles the end-to-end transmissiorts earables
the complete download whereas for this evaluation t
measures were taken into consideration: the dathaeged
used for the evaluation of the proposed scenariwhwis  within the clusteri and the data exchanged with other
two-way short- to medium-range wireless communicati clusters.
channels specifically designed for automotive usal a 100 BT T
utilizes a corresponding set of protocols and stedwl[19]. 80 T eighboring cluterin an lermat e pah
Considered to be short to medium range communitatio
technology it operates in the 5.9 GHz range. Tlen@&irds
Committee E17.51 endorses a variation of the IEBERBLa
MAC for the DSRC link. DSRC supports vehicle spapdo
120 mph, nominal transmission rage of 300m (up @601
m), and default data rate of 6 Mbps (up to 27 Mbp#js
will enable operations related to the improvementraffic
flow, highway safety, and other Intelligent Trang@®ystem
(ITS) applications in a variety of application emviments
called DSRC/WAVE (Wireless Access in a Vehicular
Environment). In the evaluation of the proposedcesuh we
evaluated the Peer-to-Peer/Ad hoc mode (vehicléeledh
scenario and took into account the signal strepgtameters

IV. PERFORMANCE EVALUATION, EXPERIMENTAL
RESULTS AND DISCUSSION
A. Dedicated Short Range Communications (DSRC)

To emulate the scenario described earlier, thd oéa
possible realistic environment must be achievedRDSvas

60 =
40 /./

20 1 T

Network size
\
\

0

o Number of cgﬂll)leted files (%gmpleted stre;l\ﬁi’mg chunks) 18
Dimensions of the network with the data and cdpaci
exchanged through the clusters formed.

Figure 4.

Tsing the MIMT collaboration

and the minimized ping delays between the nodéseirnd-

to-end path according to ttj% = Minz D, . whereD is
i=1
the delay from a nodeto nodej, anddpis the minimized

evaluated delay in the end-to-end available patbrelgver,
considering the need of bandwidth for the wirebsgices, it
is necessary to apply efficient routing algorithtoscreate,
maintain and repair paths, with least possible loead
production. The proposed scenario uses the Zondirigou
Protocol (ZRP) [20]. The number of nodes variesetieling
on the mobility degree and the distance variatiohgach
user within a connectivity scope. The user's traosi
probability arises from a specified location whemrtain
information is pending to be received by this user.

B. Simulation results of the proposed scenario and
discussion

In this section, we present the results extractiter a
conducting the discrete time performance evaluatioough
simulation of the proposed scenario. The simulatisad a
two-dimensional network, consisting of 100
dynamically changing the topology on a non-peridohsis
(asynchronously as real time mobile users do). €axh
node, it stands that after random time each nodeesat a
random walk to one of the possible destinationstiin@ast,
west, south) in an organized vehicular way. Eactk li
(frequency channel) has max speed reachbigb per sec
The propagation path loss is the two-ray model auth

fading. The network traffic is modeled by genermtin

constant bit rate (CBR) flows. Each source nodestrits
one 512-bytes (~4Kbits) packet. Packets generdtedery
time step by following Pareto distribution, destintor a
random destination uniformly selected. Nodes hate
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nodes

Delay diffusion (ms)
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Figure 5.  The delay of the diffusion outsourcing process i
simulation time compared with Epidemic and collatiive schedules
schemes.

-C-generic diffussion ——passive message ferries for delay sensitive streaming

Average Throughput (%)
S
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Figure 6.  The average throughput with the neighboring pingyte
——using passive message forries  —=—gencric dissusion
1
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a
ZR
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0
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Community requests/transmissions
Figure 7. The SDR with the community/cluster requests usiagsjve

message ferries and the generic diffusion methods.

Figure 5 shows the delay of the diffusion outsmgci

process with the simulation time compared with two
different in implementation schemes: the epidemi@ a
collaborative schedules schemes. It is easily sgdttat fig.

8 shows the supremacy of the proposed scheme if®r th
specific scenario in vehicular P2P systems wheitestsows
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the effectiveness with the significant robustnesthe delay
diffusion process-which is further minimized.

20 Nodes

17 Nodes 22
18 Nodes =

17 12 Nodes

successfully received transmissions over of tothl26

transmissions in the path/clustered end-to-endtnéssion is
shown, with the mean number of sessions createtthén
system. Finally, figure 9 depicts that neighborfegdback
can enable better streaming stability in a mu#estning end-

Number of successfully received

transmissions/23 trans

30 40 50 60

20

Mean number of data sessions with the #of Nodes
Figure 8. The number of successfully received transmissiores of
total /25 transmissions with the mean number ofises created in the
system.

Number of participating

Figure 6 shows the average throughput with the
neighboring ping delays comparing the proposed ip&ass
message ferries scheme and the generic diffusiostet!
scheme. Figure 7 shows the SDR with the commuihitsiter
requests using passive message ferries and therigene
diffusion method, whereas in figure 8 the number of

V. CONCLUSIONAND FURTHERRESEARCH 7

In this work, we have proposed a resource assighmen
approach while synchronized in-motion nodes are
exchanging resources with bounded end-to-end ddlhg. [8]
method encompasses the assignment of the movingHsad-
Mobile Infostation (MI) peer to a certain vehicléereas this
is done with the introduced Message Ferry (MF) rieoBeer
in a unidirectional way. Passive message ferriesusltized
as a resource index for the end-to-end path inrotde
efficiently enable delay sensitive streaming. Setioh
results have shown that the scheme offers highugfimout
and significant end-to-end reliable exchange obueses
whereas it offers high SDR for completed files.

Current and future research directions include the
modeling of the mobility pattern of the peers byings [12]
approaches like the fractional Brownian motion makinto
account the global requests and different netwarkitppning
parameters as well as evaluating an extended weddithe
proposed scheme in real time.

[9]

[10]

(11]

[13]
[14]
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Abstract— Mobility management and on top of that, vertical
handoffs remains as one of the most challenging obstacles in
4G evolution. In this paper, we present Vertical Fast Handoff
protocol as a solution to the mobility issues in integrated
WLAN-UMTS networks which utilizes Early Binding Update
technique to achieve reasonable performance. It contains
several key factors including new network modules and
procedures. In order to evaluate the performance, an
analytical model is presented that includes metrics describing
handoff and packet delivery delays, and signaling overhead.
Based on the assessments, it is shown that the proposed method
exhibits tolerable performance in terms of delays as well as
signaling overhead.

Keywords-vertical handoff; early binding update; packet
delivery; latency; signaling cost

L INTRODUCTION

The coexistence of various communication systems as
recommended for the next generation of mobile systems
requires mobility solutions for users with seamless inter-
technology roaming capabilities; this means that a seamless
inter-system handoff is required. Currently, the noticeable
ambition toward the convergence of access technologies
foreseen by many research bodies has resulted in several
approaches for achieving seamless vertical handoffs. The
most noticeable discussions in the literature are currently on
whether the integration of two standards namely, Media
Independent Handover (MIH) proposed by IEEE802.21 and
IETF mobility working group (mipshop) will lead to
mobility solutions for future mobile networks. Despite the
initial wrap-ups of the mentioned standardization bodies
independently, only a promise of minimized data
interruption during vertical handoffs is made certain by
either the integration of the standards or other solutions or
other proposals in the area.

Naturally, every inter-system roaming which leads to
vertical handoff requires that both link and IP layer handoffs
take place, since both network points of attachment as well
as the device interface are subject to change. Several
initiatives have been made to finally design and implement
each of these communications layers. For vertical handoff in
a heterogeneous wireless network, the integration and
interworking of these two layers with a properly designed
timing can directly impact on the performance parameters
and subsequently lead to seamless handoffs. In this paper, we
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propose Vertical Fast Handoff (VFHO) as a new method
which is applied at both IP and link layers. VFHO utilizes
some features of Fast Handoff for Mobile IPv6 (FMIPv6) in
a different manner and manipulate the timing in IP layer
including Early Biding Update (EBU) with the
Correspondent Node (CN). We then present an analytical
model to evaluate the performance of our method. The rest
of this paper is organized as follows:

The next section reviews some of the efforts made in the
field, followed by a full description of the protocol design in
Section 3, while Section 4 describes the protocol in further
detail. In Section 5, we present an analytical model for the
performance metrics including handoff and packet delivery
delay, as well as signaling overhead in form of cost
functions. Finally, the paper is concluded in Section 6.

II. HANDOFF IN HETEROGENEOUS NETWORKS

Many handoff protocols promise seamless mobility,
focusing mainly on the handoff operation latency, packet
loss during the handoff, or similar metrics. However, the
issue of seamless mobility becomes more fragile when inter-
system or vertical handoff is the case.

IEEE802.21 MIH [1, 2] supports various types of layer-3
mobility management protocols, specifically Mobile IP
(MIP), MIPv6 and Session Initiation Protocol (SIP) [3-5]. As
this standard focuses mainly on solving media independency
problem, it operates closer to link layer than on the mobility
management protocols of layer-3. Hence, integration with
layer-3 protocols to optimize vertical handoff has been the
interest of several proposals [2, 3, 6-11]. For instance, the
primitives in MIH to support handoff is far from adequate,
hence several works addressing this issue have been
proposed (i.e. , in [6]) where a new primitive, namely MIH-
PrefixInfo including the prospective Access Router (AR)
info was linked to L2 events, and based on modified event
triggers, a similar mechanism to FMIPv6 for handoff has
been proposed. Although this work originally addressed the
issue of anticipation and ping-pong effect in FMIPv6, the
method for AR discovery was not indicated and neither was
information gathering from the neighborhood. Besides, the
proposed handoff mechanism results in more deployment
complexities in AR.

Access Router Information Protocol (ARIP) [12] is
another proposal based on IETF SEAMOBY working group
project [13] defined as Candidate Access Router Discovery
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(CARD). The information on neighboring ARs (ARIP)
needed for MN is provided at MN’s local or home AR and
then sent to the MN. However, the protocol suggests no
method on how to collect ARIP information from the
neighboring ARs and how the procedure should be
initialized. Additionally, maintaining such processes for AR
requires more network resources and more AR
functionalities while the rest of handoff operations still need
to be performed by Mobile Node (MN). Moreover, the
protocol still requires AR deployment which is a technology
obstacle.

Few other proposals focus on improving the IEEE802.21
proposed Media Independent Information Services (MIIS)
[3]. MIIS information primitives are utilized in [9, 11]; this is
done by selecting a higher layer mechanism of mobility
management, which is a SIP-based mechanism, to obtain
information of neighboring networks from different access
technologies. The method was tested with an MN with two
neighboring subnets. These approaches suggest that the MIH
information is obtained through several query/response
messages to estimate the network.

III.  VFHO DESIGN

VFHO conceptually differs from other handoff methods
in the way of service disruption and packet transmission
period; this is due to proper interaction of link and IP layers
and hence less disruptive mobility and handoff. It includes a
procedure to collect and process user and network traffic
information from higher layers; this is necessary to select an
appropriate network for the next point of attachment.
Furthermore, VFHO resolves the issue of packet delivery
delay which arises from reroute and retransmissions between
the old and new points of attachments. Table 1 lists the new
messages and service primitives introduced through the
proposal. The message flow diagram of the proposed
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Figure 1. Message Flow Diagram of VFHO

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-140-3

approach is depicted in Fig. 1. The network registration is
performed once an AR is switched on and the active ARs
send an LUR message to Home Information Register in
Master mode (HIR-M) in intervals to preserve their status at
HIR-M. If no LUR is received, HIR-M inquires the
respective AR using LUQ message and unless it receives a
reply from the AR, the status changes to inactive. If the AR
does not reply to two consecutive LUQs, the record is
deleted from the database. In the following, the process is
described through some operational phases which are
identified in Figure 1.We assume a mobile user maintaining
an ongoing connection with UMTS network approaches an
indoor destination with WLAN coverage and switches on the
WLAN interface. The base station ID received through
beacon is reported to the Handover Decision Engine (HDE)
and to HIR-S for information of the discovered AR. After the
target network selection, the HIR-S informs HDE using
LAR. As the new network is detected, a Link-Going-Up
(LGU) event is sent to HDE to start Fast Binding Update
(FBU).

A. Early Binding Update with CN

Majority of handoff studies, specifically of fast handoff
suggest that the Binding Update (BU) procedure be started
after the packet delivery from new AR (nAR) to MN. To
reduce packet delay, BU should be initiated at the start of
packet forwarding. The BU message is formed in nAR using
the nCoA and forwarded to the CN’s IP. The proposed early
BU can be performed in two cases, both prior to link switch.
For the first case, the BU message is appended to FBU and
sent to previous AR (pAR) which in turn, processes and
extracts the BU and sends it to CN. Since the BU in this
case is sent through the old network, it is recognized in CN
as the Remote BU (RBU). In the second case, it is assumed
that the pAR has no signaling message ready to perform BU
hence, as soon as a bi-directional tunnel between the two
ARs is established, the BU message is forwarded to nAR
and thereby, to CN as a Local BU (LBU).

B. Link Activation and IP Layer Handoff

Now, HDE can initiate the nCoA activation on WLAN
interface and the MIP layer sends a message to nAR to
inform that the MN is ready to receive packets. As the main
part of IP layer handoff, nCoA has already been configured
and validated therefore, the immediate action after the link
state changes is to inform the nAR. The event indicated in
this process is LU which also triggers HDE to assist issuing
the message to nAR. HDE informs the MIP layer using an
information message on link switch status which is called
Link Change Report (LCR). The packet delivery phase
starts immediately after IP layer handoff completion.
However, packet forwarding through the old network
continues until the CN confirms the BU by sending Binding
Acknowledgement (BA). At this time, the HDE commands
the release of old link to UMTS interface using Link
Release Command (LRC) and the process is completed.
While most of handoff methods consider the start of packet
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delivery from the buffer as completion point of handoff
process, this proposed model strives to satisfy QoS
requirements for various traffic classes by decreasing the
packet delay due to handoff.

IVv.

The analytical model to assess the proposed handoff
protocol is illustrated in Fig. 2. This model was inspired from
[14] and leads to obtain a general cost function to describe
the metrics.

Table 1. New Message and Primitive Structure for VFHO

PERFORMANCE ANALYSIS

Message/Primitive Service Type Parameters
Name
MN WLAN MAC, Link
Link Available (LA) Event Type, nAR MAC, Activity
Flag
Local Area  Que AR ID, nAR ID, Usabilit
(LAQ) ™Y | Command Iéo de Y
Local Area  Report Information MN MAC, nAR MAC, BSS
(LAR) 1D, Status, Priority Code
Remote AR Query pAR ID, nAR ID, nAR
(RAQ) Command Prefix
nAR Prefix, AR Type,
Remote AR  Report Information Priority Code, Neighbors
(RAR) (Prefix, AR Type, Priority
Code)
BSS ID, AR Prefix, Link
Local Registration Information Type, Available BW, Cost
Request (LRR) of Service, Offering Service
Codes, Reg. Flag
BSS ID, AR Prefix, Link
Local Update Request Information Type, Available BW, Cost
(LUR) of Service, Offering Service
Codes, Upd. Flag
Link ID, AR (SGSN)
?]?Sg) Update  Query Command Prefix, AR (WLAN) Prefix,
Lifetime
. Old Link ID, MN UMTS
Link Release Command Command MAC, pAR MAC, Reason
(LRC)
Code
Link Activate Command Command New Link ID, MN MAC,
(LAC) nAR MAC, Priority Code
Link Change Report Information nAR MAC, MN WLAN
(LCR) MAC, Result Code

A. Handoff Latency

Handoff delay is comprised of several elements including
Link and IP layers handoff latencies, and packet delivery
delay. It can be concluded that the period of packet buffering
and binding update is equal to the time taken to perform link
and IP handoffs, and the packet forwarding period. However,
unlike the other handoff protocols, the time taking processes
are incorporated in VFHO. It can be inferred that the
expected handoff latency of VFHO depends highly on
transmission periods between MN and nAR as well as
process delays in the MN as these processes are scheduled to
start early and by special events as described in protocol
description. Hence, Ty is only a portion of the actual link
layer handoff time, Ty; excludes nCoA configuration as
another long process, and Tgy is a short time as it has started
prior to link layer handoff. The total handoff latency
therefore, is:
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Figure 2. Timing Diagram for Transmissions and Processes of VFHO

Tyrro = Tup + Ter + Tay + Tep )
where, Tgr + Tpy = Tyy + Tiy + Tpp . For identical
distances, wireless components, TMN-nAR and TMN-pAR
can be expressed as TMN-AR. The handoff delay can be

written as:
Tyrro = Tow + Tpp + 2Tyn-ar 2

One of the major delay contributors in IP-based handoffs
is the procedure of Duplicate Address Detection (DAD) or
TDAD which is performed within binding update procedure.
The duration of this procedure is topology dependent and is
reported in many IP-based network infrastructures to take
between 0.5 and 1 s. As the BU procedure starts some time
prior to link switch, DAD is given some time to complete
before the IP layer handoff. Hence, the overall handoff
latency is independent of TDAD. For the sake of
calculations, we assume TDAD = 600ms in Equation 2.

The handoff delay for various wireless link delays and
MN speeds are shown in Fig. 3-a. The wireless link delay
was varied from 10 to 500ms with different steps. Although
10m/s is a high speed for an MN to move, the handoff
latency could be maintained as low as 600ms when the
wireless link delay reaches 75ms. However, for lower
speeds (i.e. up to fast walking speed of Sm/s), the handoff
delay is around 300ms and reaches 400ms when wireless
link shows a delay of around 130ms.

B. Packet Delivery

We analyze packet delivery from two main aspects, the
cost of delivering data packets and the cost of signaling. We
propose an analytical model similar to what was introduced
in [15] to determine the packet delivery cost from data
transmission aspect which is used to obtain the end-to-end
latency during the total handoff process. The packet delivery
cost consists of two main elements namely, transmission
and process costs. We assume o and [ as normalized
weighting factors that influence the two cost elements of
packet transmission and processing. Hence, the packet
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delivery cost and the ratio of average size for data and
signaling packets can be obtained as:

Cep ngT + BCp (3)
_ P
¢ - 19p+195 (4)

where Jp and 95 denote the data and signaling packet
sizes, respectively. The transmission cost of data packets is
a portion of total transmission cost by the coefficient ¢ and
can be written as:

Cr = ¢Cr (5)
Cr = lp(TBU + Tgr) (6)
Ct = ¢.A,(Tpy + Tpr) @)

where, A, is packet arrival rate (number of packets per
time unit) and ¢ is the ratio of data packets to the overall
data.

Fig. 3-b illustrates packet delivery delay versus data
packet size when packet arrival rate changes. When the data
packets form the maximum of 50% of the total packets, it
can be seen that the packet delivery cost shows small
variations with a maximum of 38 at the rate of 25 packets
per second. As data packets increase to above 70%, the cost
becomes more sensitive to the arrival rate showing
variations of about 35 to 50. Although this shows that the
packet delivery is highly dependent on the size and arrival
rate of the data packets, even the highest delivery cost
hardly causes packet disruption as it is still comparable to
the overall signaling cost of around 300 (discussed in next
section).

C. Signaling Cost

Signaling cost is defined as the total cost of signaling
traffic overhead which in turn, is the total number of control
messages exchanged between MN and network components
(AR or CN). To determine total signaling cost, the main cost
equation is extended to signaling costs for the four stages of
Handoff Decision, Link Layer Handoff, IP Layer Handoff,
and Packet Delivery, and can be expressed as:

CSig =ZlCl =CHD+CLH+CIH+CPD (8)

Table 2. Parameters for Analytical Model
o B Dr D| )"S w
0.1 | 02 6 4 1 2

We use random-walk mobility model which is generally
confined to a limited geographical area and speeds [16]. For
random movements over a certain period, the probabilities
of the user leaving and staying in a local area are p and q =
1-p, respectively. The user position is defined as state k
Markov chain. The two transition probabilities oy and
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Figure 3. a) VFHO Latency vs. Wireless Delay, b) Packet Delivery vs.
Arrival Rate

Bx k1 are defined as probabilities that the user approaches or
retreats with one random step unit in a hexagonal macro-cell
with k surrounding hexagonal micro-cells [17].

(1_P): k=0
ak’k+1={(1—p)(§+i),K2k21 ©)
Br=-p)(G+=),  K=k=1 (10)

Using Equations 8 and 9, the steady-state probability of
state k within the local area with K local areas, pxk, can be
obtained in terms of the steady-state probability, pox with
the conditions Y,5_opx x = 1 canbe written as:

1

K rpk—1%ii+1
k=1 iz Biv1i

(11

Pox =

The impact of wireless link on overall signaling cost is
described based Session-to-Mobility Ratio (SMR) [17],
which is defined as the ratio of session arrival rate (Ag) to
session crossing rate (Rg) in a random-walk mobility model
[18].

The probability that the user moves through a random-
walk mobility model from a local area (1) to a routing area
(1), Pr(r,l) can be expressed by:

Pr(r,1) = Il§=o Py (k). Pr(K|k). Xk k+1 (12)
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where Pg(Kk) is the probability of an incoming session
during the time that the user stays in state k for a given
number of states K andPp(K|Kk) is the probability that a
session initiated in state k, continues in state K. These
probabilities can be obtained from:

Bk
Pi(k) = K o ER)PrK (13)

where, t(k) is the mean time the user stays in state, k.
finally, the cost of each operation can be expressed as
follows.

Cup = As[Pr(r,1). (D, + D)) + D;(1 — Pr(r,1))] (14)
Cru = As[Pr(r, D). (D, + D)] (15)
Ciy = As[Dy. Pr(r, D] (16)
Cpp = As[Dy. Pr(r, D] (17)

Where, D,.andD; denote two units of signaling cost
through wireless link in routing and local areas,
respectively, and A is session arrival rate in packets per
time unit. We assume typical parameter values that were
reported in various studies with similar analytical models
[17, 19] as listed in Table 3. The signaling cost in wireless
link is defined as the product of the distance between the
two nodes and transmission cost in wireless link (w).

Fig. 4 illustrates the resulting total signaling cost under

various circumstances. The total signaling cost is shown
based on the number of local areas within a routing area as
in Fig. 4-a, and based on the number of MNs in the routing
area in Fig. 4-b. As shown through the figures, the
probability of MN leaving the local area is an important
factor in the total cost, and greater values cause increase in
the handoff decision element of the total cost. Additionally,
increasing both number of WLAN ARs and MNs also
causes higher signaling costs.

Fig. 4-c shows the variation of total signaling cost versus
SMR through a random-walk mobility model within a
routing area. The total cost was determined for SMR values
of 0.1, 1, 10, and 100. For the minimum value of SMR, 0.1,
the total signaling cost shows very high value. However, as
the SMR increases to larger than 1 which implies session
arrival rate is higher than mobility rate, the signaling cost
decreases but the impact of k factor in the total signaling
becomes more chromatic. This is because the packet delivery
cost is the dominant factor when the session arrival rate is
higher than the mobility ratio.

When the value of cell crossing rate is fixed, the increase
of SMR should result in the increase of session arrival rate
and thereby, the total cost. This is because the link switch
cost is more dominant than packet delivery cost over the total
cost. However, the size of routing area as depicted in Fig. 4-d
is almost as significant as cell crossing rate in the resulting

Total Signaling Cost

Number LAs in the RA

(a)

Total Signaling Cost

0.1 1

SMR

800
——p=0.2

700 | —E—p=0.3
p=0.5
= =0.8

Total Signaling Cost
£
(=3
=]

=2

10 15 20 30 50 100

Number of MNs in Routing Area

(b)

70 4 SMR=0.2

—&—5MR=05
60 SMR=1
e 5SMR=5

——5MR=10

40

Total Signaling Cost

1 3 5 g 13 16 20 25

Radius of Routing Area (km)

©

(d)

Figure 4. Total Signaling Cost Variations vs. a) Number of LAs, b) MN Density, ¢) SMR, and d) RA Size
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total cost. For instance, the radius of 25km can cause a total
signaling cost of as low as radius of lkm when SMR is
decreased by 50 times. As a result, higher SMR values incur
higher packet delivery cost, while we can still control link
layer switching by adjusting the size of routing area.

V. CONCLUSION

This paper proposes a seamless vertical handoff protocol
in heterogeneous wireless network of WLAN and UMTS
technologies. The proposed handoff protocol, VFHO, is a
combination of link and IP layers operations, which handles
media heterogeneity in between these two layers as well as
information of application layer. The introduced approach
utilizes some techniques such as EBU to guarantee the
continuation of packets in heterogeneous networks which has
been barely the concern of the existing literature. Hence,
through the distinct definition of handoff latency proposed
here, as well as costs of signaling, the proposed method
performs more affordable than the existing methods upon
being built up under identical circumstances. VFHO was
analyzed mathematically to examine packet delivery delay
and signaling overhead in terms of cost functions. The
proposed framework and vertical handoff method show
robust performance in terms of tolerable signaling overhead
as well as handoff and packet delays.
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Abstract—A wireless sensor network consists of a group of
sensor nodes that broadcast the sensed data to the base station
hop by hop via radio frequency. It is useful only if the sensed
data are associated with the locations of the sensor nodes.
Therefore, location estimation of sensor nodes has become an
important issue. Ideally, each sensor node can obtain its
location by being equipped with a GPS device. However, this
approach costs too much, contradicting the objective of low
cost sensor nodes. Hence, it is reasonable that a few sensor
nodes only are equipped with a GPS device, and the others
estimate their own locations by way of the collected
information. The purpose of this paper is to propose a hop-
oriented position estimation algorithm (HOPE). Four beacon
nodes, each equipped with GPS, broadcast the hop count
information, and normal nodes rebroadcast the information
after receiving it. Finally, normal nodes employ the received
hop count information to estimate their own locations with
simple calculations. The simulation results show that the
proposed algorithm has better accuracy for location estimation
than other proposed methods.

Keywords- sensor nodes; GPS; broadcast; hop count; beacon
nodes; normal nodes

L INTRODUCTION

Recent advances in MEMs (MicroElectroMechanical
Systems) technology and wireless communications
technology have provided micro-electronic devices with the
capabilities of accurate sensing, communication and
computation; such devices are called sensor nodes [1].
Because the sensor node hardware is designed with the
objectives of low cost, small size and low power
consumption, there are great restrictions on sensor nodes’
power, memory and computation ability.

A wireless sensor network (WSN) consists of a group of
sensor nodes that broadcast the sensed data to the base
station hop by hop via radio frequency. These sensor nodes
can be randomly deployed in a region by the hundreds or
thousands. However, such a network is useful only if the
sensed data are associated with the locations of the sensor
nodes. Therefore, how to get the precise location information
with a reasonable amount of effort is an important issue in
WSN design.

In WSNs, some research assumes that sensor nodes
maintain their own location information. This can be realized
if the WSNs are situated in a small region, or if the sensor
nodes can be placed regularly. In recent years, because of the
development of the Global Positioning System (GPS) [2], it
is assumed that all sensor nodes can obtain location
information by GPS. However, the price of GPS is more

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-140-3

Shu-Hua Hu

Department of Comp. Sci. and Info. Eng.
Jinwen Univ. of Sci. and Tech.
New Taipei, Taiwan
shhu@just.edu.tw

expensive than the sensor node itself. Hence, it is
unreasonable that each sensor node be equipped with GPS. A
more reasonable approach is to assume that a few sensor
nodes (named beacon nodes) are equipped with GPS, and the
others (named normal nodes) estimate their own locations by
way of the collected information. This paper introduces a
hop-oriented position estimation algorithm (HOPE). HOPE
only employs four beacon nodes to broadcast the hop count
information. Normal nodes can estimate their own locations
more accurately with simple calculations by way of the
collected hop count information.

This paper is organized as follows. In Section 2, we
introduce some of the related works in location estimation
research. Section 3 describes our Hop-Oriented Position
Estimation algorithm. Section 4 presents the simulation
results. Section 5 concludes this paper.

II. RELATED WORK

Current location estimation algorithms for WSNs can
generally be categorized as range-based and range-free
approaches.

The range-based approaches estimate the locations of
sensor nodes by the information of distance and angle
between two different sensor nodes. For example, the Time
of Arrival (TOA) approach measures the relative distance
between two nodes by the signal propagation time [3].
However, it is hard to synchronize the time of all sensor
nodes, resulting in poor accuracy of estimation. Another
approach, Time Difference of Arrival (TDOA) [4], [5], [6],
is similar to TOA. However, for TDOA, the sensor nodes are
equipped with both ultrasound and RF hardware to solve the
problem of time synchronization, resulting in good accuracy
of estimation. Angle of Arrival (AOA) employs directional
antennae or digital compasses [7] to measure the relative
angle between two sensor nodes. The Received Signal
Strength Indicator (RSSI) [4], [8], [9], [10], [11], [12]
approach translates the received signal strength to the
estimated distance between the receiving node and the
transmitting node based on the radio propagation theory.
Nevertheless, the received signal strength is often affected by
the physical-layer problems inherent in RF systems, such as
multi-path  fading, unstable signal propagation and
background noise. The range-based approaches often need
additional equipment to improve the accuracy of location
estimation. Hence, these approaches are not suitable for
resource-limited WSNs.

Because the cost of range-based approaches is higher,
many range-free approaches are proposed. For example, DV-
Hop [7], [13] is based on the concept of distance vector
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routing (DV-routing). DV-Hop refers to location-aware
nodes as anchors. Each anchor broadcasts its position
throughout the network. All nodes should maintain the
minimum hop count to each anchor in the table. Each anchor
can calculate the average distance per hop by hop count and
the distance, and then broadcast it to the neighboring normal
nodes. Normal nodes can estimate their location based on the
minimum hop count table, the average distance per hop, and
the anchors’ locations. The GRIPHON [14] scheme also
utilizes hop count information for location estimation. Four
nodes with known locations called markers are placed at the
four corners of the network region. Like anchors, markers
broadcast their positions to their neighbors. The other nodes
can obtain the minimum hop count of each marker. The hop
count vector (2cv) of node & is represented as Hy = (hy, hy, ...,
h;), where h; is the minimum hop count from node % to
marker i. The network region is further subdivided into small
grid zones. Then the control center has already calculated a
mean Acv for each grid zone. At the control center, the scv of
each node is compared with the mean /Acvs of all grid zones
to determine in which grid zone the node is residing. The
sensor node’s location is estimated as the central point of its
residing grid zone. The approaches employing hop count
information to do location estimation require a great deal of
communication, and only work well in dense networks.

The Convex Position Estimation (CPE) [15] algorithm
assumes that if a normal node can receive the broadcasts of
neighboring beacon nodes, it must reside in the overlapping
region of the communication range of these beacon nodes.
CPE defines the estimative rectangle (ER) as the smallest
rectangle covering the overlapping convex, and regards the
center of the rectangle as the estimative position of the
normal node. However, it needs a great deal of computation
to obtain the overlapping convex. Hence, CPE needs a
central controller to estimate the position of each normal
node and to flood the estimative position back to each
normal node. Moreover, CPE has poor scalability due to the
heavy traffic load.

Like CPE, the Distributed Location Estimation (DLE)
[16] algorithm employs the ER to estimate locations of
normal nodes. However, DLE simplifies the computation by
replacing complicated functions with simple operations.
Therefore, the computation can be distributed to every
normal node, instead of just being performed by the central
controller. In order to improve the accuracy of the estimative
location, DLE introduces the concept of the farther
neighboring beacon nodes, whose communication range may
overlap the ER and does not cover the normal node. Then
normal nodes can adjust their ERs by excluding the
communication range of the farther neighboring beacon node,
from the original ER. Thus, the accuracy of location
estimation can be improved.

II1.

The preliminary version of this paper is in [17]. In this
section, we describe the HOPE algorithm for location
estimation in WSNs. Our HOPE algorithm makes the
following assumptions:

e FEach sensor node has a unique ID.

HOP-ORIENTED POSITION ESTIMATION ALGORITHM
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Sensor nodes are deployed randomly.
Beacon nodes obtain their location by GPS.
Normal nodes need to estimate their own locations.
Beacon nodes have six kinds of communication range
(1B, 2B, 3B, 4B, 5P and 6pB), where B is the unit of one
hop.

e Normal nodes have three kinds of communication range

(4B, 5B and 6B).

Our proposed HOPE algorithm not only achieves more
accurate location estimation but also employs less beacon
nodes than other approaches. There are two phases in the
HOPE algorithm. We will describe these in the following
section.

A. Data Collection Phase

In the HOPE algorithm, each normal node estimates its
own location by the number of hop counts to every beacon
node. To make the estimation more accurate, we assume that
one beacon node is placed in each of the four corner areas at
random, as shown in Fig. 1.
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Figure 1. Example of network region.
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Figure 2. The scenario of beacon node broadcasting.

Because it is difficult to synchronize the time of all
sensor nodes, HOPE lets the base station be the master to
control the sensor nodes. The base station will notify a
beacon node that it can start broadcasting hop count
information. After a fixed time interval, the base station will
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notify the next beacon node to start broadcasting. For
instance, beacon A first broadcasts information with hop
count 1 to its neighbors by using the transmission range 1p.
Each node, when it receives the hop count information 1,
will record the hop count 1. Then beacon A4 will change the
transmission range from 2f to 6f successively and broadcast
information with hop counts from 2 to 6, respectively. Rings
1 to 6 are formed. Each node records the coordinates of
beacon A4 and the smallest hop count to beacon A. The
scenario of beacon node broadcasting is shown in Fig. 2.

In order to reduce broadcasting collisions, the concept of
a “broadcast slot” is proposed. We let nodes start forwarding
the hop count information according to their hop counts. The
beacon node will broadcast the information with hop counts
from 1 to 6 in slot 0. The nodes with received hop count 1
will broadcast the information with hop counts from 5 (1+4)
to 7 (1+6) by using the transmission range from 4 to 6f,
respectively, in slot 1. Nodes with the received hop count &
will broadcast the information with hop counts from (k+4) to
(k+6) in slot k. Each node will keep the smallest hop count to
the beacon. The nodes in ring j will receive the messages
with hop count j from the nodes in rings j-4, j-5 and j-6. This
redundancy can reduce the effect of message collision and
non-uniform distribution of sensor nodes. An example of
broadcast slots is shown in Fig. 3. The maximum number of
slots can be estimated with the regional size and p.

the Nodes with
beacon

Nodes with
received received hop
node hop count 1 hop count & count 7

I—Slot 0—|—Slot I—| Slot k—l .......... |—Slot m—|

Figure 3. An example of broadcast slots.

Nodes with
received

The broadcast data contains the hop counts of this
message and sender, the coordinates of the beacon node, and
the remaining time. The remaining time is defined as the
time interval between the sending time and the ending of the
current slot. When a node receives the broadcast data, it can
calculate the waiting time of its broadcasting slot, which is
equal to the remaining time plus the remaining slots. Then
the node starts broadcasting information randomly in its
broadcasting slot. We use relative time to solve the problem
of time synchronization. Nodes will broadcast data in their
corresponding broadcasting slots at random to reduce the
occurrence of broadcasting collisions.

After four beacon nodes (4, B, C, D) finish broadcasting,
each node will have the smallest hop counts away from four
beacon nodes, (h(4), h(B), h(C), h(D)), called hop count
vector (hcv).

The nodes within the same ring will have the same
received hop count. Considering the coverage of a beacon
node’s broadcast, it will form six concentric circles. We hope
that further coverage of broadcastings approach the
concentric circles. Therefore, other nodes broadcast
information using three kinds of transmission range (48, 58,
6pB). After the concentric circles for the four beacon nodes
are overlaid, the region will be divided into several disjointed
areas, called vector blocks. Nodes in the same vector block
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have the same hcv. Fig. 4 shows an ideal vector block
situation.
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Figure 4. An ideal vector block situation.

B. Position Estimation Phase

After each node has obtained a hop count vector, the base
station will broadcast the message of location estimation.
Each node can estimate its own location by using the Acv and
the coordinates of the beacon nodes. Each vector block,
which is formed with the overlapping area of four
corresponding rings, has a unique /cv. Each node estimates
its location as follows:

1. A normal node first chooses two beacon nodes. The
intersection of their corresponding rings will be two
quasi-parallelograms. The centers of the two quasi-
parallelograms can be derived by intersecting the
central lines of two corresponding rings. One quasi-
parallelogram closely related to the hop count vector is
selected as the target quasi-parallelogram.

2. Then it chooses one of the two remaining beacon nodes.
The intersection region will be formed by overlapping
this corresponding ring and the target quasi-
parallelogram. In the center line of this corresponding
ring, find a point closest to the center of the target
quasi-parallelogram. The middle point between this
point and the center of the target quasi-parallelogram is
regarded as the center of this intersection region.

3. Repeat the last procedure for the last beacon node. The
center of the vector block is regarded as the estimated
location of this normal node.

C. Quasi-parallelograms

During the process of finding the target quasi-
parallelogram, several problems occur. If we choose any two
beacon nodes, the intersection of the two corresponding rings
may not be two disjointed quasi-parallelograms. It is difficult
to calculate the center of the target quasi-parallelogram. The
angle with respect to two selected beacon nodes is defined as
the angle from the normal node to the two selected beacon
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nodes, which can be estimated by the hop count vector. The
two beacon nodes whose corresponding angles are closest to
a right angle are selected, because the corresponding quasi-
parallelogram is the closest to a rectangle.

Another problem is that a normal node will select an
incorrect target quasi-parallelogram. If one of two selected
beacon nodes is closest to the normal node, we may select an
incorrect target quasi-parallelogram because two quasi-
parallelograms are too close to distinguish by inspecting the
hop count vector. In selecting two beacon nodes, that which
is closest to the normal node is not considered. Consider the
example in Fig. 5. Beacon node 4 is not considered because
it is closest to the normal node. There are three combinations
left to be considered: BC, BD and CD. Beacon nodes B and
C are selected because the angle with respect to beacon
nodes B and C is closest to a right angle. The quasi-

parallelogram close to beacon node 4 is selected as the target.

Figure 5. An example of obtaining the center of the target quasi-
parallelogram.

D. Intersection Region

Recall that a vector block is the intersection of four
corresponding rings. The target point of the central line of a
ring is defined as a point on the central line closest to the
center of the target quasi-parallelogram. At first, we choose
one beacon node with the shorter distance from its
corresponding target point to the target quasi-parallelogram.
Thus, we can obtain a bigger intersection region by
intersecting the target quasi-parallelogram and the
corresponding ring.

The center of the intersection region can be estimated as
the middle point between the center of the target quasi-
parallelogram and the corresponding target point, as shown
in Fig. 6. Finally, the vector block is the intersection of the
intersection region and the last corresponding ring. The
center of the vector block can be estimated as the middle
point between the center of the intersection region and the
corresponding target point, as shown in Fig. 7.
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Iv.

In order to demonstrate the accuracy and feasibility of the
HOPE algorithm, we will conduct the simulations in two
kinds of situations.

At first, we compare the Distributed Location Estimation
algorithm with HOPE. We assume that there are no
collisions, and energy consumption is not considered. The
simulation area is a square region of side length 1,000m. The
total number of nodes is tuned between 50 and 250. To show
the accuracy, we compute the mean error which is the
average distance between the estimated and actual locations.
Then HOPE uses Network Simulator version 2 (NS-2) to
further consider the collisions. The 802.11 MAC protocol
with the proposed broadcast slot mechanism is employed. To
show the feasibility, the mean errors of the direct computing
version and the NS-2 version are compared.

SIMULATION AND RESULTS

A. Impact of the Density of Sensor Nodes

Because the DLE algorithm needs a proportion of beacon
nodes, the ratio of beacon nodes to the total nodes is set to
40%. Fig. 8 shows the impact of the density of sensor nodes
on the mean error. When the node density is low (less than
150 nodes), DLE has poor performance. Although DLE has
good performance when the node density is high, the number
of beacon nodes will be increased. Under any node density,
HOPE has a smaller mean error than DLE. To show the
stability of both algorithms, we define the mean error range
of DLE and HOPE. Fig. 9 shows that the mean error range of
HOPE is smaller than that of DLE. Therefore, it is shown
that our HOPE algorithm is more stable than the DLE
algorithm.
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Figure 8. Node density vs. mean error.

B. Impact of the Time Synchronization and Collisions

In HOPE, each node obtains needed information by way
of broadcasting messages. Collisions will happen in actual
networks. In order to prove the feasibility of the algorithm,
we conduct the simulations in NS-2, and compare it with the
collision-free version. Fig. 10 shows the comparison of the
collision-free version and the NS-2 version in terms of mean
error. In low node density, the NS-2 version has more errors
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than the collision-free version because some nodes cannot
receive the correct hop count information due to collisions.
In high node density, the NS-2 version has almost the same
mean error as the collision-free version, because most of the
nodes can receive the correct hop count information from at
least one node without collisions. It is shown that the
broadcast slot mechanism can avoid most collisions
successfully.

u DLEalgo. 40%
W HOPE algo.

500

2
3
3

Mean error (m)
w
3
3

200

100 I I

50 70 920 110 130 150 170 190 210 230 250
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Figure 9. The experiment result of mean error range.
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Number of total nodes

Figure 10. The comparison of the collision-free version and the NS-2 version.

C. Enhancing the Accuracy of the Algorithm

Based on the concept of vector blocks, it could be
inferred that if the vector block can become smaller, normal
nodes in the vector block will be closer to the center of the
vector block, resulting in a decrease in the mean error. The
vector block can be diminished by decreasing the B value.
Fig. 11 shows the mean error in low node density by tuning
the B value between 20 and 50, and using a 95% confidence
interval. From this figure, it is found that if node density is
less than some value with respect to B, mean error is
increased abruptly, because some nodes cannot receive the
correct hop count information.
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Fig. 12 shows the mean error in high node density and
using a 95% confidence interval. It is found that if the node
density is sufficient, the mean error will be smaller by
reducing the  value.

From Figs. 11 and 12, we know that when the density is
less than 400 (node/km?), the use of p = 50 is better. When
the density is between 400 and 700, we should use B = 40.
When the density is between 700 and 1,000, we can employ
B = 30. When the density is from 1,000 to 5,000, we can use
B = 20. If the density is higher than 5,000, we recommend
the use of B = 10. Users can thus adjust the § value to obtain
a better mean error.
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Figure 11. Adjusting P value in low node density.
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Figure 12. Adjusting B value in high node density.

V. CONCLUSIONS

WSNs are useful only if the sensed data are associated
with the locations of the sensor nodes. It is reasonable that a
few sensor nodes are equipped with a GPS device and that
the others estimate their own locations by way of collected
information. In order to reduce costs while maintaining
estimation accuracy, the HOPE algorithm is proposed.

The simulation results show that the HOPE algorithm not
only uses fewer beacon nodes, but also has higher accuracy
as a result of tuning the P value. In simulations of the NS-2

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-140-3

version, it is found that a broadcast slot mechanism can
reduce collisions significantly, resulting in high stability of
the HOPE algorithm. Implementing the HOPE algorithm in
real WSNs is worthy of further investigation.
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Abstract—In this paper, we study the effect of the spatial
correlation between multiple antennas on the performance of the
MIMO systems in flat fading channels. As performances metrics,
the Bit Error Rate (BER) and Symbol Error Rate (SER) are
investigated for Orthogonal Space Time Block Coding (OSTBC)
and Vertical Bell Laboratories Layered Space-Time code (V-
BLAST) architecture respectively. It is assumed that all antenias
have the same radiation pattern and the spatial correlation is
independent of the position of an antenna in the array. In this
investigation, it is assumed that the correlation matrix of the
MIMO channel is the Kronecker product of the receive and
transmit correlation matrices. The desired correlated channel
is obtained by the Cholesky decomposition of the correlation
matrix.

Keywords-Multi-antenna  MIMO system, OSTBC, V-
BLAST, Bit Error Rate

I. INTRODUCTION
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design MIMO systems [12]. In [5], the BER expressions of
optimum combining and maximal ratio combining in the pres-
ence of one co-channel interferer was derived. In [6], thecef

of transmission design and spatial correlation on the symbo
error rate (SER) was analyzed for MIMO communication
systems. While most previous work considered the analysis
for OSTBC and V-BLAST with separately correlation model,
this work considers the effect of the channel correlatiangis
the jointly-correlated model. With this approach an ariefjt
solution can be derived for the BER and SER performances.
When all the antennas in the MIMO systems have the same
radiation pattern, which is the case in almost the practical
cases, and when the spatial correlation is independenteof th
position of an antenna in the array, it is shown in [1] that the
(4x4) MIMO correlation matrix can be approximated by the
Kronecker product of the transmitter correlation matrixdan
the receiver correlation matrix.

In this paper, the BER and the SER of the OSTBC and

Multiple-input multiple-output (MIMO) systems are those?SIC V-BLAST, respectively, are investigated with respect
that have multiple antenna at both transmitter and receivit the spatial correlation effect. The kronecker model @& th
They were first investigated by computer simulation in thgorrelated channel and the Cholesky decomposition of the
1980s, and later papers explored them analytically. SinEEPSs-correlated matrix are considered for the study.

that time, interest in MIMO systems has exploded. Multipl

antennas can be used for increasing capacity or for incr@as'é
diversity. To improve the diversity in a MIMO system, the

Orthogonal Space Time Block Coding are used [10]. On t

other hand, to improve the capacity, independent datarstrea

éjscussion of results will be presented in Section IV. Hinal

are transmitted simultaneously from multiple antennas |
The Vertical Bell Laboratories Layered Space-Time code (

BLAST) is an architecture for realizing very high data rates

h

€ The remainder of this paper is organized as follows. In

ection I, we present the system model and give a briefwevie
f the detection algorithm of OSIC. A brief description of
e OSTBC is also reviewed in this section. In Section 1,
e present the correlation model. The simulation results an

0

we conclude our paper in Section V.

over the rich scattering wireless channel [3]. The detectio

algorithms for V-BLAST architecture are traditionally leas

Il. SYSTEM AND CHANNEL MODEL

on the Order Successive Interference Cancellation (OSIEC) [
The V-BLAST OSIC algorithm is an iterative algorithm where

the the strongest signal is decoded first, then the effedtisf t

We consider a narrow band MIMO wireless communication

strongest signal is cancelled from each of the receivedaignsystem with 2 transmit antennas and 2 receive antennas. It is
[8]. The correlation at the receiver and the transmittee sidh assumed that the channel experiences quasi-static flatigayl

considerably reduce the performance of the MIMO systemsfétding. We also assume that CSI is known at the receiver.
is important to quantify the effect of the correlation topedy For the OSTBC, at each time the two transmit antennas send
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Alamouti coded blocks [10] and two receive antennas are usedlrhe correlation matrices of the transmitter and the receive
to receive the encoded transmitted block. Lt = [k, ;] are given by [11]:

denote the2x2 MIMO channel matrix whereh; ; is the

fading coefficient between transnjitand receive antennia

j=1,2,i=1,2 h;; is a sample of independent complex Rps — { és pts’ ] .
Gaussian random variables with zero mean and variance 1/2 P21 1

per dimension. For decoding purposes, a 2x2 matrix H is used

to denote the channel between the two transmit and two receiv

antennas. The complex envelope of the received signal at the Rurs = [ 1\145 p13° } @
antenna array after matching filter is given by [2]: 21 1

To generate the desired correlated elements, the elemfents o

y=Hx-+n (1) (4) are arranged in vector form as:
a1

wherey represent a two dimensional received signag a 2 veqH,) = 12 9)
dimensional complex additive white Gaussian noise (AWGN) ¢ 021
vector, of which each component is statistically indepahde 022

and has zero mean and a variance’2 per dimensionx a
two dimensional of transmitted signal aiktlis a 2x2 MIMO

. } The correlated and no-correlated elements are then related
fading channel [11]:

by [11]:
o= bz @ m] I
a2 12
=C 10
Q2] ha1 ( )
Q22 haa

To introduce the correlation effect in the system model, a
correlated matrix should be generated according to [7]

where C is the result of the Cholesky decomposition of the
Ryrwvo [11]:

vedH.) = RY?  vedH (3
oqHe) mivo VeaH) Ryrrvo = CCT (11)

where H,. represent the correlated matrix of the MIMO
channel and is given by [7]:

I1l. V-BLAST OSIC DETECTION ALGORITHM

H. — 11 12 4 . . . .
¢ = { oy (o } (4)  The simple transmission and detection mechanism of the V-
BLAST and its ability to achieve a high data rate performance
have made the technic a popular solution for signal proogssi
In this section, we briefly describe the V-BLAST OSIC
The correlation matrix of the MIMO channeR a0, is  l90rithm. Lettingx = [z1,22]7 represent the vector of the
obtained by the Kronecker product of the transmit and receiffansmitted symbols, then the corresponding receivedovect
correlation matrices as follow [11]: is given by [9]:

Ryirvo = Rus @ Rps (5) y1=HeX+n 12)

) _ In the above equatiorx, andy, are two vectors of transmit-
Using the properties of the Kronecker product the model gl anq received signals respectively. To be able to deftect t
(2) is simplified to the form [7]: different stream send by the transmitter, an iterative @sedn
which stream by stream detection is necessary. In othersyord
the detection process should be performed on one stream at
H. = RY/% H (RYS)T (6) time. This process is based on the linear combinatorialmull
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on the received vector and an operation of cancelling tl
obtained symbol operation is followed [9]. The process #thou
have the following steps:

V-BLAST peromance for dierentp

—F—Non Correlated|
< p=0001
D p=04

% p=08
o p=08
=089

In a first step, the received vectgr,, should be multiplied
by a nulling vectorw, to obtain the quantity, [9]:

Ykl = Wl€1Y1 (13)

In the next stepys; is sliced using the quantization, Q(.),
operation appropriate to the the constellation in use aed 1
a1 is obtained [9]:

e | | ! ! !
0 5 10 5 20 5 0
SNR per antenna

ar1 = Q(yr1) (14)

Fig. 1. SER Performances of V-BLAST OSIC algorithm with resp®
different spatial correlatiom

Finally, a modified received vector, is obtained by can-
celling a1 from the received vectoy,, resulting [9]:

i I !

=Y, —ar1(He)k 15 ~ S50
2= 0 1{He)i (15) E A fob—-yy ~{ Koo
F=3z- 3 T gt ~k \8 = |0 Kaouivbmeir R
10* x,\ \\'\\ e i ion CTizCRy
where (H,);1 represents thek;th column of H,.. The So L ¥R it
. e . s b |- Aemnvihoreion CE 074 Ch1
previous steps are then performed on the modified receiv Tsol ~3
vectory, to detect the following symbol. The process shoul , AN Tss g
be stopped until all symbols are detected. I RN
AR

IV. SIMULATION RESULTS

In this section, we illustrate the results of the effect c i ‘ ‘
spatial correlation of MIMO channel on the performance
of V-BLAST and OSTBC MIMO architecture. The Monte-
Carlo simulations are used to obtain the results. In V-BLASHig. 2. BER Performances of OSTBC using Alamouti code with eespo
architecture, a frame of 100 symbols is transmitted ovéifferent spatial correlatiop
the MIMO channel. The channel is represented by a 2x2
matrix with correlated elements. The performances of the no
linear detection are obtained for 5000 iterations. Thealetke

symbols at the output of the receiver are compared with the , ) )
ones transmitted from the transmitter side so that the SERd doesn't depend on the SNR. This can be explained by the

is calculated. The results of the simulations are represenfaCt that with strong correlation, the algorithm becomesles
in the Fig. 1. In this figure, the curve which correspond tSﬁ'C'ent and hence the importance of the spatial correiaii
zero correlation is identical to the litterature results rom the hole performances. For the performances of the OSTBC,

theses results it is shown that the correlation between sii§ results are presentleq In thghFlg. |2' The CI)Ine rate Alamouti
channels degrade considerably the performances of V-BLAS#d€ and BPSK modulation with real constellation were used

architecture. In fact, for a fixed SNR of 15 dB, the SER dP' the simulations [10]. In the simulation, a random 2x2
» = 0.8 is much important than the one @f — 0.7. For MIMO channel Matrix is generated. The results show also

a fixed value of correlation, say — 0.4, the SER decreasethat the strong correlation decrease considerably the BER

when the value of the signal to noise ratio is increased. V@g"formances of the OSTBC.
also notice that forp = 0.999, the SER is almost constant
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V. CONCLUSION

In this paper, we investigated the effect of the spatialesorr
lation on the performances of two MIMO architectures known
as the V-BLAST and OSTBC. The Kronecker model for the
MIMO chanel combining with Cholesky decompossition were
used to the simulation. The BER and the SER are used as
performances metrics for the study. The results showslglear
that the correlation decrease considerably the perforesaot
the MIMO systems.
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Abstract—The Alamouti Code Assisted V-BLAST (ACAV)
is a promising hybrid MIMO transmission scheme that is
adopted by IEEE 802.11n-2009 (WiFi) recently. It combines
spatial multiplexing (SM) and Alamouti space-time block codes
(STBC) so that if the Alamouti symbols were detected first,
which are generally more reliable due to STBC, subsequent
interference cancelation (IC) stages will suffer less from error
propagation. The optimal IC detector for the ACAV can be
undesirably complex but we found a procedure to reduce
the complexity and processing time without compromising its
optimality. We further developed a simpler suboptimal detector
that is suitable for rapidly varying channels. Simulation results
show both ACAV detectors can outperform the detectors of
pure SM scheme of the same data rate.

Keywords-Hybrid transmission scheme; ACAV; STBC-
VBLAST; MIMO detector; MIMO detection scheme

I. INTRODUCTION

At the turn of the millennium, the multiple-input and
multiple-output (MIMO) system has emerged as a promising
technology for high data-rate broadband wireless communi-
cations. Traditional MIMO schemes either achieve diversity
gain to increase the link reliability against fading, e.g.,
Alamouti space-time block code (STBC) [1], [2], or achieve
spatial multiplexing (SM) gain to increase spectral efficiency
and data throughput, assuming there is sufficient signal scat-
tering and antenna spacing, e.g., Vertical Bell Labs Layered
Space-Time (V-BLAST) [3]. More recently, hybrid MIMO
transmission schemes (HMTS) [4] have been proposed to
achieve a finer trader off between pure diversity gain and
pure SM gain so that parts of the data are space-time coded
across some antennas and others are spatially multiplexed. A
number of the HMTS have been included in the recent WiFi
(IEEE 802.11n-2009 [5]) and WiMAX (IEEE 802.16-2009
[6]) standards.

Among the HMTS that are described in [4], this paper
addresses a special family of HMTS called the Alamouti-
Code-Assisted-VBLAST (ACAV) — a term coined by Zhang
et al [7]. Two of its M, transmit antennas are assigned
to transmit 2 X 2 Alamouti STBC data streams while the
remaining My — 2 antennas are used to transmit independent
V-BLAST SM data streams . The ACAV is equivalent to
HMTS G2+1 for 3 antenna and G2+1+1 for 4 antenna in

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-140-3

Table 1
ANTENNA MAPPING FOR THE SPACE/TIME CODE-RATE 3 ACAV
USING FOUR TRANSMIT ANTENNAS [5]

Rate-3 (6 symbols in 2 symbol periods)
Time Slot [ Ant1 [ Ant2 | Ant3 [ Ant4
1 a1 (k) az(k) | as(k) | aa(k)
2 —a3(k) | aj(k) [ as(k) | as(k)
Table II

ANTENNA MAPPING FOR SPACE/TIME CODE-RATE 1, 2 AND 4
TRANSMIT SCHEMES OF IEEE 802.16E-2005 [8]

Rate-1
Time Slot Ant 1 Ant 2 Ant 3 Ant 4
1 a1 (k) az (k) - -
2 —al(k) | aj(k) - -
3 - - as (k) a4 (k)
4 - - —a;(k) | a5(k)
Rate-2
1 ai (k) asz (k) a3 (k) a4 (k)
R RO EHOR O HO)
3 as (k) ae (k) a7 (k) ag (k)
T [ | =) [axh)
Rate-4
1 [ a1(k) [ a2(k) | a3(k) | asa(k)

[4]. The 4 antenna ACAV delivers 3 spatial substreams [5]
since 6 data symbols are transmitted over 2 symbol periods
(see Table I). Alternatively, the ACAV is said to achieve a
space/time code-rate of 3 [8]. In fact the older IEEE 802.16e-
2005 standard [8] only outlined HMTS of rates-1, -2 and -4
for a 4 x4 MIMO system (see Table II), so the rate-3 ACAV
bridges the gap in space/time code-rate.

The IEEE standards do not define the type of data
detectors to be used for each HMTS. In the literature,
two types of ACAV detectors have been reported and they
can be loosely categorized as single stage and dual stage
detectors. The single stage detector includes the likes of the
linear detector (Lin) and the ordered-successive-interference-
cancelation (OSIC)' non-linear detector, e.g., [9]. These
detectors operate on an inflated channel matrix of dimension
2M,. x 2(M; — 1), rather than the original M, x M; matrix,

'Even though the OSIC involves several sequential stages or iterations,
we still consider the procedure as a single stage.
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in order to effectively exploit the diversity gain of the STBC
which spans two symbol periods. This increased matrix
size imposes approximately exponential burden on detector
complexity for every extra matrix column. The inflated
channel matrix can be avoided to reduce complexity but
not without sacrificing the bit-error-rate (BER) performance.
This can be done through the use of a dual stage detector
which first detects the Alamouti symbols (henceforth called
A-symbols, and the V-BLAST symbols as V-symbols) using
a sort of MIMO spatial filter of dimension M; x M,, and
then cancel its interference, before detecting the remaining
V-symbols in the second stage, for e.g., [4].

In Section II, the system model is outlined and the archi-
tecture of the ACAV briefly reviewed. Section III outlines
our proposed reduced complexity single-stage ACAV detec-
tor. Section IV describes another reduced complexity dual-
stage detector. Section V presents complexity and simulation
results. The paper is finally concluded in Section VI.

II. SYSTEM MODEL & THE ACAV ARCHITECTURE

In this paper, we consider the 3 x 3 and 4 x 4 MIMO
systems in accordance to IEEE 802.16e-2005 [8] and IEEE
802.11n-2009 [5]. The antenna mappings for a block of 6
ACAV symbols are given in Table I. The source symbols
are drawn independently from the same alphabet set and
grouped into “space-time blocks” of 2(M;—1) symbols. The
first two symbols aq(k) and as(k) are Alamouti encoded
and the rest are spatially multiplexed (V-BLAST). The
transmission patterns of rate-1, -2 and -4 schemes of IEEE
802.16e-2005 are provided in Table II for comparison.

At the channel output, the received vector is governed by
the following channel input-output relationship

r(k) = Ha(k) + n(k) 1)
where k denotes a space-time block sample occupying two
symbol periods, r(k) = [ri(k),r2(k)] € CM*2 H £
[Ha,Hv] = [hy, ha, -, hyg, | € CMrxMe g the Rayleigh
flat fading channel (N.B.. Hy = [hy,hy] € CMrx2
denotes the Alamouti subchannels, Hy = [hs,--- ,hpy, | €
CMrx(M:i=2) denotes the V-BLAST subchannels), a(k) €
CM:x2 denotes the source signals, whose energy is o2,
in the manner shown in Table I and n(k) € CM~*2 js
the additive white Gaussian noise (AWGN) matrix with a
complex variance of o2. One way of data detection is to
process the received vector r(k) using a MIMO spatial filter
to extract the A-symbols because they are usually more re-
liable, and subsequently perform interference cancelation to
detect the remaining V-symbols [4]. We refer to this method
as the dual-stage detector which we pursue in Section IV.
To achieve better BER suppression, we should consider the
inflated channel matrix, H, defined below, which takes into
account all 2(M; — 1) symbols so that the transmit diversity
can be more effectively exploited [9], so that detection is
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carried out in a single stage:

(k) = Ha(k) + a(k) =

_ H H 02 ~ nl(k)
] - { AL 0, HG }a““) ’ { n3 (k) J
2

where the “Alamouti” operator A([hy,hy]) = [h}, —hj],
0, is a zero matrix of dimension M, x 2 and
a(k) = [aa(k), az(k), as(k), as(k), a3 (k) aj (k). The
special structure inherent in H is the motivation behind the
design of the low-complexity pair-wise OSIC detector in the
following Section III.

III. REDUCED COMPLEXITY SINGLE STAGE DETECTOR:
PAIR-WISE OSIC (PWO)

In the following we propose a modified OSIC scheme
which decodes twice as fast, uses less computations, but
attains identical BER performance as the original OSIC for
ACAV [3].

A. Data Detection in Pairs

Let’s consider only the zero-forcing (ZF) detector (ex-
tension to the MMSE detector is straight forward). Let G
denote the Moore-Penrose pseudoinverse of H. Subject to
the condition that the matrix G must have an even number
of rows, the pseudoinverse has this specific form:

o Ga A(Ga)
G=H'=| Gvi -G, (3)
Gvz Gy

where Ga, Gvi, Gvyz are all 2 x M, matrices. Expanding
(3), it can be shown that the row-norms of certain subchan-
nels G are identical, since all elements of one row have
counterparts of same magnitude in one other row. They
are the 1st and 2nd row, 3rd and 5th row, and finally the
4th and 6th row. Since the row-norms are identical for the
two subchannels within the pair, that means both symbols
that belong to the equal-norm subchannels can be detected
simultaneously without any loss in optimality at all.

B. Optimal Sorting with Detection Speed Doubled

According to [3], the optimal sorting is based on selecting
first the subchannel which has the minimum norm. The
A-symbols are most robust to noise and therefore with
high probability, their corresponding subchannels in G
have minimum norms. This is because their correspond-
ing columns in H (c.f. Eq. (2)) consist of only non-zero
elements, i.e., [Ha A(Ha)]?, while the columns of the
other V-subchannels are occupied half of the time by 0,
ie., (Hy 02]7 and [02 H3]7). The robustness of the A-
symbols is a consequence of STBC of a;(k) and as(k).
However, optimality is not guaranteed if the A-symbols were
detected and canceled first because one of the V-subchannels
may have a higher SNR than the A-subchannel for a
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Table III
PAIR-WISE ORDERED SEQUENTIAL DETECTION

Let the j-th row of G be denoted as (G);.

Let ,(1) and g, (2) denote the indices of the Ist and 2nd symbols,
respectively, of the symbol-pair with equal SNR, at the %-th iteration/
OSIC stage.

Q(+) is the nearest neighbour hard quantization operator.

H® is the deflated channel matrix of H at the i-th iteration.

Initialization:
i=1

1 (k) = F(k)
G = (H)T

Recursion:

Zf_ (1)
( zk(2)

Zg (1) zf~

k)
Z1, (2) (k)

[ ag, (k) ] [ Z, (1) k)g ]
A, (2)(F) Q Zk s 2) (k)
1‘1+1(k) =£i(k) — [y, (1), by, (2] [

(HO)T

ap;(1y(k) }
ag,(2)(k)

'L+1
1=3+1

particular channel realization. Thus, to retain optimality, all
the row norms of G are still calculated just in case the A-
subchannel is not the strongest. Subsequently the symbols,
be it A- or V-, are detected and canceled according to the
OSIC algorithm of [3]. This interference cancelation (IC)
process is performed on the symbol-pair simultaneously so
the number of sequential IC stages is halved. Table III
summarizes this pair-wise OSIC (PWO) algorithm.

IV. REDUCED COMPLEXITY DUAL STAGE DETECTOR:
GROUP-LINEAR (GL) AND GROUP-OSIC (GO)

Both the PWO algorithm in Section III and the OSIC
of [9] deal with an inflated channel matrix H. Trading off
BER performance slightly to enjoy lower pre-processing
burden (e.g., the pseudo-inverse operation), a dual stage
detector may be employed to detect the ACAV symbols by
using only the M, x M; channel matrix. In the first stage,
the A-symbols are detected using a group receiver [10],
followed by interference cancelation (IC) and the detection
of the V-symbols using a linear or OSIC detector. Thus we
name our dual-stage detectors as the Group-Linear (GL)
and the Group-OSIC (GO) detectors. They are especially
beneficial in rapidly time-varying channels when the pre-
processing cost is significant as compared to the cost of
payload processing (i.e., computation required to process
every symbol of frame).
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A. Stage-1: Zero-forcing (ZF) Group Receiver

The ZF group receiver partitions the original channel
matrix into four quadrants as follows [11]:

~[A B
ns 6ol

where A € C2¥2, B € C2xM-2) C ¢ CMr=2)x2 5pd

D e CM»=2)x(Mi=2) " A always carries the top left entries
of H of dimension 2 x 2, i.e.,

hia

has |’

h11
A2
{ ho1
where h;; is the element in the i-th row and j-th column
of H. Subsequently, ZF group equalization is performed on
r(k). The ZF group equalizer takes the following form:

“4)

(&)

. Bfl _Dfl
W = { Al _o- ] (©)
so that the combined channel-group-equalizer response,
B !A-D!C 0
zf — 2r
W'H_[ Ocs AlB—ClD} )

is a diagonal matrix that isolates the two A-substreams
from the V-substreams. 0o, and O are zero matrices of
dimensions 2 x (M; —2) and (M; — 2) x 2, respectively. As
a result, the virtual channel of the A-substreams due to the
ZF group receiver is

Hyr 2B 'A-D'C (8)

where Hp € C(M¢=2)%2 The received signal after the group
receiver can be expressed as

©* | 30

where sa (k) € C2*2, sy(k) € CM=2%2 and @i(k) €
CMi*2 ig the filtered noise matrix. We have deliberately
divided s(k) into two matrices because we only want to
retrieve s (k) that corresponds to the Alamouti stream, i.e.,

sa(k) =[B!, =D (k). (10)

] — W*'x(k) = W/ Ha(k)+(k), (9)

Using sa (k) from (10), the optimal maximum likelihood
soft decisions of the A-symbols are obtained as follows

21 (]C) N |: ~ 2 ] -1 - H~
20| = ] dese an
where || - || denotes the Frobenius norm, (-) denotes the
Hermitian operation (complex conjugate transpose),
- Ha
Ha, 2 - 12
A2 [ A(FLp) } (12)
a a b | b —a”
where A(x) = A e d }) = [d* e }, and

5(k) £ [s11(k), sTo(k)]T if My = M, = 3 where s (k) =
[s11(k), s12(k)], or 8(k) £ [s11(k), s21(k), s75(K), s39 (k)"
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. _ Sll(k') 512(]{1)
if My = M, = 4 where sp(k) =

t A( ) |: Sgl(k) 822(]{3)
Subsequently, a nearest neighbour quantizer Q(-) is

used to estimate the A-symbols: [a1(k),az2(k)]T =
[Q(Z1(k)), Q(22(k))] "
After the A-symbols have been detected, they will be

canceled from the received signals, r(k), as follows:

a _ ar(k)  —az(k)

t(6) 2 [0 (6)ta(0)] = (k) hy ha] | 2208 2N |

(13)
t1(k) € CM:x1 and to(k) € are the column vectors
that correspond to the V-symbols of the first and second
time slot in block k, respectively. If the decisions a (k) and
ao (k) are correct, then t(k) will enjoy a large diversity gain
since the the V-symbols are effectively being transmitted
from M; — 2 antennas but are received by two more receive
antennas! Moreover, the signals from the first time slot of
space-time block k are now independent of those signals
from the second time slot, so the detection of V-symbols is
carried out with a much smaller deflated channel matrix one
time slot at a time.

(CM,,xl

B. Stage-2: Linear detection or OSIC

In stage 2, we can use either the linear or the OSIC
algorithm. The effective channel affecting the remaining V-
symbols is Hy = [hj] for the 3x3 ACAV, or Hy = [h3 hy]
for the 4 x 4 ACAV. Both the linear detection algorithm and
the first step of the OSIC algorithm [3] make use of either
the same ZF filter GgF) or the MMSE filter Gg,v[ MSE),
These filters are the unbiased and biased pseudo-inverses of
Hy/, respectively. Since Hy is a “tall” or “slim” matrix with
dimension M, x (M; —2), computing the ZF or the MMSE
filter is significantly simpler than it is with the ACAV chan-
nel matrix H of dimension 2M,. x 2(M; —1) as described in
[9]. In the pursuit of computational simplicity, the Greville
algorithm [12] and the Sherman-Morrison algorithm [13] are
adopted to compute Gg ") and Gg,MMSE), respectively. In
this way, we can evaluate the exact computation required for
the GL and GO algorithms.

1) ZF Detectors for 3 x 3 ACAV: The V-symbols from
the first and the second time slots in block &, i.e., az(k) and
ay(k), are detected as follows:

GQ,ZF) g3 = h; H}}:5|2 (14)
as(k) = Q(gst1(k)), aj(k) = Q(gstz(k)) (15)

where T denotes the Moore-Penrose pseudo-inverse operator.
2) ZF Detectors for 4 x 4 ACAV: The pseudo-inverse
of Hy = [hs hy] can be computed using the Greville
algorithm [12] as follows:
@) oyt _ [ 8 | _ [ hi—dhi—dhy)t | o
v Vol 8 (hg — dhg)T
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where d = hgh4 and d is a scalar. The linear detector
decodes the V-symbols as follows:

asz(k) = Q(gst1(k)),  as(k) = Q(gata(k))

a5 (k) = Q(esta(k),  ag(k) = Qlgat2(k)). (A7)

The OSIC detector extracts the V-symbols in sequential steps
as follows. Assuming ||gs||?> < |lga||?, then

as(k) = Q(gst1(k)) (18)
wi(k) = ti(k) —as(k)hs (19)
as(k) = Q(hhu (k). (20)

If, on the other hand, the SNR is stronger at the 4" channel,

as(k) (g4t1(l<;)) (21)
wi(k) = tu(k) —aa(k)hs (22)
as(k) = <h£u1<k)) (23)

Independent of the first time slot, af(k) and ag(k) of the
second time slot are obtained in the same fashion as (18)—
(23) above.

3) MMSE Detectors for 3 x 3 ACAV: The MMSE filter
of Hvy is
hyf

G(MMSE) &
[hsl|* +

s = (24)
where « is the “regularization” constant chosen as the ratio
of the noise variance to the signal power (of individual
transmit antenna) [13]. Subsequently, az(k) and a}(k) are
detected in the same manner as (15).

4) MMSE Detectors for 4 x 4 ACAV: The Sherman-
Morrison recursion algorithm [13] is used to compute the
MMSE filter

2 { g3 } —
ol b =

= H{Q,

where I, is the 2 x 2 square identity matrix. The Sherman-
Morrison algorithm computes Q in a simple, recursive
manner. It starts from the zero-th iteration:

Qo = (1/a)Iaxe

and then computes the recursion from n =1 to n = M, =
4:

G{™MSE) HZ[HIHy + alyyo) ™

(25)

(26)

Q[n—l]HV,n(HV,n)HQ[n—l]
1+ (Hyv,,)"Qp-yHv,

where Hy ,, is the n-th column of the “tall” matrix Hy.
The V-symbols are detected in the same manner as (17) for
linear detection and (18)—(20) for OSIC with the exception
of the pseudo-inverses in (20) and (23) are replaced with the
MMSE filter computed in the same fashion as (24).

Q) = Q-1 —

27
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Table IV ZF detectors
COMPLEXITY ANALYSIS FOR 4 X 4 RATE-3 MIMO DETECTORS :
ZF MMSE
/Frame (Pre- | /6-Symbols || /Frame (Pre- | /6-Symbols
Detector processing) (Payload) processing) (Payload)
(N x M) (M, A) (M, A) (M, A) (M, A)
Lin(8 x 6) (672, 593.5) (48, 42) (840, 606) (48, 42) .
OSIC(8 x 6) (792, 705.5) (48, 80) (955, 649) (229, 202) o 0T
PWO(8 X 6) (716, 639) (48, 80) (859, 578) (229, 202) 3 =
GL(4 x 4) (32, 17.5) (56, 46) (76, 55.5) (56, 46) T F--T T
GO(4 x 4) (36, 19) (56, 54) (80, 46.5) (56, 54) 5 066
V-L(A X 3) (72, 54.5) (24, 18) (90, 79.5) (24, 18) - Liﬁ(;x)&
V-0(d X 3) 98, 76) (24, 3%) (106, 925) | (38,59 o PWOEE)
GO(4x4)
- = = GL(4x4)
10°k V-0(4x3) |]
- — —V-L(4x3
V. RESULTS ¥ : s
. . . . 0 1 2
We shall assume the Rayleigh fading channel is stationary 10 2 10
over Ny space-time block samples, or equivalently, 2N "
symbol periods. Figure 1. Complexity profile of various detectors with varying N¢,. Total

A. Complexity Analysis

All detectors under consideration achieve the same data
throughput, i.e., 3 spatial substreams, and they all have equal
number of received antennas, i.e., M, = 4. The ACAV
detectors under consideration include the linear detector
(Lin), OSIC, pair-wise OSIC (PWO), Group-Linear (GL),
and Group-OSIC (GO). The detectors for pure V-BLAST
signals are the linear and OSIC detectors, denoted as V-L and
V-0, respectively. The dimensions of the channel matrices
that the detectors deal with are appended to the names
of the detectors, as shown in Table IV, where M and N
correspond to the number of effective transmit and received
symbols, respectively. We consider both ZF and MMSE
implementations of the detectors, and separated the pre-
processing (e.g., computing the pseudoinverse of the channel
matrix in (16) and (25)) from the payload processing (e.g.,
linear convolution of equalizer weights and received signal
vector in (18) and the subsequent nulling and canceling
operations in (19)). The effective channel matrices that need
to be pseudoinversed have dimensions 8 x 6, 4 x 2, and
4 x 3 for the single-stage, dual-stage, and V-BLAST(4 x 3)
detectors, respectively. After consulting with [12] and [13],
we arrived at the following number of pre-processing op-
erations required for the initialization, i.e., pseudoinverse
of channel matrix, and the recursion, i.e., pseudoinverses
of subsequent deflated channel matrices, and the number
of repetitive payload operations required for every space-
time block of N received symbols to compute the linear
convolution (e.g., (17), (18)) and the nulling operations (e.g.,
(19)). For a channel with M and N effective transmit and
received symbols, respectively,

1) the Greville-Inverse-Greville algorithm [12]
requires (3M2N — IMN —3N)M + (3M?N —
M? — 3MN — 5N + 2)A operations for the
“initialization”, while requiring (iM N —|—iM N—
sN)M + (IM2N — IM? + 1MN — iM —
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FLOPS = FLOPS/frame + N *FLOPS/6-symbols.

%N + %)A for the “recursion”. The computations
required for payload processing for a block of NV
received samples is (M N)M + (M N — M)A for
the linear detector and (2M N — N)M + (2M N —
M — N)A for the OSIC detector.
2) the Sherman-Morrison algorithm [13]

requires (3M2N + 2MN)M+ (2M*N — 1 M? +
MN)A operations for the “initialization”, and
(3M3—ZM )M+ (3 M3—FM?+M+1)A for the
“recursion”. The computation required for every N
received data sample is (M N)M+ (MN — M)A
for the linear detector and ($M2N + $M? —
$MN — $M)M+ (5M?N — 3MN — M +1)A
for the OSIC detector.

The PWO requires less complexity than the original
OSIC(8 x 6). More significantly, the PWO detects 6 symbols
in 3 sequential IC stages instead of 6, thus the detection
speed is doubled. The GL and GO detectors require the least
pre-processing and are ideal for rapidly varying channels.

We now investigate the effect of increasing Ny on the
complexity of the detector. Each complex multiplication M
requires 6 floating point operations (FLOPs); each complex
addition A requires 2 FLOPs. Although counting FLOPs is
not the ideal way to determine the complexity of a detector,
it does provide a certain degree of appreciation of the
complexity. We compute the total FLOPs by summing the
FLOPs per frame and the FLOPs per 6-symbols multiplied
by Ng. For small frame sizes, the dual-stage detectors are
about 10 times simpler than the traditional ACAV detectors,
making them very attractive.

B. Simulation Results

The six detectors are put to test (NB: the performance of
OSIC(8 x 6) and PWO(8 x 6) are identical). For simplicity,
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Figure 2.  Simulation results comparing the ZF ACAV detectors and V-

BLAST 4 x 3 detectors.

all detectors employ the ZF approach. The modulation
scheme is 16-QAM and for each simulation point, 10 million
symbols over 100 different random Rayleigh faded channel
realizations were used. The result is plotted in Fig. 2.

It is clear that without STBC, the V-BLAST detectors
perform poorly against the ACAV detectors. Only the linear
ACAV detector performs about 0.5dB worse than the V-O.

As for ACAV detectors, PWO performs the best. The
second best is the GO detector with a 1dB gap with the
PWO. Following closely to the GO is the GL detector. Inter-
estingly, even the GL performs better than V-O, suggesting
the advantage of using the ACAV transmission scheme.

VI. CONCLUSION AND FUTURE WORK

The ACAV has been adopted by IEEE 802.11n-2009 as
viable candidates of its hybrid MIMO transmission schemes
[5]. Through our simulations we discovered the superiority
of ACAV over pure V-BLAST schemes of identical data
rate even though similar OSIC or linear detectors were
used. That means the ACAV outperforms the V-BLAST
as a transmission scheme, and not because of the detector
used. In the future, we intend to prove that the ACAV is
naturally more resilient to system errors than pure V-BLAST,
and perhaps double-space-time-transmit-diversity (D-STTD)
[14] too, when the same data rate is enforced. If this is true,
the ACAV could replace pure V-BLAST schemes in future
broadband modems (WiFi, WiMAX, LTE). Unfortunately
the ACAYV detectors are relatively complex, so we developed
two simple detection schemes in this paper to address this
issue.
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Radiation Pattern Behaviour of Reconfigurable Asymmetry Slotted Ultra
Wideband Antenna

Yushita Rahayu
Faculty of Mechanical Engineering
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Abstract-This paper presents the results of radiation pattern
measurement of small reconfigurable slotted ultra wideband
(UWB) antennas. The measurements were conducted by using
RF measurement and instrumentation facilities, software tools
available at WCC of Universiti Teknologi Malaysia. The
original antenna’s geometry proposed is slotted antenna with L
and U slots. Then the slots modifications are applied in order
to achieve band-notched characteristics. These proposed
antennas are having band notched frequencies at Fixed
Wireless Access (FWA), HIPERLAN and WLAN bands. The
band-notched operation is achieved by incorporating some
small gaps instead of PIN diodes into the slot antenna. It is
found that by adjusting the total length of slot antenna to be
about a half-wavelength or less at desired notched frequency
[1-3], a destructive interference can take place, thus causing
the antenna to be non-responsive at that frequency. It was also
observed that the measured radiation patterns, H-planes, are
omni-directional with slightly gain decreased at boresight
direction for measured frequencies. There are also more
ripples occurred in the measured pattern compared with the
simulated one.

Keywords-component; antenna; antenna measurement;
radiation pattern; ultra wideband; band-notched antenna.

I INTRODUCTION

This section reviews the concept of reconfigurable
antennas that reuse their entire geometry for band-notched
frequency applications. Various techniques used have been
reported in literature [1-9].

In [1], there are two varieties of slotted antennas which
have a frequency notched reported, a triangular notch and
elliptical notch. Both antennas have frequency notch
characteristics where the arc length of slots form a half
wavelength resonance structure at particular frequency, thus
a destructive interference takes place causing the antennas
to be non-responsive at that frequency. Other types of this
kind antenna was reported in [4], a band notched UWB
antenna using a slot-type split ring resonator (SRR) was
found very effective in rejecting unwanted frequency, such
as that for WLAN service, in terms of its selectivity and
small dimension. The SRR is composed of two concentric
split ring slots and proposed for band stop application, since
it provides high Q characteristic. The slotted SRR was
positioned near the feeding point to provide more coupling
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with the field. A multiple band-notched planar monopole
antenna using multiple U-shape slots for multi band wireless
system was also presented in [5]. The half wavelength U-
shape slots were symmetrically inserted in the centre of the
planar element. In order to generate the two band-notched
characteristics, three U-shape slots were proposed. An
alternative antenna design without using slot to obtain band-
notched characteristic was proposed in [6]. The antenna
consists of two same size monopoles and a small strip bar at
the centre showing the band rejection performance in the
desired frequency bands. More examples of reconfigurable
antenna are available in [7-9].

In this paper, new proposed reconfigurable UWB
antennas are designed by adopting the half wavelength slot
structure techniques. This paper mainly focuses on
reconfigurable notch band through the introduction of new
slots, L and U slots, on patch antenna. The current
distribution on patch surface is disturbed by the introduction
of new slots, which is responsible for the notch in frequency
band. Section Il will discuss the antenna geometry and the
techniques to design new reconfigurable slotted antennas.
These proposed antennas are having band notched
frequencies. The band-notched operation is achieved by
incorporating some small gaps instead of PIN diodes into
the slot antenna. The term of small gaps in this paper will
refer to switches. The switches are used to short the slot in
pre-selected positions along the circumference. The length
of the slot antenna can be lengthened or shorted by closing
or opening the switches, allowing for a change in the
notched frequency. Then the performances of reconfigurable
antennas, in terms of VSWR and radiation patterns, will be
discussed and evaluated in Section Ill. Finally, summary
will be given in Section V.

II.  ANTENNA GEOMETRY

Fig. 1 shows the original proposed antenna structure
printed on the FR4 substrate of g = 4.6. The pentagonal
antenna is vertically installed above a ground plane (lgq) of
11 mm. The optimum feed gap (h) to the ground plane is
found to be 1.5 mm. The dimension of substrate is chosen to
be 30 x 30 mm? (W, X Lgyp) in this study. Antenna has a
pentagonal patch with a width (w) of 15 mm and a length (1)
of 12 mm. This shape is as variation of rectangular shape
with bevel techniques. The couple slots, L and U, are
designed very carefully by studying the current flow
distribution which will give input impedance improvement.
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The slots proposed on patch effectively change its
electrical length over a very wide bandwidth. Slot
dimensions of the proposed antenna are listed in Table 1.
The slot width is 0.5 mm in order to improve the bandwidth
above 10 GHz.

Wi

Lsuh

Igrd

inm

[T

ground plane
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Figure 1. Geometry of L and U slotted antenna

TABLE I DIMENSION OF L AND U SLOT

L and U Slots

Description

Symbol Size [mm]

Is1 6

Is2 9
Slot length

1s3 3

Is4 6.5
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-10 4

-20 4

Return Loss (dB)

-30 4

40 1 —— Simulated L and U slotted antenna

Measured L and U slotted antenna

'50 T T T T T T
0 2 4 6 8 10 12 14

Frequency (GHz)

Figure 2. The measured and simulated return loss L and U slotted antenna

The simulated and measured return loss is shown in Fig,
2. The measured return loss is slightly shifted to the
simulated one, but they still cover 2.5 GHz to 10.1 GHz as
what the UWB required. The length of L slot is 14.5 mm
approximately equal to 0.25A at 5.3 GHz, and the length of
U slot is 11.5 mm approximately equal to 0.4\ at 10.3 GHz.

The original geometry of slotted antenna is taken as a
reference to form new modified L and U reconfigurable
slotted antennas. The modified antennas are designed for
having reconfigurable frequency notched at FWA,
HIPERLAN, and WLAN as shown in Fig. 3. There are
maximum six switches used to provide the reconfigurable
function. No especial matching network is used and the
matching properties are solely determined by the placement
of the switches. The dimensions of antenna and substrate are
kept equal to the original model. The length of L and U slots
are similar to the previous length, except two additional slot
lengths, 1 and Is;. The additional slots are very critically
determined by the frequency notched band characteristics.

Licensed band at FWA for point to multipoint radio
systems assigned by Malaysian Communications and
Multimedia Commissions (MCMC) for 3.4 to 3.7 GHz is
considered giving potential interference to UWB
application.  Therefore, the antenna had notched
characteristic at this band is also proposed.

For the simulation purposed, the switches are considered
as ideal switches and are modeled as small patches that
connect or disconnect the adjacent slot, changing the
antennas’ slot length.
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(© (d)

Figure 3. Switching configuration for L and U slotted antennas: (a)
without notched, (b) notched at FWA, (c) notched at HIPERLAN, (d)
notched at WLAN

For prototype development, the gaps are created in the
UWB antenna pattern, which are represented as switches.
The selection of PIN diodes as switches is based on their
low cost, higher speed and they have better insertion losses
at higher frequency than FET switches.

In Fig. 3, the switches have different colors for on and
off state condition. Blue color represents the on state
condition and red color for the off state condition. In order
to provide the UWB characteristic, the switches are placed
as shown in Fig. 3(a). Three switches of #2, #3, and #4 are
in the off state position. Other switches of #1, #5, and #6 are
in the on state condition. When the switches are in the off
state condition, the gap between slots occurs and the current
flowing to the gap. When the switches are in the on state
condition, there is no current flowing to the slots. Thus it
forms continuous slots. The switches of #2 and #3 are
incorporated to the first additional slot (lsy) which is 3.5
mm of slot length. The switch of #4 is attached to the
second additional slot (I;;) which is 2.5 mm of slot length.

The frequency notched characteristic antenna at FWA is
shown in Fig. 3(b). All switches are in the on state position
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(continuous slot). Total slot lengths are 32 mm or
approximately equal to 0.4A at 3.7 GHz. The total slot
lengths mean the sum of slot lengths of L, U and additional
slots. Fig. 3(c) and Fig. 3(d) present the frequency notched
characteristic antenna at HIPERLAN and WLAN,
respectively. To reject interference from HIPERLAN, the
switches of #1, #4, and #6 are in the off state position while
switches of #2, #3, and #5 are in the on state position. It is
investigated that by inserting those switches in the off state
condition broke the connection between slots. This break
connection has reduced the slot length to be 20.75 mm or
approximately equal to 0.33X\ at 5.2 GHz. Thus, the antenna
has frequency notched at HIPERLAN. The total slot length
is measured from the length of connecting slots.

The configuration of switches in Fig. 3(d) have resulted
an antenna with frequency notched at WLAN. It is shown
that the switch of #5 set in the off state position in order to
reduce the slot length, while the switch of #6 is set in the on
state position. This is the only different while compared to
the HIPERLAN configuration. Total slot lengths are 18 mm
or approximately equal to 0.33X at 5.75 GHz and measured
from the length of connecting slots.

I1. RESULTS AND DISCUSSION

Fig. 4 shows the simulated VSWR for reconfigurable
modified L and U slotted antennas. By varying the slot
lengths and break the connection between slots using
switches, the proposed frequency notched is achieved. The
FWA notched band is obtained from 3.57 GHz to 3.86 GHz
with the total slot length of 32 mm at 3.7 GHz, which is the
centre frequency. While the HIPERLAN and WLAN
notched bands are from 4.84 GHz to 5.33 GHz and 5.53
GHz to 6.02 GHz, respectively.

10

8 1
6 —— Notched at FWA
@ ] Notched at HIPERLAN
= l ——- Notched at WLAN
D
>
4
h
PR \
0 :
0 2 4 6 8 10 12 14
Frequency (GHz)
Figure 4  Simulated VSWR for reconfigurable modified L and U slotted

antennas

It is noted that beyond the frequency notched bands, the
VSWR is kept to be less than 2. With the notched band’s
characteristic, the antenna has ability to reconfigure its
frequency that only responsive to other frequencies beyond
the rejection band within UWB bandwidth.
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Figure 5. Simulated and measured E and H planes at 4 GHz for antenna
notched at FWA
Once the resonance frequencies were identified,

principal radiation patterns were taken to characterize the
operational performance of each antenna. These
measurements were conducted in indoor anechoic chamber
room. The probes available in the chamber room are in the
frequency ranges of 3.95 — 5.85 GHz and 8.95 — 12 GHz,
respectively. The existing chamber employed the spherical
near field measurement.

Comparison between measured and simulated radiation
patterns for these proposed antennas are plotted in Fig. 5 to
Fig. 8. All radiation patterns were measured at 4 GHz and
5.8 GHz for both E and H planes. Fig. 5 and Fig. 6 show the
radiation patterns of antenna notched at FWA for 4 GHz and
5.8 GHz, respectively.

From Fig. 5 and Fig. 6, there are slightly back-lobes
present for the E-planes for both frequencies. Both H-planes
are omni-directional with slightly gain decreased at
boresight direction. More distortions occur in the measured
patterns compared with the simulated ones. This is due to an
enhanced perturbing effect on the antenna performance
caused by the feeding structure and cable at these
frequencies.
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—— Measured H-plane
Simulated H-plane

180

Figure 6. Simulated and measured E and H planes at 5.8 GHz for antenna
notched at FWA

During measurement process, several requirements are
needed to take into consideration. Obtaining true patterns
depends primarily on accurately positioning the probe,
accurately measuring the field, and eliminating distortions
in the field introduced by the room, tracks, or probe [10].
The room reflections must be lower than the basic side-
lobes level and the probe must have low reflections. The
probe position must be accurate to give better tolerance
corresponding to the side-lobe level. In a spherical near-
field range, the spherical measurement surface will be
imperfect due to inaccuracies of the positioners and
misalignment of these positioners [11].

Fig. 7 shows the radiation patterns for antenna notched
at HIPERLAN. The E and H planes measured at 4 GHz and
5.8 GHz.
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—— Measured H-plane
Simulated H-plane

Figure 7. Simulated and measured E and H planes at 4 GHz and 5.8 GHz
for antenna notched at HIPERLAN

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-140-3

Fig. 8 and Fig. 9 present the simulated and measured E
and H planes for antenna notched at WLAN for both
frequencies of 4 GHz and 5.8 GHz, respectively. It is
observed that the measured E planes for antenna notched at
HIPERLAN broader than the measured E planes for antenna
notched at FWA. Both H planes are omni-directional. The
overall H-planes patterns retain a satisfactory omni-
directionality (less than 10 dB gain variation in most
directions) over the entire bandwidth in both simulation and
experimental.

Measured H-plane
+seere Simulated H-Plane

Figure 8. Simulated and measured E and H planes at 4 GHz for antenna
notched at WLAN
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Figure 9. Simulated and measured E and H planes at 5.8 GHz for antenna
notched at WLAN

V. SUMMARY

New slotted reconfigurable antennas with band notched
characteristics at FWA, HIPERLAN, and WLAN band have
successfully designed and developed. The new models are
obtained from modification of previous models without
degrading their performance. In order to reconfigure their
frequency notched band, six switches are attached to the
antenna. It is shown that by varying the slot length, the
frequency notched antennas are performed at certain
frequency.

Simulated and measured radiation patterns for proposed
slotted reconfigurable antennas at 4 GHz and 5.8 GHz have
been examined. They show acceptable results where the
overall H-planes for both frequencies providing omni-
directional patterns. But, more ripples occur in the measured
E-planes radiation pattern. This is due to some errors during
measurement process.
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Abstract— In this paper, the effect of the effective channel gain
and the SNR using the improved joint resource unit (RU)
allocation and Bit loading (JRAB) on a filter banks
multicarrier (FBMC) system are analyzed. Computer
simulations have been performed assuming a hypothetical
WIMAX scenario in which an FBMC system substitutes
OFDM by maintaining as much as possible the physical layer
compatibility. From obtained simulation results it has been
demonstrated that it is possible to upper-bound the maximum
delay for delay-sensitive applications (rtPS and nrtPS) using
the above mentioned effective metrics in a FBMC system.

Keywords-RRM; Filter bank; WiMAX; JRAB.

. INTRODUCTION

Adaptive modulation is considered as one of the main
techniques to increase the data rate that can be reliably
transmitted over a fading channel. Many forms of adaptive
modulation and transmission techniques have been proposed
and implemented in recent wireless systems [1] [4] [5],
however, adaptive bit loading is one of the key features of
very recent wireless communication systems (i.e., WiMAX,
etc), and its importance will increase in the near future (i.e.,
LTE). Adaptive modulation technique is possible thanks to
adjustability of many system parameters according to the
channel fading state variability, the transmit power, the data
rate, and channel coding rate.

Two adaptive approaches are widely considered in the
scientific literature. The first one is the rate adaptation (RA)
which has been treated in [1] and [2]. The RA approach is
based on the bite error rate (BER) (or the packet error rate -
PER) which is bounded while the maximum throughput is
attained by allocating different transmit powers into
different users. The second approach is the margin
adaptation (MA). The MA method is based on the use of
minimum transmit power while the minimum required
quality of service (QoS) is guaranteed. It is also possible to
generalize the (multiuser) link adaptation process using
either the RA or the MA objective functions. The outcomes
of these adaptations are the resources assigned to each user
in the time, frequency or space domains, the transmitted
power per user, and the optimum modulation and coding
scheme (MCS). Using an orthogonal frequency division
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multiplexing (OFDM) scheme [2] resources can be
efficiently assigned to different users without the need to
use guard bands or time gaps (when perfect synchronization
between the mobile station (MS) and the base station (BS) is
assumed). The whole frequency and time domains are
segmented into different resource units (RU) which can be
arbitrarily (or using specific policies) assigned to different
users. The minimum RU is a single symbol, the resource
allocation algorithm inputs are the channel state information
(CSI) of all users, and the maximum allowed transmission
power. The main considered output is the power and MCS
assigned to each RU.

To the best knowledge of the authors, this is the first
time the radio resource unit allocation is treated using both
the effective channel gain and the effective signal to noise
ratio (SNRg) concept in a filter banks multicarrier (FBMC)
system. The FBMC communication scheme has been
subject of intense researches during last year’s mainly
within the Information and Communications Technology
(ICT) European project PHYDYAS (Physical layer for
dynamic spectrum access and cognitive radio) [9].

The remainder of this paper is organized as the
following: in Section II, the model and main features of the
used FBMC system is summarized. In Section III, the
expression of the effective channel transfer functions of both
OFDM and FBMC systems is derived, and the resource unit
(RU) capacity is calculated in Section IV. The main results
obtained by simulation are presented in Section V, and
finally, main conclusions are outlined in Section VI.

Il.  INTRODUCTION TO FBMC SYSTEM

Filter banks multicarrier system can be realized via a
digital transmultiplexer configuration, where a synthesis
filter bank (SFB) is used at the transmitter side while an
analysis filter banks (AFB) is used at the receiver side [3]
[9]. In FBMC applications, the use of a critical sampled
filter banks would be problematic, since the aliasing effect
would make it difficult to compensate the channel
imperfections’ effects by processing the sub-channel signals
only after the AFB. Therefore, a factor of two oversampling
is commonly applied into the sub-channel signals at the
AFB [3].
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Figure 1: Multicarrier polyphase filter banks for SISO case, a) Synthesis filter banks (SFB), b) Analysis filter banks (AFB

In this paper, a uniform modulated filter banks is assumed
where the prototype filter p[m] of length L is shifted to

cover the whole system bandwidth. The output signal from
the synthesis filter bank is defined as in [3] by,

M-1 o M T
s[m]= Z Z dkngknﬂknp|:m_L:|eJM " (1)
k=0 n=—0
where
_jamkLt
Bin=(D"e "M 2 )

where M is the total number of subcarriers (IFFT/FFT
size), dy, is the real-valued symbol (of rate 2/T )

modulated over the k-th subcarrier and the n-th time
symbol interval. The time signaling interval T is defined as
the inverse of the subcarrier spacing Af . The symbols d |,

and dy .1 can be seen as the in-phase and quadrature (1/Q)
components of a complex-valued symbol ¢, | (of rate 1/T)

chosen from a multilevel quadrature amplitude modulation
(M-QAM) alphabet. Note that the sign of the sequence

{gkn Jk+”} sequence can be chosen arbitrarily, but the

pattern of the real and the imaginary samples have to follow
definition (1) and (2) to maintain (near) orthogonality [3]
[9]. L is the length of the prototype filter p[m] and is equal
to the product of the filter bank size M and the overlapping
factor K (L=KM) [3]. The “C2R” and “R2C” blocks
depicted in Figure 1, indicate the conversion from complex
to real form, and the inverse operation respectively.

As it can be observed in (1), the synthesized signal is a
composite of M sub-channel signals each one is a linear
combination of time-shifted (by multiples of T/2) and the
overlapped impulse response of the prototype filter weighted
by the respective data symbol dy,. When a real (imaginary)
part of a subcarrier symbol is used (to carry an information
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symbol) the unused imaginary (real) part is at the receiver a
fairly complicated function of surrounding data symbols
effect.

Il.  EFFeCTIVE OFDM AND FBMC CHANNEL TRANSFER
FUNCTIONS

In order to obtain the optimal power and the bit rate

adaptation we need the bit error rate (BER) expression in
additive white Gaussian noise (AWGN) which is easily
invertible in terms of bit rate and power. Unfortunately, for
most of non-binary modulation techniques, e.g., multi-level
QAM (MQAM), and multi-level phase shift keying (M-
PSK), an exact expression for the BER is hard to obtain.
Often, the BER with Gray bit mapping at high SNRs can be
approximated as the symbol error rate (SER) divided by
number of bits per symbol [4]. The equivalent subcarrier
approach developed by C. Tang et al., in [5] allows a group
of subcarriers containing spread data symbols to be
represented by a single equivalent subcarrier to handle the
bit and power loading mechanism in a more compact and
simpler way.
To better understand this concept let first consider an OFDM
system where the M-QAM bit error estimation
approximation developed in [4] is used to obtain the BER of
the k-th equivalent subcarrier,

2
~1.6|Het PkJ

(2bk —1)02 )

BERy = 0.2exp[

where BER, is the approximate BER, |Heﬁ’k|2 means the

square magnitude of the effective channel transfer function,
P is the transmit power atthe k-th subcarrier, by is the

number of transmitted bits, and o is the additive white
Gaussian noise (AWGN) power. Using this expression as
equality instead of an approximation, the expressions for the
assigned power and number of bits may be solved as in [4]

by,
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—(2% _1)52
P = 2 1)02 In(BERkjforBERk<0.2 4)
1.6[Hef | 02
16|Hqs | P
max by, = max log, l—M ®)
o‘zln(BERk)
0.2

Subject to: BER, < BERy
M

Subjectto: » B —Pr <0
k=1

where BER, is the upper bound BER, and P is the
maximum allowed total transmit power. Knowing the value

2 . .
|Heff ,k| of each active user, the number of bits that can be

loaded without exceeding a certain BER threshold is
estimated using (4), and it’s equal to,

2
16|Heq | Pr
o2 In| BERe

02

The first step of the adaptation process is the calculation of
the effective channel gain over the M subcarriers and
transmitted frames (such parameters will be fixed in the
simulation section, e.g.,, by using WiIMAX standard
specifications [8]). For purpose of an easier comprehension
we started calculating the effective channel gain of an
OFDM system, and after the FBMC system.

(6)

by =log,| 1-

A. Calculation of Effective Channel Transfer Function:
OFDM Case

We assume the single user case, where the modulated
data symbol of the active user at the k-th carrier is Sy . By

removing the cyclic prefix at the demodulator the k-th
received data symbol in frequency domain is,

@
where H, means the channel gain, and 7, is the AWGN

component at the k-th subcarrier index. After using a zero-
forcing (ZF) equalization, the enhanced noise term at the
k-th subcarrier is given by the termz, /H, . We assume

that the noise power is equally distributed over all the

Y =SkHy + 7y

subcarriers with a value o2. Therefore, the power of the
enhanced noise term at k-th subcarrier is 02/\Hk\2. If we

define Py :ELSkS:J as the total power transmitted by a

single subcarrier, the instantaneous signal to noise ratio will
be equal to:
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Ps

SNR, =————
YT

®)

The effective channel power attenuation for the modulated
symbol is,

2
[Herr k| =[Hy[? ©)
Substituting (9) into (8) yields to the following
P, 2
SNR, :G—;\Heﬁ,k\ (10)

Knowing the CSI values, the base station (BS) can use the
calculated power in (9) to define the bit and power loading
values for transmission. Then the packet scheduler is in
charge of formatting the symbols to fit into one or several
RUs. The MCS of the burst frame is fixed based on the
effective SNR (SNRy; ) of the sub-channel and the symbol

where the burst is allocated. The effective SNR function
(SNR¢ ) is a function of different instantaneous SNRs, and

is defined as,

1 d
SNReft = ¢~ {Mkz_lgﬁ(SNRk)} (11)

B. Calculation of Effective Channel Transfer Function:
FBMC Case

In contrast to the OFDM scheme, where complex valued
symbols are transmitted at a given symbol rate the FBMC
transmits real symbols at twice the OFDM’s rate. Therefore,
FBMC is a scheme that preserves the spectral efficiency and
even allows the optimization of the carrier pulse shape
according to the channel characteristics [3] [9].

Hereafter we assume the use of the Zero-Forcing
equalization. The frequency-time pair (k,n) denotes the
subcarrier k and symbol time n (with T/2 spacing time)
position respectively within a a transmitted frame (see
Figure 2). In FBMC, every frequency-time position suffers
interference from neighboring sub-channels (Figure 2). For
an ideal channel this interference affects only the sub-
channels of the imaginary symbols, while the real part of the
symbols yields the originally transmitted symbol Sy ,. Note
that this interference could be considered as a (sometimes
close to zero) random variable that depends on the
transmitted symboles around the symbol position (k,n).

From (1) and (2), and with some mathematical arrangements
we obtain in (12) the received FBMC signal expression

Ykn = Hk,nSk,n +] (12)

(P.a)#(k.n)
where the {wp,} values are the constant filter banks
coefficients depicted in Table I, their effect constitute the
main interference component in (12) (right summation

value) on every transmitted data symbol.

Hp,qWp,aSp,q 77k,
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Figure 2: First time order neighbors in time-frequency representation for
PHYDYAS FBMC system [9].

TABLE I. TRANSMULTIPLEXER RESPONSE OF THE FBMC SYSTEM
USED IN PHYDY AS PROJECT [9]. ROWS REPRESENT TIME DIRECTION AND
THE COLUMNS THE FREQUENCY DIRECTION

0.0006 | 00001 | O 0 0 0.0001 | 0006
-0.0429) | 01250 | 0.2058) | 0.2398 | 0.2058j | 0.1250 | 0.0429
-0.0668 | 0.0002 ‘ 1.000 ‘ ‘ 0.0002 | 0.0668
0.0429] | 01250 | 0.2058j | 02393 | 0.2058j | 0.1250 | 0.0429]
0.0006 | 0.0001 | 0 0 0 0.0001 | 0.0006

The neighborhood set of positions that affects a given
frequency-time (k,n) position of a transmitted symbol is
defined as,

Qak,An :{(p:Q)l

p| < Ak,

cI‘SAn'Hker,mq sz,n} (13)

We define the set sz‘An such that Q an = Qax an — (k1) -

Note that both Ak and An should be chosen taking into
account the channel time coherence T, and the bandwidth
B.. It is worth mentioning that when B, decreases the value
of Ak also decreases. The same can concluded for T, and

An. Having a well-dimensioned real system, B. encompass
few subcarriers (Ak >1) while T, is generally larger than T
(An>1). This allows us to rewrite the received signal in
(12) using zero-forcing (ZF) equalization as,

Yk.n
Hy = Sk,n
n
Hk+
; p,n+q 14
+] H Wi+ p,n+q Sk+p,n+q (14)
(P.9)eQu an k.n
Hy, U
H p.n+q k,n
+] H Wit ponsgSkeponeg T A
(P.2)# Q2 an kin K,

If we consider that the generated filter banks prototype is
well-localized in time and frequency domain, we
consequently have

H kK+p,n+q S
Z H Wk+p,n+q I+p,n+q
(P.9)£Q4x a0 k.n

(15)
Hk+

p.n+q
Wy p,n+qsk+ p,n+q

X H
(P.0)eQ an k.n
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Therefore, (14) can be rewritten as (see weights’ value at
columns 2 and 6 in Table 2)

Yk,n
Hk,n

Hk+p,n+q s Tk,n
Z* H Wit p.n+qok+pn+q T H
(P.9)eQp an k.n k.n

~Sknt]

(16)

using (p7Q)€QZk,Ak as the summation range in (16) means
that we can approximate the channel gain at (k+ p,n+q)

position by that experienced at (k,n). Therefore, using the ZF
equalizer the received symbol at the k-th sub-carrier and n-th
time is equal to,

3 . Tk,
Skn=Skn* 1 Z Wi p.n+qSk+ping +H7n (7)
(pvq)GQZk‘An kin
SAk,n =Skn+ jl k,n (18)

From (15), the enhanced noise term after equalization is
. Mkon (19)

lkn= Z Wit pintqSk+pineg ~ J m
(P.9)eQax An k.n
where the power term here is,

* 2
E|:|k,n|k,nj|z Z Wk+p,n+qPk+p,n+q+
(P, 0)eQy an Hin

2
o (20)

If Py :|Sk,n|2 is the total transmitted power by a single
carrier, then, the instantaneous signal to noise ratio is
‘2

Pk,n‘Hk,n

SNRy = (21)

2.2
‘Hk,n‘ Wk+p,n+qu+ p,n+q

o2+ >

(P.9)eQ%an

where B pniq IS the total transmitted power by each

symbol belongs to the set sz,An . From (20), it can be seen
that the effective power for the modulated symbol is:

2

‘H " ‘2 _ ‘Hk,n‘ (22)
etk Nlggme — 2
‘Hk,n‘ Z* le+p,n+qpk+p,n+q
1+ (p'q)eﬂakm 5
o
Then the SNRe is calculated and is equal to,

Pk n 2

SNR, = =LIH (23)
eff k,n o2 ‘ eﬁ’k'n‘FBMC

2 . .
Note that |Hef y p| has a random behavior as it’s

FBMC

strongly  dependent of the interference  part
2 .
z* Wk+p,n+qpk+p,n+q
(P.a)eak an
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IV. FBMC RESOURCE UNIT ALLOCATION USING THE
SNRes
In time division duplex (TDD) approach the

communication frame consists on Ny symbols of duration
Tiame Seconds. The numbers of downlink and uplink
OFDM/FBMC symbols usually follow the ratio 2:1 or 3:1.
However, this parameter can be adjusted at the BS according
to user demands and the available resources. The total
system bandwidth BW consists of N subcarriers where
only a limited number equal to Nyq are active, while the
remaining carriers are used as guard tones. Active
subcarriers include both pilot subcarriers and data
subcarriers, which will be mapped over different sub-
channels according to specific subcarrier permutation
schemes.

[ Burst

Time symbols <Ng>

Nat

- -

Burst#l|

[ FcH

Ee Burst#3

N, subchannels

Burst#2

SYNC PREAMBLE

DLMAP + ULMAP

UPLINK SUBFRAME

Burst#4
Burst#5

- -
Downlink subframe (Ns Time symbols) TTG RTG

Figure 3: FBMC frame in TDD mode like burst structures based on IEEE
802.16e standard [8].

For the full usage of subcarriers (FUSC) scheme, pilot
subcarriers are allocated first, and the remainders are
grouped into sub-channels, where the data subcarriers are
mapped. On the other hand, in partial usage subcarriers
scheme (PUSC), and in adjacent subcarrier permutation
schemes (usually referred as band AMC) map first all the
pilots and the data subcarriers into the sub-channels, and
therefore, each sub-channel contains its own set of pilot
subcarriers.

For the FUSC and PUSC modes, the assigned subcarriers
to each sub-channel are distant in frequency, whereas for
AMC scheme the subcarriers belonging to one sub-channel
are adjacent. Note that both FUSC and PUSC increase the
frequency diversity and average the interference effect,
whereas the AMC is more convenient for bit loading and
beamforming as an increase in multiuser diversity is
demanded. As depicted in Figure 3, and similar to WiMAX
standard [8], the minimum RU assigned to any data stream
within a frame has a two dimensional shape constructed by
at least one sub-channel and two symbols®.

! one OFDM symbol in case of OFDM scheme
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We define a RU as a resource unit formed by a set of
Nge x Ng subcarriers and FBMC symbols, respectively.

Once the size of the RU is defined it’s possible to obtain the
total number of RUs per frame QxT , where Q = N /N is

the number of sub-channels and T=N¢/N; is the number of
time slots. Note that both the RU and the data region always
follow a rectangular shape structure. In the IEEE 802.16
standard, the specific size of the RU varies according to the
permutation scheme, concretely for the AMC scheme the
RU may take the sizes; 9x6, 18x3 or 27x2, where one ninth
of the subcarriers are dedicated to pilots [8]. By analogy, and
taking into account that the OFDM symbol duration is twice
that of the FBMC symbol (Figure 2) for the AMC scheme,
the FBMC RU may takes the sizes 9x12, 18x6 or 27x4.

The effective SNRgy for FBMC is given by (23). The
effective  SNR merges the SNR from the different
subcarriers, i.e., in a sub-channel or in a burst. Therefore, the
BER, the packet error rate or the channel capacity can be
obtained directly by assuming an AWGN channel from an
equivalent SNR equal to the SNRy;. The power is assumed
uniformly distributed over all the subcarriers. Therefore, the
effective channel gain can be obtained via the geometric
mean of the subcarriers gain (considering the FBMC
structure in the capacity calculation described in [4]) the
total capacity Cry within each RU is calculated by

Ngi/2 1.6HZ SNR
Cru= O Af Ng|log,|1-—1 =
&~ In[BER]

0.2

(24)

where Hezﬁ is the geometric mean of the effective channel

experienced over each i={1,2,..., Ng/2}, and the SNRe is
the geometric mean of the SNR values over all the Ng. sub-

channels of the RU unit.

For the resource allocation scheduling we used the
improved Joint RU Allocation and Bit Loading (JRAB) by
Scheduling described in [11], where two competing aspects
exist during the RU allocation and the scheduling process.
These are

e the guarantee of the different service QoS
constraints, and
o the maximization of the spectral efficiency.

The packet scheduling functions described by Shakkottai et
al. in [10] maximize both the spectral efficiency (therefore
the bit loading) and the delay effect based on the CSI values.
Furthermore, according to described functions in [10] the
prevalence of the channel over the distribution of the RUs
(to maintain the QoS) or the opposite is difficult to assure.
From a system administrator perspective, this approach
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might be difficult to implement, and furthermore, it has been
shown that when the physical layer is in charge of the bit
allocation process of each active user the spectral efficiency
increase [6]. For these reasons, the scheme proposed in [10]
has tackled the problem from a different perspective. It is
usually unavoidable that the packets might be fragmented to
fit into the physical layer burst.

We assume in this paper that any packet can be arbitrarily
fragmented as many times as necessary (obviously this will
affect the spectral efficiency due to the fragmentation of
headers). Based on this assumption, and assuming that each
packet is delivered within a certain time interval (no matter
which class of service it belongs to, with either constant bit
rate (CBR) or variable bit rate (VBR) [10]), by following the
development in [12], we can obtain the minimum number of

bits blgu) that the system should assign to each active FBMC
user during each frame by
(u)

L

P
Tframe Z g

if Vo — W (W
pzlz'r(ﬁgfoz'frgu) ifvp' -7, <(Tmax At

b = (25)

L(U)

P
p .
Ttrame ZmeZ'-i,p' , otherwise
p=1Tmax AT ~Tp P’

where Tine is the frame time period (in seconds), and L{) is
the number of bits still queued from the p-th packet. Then,
if blgu) bits are allocated during each frame to each active

user u and the k-th RU, the delay is certainly under its upper
bound. Note that if any p’ packet has waited period more

than (Tr(#gx_m) all the remained bits of the packet will be

considered for transmission in the following frame.

The RU allocation and the bit loading problem can be solved
for the a minimum rate R™) based on the allocated bits
b{") as defined in (25). b{") is also used to determine the

priority assigned to each user within each RU. Hence, for the
k-th sub-channel of the u-th user the hereafter priority
assignment is defined as

(u) =(u)
min b"—,l D,
(u) @max

o max
k
P LT)(U)

k
urgency —
Dmax

if Vp'%rgf) < (Tr(#a)x - Ar)
(26)

otherwise

where b, is a normalization factor and is equal to the
maximum number of bits that can be transmitted within a
frame using the highest MCS scheme. Furthermore, when a
packet from the u-th user/service flow is close to exceed its
maximum delay, the term p{*) /bmax in (26) is substituted by

an urgency factor Pygency, Which is a fixed constant
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satisfying Pyrgency > (@min /@max )’1inequality. As a result,

the packets close to their maximum delay are put ahead in
the allocation process in order to avoid the packet drops due

to the excessive packet delay. The wé”) is the achievable

throughput or the rate from the u-th user on the k-th RU,
which is obtained based on the SNR. and the available
MCSs.

V. SIMULATION RESULTS

Table Il summarizes the simulation parameters used to
verify the results of the RU allocation using the JRAB for
FBMC system.

TABLE II. FBMC AR
CONFIGURATION PARAMETERS

INTERFACE AND SYSTEM LEVEL

Parameter Values/ Quantities

Carrier Frequency, Bandwidth 3.5GHz, 20MHz

Sampling Frequency 22.857Msps
Subcarrier Permutation Band AMC
FFT Length 2048

# of Used Subcarriers 1728

# of Subcarriers per Sub-Channel 18

# of FBMC Time Symbols per RU 6

# of Data Symbols per RU 48

Modulation {4,16,64}-QAM

Punctured Convolutional
with coding rates1/2, 2/3
Pedestrian B

Channel Coding

Channel Model

MS Velocity 10Km/h
Channel Estimation and CQI Ideal
Shadowing Standard deviation 5dB
BS Transmit Power 49dBm

Figure 4 shows the cumulative density function of the packet
delay for 50 and 100 active users. Let first focus on the case
when the number of users is K=50. Figure 4 demonstrates
that all the schemes achieve a delay lower than the
maximum (50ms), in fact the 99" percentile is achieved at
25ms using the JRAB procedure and for the PFS
(Proportional Fair Scheduler) [12]. Furthermore, the packet
loss rate performance for each scheme is almost zero for the
JRAB, and about 1.6x10 for the PFS.

For the case K =100, we can observe that the PFS is the
algorithm that achieves the lower packet delays whereas the
JRAB sends the packets mainly when the urgency factor is
applied. During the simulations, the guard time At is fixed

equal to 0.2 r,%’gx, and thus the urgency factor is activated

when rgu)>(fr<;2x_m):o,4 ms . Now, for K =100 the

packet loss rate for each scheduling function and bit loading
procedure is 0.0824 and 0.1375 for the JRAB and the PFS
respectively. Therefore, although most of the packets are
sent when they are near to expire with the JRAB, a lower
packet loss rate is achieved.
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Figure 4: Cumulative density functions of the packet delay for the PFS, and
JRAB algorithms with K=50 and 100 active users
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Figure 5: Cumulative density functions of the packet delay for the JRAB
algorithm with mixed traffic and K=50 users.

The performance of the JRAB in case of mixed traffic is shown
in Figure 5. In this scenario K=50 users are simulated, where
ten users require non-real time test service (nrtPS), 13 users
require real-time test service (rtPS), ten users are browsing
internet files (World Wide Web service), five users are
downloading files using the File Transfer Protocol (FTP), and
12 users require UGS connections for applications such as
Voice over IP. The delay for the www and the FTP services has
been assumed as 7,,x=60s and 7,,,=90s respectively.

It is clearly shown in Figure 5 that each traffic type achieves a
maximum packet delay lower than its defined maximum value.
The 99th percentile for the delay sensitive applications is found
to be 100ms, 35ms and 20ms for the nrtPS, the rtPS and the
UGS, respectively, much lower than the fixed maximum values.

VI. CONCLUSION AND FURTHER WORK

The analysis of using the effective channel information and the
SNR¢¢ metrics in each RU using the JRAB algorithm has shown
that it is possible to upper-bound the maximum delay for delay
sensitive applications (rtPS and nrtPS) in a FBMC system. This
was achieves despite the interference effect experienced at each
subcarrier (or sub-channel) (k,n) position due to the proper
characteristics of filter banks prototype. Besides the higher
achieved efficiency by using FBMC compared to OFDM ([3]
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[7]), it is even possible to obtain an extra spectral efficiency
margin by exploiting the multiuser diversity on those
unallocated resources. Future works will be focused on
evaluating the effect of having partial CSI information on the
assignment of the RU in the FBMC system.
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Abstract— Inter-Carrier-Interference (ICI) is an effect that
noticeably degrades the quality of the Orthogonal Frequency
Division Multiplexing (OFDM) signal. In this work, several
proposed ICI cancellation schemes have been tested using open
source Software Defined Radio (SDR) named GNU Radio. The
GNU Radio system used in the experiment had one Universal
Software Radio Peripheral (USRP) module connected to a
computer. The USRP had two-daughterboard (RFX-400) for
both transmission and reception of radio signals in the 400
MHz band. The input data to the USRP was prepared in
compliance with IEEE-802.11b specification. The experimental
results were compared with the theoretical results of the
proposed Inter-Carrier Interference (ICl) cancellation
schemes. The comparison of the results revealed that the new
schemes are suitable for high performance transmission. The
results of this paper open up new opportunities of using
OFDM in 400MHz band, where channels are heavily
congested. The new ICI cancellation schemes can be used for
Digital TV applications or for secured government
communication services in the 400MHz to 500MHz band.

Keywords-OFDM; USRP; GNU
400MHz, software defined radio;

radio; ICI cancellation;

I. INTRODUCTION

The OFDM is a technique, where a large number of
orthogonal, overlapping subcarriers are transmitted in
parallel, dividing the available transmission bandwidth into
narrowband sub-channels [1, 2, 3]. The separations of the
subcarriers are kept as minimal as possible to get a very
compact spectral utilization. Due to the use of narrow
bandwidth, each sub channel requires a longer symbol
period. The orthogonality of the OFDM is lost when there
are channel impairments and frequency mismatch in the
transmitter and receiver. This leads to inter-carrier
interference, phase rotation and performance degradation of
the channel [4]. To reduce the effect of ICI, different
cancellation schemes [5, 6] have been proposed and were
tested in the GNU radio system. GNU radio is an open
source software toolkit for building software radios by
making use of software that defines the transmitted
waveforms and demodulators instead of hardware
components [7].

The paper is organized as follows: Section Il illustrates the
OFDM modulation and demodulation techniques; Section 111
describes different ICI cancellation schemes; Section IV
explains the need of the experiment, Section V discusses the
experimental setup; Section VI explains the binary data
preparation; Section VII is about the unique modulation
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technique used; Section VIII explains software and hardware
setup; Section IX describes the data retrieval process;
Section X analyses the results; Section Xl discusses the
future scope of the technology and Section XII makes the
concluding remarks.

Il. OFDM MODULATION & DEMODULATION

OFDM is a technique as shown in Fig. 1, where the input
data is converted to parallel bits and mapped according to
predefined standard [9]. Inverse Fast Fourier Transform
(IFFT) is a vital part to convert signal from frequency
domain to time domain. After IFFT the parallel data is again
converted to serial data. Cyclic prefix is also added before it
gets converted from digital to analog data. The input data
should be prepared maintaining specific standard. According
to IEEE-802.11b specification [9], the data is transferred
using 64 subcarriers. In the IFFT mapping, the total 64
subcarriers in frequency domain are converted to time
domain. In order to preserve the orthogonality of OFDM
signal, preamble bits [9] are added. Also the cyclic prefix
enables synchronization as the bits are used to detect the
beginning and end of each frame and it appends the OFDM
symbols one after another [9].

The received signal is demodulated according to the steps
shown in Fig. 2, which is the opposite of OFDM modulation
technique shown in Fig. 1.

Input Serial Signal
Dgta To Mag er IFFT
Parallel pp
Digital To Add Parallel J
Analog (D/A) «=—— Cyclic +— To
Converter Extension Serial
Figure 1. OFDM Modulation
Inout Analog to Remove Serial
Iy pna|—>DigitaI (DIA)—  Cyclic —» To
g Converter Extension Parallel
Parallel to Signal
- FFT
Serial De-Mapper

Figure 2. OFDM Demodulation
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I11. ICI CANCELLATION SCHEMES

Different cancellation schemes are used in order to reduce
the effect of Inter-Carrier-Interference. Among the
established models, self-cancellation and modified self-
cancellation techniques [11] are considered for the
experiment. Also, two other new schemes have been
developed and tested during the research [11].

A. ICI self-cancellation

In this scheme each data bit is sent through two adjacent
sub-carriers, one with weight ‘+1” and another with -1° [11].

Y'(K) = Y(K) = Y(K +1)
= X(K)[-S(~1) + 2 x S(0) — S(1)]
N-2
+ ZX(I)[—S(I -K-1)

1=0
I=even

I=K
+2xS(1—K)—S(— K +1)]
+IW(K) = W(K +1)] @

In order to cancel the ICI at the receiver, adjacent sub-
carriers are subtracted, X(K)-(-X(K))=2X(K) [11]. This
enhances the data value and reduces the noise level as given
in equation (1).

B. ICI modified self-cancellation

In this scheme each data is sent through two sub-carriers
one with weight “+1” and another with ‘-1’ [7]. The K" and
(N-1-K)™ subcarriers are used.

Y'(K)=Y(K)-Y(N-1-K)

= X(K)[2xS(0) - S(N —1- 2K) —S(2K — N +1)]

Ny

2
+ ) XIS -K) -S(N-1-1-K)

1=0
1=K

=S(I-N+1+K)+S(-1+K)]
+{w(K)-w(N-1-K)} 2)

Similar to ICI self-cancellation, the interfering components
are removed by subtracting the K™ and (N-1-K)™ sub-carriers
in the receiving end as shown in equation (2).

C. New ICI cancellation scheme-1

In this scheme each data is sent through four adjacent
sub-carriers. The K™ and (K+3)" sub-carrier with weight
“+1” and (K+1)" and (K+2)" with weight *-1° [1].

Y'(K) = Y(K) = Y(K+1) = Y(K +2) + Y(K +3)
= X(K)[4xS(0) - S() - 2xS(2) +S(3) - S(-1)
~2x5(-2) +S(-3)]

N-4
+ Y XO4xS(1-K) - S(1-K ~1)
:j)+4
-2xS(1-K+2)+S(I-K+3)
—S(-K-1)-2xS(-K-2)+5(I-K-3)]
+{W(K) - W(K +1) —w(K +2) + W(K +3) @)
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To retrieve the data at receiving side, 1st and 4th sub-carriers
are added and 2nd and 3rd sub-carriers are subtracted as
stated in equation (3) [1], X(K)+X(K)-(-X(K))-(-X(K))=4X(K).
So the original data values become prominent.

D. New ICI cancellation scheme-2

In this scheme each data bit is sent through four adjacent
sub-carriers, each with 90° phase shift [4]. This gives
symmetry to the signal and greatly reduces the effect of the
inter carrier interference.

Y'(K):Y(K)fe’ng(K +1)7Y(K+2)+e”gv(|<+3)
[3x5(0) - 2x5(2) - S(-2)]

= X(K)| + e’jg [2xS(1) - 3xS(-1) + S(-3)]

+@'2[50)- s+ g 500+ 5¢-2)]

[[3xS(1-K) - 2xS(1-K +2) -S(1-K - 2)]]
_ngXS(l- K+1)-3xS(I-K 1)
+5(1-K-3)

z
IS

N

XM T
+p'2[s(1-K+3)-S(1-K+1)]

TILIL
¥re
'S

+o "s(-K) +S1-K-2)]
+{w(K)-w(K+1)-w(K+2)+w(K+3)} @)
In the receiving end, the 3 and 4™ are phase shifted by 90°
and added to 1% and 2™ sub-carriers respectively. Then the
results of 2" and 4" phases are again shifted by 180° to get
the original data as shown in equation (4).

IV. THE NEED FOR THE EXPERIMENT

In OFDM technique a large number of orthogonal
subcarriers are transmitted in parallel dividing the available
transmission bandwidth into narrowband sub-channels [1,2,
3]. The separations of the subcarriers are kept as minimal as
possible to get a very compact spectral utilization. The
channel impairments and frequency mismatch in the
transmitter and receiver, sometimes lead to inter-carrier
interference (ICl) and phase rotation, resulting in
performance degradation of the channel [4]. In order to
reduce the effect of ICI, different cancellation schemes [5,6]
have been proposed. These schemes help to reduce the
effects of ICI by cancelling out the interference from carrier.
As the data itself is used to cancel the interference, no extra
encoding is needed for error correction. The results from
hardware simulations give better insight about the real life
problems than does software simulations. The GNU radio is
a cost effective and flexible implementation platform that
can be used to verify the functionalities as well as the
performance of advanced models of wireless technologies in
a real time setup. The advent of high speed processors with
increased computational capability is making the software
and hardware of GNU radio much closer to the antenna.
One of the main advantages of SDR is that it is software
reconfigurable, which leads to significant design
simplification.
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V. EXPERIMENT

In the experiment, an input audio data was modulated
using OFDM technique. The setup of the experiment is
illustrated in Fig. 3 where initially a recorded audio voice
signal was taken and it was imported into MATLAB where
all the OFDM processing along with ICI cancellation
encoding was performed and the resulting data was sent to a
GNU Radio Companion (GRC) running computer. That
computer was connected to a USRP transmitter. GNU Radio
processed and transmitted the signal over the air. At the other
end, an USRP receiver captured the signal, processed in
GNU Radio and sent it back to MATLAB. The MATLAB
demodulated and decoded the data and regenerated the sound
and sent it to the speaker.

V1. BINARY DATA PREPARATION

The steps of preparing binary data in MATLAB are shown in
the Fig. 4. In the experiment the input signal was a pre-
recorded audio voice signal as shown in Fig. 5. The duration
of the audio signal was two seconds and it was sampled at 8
kHz. The signal was compressed using the A-law
companding technique [2] with A=80. The signal then
quantized using pre-determined step size. In the experiment
the step size was 512 in the range of -256 to 255. Then 256
were added to all the quantized values to make it positive
integer and the sample quantized. The quantized data then
converted into binary string using MATLAB function. The
system used 9 bits for each level. With total 512 levels
ranges from 0 to 511. The produced data was binary strings.
The strings were converted to individual number bits for the
use of modulation. The numbers were then modulated either
using Binary Phase Shift Keying (BPSK) or Quadrature
Phase Shift Keying (QPSK). In case of BPSK [9], the
simplest form of digital modulation technique, the phase of a
constant amplitude carrier signal is switched between two
values of 1 and 0. The two phases are separated by 180°.
Here all the 0’s became -1 and 1’s remained as 1. After the
BPSK/QPSK modulation, each of the different ICI
cancellation schemes (as discussed in section IIl) were
implemented.

VII.MODULATION

Then OFDM modulation was performed according to
IEEE-802.11b specification [9] as discussed in section I1.

(E) (2]

USRP TX

LINUX PC

MATLAB

Loud Windows PC
Speaker

Figure 3. Experimental setup
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Figure 4. Steps of preparing binary data.
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Figure 5. Message signal

Total 52 subcarriers were divided into two groups of 26 bits.
A null value was added between the two groups. The
subcarrier number 27 to 52 including the null value was
placed in front of the signal. The eleven null bits or pilot bits
were added, and the rest of the subcarriers were placed after
the pilot bits [9]. This made 64 subcarrier long signals as
shown in Fig. 6. Here each number denotes subcarrier
number.

In the IFFT mapping, the total 64 subcarriers in
frequency domain were converted to time domain by IFFT.
A 64-point IFFT was used in the experiment. The
coefficients 1 to 26 were mapped to the same numbered
IFFT inputs, while the coefficients —26 to —1 were copied
into IFFT inputs 38 to 63. The rest of the inputs, 27 to 37 and
the 0 (dc) input, were set to 0 or null as pilot bits [9]. The
IFFT performs the process of transforming a spectrum
(amplitude and phase of each component) into a time domain
signal. An IFFT converts a number of complex data points of
length that is a power of 2, into the time domain signal of the
same number of points [9]. After IFFT the signal domain
value of 64 subcarriers were placed, where the 49" and 64"
subcarrier numbers are copied at the beginning of the signal
as preamble as shown in Fig. 7 [9]. The addition of preamble
bits allows the orthogonality of OFDM signals to be
preserved. The total numbers of bits after a preamble
addition was 80 bits. The addition of these bits enables
synchronization as the bits were used to detect the beginning
and end of each frame appending the OFDM symbols one
after another. This was the 80 subcarrier long signal that was
transferred. Fig. 8 was the signal that was transmitted. This
signal was converted from complex to binary and was saved
in a file to be exported to GNU Radio system. A special
method was used to make binary conversion where the real
and imaginary parts of the complex signals were separated
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‘ 1234..... 242526272829..... 505152 ‘

l

‘ -26-25-24 ......... -3-2-1123........2425 26 ‘

l

‘ -26-25...-1-2-3Null 123 ... 2526 Null ... Null ‘

e

‘ Null12.....2526 Null ...... Null -26 -25

Figure 6. Sub-Carrier Re-Shaping

| 1234..... 4546 47484950..... 6162 63 64 |

| 495051..... 61 62 63 64 |

| 4950..... 63 64 | 1234.......... 61 62 63 64 |

Figure 7. Adding Cyclic Prefix

and written in a file interleaved the data. This way string of
real and complex valued signal was mapped in a binary
formatted file shown in Fig. 9. The GNU Radio can utilize
the file as a source to transmit over the air.

VIIl. GNU RADIO AND HARDWARE SETUP

GNU Radio is an open source software toolkit used for the
experiment [7, 8]. In the GNU Radio Companion (GRC)
software the file source block was used for feeding the
binary file which was passed through a constant multiplier
and was transferred to the USRP sink to transmit Over-the-
Air (OTA). Fig. 10 illustrates the implementation of the
hardware parts of the GNU radio system. The binary file was
transferred to the “low cost” hardware called USRP and was
passed onto the transmitter daughterboard which are RF
frontends. The signal was received by a receiver
daughterboard. Similarly, like the transmitter, the signal
passed through the receiver USRP and this captured signal
was saved in a binary file using the File Sink block [7]. The
spectrum can be viewed using the FFT Sink block [7]. All
the ICI OFDM BPSK/QPSK modulations were performed in
MATLAB and the binary file was extracted from there.

Transmitted Spectrum of A-Law Based BPSK OFDM Signal

M\.HM it AR n,‘H‘rHMml |
MMWWWWWWWW

- 15 K] 05

Power spectral density dB
I
S

L L
) 05 1 15 2
Frequency in MHz

Figure 8. Transmitted Signal
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‘ 0.924+0.056i 0.561+0.245i ........... 0.035+0.342i 0.067+0.041i

Binary File

Figure 9. Complex value to Binary File Creation

IX. DATARETRIEVAL

The received binary file was imported to MATLAB and the
resulting received spectrum as shown in Fig. 11 was
displayed. From the spectrum, densely congested ICI
cancellation signal was noticed and also noise components
were visible. Fig. 12 is the opposite of the data preparation as
shown in Fig. 4. Here the received signal was saved to a
binary file. From the binary file, the complex values were
extracted, some representative samples are shown in Fig. 13.
The 16 bits of cyclic prefix that was added was removed
followed by FFT which converts the time domain signal into
frequency domain. The subcarrier bits have been extracted
from this signal and the 12 pilot bits are removed. Step by
step, the ICI cancellation schemes were performed followed
by the BPSK/QPSK demodulation as shown in Fig. 12. The
data was then converted to binary digits and A-law
decompression was implemented and the audio voice signal
was regenerated.

i i

Daughter- »
Board

Daughter-
Board

Binary File

Binary File

Transmitter Reciever

Figure 10. Complex value to Binary File Creation

Recieved spectrum of A-Law based BPSK OFDM ICI Self Cancellation Scheme
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Figure 11. Received Spectrum
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Figure 12. Data Retrieval.
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Binary File

A

0.924+0.056i 0.561+0.245i ........... 0.035+0.342i 0.067+0.041i

Figure 13. Binary to Complex Conversion

X.  RESULT AND ANALYSIS

Fig. 8 shows the transmitted spectrum of the OFDM BPSK
signal which was generated in compliance to IEEE
specification [9]. The spectrum has 80 sub-carriers according
to the standard. There are 16 cyclic prefixes or preamble (8
on each side). The middle portion contains the 64 IFFT data
sub-carriers with 12 pilot bits. In total 52 data sub-carriers
were embedded in frequency domain [9]. Fig. 11 shows the
received spectrum of the same signal at the receiving end.
The signal suffered attenuation and inter-carrier-interference
(ICI) during transmission. From the figure the effect of
Additive White Gaussian Noise (AWGN) noise can be
clearly seen by looking at the cyclic prefixes. The visible
figure can be said to have dominant noise components. The
total power level also decreases significantly. There are
many peaks and sudden drops in the spectrum which were
not present in the original transmitted spectrum. The effects
of ICI are also clearly visible from the figure as the adjacent
carriers are almost overlapping. Fig. 14 is the original
message signal, which is very nicely shaped and does not
have any distortion pattern or sudden peaks or valleys. The
received signal, however, is not fully free of noises. So, the
reconstructed signal could not be retrieved as such from the
received spectrum. Fig. 15 shows the reconstructed signal in
time domain. The figure clearly displays the noises and IClI
effects on the message. There are many drops across the
message. However these problems can be resolved by using
the new schemes. Fig. 16 shows received spectrum with ICI
new scheme — 1 BPSK OFDM. From the figure it can be
deduced that the spectrum has improved from the previous
scheme. The regenerated signal also has low distortion. Fig.
17 is the regenerated signal.

In scheme-2, the performance improved a lot. Basically in
the test, the scheme-2 was the most efficient signal. In that
scheme the retrieved signal was almost same the original
signal. From Fig. 18 the improvement in the dense sub-
carriers can be easily seen. The improvement is clearly
visible in the cyclic prefix and also in the data sub carriers.

Input signal
1

05+

0

Amplitude

-051-

1
Time in Seconds

Figure 14. Transmitted Message

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-140-3

Regenerated signal

Amplitude

Time in Seconds

Figure 15. Regenerated ICI-self cancelled signal
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Figure 16. Received Spectrum of New Scheme — 1
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Figure 18. Received Spectrum of New Scheme — 2

The sub carrier signals have retained their original shapes
and power level. The signal has not been distorted severely
due to AWGN noise and ICI as observed from the spectrum.
The regenerated signal also shows the improvement as seen
from Fig. 19. There are not many drops in the signal. The
regenerated signal is almost 99% close to original signal.

This improvement in the performance justifies the
feasibility of the new schemes in OFDM to cancel the ICI
and improve performance. The error percentages in new
schemes are shown in Table 1 where the new scheme—2 gave
the best CIR values. The performance improves because of
the symmetrical transmission of the subcarriers.

Though the new schemes improve the performance to a
great extent, the bandwidth utilization has not been efficient.
Normal OFDM uses full bandwidth of the channel whereas
the self-cancellation schemes use only half of it. The new
schemes are less efficient with the use of only quarter of the
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Figure 19. Regenerated signal for New Scheme — 3

TABLE I. ERROR PERFORMANCE
Results
Schemes - - . -
No. of transmitted bits Error bits | % biterror
ICI self 184320 293 0.159%
New scheme -1 184320 171 0.093%
New scheme -2 184320 1 0.00001%
g 1.2 2.00%
A 1 —a
< NG F 1.50%
-g 0.6 1.00% &
- A - - =
S i S~ osox :
2 0 —L 0.00% §
-~ a
-g Normal ICl Self New New
Cg OFDM Cancellation Scheme -1 Scheme -2
=== BandWidth Utilization % Error

Figure 20. Performance comparison of schemes

bandwidth as shown in Fig. 20. Theoretically, the data rate
also decreases and new schemes has almost quarter the data
rate than the normal OFDM. If the transmission gives more
emphasis on performance and data rate is not a concern, the
new schemes are better choice than the already established
self-cancellation schemes. The New Schemes also require
greater resources to process the cancellation on both
transmitter and receiver.

XI. FUTURE SCOPE

The outcome of the research shows the feasibility of the
implementation of OFDM in GNU Radio system, which
provides a new field to explore. The project was used to
verify the viability of the schemes that was considered for
testing. Implementing the ICI cancellation scheme gives an
opportunity to retrieve signals with better accuracy, so
further test can be done using the GNU Radio involving ICI
schemes. The availability of the hardware will enable the
researchers to perform more practical implementation and
hence to obtain more accurate results.

This experiment was conducted in 400 MHz frequency
band. Further investigation of the OFDM systems also can
be done in 2.4 GHZ or 5GHz frequency bands in the future.
The use of OFDM in newer technologies like LTE, WiMAX,
Wi-Fi, Digital TV can be tested for practical feasibility in
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GNU Radio using the techniques used in this experiment.
The research also opens up the opportunity to think and
explore the options for 400 MHz frequency band similar to
the initiatives taken in Australia [11]. The use of OFDM can
help utilize the full capacity of this band to a greater extent.
The new schemes can be tested in Digital TV services for
getting the best possible clarity of the channel.

XIl.  CONCLUSION

The OFDM system, because of its robustness to multipath
fading, has become popular in recent years. The project
concentrated on testing the established schemes which were
already developed and seemed to have improved the
performance of the OFDM system. The schemes included
ICI self-cancellation, and modified ICI self-cancellation. The
two new schemes as mentioned in reference [10] were also
tested in hardware radio transmission. The focus of this
project was to check the viability of these schemes. The
result shows significant improvements in new schemes. But
the inefficient bandwidth utilization and low data rate restrict
its use only in high performance systems. The digital HD
TV, secured government communication network on 400
MHz band, possibilities of data transfer through amateur
radio band, emergency surveillance and rural telephone
services [11] can utilize the effectiveness of the new schemes
because in terms of performance the new schemes give far
better performance than already established ICI cancellation
techniques.
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Abstract—The Physical Cell Identity (PCI) is used to identify
femtocell in LTE femtocell as the physical layer identity. Due to
the fact that a) the PCIs are normally allocated without planning;
and b) the limitation of the number of PCI, the cross-tier PCI
confusion problem has arisen. The current solution in 3GPP
Release 9 is to use Cell Global Identity (CGI) associated with PCI
to solve this problem of confusion. However, using CGI has many
serious drawbacks. Especially CGI might cause the inbound-
handover is failure. In order to mitigate the CGI problem, this
research proposes a dynamic PCI assignment scheme of DG-
PCI in the macrocell and femtocell environment. The proposed
scheme is tested by using system-level simulation. The simulations
showed that the approach offers an optimal PCI distribution
between macrocell and femtocell. The test showed that the CGI
problem can be solved, and hence increase the successful rate of
inbound-handover. '

Index Terms—PCI, CGI, LTE femtocell, Graph Colouring, PCI
release

I. INTRODUCTION

A femtocell is a small cellular base station used by oper-
ators to extend indoor service coverage and enhance overall
network performance. Since 2008, it has gradually become a
mainstream technology supported by industrial standardization
bodies such as the 3rd Generation Partnership Project (3GPP).
As a consequence, an explosive deployment has been antici-
pated by industry leaders, which pose new challenges [1].

In the LTE femtocell systems, the Physical Cell Identity
(PCI) is used by User Equipment (UE) to identify a femtocell.
Unfortunately, the number of PCIs is limited to 504 and they
are normally allocated without planning and network operator
intervention. Reflecting this, the PCI assignment problems
which are called single-tier PCI collision and confusion (con-
flict) have recently been addressed for LTE network [2][3].
In LTE femtocell system, if a large number of femtocells are
deployed under a macrocell coverage area and there are more
than one femtocell-neighbour cells assigned with the same
PCI due to PCI reuse, the network is unable to identify the
femtocell in the measurement report. This may cause inbound-
handover (handover from macrocell to femtocell) preparation
to be directed to a wrong target and results in handover failure
[4]. This is called cross-tier PCI confusion. Moreover, the PCIs

'Our work is supported by the Fundamental Research Funds for the Central
Universities (531107040276) and State Key Laboratory of Integrated Services
Networks Open Project (ISN12-05).
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reuse in femtocell identification is very common and the cross-
tier PCI confusion problem could potentially become quite
destructive.

The remainder of this paper is as follows. Section II
introduces some related work on PCI allocation; Section III
introduces the proposed approach and some useful definitions;
Section IV gives the scheme discussion and also proposed a
method as Unutilised femtocells PCI release; Section V is the
performance evaluation for the scheme. In Section VI, we have
the conclusion.

II. RELATED WORK

Some related works are described as below:

A. Review on the Latest Standardisation

In order to solve the cross-tier PCI confusion, a Cell Global
Identity (CGI) has been proposed to identify the cells in 3GPP
release 9[5]. This approach temporarily solves the cross-tier
PCI confusion problem. However, compared to PCI, using CGI
has many serious drawbacks.

Firstly, PCI is a reference signal sequence which means
that the UE reads the identity of the target cell in a very
short time - up to 20ms in LTE. Yet, CGI is not a reference
signal sequence, and it needs to be obtained by reading the
system information which requires a large measurement time
gap (e.g., up to 160 ms (milliseconds) for LTE) [5][6].

Secondly, during this relatively long measurement gap (e.g.
160ms), the UE cannot receive or transmit any data to or from
the serving cell, thus, it probably leads to unnecessary service
interruption, such as a call drop in the situation where the
signal strength fades rapidly [5]. This becomes more critical in
a busy and dense network scenario and causes many handover
failures [7].

Lastly, a long measurement time is required to obtain the
system information which causes concerns regarding the UE
battery life[4]. The UE battery life is important for battery-
hungry multimedia applications.

It is therefore preferable to use PCI rather than CGI to
identify cells. However, as mention previously, the PCI has
a conflict problem. This research aims to solve the drawbacks
of CGI and meanwhile, mitigate PCI conflict in the cross-
tier network environment, with co-existence of macrocell and
femtocell.
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B. Review of the Literature

In [8], the authors proposed a solution for PCI conflict
problem in single-tier LTE networks. A Graph Colouring-
based mathematical method has developed for the PCI auto-
configuration of LTE network. Each nodes ID (PCI) is as-
signed a color, and the neighboring nodes get different ID
based on graphic coloring theory.

In [2], the authors proposed to use mobile measurements
to update the Neighbour-Cell-List (NCL) in single-tier LTE
networks, in order to detect PCI conflict. The solution proposes
that if the PCI conflict appears, the mobile send this informa-
tion to Core Network (CN) and Operation Support System
(OSS) will require the involved conflict cells to change their
PClIs.

In the above papers, the authors analysed the PCI conflict
issue in single-tier LTE system. However, none of them have
included the impact of the layered structure of a heterogeneous
network with a combination of macrocell and femtocell (cross-
tier network) on the PCI auto-configuration.

In [9], the authors proposed an automation PCI allocation
system (APCIAS) and APCIA method to allocate the PCI in a
cross-tier LTE networks in order to reduce the planning time
of PCIL. In the paper, the researchers used the cell information
which includes cell state information, type information and
neighbour list information to create the PCI resource and also
allocate the PCls.

In [10], the authors proposed an automatic assignment
of femtocell PCIs depending on different access modes for
network optimization in order to reduce the operational expen-
diture for PCI allocation. The proposed scheme autonomously
detects the neighbour cells of target femtocell and sends the
neighbourhood information to the centre controller. By using
a centre controller, the PCIs can be assigned in an optimal
way.

In [6], the authors proposed an approach to reduce the time
spent on femtocell cell selection/reselection. This approach
uses two groups of PCIs, a femtocell group which is a reuse-
PCI-group and a macrocell group which is a unique-PCI-group
When the UE moves into a new marcocell service, it automati-
cally obtains the network information of this macrocell, which
sets certain PCI numbers for macrocell and femtocell. During
the handover process, the UE easily detects whether the target
device is a marcocell or a femtocell by using this informations
and leading to a reduction in unnecessary signalling with the
CN and identification time.

In the above papers, the authors proposed the cross-tier PCI
allocation scheme. However, none of them solve the cross-tier
confusion problem.

IIT. DYNAMIC GROUP PCI ASSIGNMENT SCHEME

This scheme is described as below:

A. Busy Femtocell

In Dynamic Group PCI Assignment Scheme (DG-PCI), the
traffic density information is the most important features to
describe the network situation. Busy Femtocell (BFemtocell)
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concept is introduced to describe this. The principle of this
concept is that there might be some femtocells which have a
higher numbers of inbound-handovers than others during the
same time period. For the operators, more attention should be
paid to these BFemtocells in order to maintain a high quality
of service since they have a potentially higher probability to
be involved in cross-tier PCI confusion and result in handover
failure due to CGI drawback.

B. Dynamic PCI Group Assignment

In the proposed DG-PCI, PCIs are categorised into three
groups - CSG group (Closed Subscriber Group), non-GSG
group, and marcocell groups. Furthermore, in CSG and non-
CSG groups, PClIs are further categorised into two sub-groups
- unique and reuse group, shown in Fig. 1. The PCIs are set
according to their group and sub-group, it would be updated
depending on the various environments.

¢ Femtocel ala Macrocell |

|
Macrocell PCI Group|

CSG Group Non-CSG Group

ﬁJniqus PCICSG Gmup)

Reuse PCI CSG Group

EJniquo PCI Non-CSG Groua

Reuse PCI Non-CSG Group|

Fig. 1. Proposed Dynamic PCI Group Structure

Since this dynamic PCI group method is similar to the
profile of proposed the PCI distribution in [6] and [11], it
inherits their advantages such as the fast CSG cell, non-CSG
cell and macrocell selection/reselection.

The unique PCI group is used to offer unique PCI to BFem-
tocells. As we know cross-tier PCI confusion may happen
when reusing PCIs under the large range of macrocell service,
thus, if an approach guarantees unique PCIs being allocated
to femtocells, there will be no confusion in inbound-handover.
For obvious reason, it is sensible to offer the unique PCI to
BFemtocells whenever the system has unique PCI available.

C. The Scheme used for Different Access Policys

3GPP defined three types of cell access modes: closed, hy-
brid and open mode. The following section discusses applying
the scheme in different access scenarios.

1) The cross-tier confusion case in different access modes:

a) For the closed and hybrid access modes: Cross-tier
PCI confusion occurs as follows: during inbound-handover,
after UE has determined that this cell is a closed or a hybrid
cell, the UE needs to obtain the PCI of the target femtocell
to achieve handover. Since there might be multiple femtocells
within the coverage of the Serving Radio Network Control
(SRNC) that have the same PCI ID,cross-tier confusion may
occur.
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b) For the open access mode: Cross-tier PCI confusion
occurs as follows: during the inbound-handover, after the UE
has determined that this cell is an open cell, the UE needs
to obtain the PCI of the target femtocell to achieve handover.
As the femtocell with open access mode operates just like a
normal LTE cells, these cells’ PCI could be included in NCL
of the macrocell. There might be multiple same femtocell PCI
within the NCL of the macrocell which involve the cross-tier
confusion issue.

c) Comparing these confusion cases in different modes:
Three modes contain almost the same process involving the
PCI confusion by using the same PCI. Therefore, giving a
unique PCI to identify BFemtocells in order to mitigate the
drawbacks of CGI is fit for both of the confusion cases.

CSG Group

Unique PCI CSG %

Reuse PCI CSG Group i
Hybrid Access Mode
Non-CSG Group

@nique PCINon-CSG uluu\
Open Access Mode || J
Reuse PCI Non-CSG Gmup'_

BFemtocell

Femtocell )

Fig. 2. PCI Distribution in femtocell PCI Group
2) The PCI IDs in different access modes distribute in
CSG/non-CSG sub-groups:

a) According to release 9, the System Information Block
Typel (SIB1) uses two parameters: CSG-Indication and CSG-
Identity: The closed mode cells have a CSG-Identity and CSG-
Indication bit set to TRUE, hybrid model cells have a CSG-
Identity and CSG-Indication bit set to FALSE, open mode cells
do not have the CSG-Identity and CSG-Indication bit set to
FALSE.

b) The PCI IDs in different access modes distribute
in CSG/mon-CSG sub-groups: Since the CSG-Identity ID
involves using the PCI ID [14] and both of the hybrid and
close cell mode support CSG-identity ID, closed and hybrid
access mode can be treated as the same CSG group, using the
set range of PCI IDs (CSG-identity ID). The open access mode
is called non-CSG-group also using the set range of PCI IDs
(CSG-identity ID). Moreover, there are two sub-groups in each
CSG-group/non-CSG group, the PCI in unique PCI sub-groups
is used in identification of the BFemtocell which may be CSG
or non-CSG mode in order to mitigate the drawbacks of CGI,
and also the reuse PCI sub-group is used in identification of
the normal femtocell which may be in CSG or non-CSG mode
as shown in Fig. 2.

D. The Proposed Scheme

The DG-PCI Flow Chat is shown in Fig. 3.
In the graph, PosG—unique i the number of unique PCls
for CSG cells; Posg—reuse 1S the number of reuse PCIs for
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Fig. 3. DG-PCI Flow Chat

CSG cell. Since non-CSG and CSG have most of the same
PCI confusion mentioned early, the process in the proposed
scheme for non-CSG and CSG cell scheme can be considered
the same process. The author provides the CSG mode flow

chat of the proposed scheme process instead of the chat of
both the non-CSG and CSG mode.

I'V. DISCUSSIONS OF THE PROPOSED SCHEME

In this section, we will analyse some important issues for
DG-PCIL.

A. Determination of the BFemtocell in LTE Femtocell System

In a real network scenario, the handover procedure is associ-
ated with the Mobility Management Entity(MME). During the
inbound-handover, severed femtocell PCI or CGI information
is stored in MME. Due to the fact that PCI is dynamically
allocated and CGI is statically allocated, in order to ensure
the data on the list is available at any time, it is desirable to
use CGI ID for data recording.

MME is connected with a Home Subscriber Server (HSS),
which is responsible for femtocell management, authentication
and authorization, the mapping of PCI to the unique CGI and
the NCL of each femtocell could be obtained from them [12].
This CGI list will be build by using HSS in order to find the
corresponding CGI ID depending on the temporary PCI stored
in the MME.

After a interval time of T, the MME will send the recorded
CGI list to CN. CN will build the BFemtocell list (Inbound-
Handover Report) according to the CGI list and permit OSS
[2] to send the updating PCI request to the BFemtocell.

B. Graph Colouring-Based Method in Single-Tier PCI Con-
flict Free

The number of unique PCIs is quite an important issue in
our scheme. The PCI,nigue is equal to the total number of
PCIs take off the PCl,cyse and PCl,cys. depends on the
single-tier conflict. Reflecting this, the PC'I,;;,qq. i relative to
single-tier conflict. We support using Graph Colouring-based
mathematical for PCI assignment in order to find the minimum
of PCI,.¢yse and also avoid single-tier PCI conflict in cross-tier
LTE femtocell. The method is described as below:

103



ICWMC 2011 : The Seventh International Conference on Wireless and Mobile Communications

Begin

Do Sort the new femtocells in order by which femtocell has the highest nNeighbours
For (set i=0; i<=Cell;g.size();i++) /I Choose a new cell from the list Cell;g in order.
Do D, = function Build_PClset(Cell;y[i].dNeighbours);
Do N = function Build_PClset(Cell;.{[i].nNeighbours);
Do NN = function Build_PClset(Cell;s[i].nnNeighbours);
If (NNao{Dse && Negi!=null)
DO Peo=NNMDsor8&Noci};
Do call function PCI_assinment(Ps);

Else
If (Uge\{Dser&&Nged!=nuill)
D0 Peo=Uge{Deei&&Nser};
Do call function PCI_assinment(Py,);

e
If (Ase{Dsoi&&N e} !=null)
D0 Pye=Ase{Dseid&Nser;
Do call function PCI_assinment(P);
e
Do process failure; /I PCI run out
Ilstart loop again;

End
Function Build_PClset(Neighbours) //function to find the PCl, for different Neighbours list;
For (set j=0; j<=Neighbours.size();j++)
If (in Neighbours[j], there are some new cells without PCls)
Do PClg will not collect this cells' PCI;

Else
Do PCl collect there PCls in Neighbours;
End
Returen PCl,;

Function PCI_assinment(P,,) //function to assign the PCI to new cell;
Do Sort P in Cpc, descending order;
Do Select the first value;

Do PCI assignment success;

End

The main idea of this method is that to find the proper PCI
IDs in the N N, of the target femtocell. If we find the PCI
IDs in the Dgy, it will result in the single-tier conflict and if
we find the PCI IDs N, it will result in cross-tier confusion.
Since the PCI ID are reused to alocate the femtocells, this
method could find the minimum of PC1, ¢y se.

TABLE I
PARAMETERS IN PROPOSED METHOD

Name Meanning
dNeighbours New cell’s direct neighbours
nNeighbours New cell’s dNeighbours’ neighbours
nnNeighbours Neighbours or nNeighbours
Aset!Uset All available/used PCI in the network
Dget PCI set of dNeighbours
Nget PCI set of nNeighbours
N Nget PCI set of neighbours of nNeighbours
Pset Result set which PCI is choosing from
PClget Number of PCI in target Neighbours list
Cpcr Number of times the PCI is used

C. Dynamic PCI Group using in PCI Assignment

Femtocells are plug-and-play devices, if a new femtocell
joins the network, it might interfere with the system balance
which would result in the single-tier conflict. Therefore, ide-
ally the PCIs should be able to transfer between different
groups to cope with the dynamic number of femtoells. How-
ever, the number of PCIs in a marocell PCI group is set at
the system level [6], thus this transfer will not be considered
in this research. In this sub-section, we will only consider the
PCI transfer between unique PCI and reuse PCI group.

Unique PCI transfer to reuse PCI group. If there are not
enough reuse PCI to sign new femtocells, the unique PCI
group dynamically transfers its PCIs to reused PCI group in
order to ensure the network has enough PCIs to remain single-
tier conflict free. However, if the unique PCI numbers run out,
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thats means all PCIs need to be used to ensure the system is
conflict free. Unfortunately, our approach does not work in
this extreme case, yet this kind of scenario is rare.

Reuse PCI transfers to unique PCI group. When some
femtocells are turned off, the number of reused PCIs could
be more than the system requested, therefore, some of the
reuse PCIs should be released, this will be analysed in detail
in the next section.

D. Unutilised femtocell PCI Release Method

The PCI release is the decisive feature to obtain unique
PCI resource for scheme DG-PCI. A PCI release method is
proposed in this research to tackle this problem.

This method includes unique and reuse PCI released. The
unique PCI release method releases the femtocells that have
unique PCIs identity. The reuse PCI release is used in dynamic
PCI group to release reused PCIs. The proposed PCI release
is described as below:

Begin

Do Determing the Femtocell . list;
Do Determing the Femtocell,list;

For (set i=0; i<=Femtocell,.size();i++)  // Choose a femtocell from the list
For (set j=0; j<=Femtocell,,.size();j++)
Do Set a=true;
/ICheck the PCI, in femtocell is used in femtocell,, list;
If (PCI. in femtocell,«[i]==PCl in femtocell,,[j]) // PCl. is the PCI of choosen femtocell;
Do break; /ljump out current loop;
Else
/[Check the PCI, in Femtocell is also used by other members in Femtocelly;
For (set k=0; k<=Femtocellq.size();k++)
If ((i'=k)&&(PCl, in femtocell[i]==PCl in femtocell[k]))
Do Set a=false;

Do break; /ljump out current loop;

End
If (a==false)
Do break; //jump out current loop;
Else
Do PClI, = PCI, in femtocell,4i]; // PCl, is the unique PCI
Do Add PC, 10 List,nque;

End

End

However, there is a problem. If the femtocell is normally
in turn off mode, the CN can easily detect this femtocell and
also execute the PCI release procedure. If the femtocell is not
in normal turn off mode, meaning that the users just unpluged
the power socket to shut down the femtocell, it is difficult
for CN to identify the femtocell statics and results in a failed
reuse PCI release procedure.

In order to solve this problem, ping can be used to check the
femtocell status. Since ping transmits in very small packages,
it will not cause any large signal overload. The MME could
ping the registration femtocells at small constant intervals of
time to check their statics and then report to CN.

V. PERFORMANCE EVALUATION

A dynamic simulator developed by CWIND [13] group
is used to evaluate the proposed scheme. The goal of the
performance evaluation is to see if the proposed scheme
mitigates the drawbacks of CGI and improves the inbound-
handover quality in a realistic LTE Femtocell network.
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A. Simulation Scenario

Since the femtocell is a free plug-and-play device, we have
set the scenario based on the number of active (means switched
on) femtoells during 24 hours (shown in Fig. 4) which is
similar to the human life timetable. Moreover, there is not a

The number of Femtocells in a day

[ erntocells

The nurnber of Femtocells

Fig. 4. The Various Number of Femtocells in 24 hours

The Number of Handover in a Day

100 [ Handover Times

The Number of Handover

6 10 12 14
Time(h)

Fig. 5. The Various Number of Inbound-handover Events in 24 hours.
femtocell traffic model found in the literature, so, the inbound-
handover events are also following the the same pattern, shown
in Fig. 5.

Since this scheme is aiming to reduce the usage of CGI in
the handover procedure, the number of CGI readings in an
hour is chosen to evaluate the performance of this scheme.
In the simulation, the UEs and femtocells will both randomly
occur in the coverage of a macrocell (radius: 400 meters). If
an UE occurs in the coverage of a femtocell, this UE would
be determined as it is doing inbound-handover. Reflecting this,
the MME would store the PCI and CGI which are from the
serving femtocell and build the inbound-handover List for this
network. The PCI updating interval time is initially set to
900 seconds, this time gap will be further analysed in future
research. Some parameters are listed in Table II.

Moreover, two types of Femtocell access modes have been
set in this simulation, CSG and non-CSG mode. The differ-
ence between the two modes is that when an UE has been
detected as doing inbound-handover, the CSG femtocells will
check if this UE is accessible or not; where as the non-
CSG femtocells won’t check it. Two distances of femtocell
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coverage are simulated: 15 and 50 meters. The different values
of coverage have impacted on amount of single-tier conflict
between neighbouring femtocells, the higher the value of
coverage distance, the greater the conflict. Public femtocells
such as ones intalled in shopping malls belong to the non-CSG
mode and have 50 meters coverage. Residential femtocells
install in homes are mostly CSG mode which can serve up
to 4 users and have 15 meters coverage, but some non-CSG
residential femtocells are also simulated.

The evaluations are undertaken in two cases: Case 1 is a
CSG mode only simulation, Case 2 simulates both CSG and
non-CSG modes. In Case 1, the number of femtocells is up
to 50. In Case 2 , the number of shopping Mall femtocell is
3, the number of non-CSG residential femtocells will increase
from 10 to 27 and the number of CSG residential femtocells
will increase from 10 to 20.

TABLE 11
PARAMETERS FOR SCHEME DG-PCI SCHEME

Parameter Value
Coverage of macrocell/femtocell 400/15 meters
Coverage of shopping Mall/public place femtocell 50 meters
T 900 Seconds
Number of CSG fetocells (Case 1) 20-50
Number of shopping Mall/public place (case 2) 3
Number of non-CSG fetocells (Case 2) 10-27
Number of CSG fetocells (Case 2) 10-20

B. Simulation Analysis

As can be seen in Figs. 6a and 6b, across the board, in
both cases, the proposed DG-PCI scheme consistently per-
forms better compared to the conventional approach. We also
observed that the performance differs according realisticallyto
the time of the day. This is due to the fact that, when there are
less inbound handovers, the boundary of determining the busy
or not busy femtocell is unclear, which results in inaccurate
judgement.

From Figs. 7a and 7b, our scheme obviously reduces the
number of CGI reading compared to the conventional method.
One can observe that the performance does not proportionally
increase with the number of femtocells, but with the number of
inbound handovers. This is perfectly understandable, because
inbound-handover is what we are concerned with regarding to
PCT allocation.

Comparing Casel and Case 2, the performance in case 2
is better than case 1. First, this is due to the number of the
UEs that a femtocell supports. In case 1, for home usage,
again, the boundaries of busy or not busy femtocell are not
clear. Reflecting this, the scheme is more suitable for open
access which is currently high favoured femtocell deployment.
Second, in case 2, we assigned fixed unique PCI to open
access femtocells. Therefore, we suggest that in the reality,
the network system should offer some independent unique
PClIs for the openly accessed femtocells. We also suggest that
unique PCIs could be considered as a commercial resource
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which Shopping Malls would need to purchase in order to
have better quality of wireless service for customers.

VI. CONCLUSION AND FUTURE WORK

This paper proposed the DG-PCI scheme which based on
the concept of the BFemtocell and dynamic PCI allocation and
Graph Colouring-based mathematical method to mitigate the
CGI problems and avoid cross-tier PCI confusion. The pro-
posed scheme is tested by simulation. The results showed that
the approach out-performs the existing approach in: reducing
the number of CGI reading, hence reducing the possible of
handover disconnection. The approach achieved dynamic PCI
allocations in the cross-tier environment.

In terms of the future work, work will be carried out to
optimise the PCI allocations, especially for released PCls.
Work will also be carried out on optimising the parameter
T, which is the time interval representation of PCI updating,
used in the scheme.
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Abstract—This paper presents a systematic approach for
analyzing the bit error probability of a coded orthogonal
frequency-division multiple access (OFDMA) system in multi-
user channels. A comparative analysis with conventional pilot
patterns, the overlapped pilot pattern and the interlaced pilot
pattern, is developed. Simulation results show that the inter-
laced pilot pattern is more sensitive to the effect of interference,
but also it outperforms the overlapped pilot pattern with
serious interference scenarios.

Keywords-OFDMA, interference, pilot pattern.

I. INTRODUCTION

Multi-user orthogonal frequency division multiple access
(OFDMA) is a strong candidate transceiver scheme for
high-speed packet-based multi-user wireless communication
systems, due to its flexibility on subcarrier allocation and
multi-user diversity utilization over multi-path fading chan-
nel [1]. A dynamic channel estimation is necessary before
the demodulation of OFDMA signals since the radio channel
is frequency selective and time-varying for wideband mobile
communication systems [2]. The channel estimation can be
performed by either inserting pilot tones into same positions
or different positions for each user. In the rest of the
paper, we call them as the overlapped pilot pattern and the
interlaced pilot pattern respectively. After channel estimation
is performed in the pilot locations, the channel frequency re-
sponse is typically determined by interpolating the response
between samples obtained using pilot tones. Thus, the de-
sign of pilot pattern is a critical factor in determining the
performance of the OFDMA system. It is well-known that
to achieve theoretically perfect channel estimation, pilots
must be inserted into transmitted OFDMA symbols densely
enough to fulfil the Shannon-Nyquist sampling theorem both
in the frequency domain and in the time domain [3] [4].
Conversely, for a specific OFDMA configuration and pilot
placement in the frequency domain, the channel propagation
delay dispersion is limited to a specific range if theoretically
perfect channel estimation is expected. For channels with
larger delay dispersion, there will be irrecoverable channel
estimation error, whose the magnitude is dependent on the
distribution of power conveyed by the channel within and
outside the acceptable propagation delay range [5] [6]. As

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-140-3

justified above, in designing modern OFDMA systems, it
is crucial to be able to estimate the magnitude of such
unavoidable errors in realistic channel conditions.

In this work our objective is to analyze the performance
of the coded OFDMA system in multi-user channels. The
analysis and results can be extended to the design of pilot
patterns for mesh network [7].

The rest of the paper has been organized as follows.
Section II contains the system model and pilot assisted
channel estimation for the coded OFDMA in multi-user
channels. Section III provides the bit error probability (BEP)
analysis for the coded OFDMA system. Simulation results
are in Section IV. Finally, Section V summarizes our main
results.

II. SYSTEM MODEL

In the discrete time domain, the nth sample of the Ith
output symbol of the OFDMA transmitter is given by the N
point complex modulation sequence

N-1
wiln] =Y Xi[kle 2R/, (1)
k=0

where X;[k] is a data signal and k is a subcarrier index.
The received OFDMA signal can be written as

N-1

Yilk] = > { > hmlain —m] + z [n]} e—J2mkn/N

N-1 o) 1 N-1 )
=y { hy[m] {N > Xl[z']eﬂ“’m/N}}
0

n=0 \m= =0

. e—j??‘rkn/N + Zl[k]

= H[k] - Xi[k] + Zi[K], 2
where

N,—1
H[k] = hm]e= 2k /N, 3)

m=0
Zi[k] = Li[k] + N [K], 4

H,[k] is the channel response of the kth signal in the Ith
OFDMA symbol and Z;[k] is the summation of interference
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Figure 1. Linear interpolation.

I[k]=H, k] - X,[k] according to other users using same
resource and Gaussian noise N;[k].
A. Channel Model

We consider the wide sense stationary uncorrelated scat-
tering (WSSUS) Rayleigh fading channel. The channel im-
pulse response is represented as

Np—1

> em(t) 8(t = i),

m=0

h(t) = &)

where V), is the number of multiple paths, 7,,, and ¢, (t) are
the time delay and the channel response of the mth multi-
path respectively.

B. Pilot Assisted Channel Estimation

For the channel estimation, the known symbol, so-called
pilot signal, is usually employed. Before the transmission,
pilot signals are uniformly inserted into the data stream.
Upon receiving the corrupted pilot signals at the receiver,
the channel impulse response at pilot locations is estimated.
The channel impulse response at data locations can then be
obtained through interpolation with the pilot channel estima-
tions. Here, we consider the least-squares (LS) estimate for
the channel estimation at a pilot location. The /th estimated
channel response can be obtained as follow:

_ Yip) Zi[p]
Xu[p] Xi[p]

where p denotes the index of pilot subcarrier, X;[p] is the
pth pilot signal at the [th OFDMA symbol and Y;[p] is the
received symbol corresponding to pilot signal X;[p].

For the data location, the channel response can be es-
timated by taking interpolation between the pilot channel
estimate. There are several forms to interpolate: uniform,
spline interpolation, and 2D Wiener interpolation etc. Here,
linear interpolation is used [4]. In the linear interpolation,
the data channel estimate is given by

Ffz [p]

= H[p] +

= Hp] +Vi[p], (6)

Hid) = (1 _ f) H[p) + %Hl[zw 1], )

S

where d denotes the index of data subcarrier, S is the interval
between pilot subcarriers and s is the distance between the
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Figure 2. Pilot Patterns for OFDMA systems: (a) overlapped pilot pattern,
(b) interlaced pilot pattern

pth pilot subcarrier and the dth data subcarrier as shown in
Figure 1.

Thus, the transmitted data signal at the dth data subcarrier
in the /th OFDMA symbol can be estimated by

&M:E%

. (8)

For two patterns, which are the overlapped pilot pattern
and the interlaced pilot pattern as shown Figure 2, the above
formula can be re-written as follows:

1) Overlapped pilot pattern:

X[d) = Yid] _ Xi[d] Zild) _ Vild] X, [d]j o)
Hild] Hd  Hld

Zld) = Ld) + N)[d), 10)

njd) =3~ 1" [A1X"1d), an

where I;[d] is the interference of the dth data signal in the
{th OFDMA symbol, H l(i) [d] and Xl(i) [d] are the channel
response and the data signal of the ith user respectively and
k is the set of neighbor users.

2) Interlaced pilot pattern:

A  Ydi] Zildi]  Wi[di]Xi[di]

Xild:] = mld] Xildi] + H,[dy] md)
(12)

Zi|d1] = Ld1] + Ni[da], (13)

nid)= > Hd)Xd) + P plxOlpl, (14)
i€R,iF£]
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o g Yilda] Zi[ds]  Vi[do] Xi[do]
A= ) = B T i)
(15)
Zi[do] = L[ds] + Ni[da), (16)
nldg) = > H? [do] XV [dy], (17)

1ER

where j is the user index that the jth user’s pilot signal is
the interference.

For the interlaced pilot pattern, we can divide the data
signals into two parts. The first part is the region that one
of neighbor user’s pilot signal and another neighbor users’
data signals are interference. The second part is the region
that all of neighbor users’ data signals are interference. The
first part gets more interference than second part because the
pilot power is boosted for accurate channel estimation. At
the above equations, we denote d; as data signal index in
the first part and ds as data signal index in the second part.

C. Pilot Assisted Channel Estimation for Multi-user

For a single user case, it’s obvious that more pilot signals
leads to better performance but with sacrificing in symbol
rate. Therefore the number of pilots is a trade-off between
channel estimation accuracy and bandwidth efficiency. How-
ever, for multi-user case, it’s not obvious that more pilot
signals outperform less pilot signals due to interference
between users. If pilot signals are corrupted, data fail to
be demodulated irrespective of correcting processes such as
despreading and decoding. Also, signal to interference ratio
remains the same in the overlapped pilot pattern regardless
of pilot power boost-up. The solution is to make the pilots
from different users not to collide each other because pilot
signals are relatively stronger than spread data signals. The
channel performance estimation is improved by reducing the
number of pilot signal collisions. However better channel
performance estimation dose not always guarantee better
data detection performance. The interference of pilot region
and the interference of data region is trade-off.

III. PERFORMANCE ANALYSIS OF CODED OFDMA
SYSTEMS

A. Coded OFDMA System

Error correcting coding is an essential part of an OFDMA
system for mobile communication. OFDMA in a fading
environment is almost always used with coding to improve
its performance and as such is often referred to as Coded
OFDMA or COFDMA. For an uncoded OFDMA system
in a frequency selective Rayleigh-fading environment, each
OFDMA subcarrier has a flat-fading channel. Accordingly,
the average probability of error for an uncoded OFDMA
system is the same as that for a flat-fading single-carrier
system with the same average geometric mean of SNR.
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Just as we can introduce time diversity through coding and
interleaving in a flat-fading single-carrier system, we can in-
troduce frequency diversity through coding and interleaving
across subcarriers in an OFDMA system. However, since
OFDMA in itself does not increase the system bandwidth
it can never introduce frequency diversity on flat fading
channels.

With coding and interleaving across subcarriers, the strong
subcarriers help the weak ones as the block fading effect
is decreased. Thus overall data detection performance is
dependent on the ratio of strong part and weak part such
as coding rate.

B. Bit Error Probability Analysis with Simple Bound

To compare the performance of the overlapped pilot
pattern and the interlaced pilot pattern, we consider the
simple bound derived in [8]. Here, we use (n, k) block code
that maps each k information bits into n codeword bits.

Then the simple bound on the bit-error rate is given by

H_kal min {ean(C’h)v e (\/ﬂ)} ,

h=hmin

Py(E) =

(18)

and the exponent of the simple bound is expressed by

1 cf(c,0)
Zinll =2 _ASE)
Sl =200+ T F 5y
E(c,h) = . e 1
) £ -
ifcp(d) <e< 21 —0)’
—r(d) + dc,  otherwise,
with 6 = 2 p(6) 2 DZultMden ) =
(1—e 2O 1=2 ¢ = 7,(k/n), and f(c,0) =

. /T?é) + 2¢ + c2—c—1. w is the input Hamming weight, h
is the output Hamming weight, and A,, 5, is the input-output
weight distribution. For (n, k) random block code, the code
spectrum A, , is known to follow a binomial distribution:

2n
The average signal to interference noise ratio(SINR) per bit
defined by

Aw,h =

- _ E[HXP]
T KENZPY
where K denotes the number of bits represented by one
symbol.
For the overlapped and interlaced pilot patterns, the aver-
age SINR per bit defined by (19) becomes
1) Overlapped pilot pattern:
20?2
T = : : (20)
2 (012\/ + 2 iex UQD,i)

(19)
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where € = ep/ep, ep(ep) is the number of symbols

that affected by data(pilot) symbols of another users as an
interference.

IV. SIMULATION RESULTS

For the simulation, we use (7,4) hamming code as an
error correcting code. The channel estimation is performed
by using LS estimator and the flat fading channel model is
used.

Figures 3-7 give the BEP performance of two coded
patterns using overlapped pilots and interlaced pilots for
channel estimation, and uncoded BPSK in [3]. Eb/NO is the
ratio of Energy per Bit (Eb) to the Spectral Noise Density
(NO). These results show that the BEP performance of the
overlapped pilot pattern is relatively less susceptible to the
number of users, but the BEP performance of the interlaced
pilot pattern can be sensitive to the number of users, mainly
due to the effect of interference.

The effect of pilot power boosting can be observed from
Figure 3 and Figure 6. For the overlapped pilot pattern, the
performance dose not improved as pilot power increase. The
reason for this is that the pilot power of interference users
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are also increased. Also, Figures show that the region whose
the performance of the interlaced pilot pattern is better than
that of the overlapped pilot pattern is increased as the pilot
gap and the number of user are increased.

V. CONCLUSION

In this paper, we analyze the performance of the over-
lapped pilot pattern and the interlaced pilot pattern for
channel estimation. This comparison is of special interest
since the pilot pattern affects the performance of OFDMA
systems. Simulation results in terms of BEP corroborate
our theoretical analysis. We notice that the interlaced pilot
pattern is more suitable for the multi-user networks like
mesh network in which serious interference exists. We
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expect that the results obtained here can be directly applied
to evaluate the performance of coded OFDMA systems in
mesh network as well.
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Abstract— RFID (Radio Frequency lIdentification) is a special
type of wireless communication that allows automatic
identification of objects without requiring a line-of-sight. It
cannot provide the fullest benefits as a standalone technology.
Efficient and successful RFID applications must be developed
by smoothly incorporating RFID systems into existing
infrastructures to improve business processes and data
management capabilities. In this paper, a system architecture
that achieves the integration of RFID systems with wireless
network technologies (e.g., ZigBee, Wi-Fi, WiMAX, cellular
networks) is presented. A control unit is designed to identify
objects, gather and manage RFID data, and keep the track of
RFID tagged objects without any human involvement from
long distances. A middleware is developed to improve mobile
applications, provide monitoring our system, route RFID
information to the related units automatically in a faster, more
efficient, secure, wide capacitated way without any limitation.
Our system design resolves the problems caused by lack of
information, ensures to achieve competitive advantages, has
longer operating range. In our study, a system design is
illustrated to show how RFID systems can be integrated with
wireless communication technologies to collect and manage
secure real-time information.

Keywords- Radio frequency identification; active/passive tag;
Wi-Fi; WiMAX; TinyOS; data gathering; object monitoring

l. INTRODUCTION

RFID is an automatic identification (Auto-1D) and data
capturing technology that gives an opportunity to identify
and monitor objects by using a tag that carries information.
It provides easy, secure and quick data entry, storage and
transmission. It is used everywhere, such as shops, stores,
hospitals, pharmaceutical companies, logistic services, etc.
where real-time data should be used. It improves data
gathering and management capabilities, raises security level
of information about objects and resolves problems caused
by lack of information. The main feature of RFID
technology is its ability to identify, locate, track, and
monitor objects automatically without a clear line of sight
between tags and readers [1].

Wireless networks provide the infrastructure to support
mobile connectivity to all information sources with high
performance and availability. They allow users to
communicate and access applications and information from
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long distances without wires. Most wireless network
technologies are license free and provide freedom of
movement and the ability to extend applications to different
locations. They provide significant cost savings to deploy.
They offer device mobility and higher reliability because of
increases in efficiencies, less error-prone cabling and less
downtime as compared to a wired network. Wireless
networks have several categories depending on user
requirements and the size of the physical area that they are
covering.

In this study, we present a system design that combines
the RFID system and wireless networks. Main contribution
of our study is to design and develop intelligent hardware
and software components for the integration of RFID
systems with wireless networks to gather and manage data,
keep track of objects carrying RFID tags from short or long
distances. Our design provides a cost-effective solution and
economic power consumption. It also supports real-time
detection of RFID tags and remote data collection through
the underlying wireless network. Our system structure
consists of spatially distributed devices called control units.
These devices are equipped with wireless communication
protocols that allow them to communicate with other
devices either directly or via multiple hops. They can also
use sensors to monitor conditions (e.g., temperature,
pressure, motion, etc.) about objects. Having a control unit
enables the network devices to identify, track and monitor a
wider range of objects. Additionally, the wireless network
can expand the RFID system’s range and provides an RFID
system in areas where a network infrastructure (e.g.,
Internet) does not exist.

The paper is organized as follows: Section Il presents an
overview of basic RFID system components. Section 1l
presents related work discussing the integration of RFID
systems with wireless communication technologies. In
section 1V we illustrate various examples of system designs
that use our control unit and show how RFID systems are
integrated with wireless networks. Finally, a discussion of
new challenges and suggestions for future work are
presented.
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Il.  OveRVIEW OF RFID SYSTEM COMPONENTS

Main hardware components of a basic RFID system are
RFID tags (passive, active and semi-passive), RFID readers,
and various antenna types.

An RFID tag consists of a microchip where the
information about an object is stored, an antenna connected
to the chip, on-board electronics, and a protecting film layer
that covers these components. It is used as an electronic data
carrier, and different information can be written and read in
its environment. The microchip in RFID tag can store
information from 64 bit to 8 MByte. This means that the tag
can carry some important information, such as shipping
history, order number, customer information, company/staff
information and serial number. For the purpose of tracking
the movement of objects, tags can be placed anywhere, such
as containers, pallets, materials handling equipment, cases
or even on individual products. Tags can be classified as
passive (no battery), active (with battery) or semi-passive
according to their power supply. While active tags use an
energy source that is integrated to a tag physically, passive
tags obtain this energy from the readers in the
communication field. Today, semi-passive tags that have
some properties of both active and passive tags can be also
used [1-3].

An RFID reader is a specialized radio transmitter and
receiver that act as a central location for the RFID system. It
reads tag data by the help of the RFID antennas at a certain
frequency. The RFID reader is basically an electronic device
that emits and receives radio signals. It is designed for fast
and easy system integration without losing performance,
functionality and security. The reader has a real-time
processor, an operating system, a memory, and a
transmitter/receiver unit. The reader is usually classified
into two types: (1) Fixed reader also called RFID gate is set
to a definite place. (2) Mobile RFID reader includes a
wireless interface, precisely Bluetooth, ZigBee or Wi-Fi.
This device uses short or long-range radio links. It can
identify, read/write, remotely control and monitor RFID tags
over wireless communication. It contains some software
tools to communicate with other mobile RFID readers,
PDAs, laptops, etc. The Mobile RFID reader facilitates the
identification of the tags that are in dangerous fields where
the reading process is difficult [2], [3].

An RFID antenna is used as a medium for the purpose of
tag reading and data collection. In many situations, the use
of an antenna is important because tag-reading ranges are
generally small. Although an antenna has very simple
structure because of its concept, it must be able to receive
the best signal in low power and adapt to special conditions.
Antenna must be designed in different sizes, shapes and
frequency intervals according to the properties and distances
of the environment where the application will be
implemented. The antenna can be designed considering
several factors, such as reading distance, particular product
types, specific operating conditions, known orientation,
speed of the tagged objects, reader/controller, arbitrary
orientation, antenna polarization, environmental changes,
etc. [2], [3].
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I1l.  RELATED WORK

In this section, we present several related works and
projects that are taken place in industrial and academic
research areas.

In a study performed by Intel Corporation [4], a Wireless
Identification and Sensing Platform (WISP) has been
developed. This platform consists of passive RFID tags and
includes sensors that provide a very small-scale computing
platform. It is a viable alternative system for smart dust
applications, such as monitoring and recognizing human
indoor activities, tracking items, informing of disasters,
detecting poisonous gas or radioactivity, etc.

In [5], researchers from Intel Corporation have presented
a method and its requirements, design and early experiences
to obtain and use knowledge of human-object interactions.
They have developed, built and deployed hands-on RFID
readers that are embedded in wearable gloves and bracelets
for detecting use of tagged objects. These autonomous
readers are connected to sensors, gather data and report
sensed events wirelessly to a base station. This method
serves to support real-time analysis of data streams and can
be applied to activity-based applications, such as health
monitoring.

In [6], researchers in NESL (Networked and Embedded
Systems Laboratory) in UCLA (University of California, Los
Angeles) have presented a method that provides a cost-
efficient solution for object recognition using the integration
of RFID systems with mobile sensor networks. They have
created an application called Ragobots (Real action gaming
robots) that use small RFID readers. The Ragobots are
wirelessly collaborated and coordinated to achieve a final
goal while navigating in a terrain. They move in a random
walk, search for tags, detect the tags and determine the object
type based on the information stored on the tags.

In [7], Bluesoft, a company building Wi-Fi-based
wireless security and location RFID technology, has
deployed its real-time location system called AeroScout
within Legoland Denmark, one of Europe’s largest
amusement parks. In this system, company’s active tags
operate using 802.11b wireless LAN technology and can be
tracked over much larger areas with much fewer readers
compared with traditional active RFID systems. In the
Legoland deployment, readers consist of 38 Bluesoft
AeroScout location receiver units. These units can read an
AeroScout tag’s 2.4 GHz signal and any other 802.11b-
enabled device. Bluesoft’s system's capability to use their
preexisting Wi-Fi infrastructure allows AeroScout location
receivers to be connected to the same cabling used for Wi-Fi
access points. KidSpotter, a theme park application
developer, has provided two different software programs.
One of them links the AeroScout system with mobile phone
networks while the other one enables the park to analyze tag
location data to optimize the distribution of visitors within
the park in real time.

In study [8], the authors have proposed a prototype that
combines the RFID systems with wireless communication
technologies for an in-home health care system to gather data
and monitor the medication of patients. The prototype
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includes two parts: an RFID reader node and a base station
node used for wireless communication.

There are numerous other real-world applications related
to the integration of RFID with wireless networks. Examples
consist of US Navy’s wireless RFID system to monitor the
condition of valuable aircraft parts in storage [9], Siemens IT
Solutions and Services’ cargo-tracking system that combines
RFID, wireless sensors, GSM and satellite services [10],
ZigBeef ’s long-range RFID system that helps ranchers and
rodeos track animals from various distances [11].

Most of the related works presented above are the
applications in which RFID systems are used together with
wireless sensor networks. However, our study handles this
issue from a different point of view. The aim of our study is
to demonstrate how active and passive RFID systems can be
integrated to wireless networks that contain different
communication technologies, such as ZigBEE, Wi-Fi,
WIMAX, and cellular networks. In our implementation,
several alternative systems that comprise different network
topologies were designed to accomplish RFID integration.
Moreover, a microcontroller based adaptable control unit that
uses intelligent techniques to effectively operate in various
integrations of RFID with wireless networks were
developed.

IV. OUR SYSTEM ARCHITECTURE

Our system architecture offers an effective, a reliable,
comprehensive, and low-cost solution to facilitate automatic
detection and identification of objects from long distances. It
comprises of one or more control units, a wireless network
infrastructure, and a middleware. Fig. 1 illustrates our basic
system architecture.

Application Server

Internet

\ Database Server

Mobile Control Unit

Database Server

Figure 1. Our System Architecture

A. Our Control Unit

Our control unit is the brain of our system. It has long
reading/writing ranges. It serves as a mobile mini application
server between the RFID system and a wireless network. It
gathers data from tagged objects, processes tag information
and sends this information to related remote system that
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consists of computers, servers, or base stations. It has more
advanced specifications than current RFID readers. It runs an
open-source operating system (TinyOS) [12] which is
designed for low-power wireless devices. Our control unit
has several properties:
e operating anti-collision protocols
e monitoring RFID system
e rerouting data about objects to related units on which
database management system or application software
works (if necessary)
o collaborating with wireless network devices and other
control units
remote controlling and management by users
ensuring a safe data transfer between RFID tags and
the back end system
real-time data capturing and analyzing
sensitive object tracking and localization

B. Wireless Network Infrastructure

The wireless network infrastructure can use different
communication technologies, such as Bluetooth, ZigBee,
Wi-Fi (IEEE 802.11 a/b/g/n), WiMAX (IEEE 802.16/x), and
cellular networks (e.g., GSM, GPRS, EDGE, CDMA, etc.) to
provide fast data communication, larger coverage area, and
Internet access. This infrastructure can be a cloud that
consists of various network topologies (or clouds) and many
spatially distributed devices that produce convenient
communication among themselves. Using a wireless network
infrastructure will offer several important advantages for our
system architecture as below:

e It will enable exchange of communication between
clouds owned by multiple service providers and
system resources.

e It will expand the RFID system’s range and enable
the RFID system in large areas where a network
infrastructure (e.g., Internet) does not exist.

e It will enable both RFID and wireless network
devices operate collaboratively and coordinately to
provide the best services and applications.

o It will create a heterogeneous wireless environment to
serve the purpose of different requirements, such as
mobile automatic identification, human-object
interaction, remote data collection, object monitoring
and tracking, etc.

e It will ensure a safe and compressed data transfer,
information sharing, real-time data management
between our control units and the back end systems.

C. Our Middleware

For our system architecture, we developed a middleware
that combines active RFID tags, our control unit, the wireless
network and the back-end system. As shown in Fig. 2, our
middleware has six modules as follows: data management,
device management, process management, application
development, communication, and administration. Eeach
module does specific tasks on its own.
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Figure 2. Our Middleware Architecture

Data management module has built-in rules and provides
gathering, filtering, grouping, and routing of RFID data.
Gathering helps us to gather data from RFID tags using our
control unit. Filtering is used to extract definite data that we
need. It checks data source when data contains unknown or
undesired data. Grouping uses a clustering algorithm to
classify data and allows splitting data into groups based on
identical values in a field. Compression ensures a safe and
compressed data transfer between the control unit and the
back-end system. Routing allows to route information to
related back-end system in a network.

Device management module is used to configure our
control unit without having direct access to the device. It
allows monitoring RFID system, collaboration with network
devices and other control units, synchronization to manage
data flow between control unit and mobile devices. It enables
multiple users to share mobile devices and access RFID data.

Process management module offers monitoring,
deploying, optimizing, and integration our system. It
determines the resources required to operate at the back-end
system and collect information for carrying out subsequent
activities of deployment process. It consists of a set of
services that allow interaction of multiple processes running
on one or more RFID system.

Application development module involves creating a set
of program modules to perform our future tasks. It supports
an open-source programming model which mobile RFID
applications can be developed on TinyOS operating system.
It provides adding new functionalities in the form of loadable
modules.

Communication module provides various wireless
communication protocols to gather and manage data,
monitor objects due to wireless network infrastructure. It
also supports RFID anti-collison protocols for best Tag
readings. It makes the platform independent of both the
control unit and the wireless network. Several mobile
devices such as Smart phones, Personal Digital Assistants
(PDAS), laptops are supported by communication module.

Administration module defines a set of rules (read, write
or change) for users to access specific data in every mobile
application. Depending on the user rules and logon data, the
end user can make changes in the following settings: number
formats, language, time zone, control and monitor processes,
manage user/group policies and applications, etc.
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V. IMPLEMENTATION

The objective of our study is accomplished by integrating
hardware and software components. The hardware
components are divided into two parts. The first part consists
of active RFID tags, our control unit, and other RFID
equipment that are shown on the left sides of Fig. 5 and 6.
For the RFID equipment, we used several RFID evaluation
kits [13-15] which includes the RFID reader, active and
passive RFID tags, antennas, sensors, adaptors, etc. Second
part is the wireless network that is shown on the right sides
of Fig. 5 and 6. For creating a wireless network, we used a
wireless router and network evaluation kit [16] which
includes various wireless network devices. The Motorola
development kit [17-21] that is shown at the center of Fig. 5
and 6 acts as a bridge to combine these two parts. The
software part consists of a program module developed in
NesC [22] using Eclipse with NESCDT plug-in [23] to
control the Motorola development kit and our control unit,
and a database management system to manage the RFID tag
IDs of objects attached to them. We used TinyOS operating
system in our control unit to achieve several operations such
as sending commands, running anti-collision protocols,
controlling data signals and communication between RFID
system and wireless network. Our research has the potential
of being adapted for use with secure real-time data gathering
and management applications involving wireless network
and RFID technologies.

Figure 3. Motorola G24 Developer Kit (exterior)
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VI. RESULTS

RFID systems are the best choices if the area that will be
monitored is small. If the requirement is to monitor a small
number of locations, these systems can be instrumented with
RFID readers at a low cost. In case of long ranges, it is
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essential to have high coverage as possible. An important
disadvantage of RFID readers is that these devices do not
have a communication network to enable exchange of
information. Therefore using wireless communication
technologies will be good choices in terms of infrastructure
costs since costs associated with Wi-Fi are minimal.

Because Wi-Fi is widely available, more standardized
and used across a broad variety of mobile devices, we chose
to integrate it with our system. During the integration of Wi-
Fi to our systems, we had challenges. These challenges were
related to the operating system that we are using in our
control unit.

As we discussed in previous section, we used TinyOS as
our base operating system. Although TinyOS has extensive
networking support, it does not support Wi-Fi technology.
To overcome this challenge, we used TinyWifi [24] as an
extension of TinyOS [12]. In TinyWifi, applications from
highly resource constrained sensor networks can easily be
compiled for resource rich Wi-Fi based networks [24]. This
solution opens the rich protocol repository of TinyOS to the
researchers who are studying in wireless communication
area.

As a result, TinyWifi enabled us to develop necessary
TinyOS applications and protocols and execute them directly
on Linux by compiling for the TinyWifi platform. Using
TinyWifi as a TinyOS replacement, we successfully
evaluated the wireless protocols that are originally designed
for sensor networks. Our evaluation was based on the test
applications of TinyOS that demonstrate the functioning of
radio communication, serial messaging. By using TinyWifi,
we were able to receive demo sensor measurements, display
them and build routing trees, which are the variations of
examples presented in [25].

In our future work, we want to evaluate the Zigbee
protocol stack in our system once Zigbee protocol is fully
supported by TinyOS. Zigbee protocol stack for TinyOS is
currently under development and [26] provides open source
tools for IEEE 802.15.4 and ZigBee.

VII. CONCLUSION

Combining RFID systems and wireless communication
technologies is a promising solution that can increase the
productivity and give a competitive advantage to those that
begin to use it first. However, there will be some
standardization issues. These issues need to be solved before
the technology sees wide acceptance.

Even though there are issues with combining RFID and
wireless technologies, we successfully evaluated the wireless
protocols that are originally designed for sensors in our
system. In our study, we proposed a system architecture that
is designed to provide RFID users flexibility of wireless
networks at lowest cost. Additionally, this paper has
discussed the ways to combine RFID systems with wireless
communication technologies and its advantages such as cost
reduction. As a future goal, we want to evaluate the
integration of Zigbee technology with our system, when it is
fully supported by the operating system we are using.
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Abstract— It is particularly important to determine which
propagation model is the most suitable for designg mobile
radio systems in container terminal environment. Tle selected
propagation models have been investigated. Resultsf the
models' usefulness verification in terms of signalloss
determination in such environment have been analyzeand
discussed. The applied research methodology has bee
described too. The analysis have proved mismatchingf these
models to experimental data.

Keywords: radio waves propagation; measuring research;
container terminal environment; propagation models verification

l. INTRODUCTION

Container port area should be treated as a vefigudif
radio waves propagation environment, because Idts
containers made of steel are causing very stronjpaihn
effect and there is time-varying container arrangemn
stacks of different height. There are a numberopgagation
models, mainly for urban, suburban or rural envinents
[1, 2]. There is also propagation model destinectémtainer
port environment, but this model has been develdped
designing only fixed radio links [3, 4]. Modeling basic
transmission loss in mobile radio links is more pticated,
so it is particularly important to determine whiatopagation
model is the most suitable for designing such linkkis
issue is very important and there is a lack of malysis in
this field. To solve this problem there is a needveérify
existing models based on results of measuring relseguch

The main part of the paper (section IV) presenssilte
of verification of the models' usefulness in terro§
designing the mobile radio networks in containgmieal
environment. This verification is based on meamreand
standard error of estimate, which are commonly deised
to verify accuracy of the path loss models.

At the end of the paper, in section V, the reshhse
been summarized and discussed. Additionally, asthor
shortly present future research aimed at developiag
propagation model for designing mobile radio links
container terminal environment.

Il.  APPLIEDRESEARCHMETHODOLOGY

The propagation research have been carried outen t
years 2008-2009 in DCT Gdansk. The structure amwdepo
@escription of the measuring radio link have bems@nted
in [8]. This link was built with fixed transmittingection,
mobile receiving section and the propagation emwirent,
which was the subject of research.

As is known, basic transmission lods, of this
environment may be expressed using following foen8]:

L,[dB] = R [dBW] + G, [ dBi] - Ry [dBW] - F.[dB], (1)

on the basis of the power gaby of the transmitting antenna,
the powerP; on input of the transmitting antenna — set during
calibration process of the transmitting sectioe, powerPyr

on input of measuring receiver and the correctamidrF, —

tests have been carried out by authors in Deepwaté@lculated during calibration process of the reogigection.

Container Terminal Gdansk SA. Nearly 290 thousaatd df

propagation cases were collected according to rorena
requirements [5, 6], which have to be met during th

research. The analysis contained in [7] has bdentato
account too.

At the outset of the paper (section II) the apptiesearch
methodology have been presented. This part deschibth
the measuring equipment and procedures.

Next, in section Ill, the selected propagation nisd@ve
been shortly characterized. These models are: ITRIIR11
models for NLoS1 situations (in cases of propagatwer

roof-tops for urban and suburban areas), COST231 -
Walfisch-lkegami model and the above mentioned imult

variant empirical model for designing fixed radiakk in
container terminal for LOS (line-of-sight) and NLd®on-
line-of-sight) situations [3, 4].

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-140-3

It may be expressed by:

Fc[dB] = ch[dB] _Gr [dBI] ’ (2)
whereL,. means losses in the receiving section feeder lines
andG,; is the power gain of receiving antenna.

The fixed transmitting section (Fig.1) of the test
equipment consisted of signal generator connected t
transmitting antenna through the RF amplifier.

Transmitting
antenna

Signal generator
E4433B

RF amplifier
551G4

Figure 1. The block diagram of the fixed transmitting section
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GPS Receiving e empirical model for fixed radio links in container
antenna antenna terminal (for LOS1 and NLOSL1 situations) [3, 4].
These models are going to be evaluated in terntiseaf
usefulness for designing of mobile radio links on@iner
" Testvehice = ——— 7 A ——— 1T O terminal environment.
RS232 Industrial | LaN| Spectrum analyzer
computer MS2721B A. The COST231 Walfisch-lkegami model

|
[

[

: The COST231 Walfisch-lkegami model allows for good
I path loss estimation by consideration of a numbér o
|
|
|
[
[

R3232|

|
|
|
|
|
| Encoder
|
|
|
|
|

controller LCD display Safety lighting parameters to describe the character of the urban
I environment, namely: average height of buildingslthe of
Rotary Batte DC/AC converter roads, building separation and road orientatiorh wéispect
ry X . ; X
encoder (12V/230V) to the direct radio path. Obviously, the model dtgces into

account such parameters as propagation path lesgth
signal frequency. The model distinguishes betwe® land
NLOS situations. The second one was selected to be
evaluated. In this case the basic transmission Isss
Figure 2. The block diagram of the mobile receiving section composed of free space loss, multiple screen dtftma loss
. _and roof-top-to-street diffraction and scatter ldssrmulas
The transmitting antenna was a monopole vertical;sed to calculate basic transmission loss are iegolain
antenna with electrical length of one-quarter of agetailin [1].
wavelength. It has been developed and implememted i
manner, that allows to change its linear lengthit soay be B. ThelTU-RP.1411 model
used to research on various frequencies. Recommendation [2] includes propagation models
The mobile receiving section (Fig. 2) consisted eof destined for designing short-range outdoor radiiesys for
spectrum analyzer (with built-in GPS receiver),irdustrial  different types of environments. There have bedacta
computer, a rotary encoder with its controller amdest two models for typical cases (NLoS1), where basgicst
wheel, a LCD display, a safety lighting and a bgtigith a  antenna is mounted above roof-top level.

DC/AC converter. The receiving antenna was the sgpe The first one is the model described in section14¢f
as the transmitting antenna. Whole receiving sectias  Rec. [2]. This model should be used for estimatirgbasic
been carried by test vehicle (hand-cart). transmission loss in a highly urbanized city cestaredium-

The measurement results should include informatiomsized cities and suburban areas, where the rosf4op all
about slow and fast changes of the power flux dersi  about the same height. It is a modified and exténeesion
electromagnetic field (slow and fast fading, resipety) [7]. of the Walfisch lkegami model. In addition, this dedb
For obtaining 1 dB confidence interval around thal mean describes situations where the length of path euvéry
value, the test points have been chosen at eachi 0.8buildings is less than the so called "settled fidistance”.
(wavelength), over 4B averaging interval [6]. This situation hasn't been taken under consideratio

During the research in the DCT Gdansk nearly 290Valfisch-lkegami model. Mathematical formulas désing
thousand data of propagation cases have been tedlec this model have been omitted due to their high derity.

These cases concern propagation routes with vagogshs, The second model has been characterized in setfdh

various frequencies of test signal and various Hisi®f  of Rec. [2]. It may be used to calculate the basiesmission

transmitting antenna installation. loss in suburban environment. Depending on theamist
between base station and mobile station this model

IIl. CHARACTERISTICS OFSELECTEDPROPAGATION distinguishes three regions in terms of the dontiraarival

MODELS waves at the mobile station, namely:

The container terminal is a non-typical radio wave < direct wave dominant region, when the distance
propagation environment. Due to its structure, ishimg of between antennas of the wireless link is very short
containers' stacks placed on a flat surface andbgut » reflected wave dominant region, when the separation
uniform grid of routes, it seems to be similar tban areas between base station and mobile station is relgtive
[4]. However, fact that the containers are madeoofugated short,
steel is the reason to suppose that the conditénsdio - diffracted wave dominant region, when antennas
waves propagation in such environment might beequit separation is long [2].

different. It is also important that both the layoaf  Mathematical formulas describing the basic transimis
containers' stacks, as well as their height arablarin time.  loss have been omitted because of their complexity.
After considering above mentioned issues, four “ketiwn i o . .
propagation models have been selected, namely: C. Themodel for fixed radio linksin container terminal
«  Walfisch-lkegami for NLOS situations [1], In context of this paper, particularly noteworthy i
« ITU-R P.1411 for NLoS1 situations (propagation €mpirical model for designing fixed radio links éontainer
over roof-tops for urban and suburban areas) [2], terminal. It was developed upon the results of alnfive
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thousand of propagation path measurements in oathioer
terminal environment. This model makes the basic
transmission loss dependent on the following patarse
frequency f, propagation path lengthd, path type
qualification: line of sight or non-line of sighbiedition,
difference between transmitter antenna height above
terrain level and average heidhy, of container stack, but
two possible cases are investigated separately: h,, and
hay >y [3, 4].

From among four model variants, two describes th
propagation situations that have occurred durirgtésts in
the DCT Gdansk SA, namely:

. LOS1, forhy > hy:

SEE[dB] = \/ﬁi“m [dB]-L.,[dB])?,  (6)

whereL,,; is the value of measured basic transmission toss i
i-th position of receiver equipment=¢,...N), L,; means
basic transmission loss value computed using petagy
model fori-th position, andN is the sample size. Mean error
value reflects the expected average difference daxvpath
§oss values obtained using proposed model ancpeghlloss
measurement results, while standard error of esginedlects
dispersion of measured path loss values and desclhibw
the propagation model matches to experimental {#ta
Table 1 summarizes values of mean error and stdndar
error of estimate for selected propagation modelnay be
() seen that the smallest error values have beemebitéir the
COST231 Walfisch-lkegami model (for medium sizety ci
and suburban areas and for data from the range of
applicability) and for the model for fixed radionks in
container terminal (for NLOS1 scenario). In thestficase
mean error reached -2.18 dB, which means thatntioidel
(4) overestimates basic transmission loss in relationreal
values. For the second model, obtained mean arpmsitive
and equals 3 dB, which means underestimation of
propagation loss. In both cases SEE exceeds the \al
7 dB. Although the maximum acceptable standardadievi
is 8 dB [9], it is expected that new propagationdeiofor
analyzed environment will allow to obtain much seral
IV.  STATISTICAL EVALUATION OF SELECTEDMODEL error values. It also should be noted, that the E Skor

Verification of selected models' usefulness in terai ~ Walfisch-lkegami model, obtained for all data (franmange
designing the mobile radio networks in containemteal  ©f 0.5+4 GHz) is greater than acceptable value.
environment is based on two measures of matching On the other hand the least matched to experimeatal
experimental data to mathematical models, namelgarm 1S the ITU-R P.1411 model for NLoS1 scenario (84.2.
error ME) and standard error of estimaB&E). These errors designed to calculate path loss in a highly urkethizity
are commonly being used to verify accuracy of tathjoss ~ centers. Mean error with the value of -9.36 dB dhe

models and they are defined by following expressidit standard error of estimate at the level of 14.3natkke this
model unsuitable to calculate basic transmissi@s ltor

mobile links in the container terminal environment.

Lo [0B] =55.2+ 20logf [MHz] +
+5.8logd [km| - 22.1logk; [m] —h,, [m] )

. NLOS1, forhr > hyy:

Lyios: [dB] =32.6+ 20logf [ MHZ] +
+7.9logd [km]| + 0.8logty [m] - h,, [m] )
This model is valid for frequency range from 500 #ip to

4 GHez. It should be highlighted that it is destinedstimate
the basic transmission loss of fixed links.

N
1
ME[dB] = NZ (Lo [dB] - L, [dB]), ®)
i=1
TABLE I. VALUES OFMEAN ERROR AND STANDARD ERROR OFESTIMATE FORSELECTED PROPAGATIONMODELS
Model Scenario Range of measurement data ~ Sample size ME [dB] SEE [dB]
Medium sized city and All data 287582 -5.31 10.60
COST 231 suburban areas Range of applicability 130968 -2.18 7.90
Walfisch-lkegami Metropolitan centres All data 287582 -10.12 15.96
P Range of applicability 130968 -3.93 9.26
ITU-R P.1411 Medium sized city and All data 287582 -8.36 13.41
U-RP.141 suburban centres f applicabili 2 B
NLoS1 situation Range of applicability 54184 8.88 13.74
(84.2.1 of Rec. [2]) . All data 287582 -8.77 13.90
Metropolitan centres Range of applicability 254184 936 14.30
ITU-RP.1411 All data 287582 -4.48 9.98
NLoS1 situation Suburban areas
(84.2.2 of Rec. [2]) Range of applicability 190581 -5.92 10.83
Model for fixed radio LOS1 3.80 8.30
links in container Range of applicability 287582
termina NLOS1 3.00 7.57

Copyright (c) IARIA, 2011.
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Figure 3. Basic transmission loss calculated on the basa$T231 Walfisch-lkegami model and ITU-R P.1411 eiod

In Fig. 3, the basic transmission loss graphs \{uficlg all
propagation cases) for the Walfisch-lkegami modwl #or
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V. CONCLUSION

The analysis of the usefulness of selected promagat
models to designing the mobile radio systems in the
container terminal has been presented. This aséhgsi been

done on the basis of the evaluation of selectegguation

models in terms of their fit to data obtained dgrihe tests.

The research have been carried out in accordanteté
recommendations [5, 6] and with taking into accotird
analysis contained in [7]. There are large diffeemin the
results obtained for different propagation modelsaaddition

the analysis have proved mismatching of these mottel
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Both methods are the goal of future research.
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Abstract—In this paper, we present how to allocate
bandwidth in VolP networks, how to set up a connection,
and which links in the network should be used. Common are
algorithms which find shortest path (SPF) — like OSPF in
Internet network. We create a new algorithm which takes
into consideration two parameters, including maximum
throughput bound. Using the created experimentation
system we show that the algorithm can reduce the number of
rejected calls and in some cases, the total cost of the calls.

Keywords-bandwidth; algorithm; experimentation system;
optimization; efficiency.

L INTRODUCTION

Nowadays, one can observe an increasing number of
computer network users. Voice over Internet Protocol
(VolP) is a general term for a family of transmission
technologies that deliver voice communications over IP
networks. The Internet and other packet-switched
networks are particular examples. In this paper, we
address the problem of how VolP applications should be
allocated bandwidth in networks. The objective is to find,
in real-time, an optimal path in the network when
establishing a VolP connection between particular nodes.

The rest of the paper is organized as follows: after
introducing the necessary terminology in Section II,
algorithms that solve the allocation problem are briefly
described in Section Il (basic algorithm) and Section 1V
(modified algorithm), next, the results of investigations
are presented and discussed. The designed and
implemented experimentation system is described in
Section V and the analysis of results of simulations made
along with design of experiments is in Section VI. The
conclusions appear in Section VII.

II. PROBLEM STATEMENT

Any network topology can be modeled as a graph in
which vertices correspond to nodes and edges correspond
to links (physical or logical) between the nodes. Two
mainstream network architectures are considered. In the
first considered case, nodes can be one of two possible
types: relay nodes or edge nodes. Relay nodes transfer
VolIP traffic, whereas edge nodes generate other network

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-140-3

traffic, and use IP telephone (wireless phone, soft-phone
or hands-free phones) generate traffic [1] [2]. This paper
considers both wired as well as wireless networks. A
significant research has been conducted in the area of
802.11-based wireless solution [3] [4]. For the second
type of network, all the nodes belong to the same
category. It is no distinction between nodes. This
conception can be used when we have large network and
each node is treated as small sub-network. Wireless
network can be also described in the same way. The
following terminology is used:

Constraints: cost and throughput. For a given link,
defined by nodes v and w, it is natural to assume there is
an associated cost, denoted c,,: here, the meaning of
‘cost' is deliberately left open to interpretation, as it often
depends on user or hardware specifications. For example,
according to the P2P model described in [5], ‘cost' can
mean: delay in milliseconds, distance in kilometers, and
number of ISPs between two nodes. Furthermore, every
link, defined by nodes v and w, will have a limited
throughput, denoted d,,, (typically measure in kbps).

Connections. When a connection is established, it is
allocated a bandwidth b. Therefore, the value b must be
subtracted from the throughput d,, every time a
connection is established, assuming nodes v and w, lie on
the connection path. If d,, < b, no new connection can be
established over the link: it that case, a new connection
path must be sought, avoiding the node-pair (v,w). If no
such path can be found, the connection request is rejected.
To simplify calculations, the bandwidth b is chosen as the
measurement unit, and the throughout values d,, are
normalized with respect to multiples of b. E.g., if b
corresponds to 32 kbps (codec G.726 [6]) and dyy
corresponds to 2 Mbps, we set b' =1 and d,,,’ = 128.

Calls. All the call data are stored in a connection
schedule (an example in Table 1), including: time ts, when
the connection starts, nodes v and w defining start/end of
the connection, and time t; when the call is terminated t;
When a connection is established between v and w, all the
nodes and links lying in the connection path, as well as
the associated costs, are stored in the connection schedule.

122



ICWMC 2011 : The Seventh International Conference on Wireless and Mobile Communications

Objectives. The main objective of bandwidth allocation
is to try and ensure that all the connection requests are
satisfied (equivalently, the percentage of rejected requests
are minimized). Another objective is to minimize the total
cost of connections, where cost is represented by vy,. Yet
another objective is to reduce the number of terminated
calls while the network resources are decreasing, but that
can have an affect on the call costs.

III. THE ALGORITHMS

A. Basic Algorithm

Let us have a look at an example with a given connection
schedule (composed of 5 rows - see Table I) and network
topology as in Fig. 1 (with nodes enumerated from 1 to 9).

X e &4

9,4 ! =2
- T4 h

7.7

“_ PP )

Figure 1. A network topology.

Each link is characterized by two attributes: the cost of
the link, c,, , and, the throughout, d,, (it is a normalized
value, so for e.g., d,, = 2 means that two connections can
be made simultaneously). It is assumed, that only one call
is permitted per time slot [t t]. We present, step by step,
how the Basic Algorithm, i.e. Short Path Finding (SPF)

algorithm works.
Step 0. In first iteration (t;=0) there is one connection
to set up.

“_____.5.4-——-'@)

Figure 2. After first iteration (Step 0).

The shortest path (which can be verified using
Dijkstra algorithm, for example) is shown in Fig. 2 - it
may be observed that transit node is node 6. The total cost
of the path is Csg + Cs9 = 3 + 7 = 10. Remark: The value
dww must be decreased accordingly, for each link on the
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connection path. At the end of any iteration, existing
connections are required termination. In this particular
example, no such action is required.

Step 1. Another connection is set up (see row 2 in Tab.
1). Once again it is the shortest path in the graph (Fig. 3)
with transit nodes 5-2-1 and the total cost equal to 19. Is
this satisfactory? No! The link between nodes 1 and 7
cannot be used for another connection. Two other paths
are possible (3-5-6-8-7 and 3-5-2-7), each with total cost
= 20 (i.e. just one unit more), but neither consumes the
total throughput of any link in the network.

- S .". -“w_‘_ 6.3
- / 10,5
@ 9.4 / =1 ~ 6.5
T4
Lo I LY
@ [ @ <
5.4

“_ B ’@

Figure 3. After second iteration (Step 1).

Step 2. The result of this iteration (path 4-9-3 with the
total cost of 13) is shown in Fig. 4.

Figure 4. After third iteration (Step 2).

Step 3. The results of this iteration (path with no
terminal node) is shown in Fig. 5

9,4

L I -
Figure 5. After fourth iteration (Step 3).
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At the end of this iteration, only one connection is
terminated (between nodes 5 and 9). In this case, we must
increment d,, for each link participating in this
connection. The result is shown in Fig. 6.

> N >

Figure 6. Disconnection.

Step 4. Here, a connection needs to be set up between
node 1 and node 9. If we only consider the values c,y, the
optimal path is 1-7-8-9. But link 1-7 is already operating
at full capacity. Thus, a different path needs to be found.

@ @ @

r o - M e 6.4
51 Tos_ /S

g4
- 7.2

_____.5.4——---‘®

Figure 7. The result of Step 4.

The new path found (1-2-6-9) has a cost of 21. It is 6 units
more than the cost of the 1-7-8-9 path, which can not be
reached by SPF. The summary of the obtained results
with SPF is given in Table I, there are also results given
by the created algorithm described in Section I11B.

TABLE I. ALGORITHMS PERFORMANCE

Basic Premaru
Step t, v ow t I\rc?;;sit Cost -Lrgé‘:;t Cost

0 0 5 9 3 &6 10 6 10
1 1 3 7 6 521 19 5,2 20
2 2 4 6 6 9 13 9 13
3 3 6 2 12 - 7 - 7
4 4 1 9 7 26 21 7,8 15

Total Cost 70 65

This simple example shows all the most important
processes occurring in VolP applications: setting up
connections and/or making disconnection. It also
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illustrates the difficulty of finding optimal paths: the
problem is to find a path having a minimal cost, and such
that other potential connections will not be blocked in
subsequent iterations. In Step 1 we could have set up the
path 3-5-2-7. Then the path cost in iteration 1 would be 20
(one more than it is now), but the advantage is that the
connection 1-7-8-9 could then be set up in Step 4, thus,
sparing five units of cost. If several more connection
paths were to be badly chosen, the whole network itself
might become completely saturated after just a few
iterations, rendering future calls impossible. Moreover,
poorly chosen connection paths severely compromise
network reliability, leading to widespread user
dissatisfaction.

B. Algorithm Premaru

The created algorithm, named Premaru, can compete
with SPF. The idea of Premaru is based on introduction of
two parameters denoted as p and g. The fundamental rule
of the designed algorithm is following: “If the lowest
value d,,, of all links in a found path is lower than q,
moreover, there is any other path that connects the same
nodes and its total cost is bigger than previous path by p
or less, then the second (another) path will be chosen”. It
would avoid blocking beneficial paths in further
iterations. This procedure is described by the pseudo-code
and the block-diagram in Fig. 8.

Function find_shortest_path (v, w, C) finds the shortest
path between nodes v and w. It uses the cost matrix C of
the whole network. Function throughput (path, D) returns
the minimum throughput, dn, of all edges in path. It
exploits the throughput matrix, D, of the whole network.
If the minimum throughput of the found path is lower
than g we zeroes edge's throughput. That prevents reuse
of edges having a throughput lower than g.

After that, a search is made for another path, named
pathiemp. If pathem, satisfies the condition cost (pathiemp) —
cost (path) < p, then this path is chosen. It enables to
have a minimum throughput larger than g. This avoids
traffic-crowded edges - pathen, is calculated using a
temporary matrix of throughputs Dien, where all
throughputs not greater than g are omitted.

path = find shortest_path(v, w, C, D);
dnin = throughput (path, D);
if dwin <= g then
Dtemp = throughput_zeroing (g, D);
patheen, = £ind_shortest_path (v, w,C, Deenp) ;
if cost(pathiem) — cost(path) <= p
then path = pathiem:
end 1if
end 1if
set_up_connection (path, D) ;

Figure 8. Algorithm Premaru — pseudo-code description.
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Function find_shortest_path (v, w) is left undefined. It
can be the Dijkstra algorithm [7], as suggested earlier, but
it can be the Bellman-Ford algorithm [7] or a heuristic
algorithm (such as genetic algorithm), either. In our recent
implementation, the modified Dijkstra algorithm was
utilized - it finds the shortest path, taking into account d,,,
(if dyy is equal to O, the edge v-w cannot be used).

IV. EXPERIMENTATION SYSTEM

The experimentation system has been designed and
implemented by our research team following ideas
presented in [8]. The core module of the system is
simulation environment — a complex program which
allows testing both considered algorithms (Algorithms
Performance Module) and making multi-aspect
investigations. The user can choose an experiment design
which will be performed in automatic manner
(Experiment Design Module) generating input parameters,
including network matrices (C — cost matrix and D —
throughput matrix) and connection schedule (con_gen).
The values of Premaru parameters p and g can be also
specified by the user. Output data is stored on a properly
designed database (Data Acquisition Module). In Fig. 9,
the experimentation system is shown as input — output
plant.

Input Output |
network > ?fofcl B
cost — Z Total
throughput — > Nlgjected
=

. Vconnechons re-searched /

“algorithm ﬁ .

Parameters

Figure 9. Experimentation system as input — output plant.

Terminology used in Fig. 9 is explained below:

e network — information about number of nodes
and network density,

e cost — information about cost distribution
(homogenous or Weibull) and its parameters
(maximum cost for homogenous distribution),

e throughput — maximum throughput of a link
(parameter of homogenous distribution),

e connections — the number of connections, A is
the parameter of the exponential distribution,

e Basic algorithm (also named Dijkstra) — a simple
Dijkstra’s algorithm, modified for our purposes.

e Premaru algorithm — the created algorithm that
includes parameters p and q,

e Cym — the total cost of all connections,

et — the total time of simulation,

®  Nrrgjected — the number of rejected calls,
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®  Nfesearched — the number of calls for which was
done more than one path search.

The application software was written using C# and
.NET 3.5 Windows Forms, because they constitute a
highly flexible platform for the design of user-friendly
interfaces using familiar components (check-boxes, text-
boxes, buttons, etc.). An external library was used to
produce the charts. The database was compiled and
maintained using SQLite. The system (simulator) only
requires a PC that runs Windows OS and .NET
Framework 3.5 or higher (freely downloadable from the
Microsoft corporation website).

An important issue is experiment design, i.e., creating
input data that models real-life scenarios. According to
aspects specified in Section Il the details about such
scenarios may be described as follows.

The Network. The network is represented by the graph
described by the pair of matrices c,,, and d,,,. The entries
of the first matrix represent costs between nodes v and w.
The entries of the second matrix represent the throughputs
between nodes v and w. Those matrices are highly
correlated, because if a non-zero entry in one of them
corresponds to a non-zero entry in the other. Accordingly,
for each link between nodes we have a pair of values:
cost and throughput. The size of the network is also
important. Tests can be made for ‘small’ (50 nodes) and
‘large’ networks (100 nodes). In the case of complete
graphs (networks), each pair of nodes is connected, i.e. it
represents network with 100% density. But such networks
are too expensive and rarely used, in practice. The system
allows generating networks with density from 3% to 80%.
Each link between nodes is assigned a cost value, which is
stored in matrix C as c,,. This value might represent the
time-delay (in time units - milliseconds, for example).
Realistic cost values can be generated by exploiting two
probability distributions: (i) homogeneous distribution,
(i)  Weibull distribution. With a homogeneous
distribution, cost values are drawn from 1 to k, where k
determines the maximum value of cost (parameter k can
be chosen in our system). The Weibull distribution
provides a good mathematical model of delay in VolP
networks [9]. The Weibull distribution is characterized
by: k — a shape parameter and 1 — a scale parameter. Each
link between nodes is assigned a throughput value, which
is stored in matrix D as d,,. Throughput for every link is
drawn from homogeneous distribution. The throughput
can be from 1 do p, where p represents the maximum
throughput bound).

Connection schedule. In order to construct a good
connection schedule, it is important to know how
subscribers behave. In our research we assumed that the
starting time of a connection can be accurately described
by random variable with a homogeneous distribution. We
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also assumed that the duration of a connection can be
accurately described by a random variable having an
exponential distribution. This assertion is based on the
results presented in [10]. The probability density function
of phone call duration described there can be modeled by
an exponential distribution with 2=0.02. Our
experimentation system allows changing the value of A.
To generate a list of connections necessary parameters
are: (i) Network size (number of nodes), (ii) Number of
connections, (iii) A-parameter in exponential distribution.
The way of selecting nodes when a connection is being
established is modeled by a homogenous distribution.
There is only one condition: the initial node must not be
the final node. The time-instant of establishing a
connection is also modeled by a homogenous distribution.

V. INVESTIGATIONS

A. Design of experiment

The following input data were taken into consideration:

o Network size : 100 nodes.

o Network density: 3%, 6%, 9%, 12%, 15%, 18%,
21%, 24%, 27%, 30%, 35%, 40%, 45%, 50%,
60%, 70%, 80% .

e Number of connections: 1000, 2000, 3000, 4000,
5000, 7500, 10000.

e The cost values of links: generated using Weibull
distribution with k=2.09 and A =7.5.

e Call duration: modeled using the exponential
distribution with A = 0.02.

e The Premaru parameters (p, q): 16 different pairs
—all combinations for q=1, 2, 3,4 and for p =
1,2,3,4.,ie.(1,1),(1,2),...,(3,4), 4, 4)..

B. Number of rejected calls

In Fig. 10, one can see the average results given by
SPF Basic algorithm and Premaru algorithm.

= Basic
Premaru

Number of Rejected Calls

Network Density

Figure 10. Number of rejected calls in relation to network density.

It may be observed, that number of rejected calls is
almost the same when Premaru algorithm is used instead
of Basic algorithm. We found that these differences were
very small - less than 5% (Fig.11). Moreover, the network
density do not influence on number of rejected calls rate.
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It was only observed that the number of rejected calls was
linearly proportional to the number of connections.

Number of Rejected Calls

Number of Rejected Calls

Basic

Basic

Premaru Premary

Figure 11. Number of rejected calls for network density 10% (on left)
and 20% (on right).

C. The total cost

The average total cost given by Basic algorithm and
Premaru algorithm in relation to the number of calls for
various network densities is shown in Fig.12.
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Figure 12. The total cost in relation to the number of connections for
different network densities.

126



ICWMC 2011 : The Seventh International Conference on Wireless and Mobile Communications

It may be observed, that Premaru algorithm is better
(producing lower costs) in two situations: (i) for relatively
small network densities almost independently on the
number of connections, and (ii) in some cases of network
with greater densities if the number of connections is
relatively big.

D. The influence of (p, q) parameters

The influence of q parameter is shown in Fig. 13. By
increasing the g parameter the total cost is reduced but
this property was found as evident for networks with low
densities. It may be observed in Fig. 13 that for q =1, the
total cost is lower than for q = 4.

Network Denesity: 3%
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1000 2000 3000 4000 5000 = 7500 @ 10000 1000 | 2000 3000 | 4000 5000 | 7500 10000
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Figure 13. The total cost produced by Premaru algorithm in relation to
parameter q for different network densities and numbers of connections.

In addition, if we have a density networks less than 50%
then the difference between the total costs incurred by
Premaru and Basic, in an experiment where there are no
rejected calls, did not depend on the parameter p.
However, if the network density is greater than 50%, the
cost reduction with Premaru is remarkable as p increases.

VI. CONCLUSION

In the paper, we present the results of evaluation of the
created and implemented Premaru algorithm. The
evaluation was based on simulations made using the
designed and implemented experimentation system. The
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Premaru is able to find suitable connection paths in VOIP
networks while in many cases significantly reducing the
total cost of the established connections as well as
reducing the number of rejected calls.

We suggest using Premaru algorithm for lower density
networks and for all networks when the number of
connections is relatively big, i.e, the network
connectivity problem is sufficiently complex.

In the nearer future we are planning: to create a hybrid
algorithm which will perform as Basic algorithm before
reaching rejected calls limit and after as Premaru
algorithm, and to develop the experimentation system by
implementing newly designed algorithm and include new
modules following ideas described in [11].
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Abstract—Multiuser multiple-input multiple-output
(MU-MIMO) transmission scheme has drawn most attentions
during the recent development of Long Term Evolution (LTE)
systems. Based on the feedback information of the downlink
channel, evolved NodeB may achieve multiple accesses via
MIMO technology in MU-MIMO Transmission Mode and
allow user equipments to share resources in frequency and
time domain. In this paper, we review several signal detectors
and evaluate their performance in MU-MIMO transmission.
The review work aims at the feasibility study of receivers
in LTE systems. Different scenarios have been considered in
the evaluation progress, e.g. low and high spatial correlation,
real channel estimation and feedback delay. Simulation results
show that benefits can be obtained by MU-MIMO transmission
in the spatial correlated MIMO channel due to the higher
condition number in the channel. Besides, reviewed receivers
with the co-channel interference-aware signal detection yield
good performance compared with single user MIMO receivers.
The interference aware receivers are also robust in MU-MIMO
transmission with imperfect working conditions, including
channel estimation errors and precoding matrix index feedback
delay.

Index Terms—LTE (Long Term Evolution), MU-MIMO (Mul-
tiuser Multiple Input Multiple Output), Max-Log-MAP (Max-
imum A Posteriori Probability), IRC (Interference Rejection
Combiner)

I. INTRODUCTION

LTE (Long Term Evolution) is the trademarked project name
of a high performance air interface for cellular telephone.
It is a project of the 3rd Generation Partnership Project
(BGPP) for a set of enhancements to the Universal Mobile
Telecommunications System (UMTS), hence is termed as E-
UTRA (Evolved UMTS Terrestrial Radio Access). The LTE
specifications [1] provide downlink peak rates of at least 300
Mbit/s, an uplink of at least 150 Mbit/s associated with 20
MHz channel bandwidth and RAN round-trip time of less
than 10 ms. Scalable carrier bandwidths, from 1.4 MHz to
20 MHz, and both frequency division duplexing (FDD) and
time division duplexing (TDD) are supported in LTE.

The key technologies in LTE systems are Orthogonal
Frequency Division Multiple Access (OFDMA) [2] in the
downlink and Single Carrier Frequency Division Multiple
Access (SC-FDMA) [3] for uplink transmission. Furthermore,
Multi-Input Multi-Output (MIMO) is considered for increas-
ing system capacity in LTE, facilitating spatial multiplexing
(SM) and Alamouti based transmit diversity (TxD) schemes.
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Besides single user MIMO (SU-MIMO) Transmission Modes,
multiuser MIMO (MU-MIMO) transmission is supported as
well. MU-MIMO allows base station (eNodeB) to communi-
cate with different radio terminals simultaneously by means
of space division multiple access, whereas SU-MIMO only
considers access to multiple antennas at a single terminal.
The benefit of MU-MIMO transmission is the naturally inde-
pendent signals cross the antennas mounted at different UEs,
which are physically distributed. This allows less restriction
on the MIMO channel condition for applying MIMO tech-
nology in signal transmission, whereas SU-MIMO requires
good uncorrelated signals between antennas at the same user
equipment (UE) for SM transmission scheme. MU-MIMO
transmission is realized with the precoding and UE pairing in
LTE systems, where different precoding matrices or vectors
[1] are reported by the paired UEs via feedback channel.

In this paper, we look at different signal receivers and
evaluate their performance in MU-MIMO transmission in LTE
systems. Related work has been carried out in e.g. [4] and
[5] for performance evaluation in system-level. In contrast,
we focus on the receiver structures and evaluation of their
performance in link-level with realistic working conditions,
e.g. channel estimation error, closed-loop feedback delay and
different modulation and coding schemes. The aim of the
evaluation is to review the reliability and robustness of dif-
ferent receivers in MU-MIMO transmission and to exploit the
potential benefits of MU-MIMO transmission in LTE systems
compared with SU-MIMO scheme.

In what follows, complex base band notation will be used,
deploying matrix vector calculus, for describing the system
structure and the signal processing. Discrete-time variables
will be denoted by vectors which are given as lower case
characters in bold face italics. Matrices will be denoted by
upper case characters in bold face italics. Complex values will
be underlined. Furthermore, (-)¥ denotes the Hermitian of a
vector or a matrix, I is the identity matrix and E {-} gives the
expectation value of given random variables. ® {-} and {-}
denote the real and the image parts of the given complex value,
respectively.

The reminder of this paper is organized as follows. Sec-
tion II gives an overview of the LTE system with focus on
the precoding matrix index feedback and UE pairing scheme
in MU-MIMO transmission. Different MIMO receivers are
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discussed in Section III. Section IV summarizes the perfor-
mance of the receivers in MU-MIMO transmission in different
working scenarios in LTE systems. Section V concludes this

paper.
II. LTE SYSTEM OVERVIEW
A. System Model

We consider 3GPP 36-series specifications for LTE systems
as the baseline for our following discussions. As presented
in [6], the system constructed by the LTE physical layer
technologies, namely the OFDMA and MIMO, approaches to
a bit-interleaved coded modulation (BICM) system [7]. This
yields transmissions of the source bits in LTE systems are
independent and meet the channel with same quality. The
mutual information between transmitted and received bits is
maximized in such systems. In what follows, a general system
concept of LTE is presented with Nt transmit (Tx) antennas,
Ng receive (Rx) antennas and Ni, transmission layers (the
parallel spatial data streams). Owing to the orthogonality be-
tween the subcarriers in each OFDM symbol, we can represent
the subcarrier specific SU-MIMO transmission in a single-tap
channel scenario in LTE systems by

r=HPd+n, (D

where » € CN® represents the received signal vector, H €
CNexNr the MIMO channel matrix, P € CVT*NL the ap-
plied precoding matrix, d € C* the transmitted signal vector
and n € CNMR the additive white Gaussian noise (AWGN)
vector at the receiver. Without loss of generality, mutually
uncorrelated signal elements are assumed in the transmitted
signal vector with covariance matrix Rq = E,I and n is a
zero mean circularly symmetric complex Gaussian (ZMCSCG)
random vector with n ~ CN(0, NoI). We further define
the elements in d are drawn from a quadrature amplitude
modulation (QAM) constellation M = 29, where Q is the
number of bits per symbol.

We consider MU-MIMO transmission with Nyg UEs by
adding (Nyg — 1) UE signals into the downlink transmission.
The received signals at the k*" UE can be represented by,

Nug
ry = Z Ek BnUE dnUE + nyg, (2)
nuyg=1
with mutually independent data from different UEs.
Different transmission modes are supported in LTE sys-
tems. Transmission Mode 2 and 3 are used for open-loop
transmissions with TxD and SM [6] [8], respectively. Trans-
mission Mode 4, 5 and 6 are related to the closed-loop
transmission with precoding matrix index (PMI) feedback
for SU-MIMO SM, MU-MIMO and SU-MIMO with single
layer, respectively. In the context of this paper, we concentrate
our discussion on Transmission Mode 5 and for the reference
purpose Transmission Mode 6.
For Transmission Mode 6 in LTE systems, we represent the
system function by setting in N;, = 1 (1)

r=Hpd+n, 3)
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in which the precoding matrix is degraded to be a precoding
vector p € CNtx1,

For Transmission Mode 5, MU-MIMO transmission, two
UEs with single layer to each UE are scheduled in LTE
systems [8]. Using (2) and setting Nyg = 2, we can represent
the system function for the k" UE by

ﬂkzﬂkﬂld1+ﬂk82d2+ﬂk,k:1,2- 4)

B. Spatial Channel Model

For benchmarking, 3GPP introduced spatial channel model
(SCM) in [9]. In particular, Section Al and A2 of [9] provide
guidelines for the SCM simulations by setting out from the
general concept of [10]. In [9] four representative SCM test
cases including antenna configurations and realistic antenna
correlation properties are introduced, also explicitly consider-
ing antenna polarization. The SCM test case SCM-A refers to
the suburban macro propagation, SCM-B and SCM-C consider
the urban macro cellular environment with either low or wide
angle spreads, and SCM-D reflects the case of an urban micro
cellular scenario. In the context of this paper, we consider the
SCM-B and SCM-D test cases as the baseline to evaluate the
system performance of MU-MIMO transmission.

C. PMI Selection

As specified in [6] [8], the closed-loop principle has been
introduced in LTE systems downlink transmission by reporting
back different information from UE to the eNodeB through
the uplink channel in a periodic or aperiodic fashion [8]. The
feedback information, the PMI, provides information about the
preferred precoding matrix in a codebook based precoding [6].
The reported PMIs from UE help the eNodeB inquiring the
knowledge of the downlink channel state information (CSI).
Using the channel information a UE severed by eNodeB may
find the most suitable precoding matrix which aligns own
signals to the own downlink channel state. This procedure
helps UEs in both Transmission Mode 5 and Transmission
Mode 6 to improve the desired received signal energy. Consid-
ering a single transmission layer per UE in those two modes,
we conclude that a matched filter (MF) based receiver with
maximum likelihood (ML) decision rule will maximize the
signal strength for the target UE without prerequisite of the
knowledge of Transmission Mode [11]. The MF receiver can
be represented by the filter vector

mf! = (H, Bk)H, k=1,2. )

The corresponding post processing signal to noise ratio (Post-
SNR) is given by

2
e = |[Hp, | 7 k=12 ©)

with v being the SNR at each receiver antenna. The most
suitable PMI will be selected to maximize the Post-SNR at the
output of the MF receiver. Therefore, we may represent the
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selection of the best precoding vector p by using the following
maximum Post-SNR criterion

2
p, = arg max Hﬂk BzH =1,2, @)

- p,€P

with P being the corresponding codebook for particular num-
ber of Tx antennas [6].

The above discussion gives the precoding matrix selection in
a particular subcarrier. However, the more interesting scenario
of PMI selection in LTE systems is the wideband selection due
to the limitation of the uplink channel capacity for feedbacks.
The wideband PMI selection requires one preferred precoding
matrix being selected for a group of subcarriers in LTE
systems [8]. The extension of (7) for the wideband precoding
matrix selection in a bandwidth of Bpyyr including Ngype
subcarriers is

Nsube

p, = arg max
- p,€P ;

2

R RTxp),
P, S

k=1,2.

with H, , being the subcarrier specific MIMO channel matrix
in the j*" subcarrier at the £*® UE and Ry, being the
estimated transmitter antenna correlation matrix based on the
channel matrices in Ng,1,c Subcarriers [12].

D. UE Fairing in MU-MIMO

A good UE pairing scheme is required at the eNodeB to
choose the correct pair of UEs for MU-MIMO transmission
in LTE systems. This pairing scheme shall maintain less inter-
ference between scheduled UEs in MU-MIMO transmission.
A proper pairing scheme can be designed by maximizing the
Chordal distance between the feedback precoding matrices of
the UEs. The Chordal distance between two matrices is given
in [13] and represented by

®)

dchord(p p)

with [|-|| being the Frobenius norm of the matrix.

The Chordal distance generalizes the distance between
points on the unit sphere through an isometric embedding
from complex Grassmann manifold G(Nt, N1,) to the unit
sphere [13]. Assuming an infinite number of UEs served by the
current eNodeB, the k'" UE with reported precoding matrix P,
will be paired with the m*™ UE, where the m'" UE reports
precoding matrix p ~and the Chordal distance between p,

and P, is maximized. With the maximized Chordal dlstance
criterion p stays in the antipolar position of p, and hence
|H, p H is minimized yielding the mlmmlzed inter-UE

1nterference in (4).
In summary, the UE pairing scheme for MU-MIMO trans-
mission in LTE systems can be designed in the way of finding
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the m*™ UE for the k*" UE based on the reported precoding
matrices and the following criterion,

= arg maxdenora (P,:P, ) - ©)
p,€Pur

B7TL
with Pyg being the pool containing all reported precoding
matrices at a certain eNodeB.

III. RECEIVER DESIGN FOR MU-MIMO

Typical receivers in a MIMO-OFDM system for spatial
multiplexing transmission can be categorized with their signal
processing styles, e.g. non-linear and linear receivers [14].
We extend the structure of those receivers for MU-MIMO
transmission in this section. Considering the symmetric system
function faced by both UEs in MU-MIMO transmission, we
simplify our discussion on the receiver structure for the first

UE, i.e. £ = 1 in (4). With the definitions of the effective
channel matrix
g =H,p,, (10)
and the interference channel matrix
9, =H,p,, (11)
we represent (4) by
r :Qedl +gtd2 +n,. (12)

A. Linear Block Receiver

The linear block receiver with zero-forcing (ZF) or mini-
mum mean squared error (MMSE) criterion applies linear filter
on the received signal vector r; to compensate the channel
distortion and the inter-symbol interference. The output signal
vector is the product of the linear filter matrix and the received
signals

dy=m"r, (13)
The filter m is constructed as
-1
mil = (g%g,) g™, (14)
with ZF criterion and
1\ !
myjsE = (9526 + 7) g, (15)

with MMSE criterion. Due to the single transmission layer
per UE in MU-MIMO transmission, we conclude that a linear
block receiver with either ZF or MMSE criterion yields the
same system performance as the MF filter in MU-MIMO
transmission. In (6) the Post-SNR at the output of linear block
receivers is calculated. Using the linear block receiver, the
UE assumes that interference coming from the paired UE
via g are fully suppressed. However with low resolution or
size limited codebooks in LTE, the residual interference is
still significant strong and causes an error floor of the signal
detection at the first UE. Non-perfect working condition such
as feedback delay and channel estimation error will cause more
performance degradation.

130



ICWMC 2011 : The Seventh International Conference on Wireless and Mobile Communications

B. Interference Rejection Combiner

Taking the remaining interference in the received signal
vector into account, the receiver can be built in a fashion
of suppressing interference and improving the Post-SNR. The
interference aware receiver, such as the interference rejection
combiner (IRC) in [15] is designed in this manner. We
represent the IRC receiver structure in LTE systems here.
Following [15], the general IRC structure for the received
signal is

H p-1
ge EU (1 6)
Mmgc = [ o1,
9 By ge
with R, , being the covariance matrix of the sum of the
interference and noise terms,

R,=E{(n-E{n}) (n-E{n})"}.

A7)

and

Q:thQ +n,. (18)

1
The IRC introduces a whitening filter Ry before the mod-

ified MF g?Eé to whiten the interference plus noise with
respect to sending signals. Hence the IRC receiver performs
linear operations and improves the Post-SNR by suppressing
interference and noise terms at the same time. The Post-SNR
at the output of the IRC receiver can be represented by

nre =g" R, 'g.. (19)

=e €

C. Max-Log-MAP Receiver

A Max-Log-MAP (Max-Log maximum a posteriori) re-
ceiver is presented in [7] for calculating the bit metric of bits in
transmitted signals based on the BICM concept and the Max-
Log-MAP criterion. An extension of the bit metric calculation
on LTE MU-MIMO transmission in (4) may be represented
by

A (ry,ci =b) = min
di€x3 ., dr€Ex2

1,2,...,Q,

with xll’mi being the subset of the signal set x; for d; in
constellation with b € {0,1} in bit position ¢ and x2 being
the signal set for d,. Based on bit metric values for a particular
bit in symbols, the soft decision output or the log-likelihood
ratio (LLR) of the bit is given as

2
ﬁ‘&%‘&%“

i (20)

Afpg (ry,c) =N (ry, ¢ =1) = A (r,¢;=0).  (21)

Different to the linear operations given in linear receivers, the
Max-Log-MAP receiver applies non-linear operations on the
received signal vector and requires more computation effort
when the constellation size increases. Besides, (20) requires
full-bloom search in two different constellations, namely x1
and xo for desired signals and interference signals, respec-
tively.
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Table 1
SIMULATION PARAMETERS

Parameter Value
System Bandwidth 10 MHz
Data Subcarriers 600
FFT Size 1024

Cyclic Prefix Length
Subframe/Slot Length
Channel Model
MIMO

UE Velocity

Channel Estimation

80 x 1,72 X 6 in one slot

14 OFDM / 7 OFDM in one slot
SCM-B, SCM-D [9]

4 x 2 for Ny x Ny
3km/h,30 km/h

Ideal Channel Knowledge (ICK), Estima-
tion with cascade one dimensional Wiener
interpolator (1DW) [17]

MF filter, IRC, Max-Log-MAP [16]
MU-MIMO and SU-MIMO

Turbo codes

CQI=4, 7, 10, 13 in [8]

Receiver
Transmission Modes
Channel Coding

Modulation and coding
scheme

PMI Selection One PMI for system bandwidth with

MaxSNR criterion in Section II-C
UE pairing Infinite number of UEs available for pairing

with criterion in Section II-D
Closed-loop Delay 1 or 8 subframes delay between selection

and applying of PMI

IV. SIMULATIONS

In this section, we present the performance of the receivers
discussed in Section III. The performance evaluation is carried
out by the simulation results obtained from an LTE specifica-
tion compliant simulator and is presented in terms of coded
block error ratio (BLER) versus SNR in all figures, where the
SNR refers to the signal to noise ratio per receive antenna. This
LTE compliant simulator has been implemented in C/C++ with
all physical layer (PHY) processing and different Transmission
Modes in [8] as well as a spatial channel model given in
Section II-B.

The executed simulations have been configured following
the parameters for LTE system PHY [6]. Table I gives the
additional parameters used for obtaining the simulation results
presented in this section with Table II containing correspond-
ing transport block sizes, modulation orders and the code
rates for the selected CQI values. We select the SCM-B and
SCM-D test cases as the simulation scenarios to carry out
the MU-MIMO transmission performance in high and low
spatial correlated channels, respectively. To obtain the coded
system performance with linear receivers, the soft bits after
linear operations are generated by following the LLR value
computation method in [16].

The performance of the different receivers under the
SCM-D 4 x 2 channel model with the UE velocity of
3 km/h and 30 km/h are depicted in Figure 1 and Fig-
ure 2, respectively. Being a reference, system performances in
Transmission Mode 6 with the MF receiver are also plotted.
In both Figure 1 and Figure 2, the simple MF receiver gives
the worst performance for the signal detection in MU-MIMO
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Table 11
CQI VALUES AND THE CORRESPONDING TRANSPORT BLOCK SIZES

CQI Modulation Code Rate Transport
Block Size [8]

4 QPSK 0.301 3624

7 16QAM 0.369 8760

10 64QAM 0.455 16416

13 64QAM 0.754 27376

Transmission Mode. With CQI = 4, i.e. QPSK modulation,
the MF receiver provides similar performance as the other re-
ceivers. However, for large CQI values, the MF receiver faces
error floor. More than 50% blocks cannot be decoded success-
fully by the MF receiver with CQI = 10 and CQI = 13. The
MF receiver is unaware of the co-channel interference given
by the interferer UE in MU-MIMO transmission and hence
suffers the strong degradation caused by the interference. Such
co-channel interference increases when the modulation order
increases. Similar to the MF receiver, the IRC receiver deploys
linear operation as well and has quite similar performance
as the Max-Log-MAP receiver. The maximum performance
difference between the IRC and Max-Log-MAP receivers is
about 1 dB and 2 dB at BLER = 1072 in 3 km/h and 30 km/h
scenarios, respectively. Compared with the lower UE velocity,
the higher UE velocity shifts the receiver performance by 2 dB
for both IRC and Max-Log-MAP receivers. This is caused by
the mismatching between the reported optimal PMI and the
real channel matrices when the precoding matrices are applied.
The higher the UE velocity is, the stronger is the mismatching,
and therefore the worse is the receiver performance. However,
this impact is limited by 2 dB from 3 km/h to 30 km/h which
is acceptable for real systems. Comparing the performance
between the Transmission Mode 5 and Transmission Mode 6,
we conclude that the co-channel interference causes signifi-
cant performance loss in Transmission Mode 5. The increased
modulation order (e.g. CQI = 10 or 13) generates stronger
interference and therefore causes more performance loss in
Transmission Mode 5. However, this loss can be compen-
sated by serving more UEs in Transmission Mode 5 than in
Transmission Mode 6, yielding a higher system throughput.
Figure 3 presents the performance of different receivers
under the SCM-B 4 x 2 scenario with the same system settings
as in Figure 1. The MF receiver still suffers large performance
degradation or error floor issue in SCM-B channel. Due to the
higher spatial correlation in SCM-B than in SCM-D both the
IRC and the Max-Log-MAP receivers obtain 1 to 2 dB gain
at BLER = 1072 in SCM-B channel. This can be explained
that each UE in MU-MIMO transmission receives the desired
signal only through single layer, which may be aligned to the
better sub-channel associated with the dominated eigenvalue
from the channel matrix. The stronger spatial correlation yields
a larger condition number. That means the UE obtains more
channel gain for the desired signals and has less interference
from the co-channel interferer UE, which leads to higher signal
to interference and noise ratio (SINR) per subcarrier. However,
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