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The Sixth International Conference on Quantum, Nano and Micro Technologies (ICQNM 2012), held between August 19-24, 2012 in Rome, Italy, continued a series of events covering particularly promising theories and technologies. The conference covered fundamentals on designing, implementing, testing, validating and maintaining various kinds of materials, systems, techniques and mechanisms related to quantum-, nano- and micro-technologies.

Quantum technologies and nano technologies have a great potential to transform communications telecommunications infrastructure and communication protocols, and computers and networking devices. Nanotechnologies and micro-technologies already made their mark on smart materials, nano-medicine, nano-devices, molecular manufacturing, biotechnology, metrology, airspace.

The advancements in material science and computer science have allowed the building, launching and deploying of space exploration systems that continually do more and more as they become smaller and lighter. As an example, carbon nano-tubes have been created that are 250 times stronger than steel, 10 times lighter, and transparent. Similar advances are occurring in glass, plastics and concrete. Spacecraft are being launched, with hulls that are composed of carbon fibers, a light weight high strength material.

Electronic devices, medicine, environment, metrology, aerospace programs, clothes and materials, telecommunications, cryptography, semiconductors, manufacturing, and other domains are impacted by the progress on the areas mentioned above. Particularly, micro imaging, nano-medicine: (drug delivery; nano-particles i.e. viruses; proteins.), bio-nanostructures: (nano-tubes, nano-particles), microsystems, micro fluidics: (including nano-fluidics, modeling; fabrication and application), micro instrumentation / implantable microdevices (miniaturized bio-electronic systems, etc.) and micro sensors benefits from the progress on quantum, nano and micro technologies.

Developing nanoscale-manufactured robots presents fabrication and control challenges. The evolution of mechatronics system and robotic system requires advanced functions for control. Special methods and technologies have been developed to design, analyze, build, controls, and apply micro/nano-robotic systems for biotechnology, medical, information technology, materials, etc. A particular application of nano-robots would be in carrying out projects in hostile environments, utilizing local materials and local energy. Ultra-miniature robotic systems and nano-mechanical devices will be the biomolecular electro-mechanical hardware of future manufacturing and biomedical industry.

Nowadays, there are tremendous attempts to develop new bio-molecular machines, components that can be assembled in nano-devices. Bio-robotics entities are able to manipulate the nano-world components, convey information from the nano/nano to the nano/macro world and navigate at the nano-environment level. Additionally, they are able to self replicate, leading to the bio-robot factory. Protein-based nano-motors and nano-robots, as well as biomolecular components interfaces.
Quantum cryptography uses the uncertainty principle of quantum physics to provide a safe but public means for transmitting vital, secret information. A quantum public key distribution system depends on the uncertainty principle to ensure secrecy. Special protocols correlations and composability algorithms ensure similar functionality as in non-quantum systems. The security related tracks cover a series of events focusing on quantum security aspects. On the quantum protocol side, automated proofs of security and probabilistic model-checking methods have been suggested. Research teams focus on quantum key distribution and aspects related to key composability and correlations. Limitations are mainly related to physical devices and polarization control.
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Microfluidic Cell Trapping Device Based on Standard PCB Technology
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Abstract—Nowadays, the methods used to determine cell concentration either count the cells per volume or measure the cells weight per volume. This paper presents the design, fabrication and measurement of a microfluidic cell trapping device envisaged for cell concentration measurements. The work presented here focuses mainly in the fabrication of the device. Measurements are made to validate the fabricated device. The device separates different size particles by using dielectrophoresis. Horizontal as well as vertical electric fields can be used to trap the particles by controlling the amplitude and frequency of AC voltage signals. The device presented here is fabricated using low-cost and low-temperature technologies.

Keywords—dielectrophoresis; cell trapping; microfluidic; vertical electric field; PCB

I. INTRODUCTION

Cell concentration is of high importance to medicine and food industry. In the case of medicine, measuring cell concentration is relevant for medical diagnosis; for food industry, it is useful for monitoring the concentration of yeast cells in food production.

Nowadays, the methods used to determine cell concentration either count the cells per volume or measure the weight of cells per volume. Those methods consume time and resources. The cell trapping device presented here is envisaged for cell concentration determination.

This paper presents the design, fabrication and measurements of a low-cost cell trapping microfluidic device. The design feasibility of the device was tested using COMSOL; however, this is not part of this work. Special attention is given to the fabrication process/method of the device since it uses other technologies than silicon and glass. The fabrication of the device is based on a standard PCB (Printed Circuit Board) and the use of SU-8 photore sist, making the device fabrication a low-temperature process. The PCB offers mechanical stability to the device.

An innovative fabrication method is presented making use of an ITO (Indium Tin oxide) glass slide to close the channel. The ITO glass offers optical transparency and the possibility to apply vertical electric fields in the channel.

Since different size cells respond in a different way when inhomogeneous electric fields are present, the dielectrophoretic technique is used to trap and release different size cells. Measurements are performed to validate the fabricated device and therefore the study of the associated models with the control of the particles’ position with the use of an electric field is not part of this work.

Furthermore, the cell trapping device in combination with the packaging technology presented in [1] can be used for fast prototyping of low-cost and low-temperature fabricated µTAS (Micro Total Analysis Systems).

The packaging technology presented in [1] consists of inlaying an either fluidic or electronic chip in a PCB material and to build microfluidic channels on top of them. The electrical connections between the components are inkjet-printed.

In summary, the benefits of the device presented here with respect to commercially available devices are little consumption of sample volume, economic, high speed detection and flexibility of integration. Furthermore, it is small with a size of 70 mm x 70 mm x 1.6 mm.

The paper describes the relevant properties of the materials used for fabrication of the device. The fabrication process is detailed as well as the fabrication challenges and how to overcome them.

The experimental setup is explained and the results are presented. The paper finalizes presenting the conclusion and future work.

This paper does not include how to measure the cell concentration itself. Furthermore, analysis of the kinematic model of the particles as well as a deeper study of the associated control method to achieve very accurate positioning are not within the scope of this work.

II. MATERIALS

The materials used to fabricate the device are ITO glass, SU-8, and PCB material. ITO glass consists of a glass with a thin layer of indium oxide (In$_2$O$_3$) and tin oxide (SnO$_2$) on it. The two properties that make it very attractive for microfluidic devices are its electrical conductivity together with its optical transparency. Furthermore, it is biocompatible. Its main disadvantage is its high electrode impedance; 4 to 5 times higher than similar size gold electrodes [2]. The ITO glass used in this project was ordered from DELTA Technologies LTD., USA and Table I enlists its properties.

<table>
<thead>
<tr>
<th>TABLE I.</th>
<th>ITO GLASS PROPERTIES [3]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Property</strong></td>
<td><strong>Value</strong></td>
</tr>
<tr>
<td>Sheet resistance $R_s$</td>
<td>5-15 Ω</td>
</tr>
</tbody>
</table>
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SU-8 is an epoxy-based negative photoresist used to pattern high aspect ratio structures [4]. This material is widely used as a structural material for microfluidics due to its physical properties as excellent chemical resistance, great biocompatibility and good adhesion to a wide range of materials. SU-8, when properly hard baked, is difficult to remove; moreover, if it is not completely exposed it tends to outgas. SU-8 2000 series offer low viscosity. SU-8 2002 is used to flatten the PCB surface and SU-8 2025 is used to build the microfluidic channel wall. Table II enlists the properties of SU-8 2002 and SU-8 2025.

The PCB is used to mechanically support the electronic components, the microfluidic channel structure and to offer electrical connections. Compared with silicon, the PCB is much cheaper. Table III enlists relevant properties of FR-4 (flame retardant 4).

The fabricated PCB has no solder mask and the electrical connections are gold plated to keep the biocompatibility of the device.

### III. DEVICE DIMENSIONS

Figure 1 illustrates the cross-section of the electrodes area in the device, showing the dimensions of the microelectrodes as well as the microfluidic channel.

### IV. FABRICATION

The fabrication of the devices is divided in two stages: the flattening of the PCB surface and the fabrication of the microfluidic channel.

Since the electrodes and other electrical connections are pre-fabricated in the PCB, using standard PCB fabrication procedures, the thickness of the tracks is around 13 µm. The ratio between the channel depth and the thickness of the electrodes is rounded to 2. The flow of the media in the channel would be distorted due to this surface profile thus the surface of the PCB has to be flattened before building the microfluidic channel.

Figure 2 shows the steps followed to flatten the PCB surface. The steps in Figure 2 are performed 6 times since the SU-8 2002 provides layers of 2-3 µm thick, depending on the spinning speed.

First, a plasma treatment is performed to improve the adhesion between the SU-8 and the PCB (a). SU-8 2002 is spun on the surface of the PCB (b), (c). The specimen is subject to a soft baking step at 90 °C (d). The SU-8 is exposed (e) and a post exposure bake step is performed at 90 °C (f). The photoresist is developed thus the SU-8 covering the electrodes and electrical connections area is removed (g). A hard baking step is performed at 120 °C. The cycle initiates again performing the plasma treatment to the new surface.

The cycle is performed 6 times in order to achieve an SU-8 layer of around 13 µm thick, achieving the same level between the new PCB surface and the electrodes.

Figure 3 shows the steps followed to fabricate the microfluidic channels without going into detail in the surface flattening process.

The PCB is cleaned with ethanol to remove dust, grease and other forms of contamination from the surface. To
remove the humidity adsorbed during storage, it is dehydrated for two hours at 120 °C (b). Subsequently, an oxygen plasma treatment is performed to improve the wetability of the substrate and the surface of the PCB is flattened using SU-8 2002 (c). The walls of the microchannel are fabricated using SU-8 2025 (d). Silver ink is deposited in order to make the electrical connection from the ITO glass to the PCB (e). The channel is closed using ITO glass. The ITO glass is attached to the SU-8 channel structure using a non-conductive adhesive (NCA) (f) and the adhesive is cured at 80 °C during 3 hours (g).

The fluidic connections to access the channel are made with a through vias during the fabrication of the PCB. The tubes to access the channel are press fit in the through vias on the back side of the device and glued. The device is ready to be used.

Figure 4 shows a fabricated device. The device is built on a prefabricated PCB including the electrodes.
The electrical connection from the PCB to the ITO glass is made with silver ink. The fluidic connections for accessing the channel are made in the back side of the PCB.

Figure 5 shows the back side of the PCB. The metal tubes for the inlet and the outlet holes are press fit in the holes and secured on the back side of the device with an epoxy adhesive.

V. FABRICATION CHALLENGES

During the fabrication of the device, there are two challenges to overcome.

The first one is to flatten the PCB surface. Figure 6 shows the PCB surface profile in the area of the electrodes measured with a Dektak profiler; the electrodes have a height of around 13 µm above the PCB surface.

The electrodes and electrical connections are fabricated with copper gold plated on the PCB. The surface is flattened with SU-8 in order to avoid contact of the media with copper and to avoid the flow of the media to be disturbed by the electrodes profile. This process is described in the previous section.

The second challenge to overcome is the way of sealing the channels. A low viscosity NCA is used for that purpose. Nevertheless, if the channel walls are fabricated with the SU-8 processing parameters recommended by the manufacturer, capillary forces make the NCA flow into the channel, blocking it. To overcome this, a channel on top of the channel walls is fabricated. Figure 7 shows (a) the cross-section of the wall of the channel when the recommended processing parameters are used and (b) the cross-section of the channel’s wall when different parameters are used for processing.

“The recommended processing parameters” refers to the way the temperature is taken from room temperature to the specified temperature, and vice versa, during the baking steps.
If the step from room temperature to baking temperature, and from baking temperature to room temperature is made in a fast way, stress in the resist will form such that two small walls are created in the top of the channel’s wall, creating a small channel on top of the walls of the channel; this small channel is used to flow the NCA avoiding it from coming into the fluidic channel. The NCA is cured and the channel is sealed. By sealing the channel in this way, no bonding equipment and heavy weights are necessary.

VI. EXPERIMENTS

The DEP (dielectrophoresis) force depends on the flow velocity, frequency and amplitude of the AC voltage signal, and particle size. Frequency and amplitude are isolated in this work to study their effects on trapping particles with a different size.

A syringe pump KDScientific model 200 is connected to the inlet tube of the microfluidic device to drive the flow of demi water with polystyrene particles by applying pressure difference between the inlet and the outlet.

An AC generator KROHN-HITE model 4300 is connected to the electrodes via the pads on the PCB to generate electric fields in the channel.

In order to test horizontal electric fields, a voltage difference is applied between adjacent electrodes, that is to say, between electrodes 1 and 2, 2 and 3, and 3 and 4.

To test vertical electric fields, a voltage difference is applied between the ITO glass and electrodes 2 and 4.

An oscilloscope HP54601B is used to check the applied AC signals.

The device is placed on the table of a microscope IX71 Olympus which has a low noise CCD camera ColorView Olympus to acquire images while the particles are being trapped. The software used to acquire the images is analySIS docu Olympus.

The trapped particles are plain microspheres of polystyrene from Phosphorex, Inc. with a mean diameter of 2, 6 and 10 µm.

VII. RESULTS

Table IV shows the results for trapping different size particles by regulating the frequency of the AC signal. The flow velocity used in this case is 0.1 µl/h.

<table>
<thead>
<tr>
<th>Particle radius (µm)</th>
<th>Voltage Frequency (KHz)</th>
<th>Voltage difference between electrodes (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>&gt;140</td>
<td>26</td>
</tr>
<tr>
<td>6</td>
<td>&gt;160</td>
<td>26</td>
</tr>
<tr>
<td>2</td>
<td>&gt;1600</td>
<td>26</td>
</tr>
</tbody>
</table>

Table V shows the results for trapping different size particles by regulating the amplitude of the AC signal. The flow velocity in this case is 2 µl/h.

<table>
<thead>
<tr>
<th>Particle radius (µm)</th>
<th>Voltage Frequency (MHz)</th>
<th>Voltage difference between electrodes (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>6</td>
<td>6.4</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>10.4</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>23.3</td>
</tr>
</tbody>
</table>

Figure 8. 10 µm and 6 µm particles trapped with a horizontal electric field at 400 KHz and a voltage difference between electrodes of 25 V.

Figure 8 shows trapped particles with a diameter of 10 µm and 6 µm. The frequency of the AC signal is 400 KHz and the voltage amplitude difference between the electrodes is 25 V. The flow velocity used is 0.1 µl/h. A horizontal electric field is used.
Figure 9 shows trapped particles with a diameter of 10 µm. The frequency of the AC signal is 160 KHz and the voltage amplitude difference between the electrodes is 7.5 V. The flow velocity used is 0.1 µl/h. A horizontal electric field is used.

![Trapped particles](image)

Figure 9. 10 µm particles trapped with a horizontal electric field at 160 KHz and a voltage difference between electrodes of 7.5 V.

Table VI shows the results for trapping different size particles using a vertical electric field. The frequency and amplitude of the AC signal are regulated. The flow velocity in this case is 1 µl/h.

<table>
<thead>
<tr>
<th>Particle radius (µm)</th>
<th>Voltage Frequency (KHz)</th>
<th>Voltage difference between ITO and electrodes 2, 4 (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>160</td>
<td>8.0</td>
</tr>
<tr>
<td>6</td>
<td>160</td>
<td>23.2</td>
</tr>
<tr>
<td>2</td>
<td>1200</td>
<td>23.2</td>
</tr>
</tbody>
</table>

The tables and figures show that the device is capable of trapping different size particles by controlling the frequency and the amplitude of the AC voltage signal using horizontal as well as vertical electric fields.

VIII. CONCLUSION AND FUTURE WORK

This work shows the fabrication of a dielectrophoretic microfluidic device for particle trapping and separation. Particles with different size can be separated by controlling the amplitude and frequency of AC voltage signals.

Furthermore, the device can trap particles using horizontal electric fields as well as vertical electric fields. The device shows better performance in the vertical electric field than in the horizontal electric field; the frequencies required to trap particles of the same size are lower in the vertical direction than in the horizontal direction.

Moreover, the device is fabricated using low-cost and low-temperature technologies allowing fast prototyping and the integration of the device with the technology proposed in [1] to form µTAS.

As a part of future work, the cell concentration determination method is going to be developed enabling the measurements of cell concentration in blood for medical diagnosis and the monitoring of yeast cells’ concentration in food production.

Furthermore, the analysis of the kinematic model of the particles and the deeper study of the associated control method to achieve very accurate positioning is also part of future work.

Moreover, future work can enlarge the field of application to the analysis of biological fluids by trapping living cells as different types of microorganisms or nuclei.
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Abstract—The nanostructures have currently received the great attractions for highly efficient and simultaneous analysis of a number of analytes. Outstanding optical property of noble metal nanostructures is a powerful phenomenon applied in chemical sensing. In this article, we introduce coupling of gold-capped silicone nanostructure prepared in fluidic channel with micro column high performance liquid chromatography. Micro column separation of the analytes was followed with an on-line deposition of effluent directly into a micro fluidic channel containing the deposited nanostructure. Effluent from micro column formed at gold-capped nanostructure a deposition trace, later analysed by surface-enhanced Raman spectroscopy. The optical absorbance properties of nanostructure, the analytes in channel behavior as well optimization of chromatographic separation were investigated in this experiment. The surface enhancement factor 9.71 was obtained for rhodamine 6G in 30 µm wide fluidic channel. Optimum mobile phase composition was methanol/ water, 80/20, v/v. Detection of the analytes in 25 µm fluidic channel was affected with capillary forces during deposition process.

Keywords—nanostructure; signal enhancement; SERS; integration; chip

I. INTRODUCTION

Micro fluidic systems are ideally suited for high-throughput chemical analysis since they offer high intensive analytical signal, consume minimum quantities of reagents, exhibit superior sensitivity and functionality compared to traditional micro-array techniques and can be integrated within complex work flows [1]. Detection of picomolar quantities of untagged oligonucleotides and polymerase chain reaction (PCR)-amplified desoxyribonucleic acid (DNA) samples with interferometric and localized surface plasmon resonance properties on gold nanostructure was demonstrated [2, 3]. An integrated analytical device composed of a microfluidic element and sensitive Raman spectrometer has been used with nanocolloid-based micro fluidic or metal nanostructure-embedded systems [4]. New methodology for enzyme assay using a sensitive and selective nanoparticle (AuNP)-enhanced time-of-flight secondary ion mass spectrometry (TOF SIMS) technique on self-assembled monolayers (SAMs) was reported [5]. Implementation of different functional nanostructures into fluidics was also documented [6-9]. The patterned micropads made of copper nanowires on silicon substrate showed the potential for application as chip to substrate interconnects [10]. Because metal deposited nanostructures usually do not provide any separation function this is in many cases substituted by chromatography or electrophoretic separation [11-12]. However, there are a lot of results documenting the analytes separation directly at a nanostructured surface [13-15]. The integration of fluidics and optics, as in flow-through nanohole arrays, has enabled increased transport of the analytes to sensing surfaces [16]. Uni-directional liquid spreading on asymmetric nanostructured surface [17] have enhanced surface wettability and enabled control of the liquid film thickness and final wetted shape. Liquid phase propagates in a single preferred direction and pins in all others. This is a key piece of chain coupled functional nanostructures in chip. As an example of multifunctional nanostructured surface can act silver nanorods array surface for on-a-chip separation and detection of chemical mixture by combining ultra-thin layer chromatography (UTLC) and surface-enhanced Raman spectroscopy (SERS). Limit of detection are between 10⁻⁵–10⁻⁶ M [18]. Another integration of the onedimensional nanostructures with the microsystems features with carbon nanotubes and nanowires [19].

In this article, we present the original results with functional gold – capped nanostructure that poses as a SERS nanodetector for the analytes former separated by micro column high performance liquid chromatography (μHPLC). The separated analytes were deposited directly onto linearly moving micro fluidic channel with gold-capped nanostructure deposited inside. The separation conditions, a liquid phase behavior after micro fluidic channel dropping as
well SERS sensitivity were studied for future implementation in analytical microsystems or chips (with integrated multifunctional nanostructures; separation, unidirectional phase propagation, detection, etc.).

II. **Materials and Methods**

**A. Chemicals**

All the chemicals used (acetonitrile, dioxane, methanol, rhodamine 6G (R6G) and rhodamine B (RB)) were purchased from Alfa Aesar GmbH (Germany). All of them were of an analytical grade of purity. The µHPLC mobile phases were mixed in the proportions: methanol: water / 80:20 (v/v); acetonitrile: water / 80:20 (v/v); dioxane: water/ 80:20 (v/v) and also filtered through 0.2 µm filters to prevent obturation of a microcolumn. The structural formulas of both rhodamines are given at Figures 1 and 2.

![Figure 1. Structural formula of R6G, M.w. 479.01g/mol.](image1)

![Figure 2. Structural formula of RB, M.w. = 479.21 g/mol.](image2)

In this experiment were used the micro channels 25 µm deep and 25 or 30 µm wide. Micro column high-performance liquid chromatography (µHPLC) was performed by Shimadzu high performance liquid micro pump LC-5A (Shimadzu Corporation, Kyoto Japan). LC-5A is a delivering system of mobile phase for µHPLC using a small plunger reciprocating pump. In this instrument, employment of the constant displacement with quick return (CDQR) enables pulsation-free and stable flow even with a single plunger. CDQR means delivery solvent at a constant rate and with high speed suction. This instrument has a wide range of flow rate setting from 1 µl/min. to 9.900 µl/min. Specific is a high delivery pressure of 500 kg/cm² maximum. For a liquid chromatography system, a micro volume high pressure injector model 7520 (Rheodyne) with 0.5µL sample loop has been used. Separation of both the rhodamines was done at a micro column Prote–Col C₁₈ (SGE Analytical, Australia), 150 mm long, 300 µm column internal diameter and pore size of 12 nm. Home made column holder and deposition device cell let move channel with constant rate and let effluent from micro column to be deposited into a fluidic channel. Complete instrumental set up is given at Figure 4.

![Figure 3. The microfluidic channels (different width) with implemented silicone gold - capped nanostructure inside.](image3)

![Figure 4. Analytical miniaturised system with micropump(left), separation microcolumn (middle) and fluidic channel with nanostructure in deposition cell (middle bottom).](image4)

**B. Materials and methods**

The black silicon nanostructure was prepared by advanced silicon etching (ASE) (STS MESC Multiplex), etching the plain silicon wafer with tiohexafluoride/oxygen plasma. The parameters of the etching gases and the conditions of plasma: SF₆ flow – 99 standard cubic centimeter per minute (scm), O₂ flow – 90 scm, coil power – 2800 W, platen power – 16 W, pressure process – 5.06Pa, pressure base – 12.53Pa, time – 4 minutes. After the etching process, the substrate was covered with the layer of noble metal (Au) by e-beam deposition process. Single side polished silicon wafers with diameter 100 mm and thickness 525 µm ± 25 µm [14]. The different channels with integrated gold - capped nanostructures are given at Figure 3.
Capillary µHPLC column was tested in the following conditions: mobile phase: acetonitrile/ water 60:40, v/v; mobile phase flow rate: 4 µL/ min; sample injection volume: 0.02 µL. A concentration of both the analytes in the mixture was 1 mmol/L. The Raman spectra were obtained using an i-Raman® instrument (B&W Tek). Excitation was provided by a 532.1 nm Nd:YAG laser. The laser power at the sample was approximately 9 mW. The acquisition time for each accumulation was 5 s.

### III. RESULTS AND DISCUSSION

#### A. µHPLC mobile phase optimization

The optimization of µHPLC mobile phase composition has been based on the preliminary results obtained from thin layer chromatography (TLC) as documented in table I. The retardation factor \( R_f \) was calculated for a each spot according to the following formula:

\[
R_f = \frac{a}{b}
\]

where \( a, b \) are the distance moved by the sample component (a) and the solvent mixture (b). The best separation efficiency has been obtained by applying mobile phase methanol (MeOH) - water (80/20, v/v). The worse separation efficiency was obtained with dioxane- water mobile phase. The analytes were spread when acetonitrile-water mobile phase applied. Separation was controlled visually by a deposition of µHPLC effluent directly to white adsorption substrate sheet (Figure 5). The first eluted was RB, that is pink- violet coloured, and as a second one R6G characteristic with orange-red coloured spot (Figure 5).

### TABLE I. The results of separation of rhodamines mixture (deposition linear velocity was 2.7 mm/min.).

<table>
<thead>
<tr>
<th>Mobile phase</th>
<th>Cell Temperature [°C]</th>
<th>Pump Pressure [x 100 kg/cm²]</th>
<th>Rhodamine RF</th>
<th>R6G</th>
<th>RB</th>
</tr>
</thead>
<tbody>
<tr>
<td>MeOH-water 80:20</td>
<td>26.3</td>
<td>1.9</td>
<td>0.23</td>
<td>0.30</td>
<td></td>
</tr>
<tr>
<td>ACN - water 80:20</td>
<td>25.3</td>
<td>0.7</td>
<td>0.35</td>
<td>0.16</td>
<td></td>
</tr>
<tr>
<td>Dioxane: water 80:20</td>
<td>27.6</td>
<td>1.8</td>
<td>0.29</td>
<td>0.51</td>
<td></td>
</tr>
</tbody>
</table>

In the next experiment, the same mixture of rhodamines has been separated with the optimized mobile phase. The analytes eluted were continuously deposited into linearly moving microfluidic channel, containing functional gold-capped nanostructure that can enhance analytical signal in SERS. A micrograph of a cut microfluidic channel with a deposited nanostructure surface is given in Figure 6. Optimum effluent deposition rate as well a mobile phase flow rate were established at 2.7 mm/min. and 6 µL /min., simultaneously.

#### B. SERS detection of the R6G and RB at a gold- capped nanostructure

Raman spectra of R6G and RB stock solutions at a gold – capped nanostructured surface are given at the Figures 7 and 8, respectively. There are the small differences in Raman shift positions. Significant is a lower intensity of the RB Raman bands to compare with R6G one. The Raman shift intensities were used for calculation of Raman signal enhancement for both the rhodamines at nanostructure in fluidic microchannel. The enhancement factor, \( f_e \), was calculated according to the following formula:

\[
f_e = \frac{c_{ref}}{c_{sample}} \cdot \frac{I_{sample}}{I_{ref}}
\]
where $c_{\text{ref}}$ and $c_{\text{sample}}$ are the reference concentration and sample concentrations, respectively, and $I_{\text{ref}}$ is the signal intensity of the respective Raman peak.

(1564 cm$^{-1}$). It is less than reported in the experiments at surface nanosatructure [20].

In a Figure 10, it is demonstrated detection of RB after chromatographic mixture separation and deposition of an effluent into a fluidic microchannel. The values of a signal enhancement $f_e$ were lower, ranging from 2.45 (1277 cm$^{-1}$) to 2.30 (1564 cm$^{-1}$). This is corresponding to difference in the Raman shift intensities (Figure 7, 8). In 20 µm wide channel was measured a lower Raman signal enhancement. It was in the range from 0.67 (1362 cm$^{-1}$) to 0.59 (1564 cm$^{-1}$) for R6G while only 0.19 (1277 cm$^{-1}$) and 0.18 (1564 cm$^{-1}$) in case of RB, which means no enhancement at all. An effluent deposition in this channel was probably strongly effected with a dispersion of the analytes separated from column directly at nanostructure. A mass of separated analyte was deposited in the length deposition trace. From the next results, it was confirmed that both the rhodamine analytes can be detected at nanostructure directly into a fluidic channel. Moreover, functional nanostructure affected signal enhancement for both the analytes. A position of RB was spread and no so sharp as given at Figure 9 for R6G.

C. **SERS detection of the R6G and RB at a gold- capped nanostructure after a separation at micro column and deposition of an effluent into the fluidic microchannels**

Fluidic channels with the implemented gold-capped nanostructure were 25 or 30 µm wide and Raman signal shift was monitored for more intensive shift bands: 610, 1362, 1649 and 1506 cm$^{-1}$ for R6G. Simultaneously, for RB the following Raman shift bands were concerned for data evaluation: 772, 1190, 1277 and 1564 cm$^{-1}$. From Figure 9, resulted position of R6G in the 30µm wide channel confirmed by SERS spectrum. Signal enhancement factor $f_e$ for R6G was determined at value 9.71 (1362 cm$^{-1}$) and 7.29 (1564 cm$^{-1}$). It is less than reported in the experiments at surface nanosatructure [20].

In a Figure 10, it is demonstrated detection of RB after chromatographic mixture separation and deposition of an effluent into a fluidic microchannel. The values of a signal enhancement $f_e$ were lower, ranging from 2.45 (1277 cm$^{-1}$) to 2.30 (1564 cm$^{-1}$). This is corresponding to difference in the Raman shift intensities (Figure 7, 8). In 20 µm wide channel was measured a lower Raman signal enhancement. It was in the range from 0.67 (1362 cm$^{-1}$) to 0.59 (1564 cm$^{-1}$) for R6G while only 0.19 (1277 cm$^{-1}$) and 0.18 (1564 cm$^{-1}$) in case of RB, which means no enhancement at all. An effluent deposition in this channel was probably strongly effected with a dispersion of the analytes separated from column directly at nanostructure. A mass of separated analyte was deposited in the length deposition trace. From the next results, it was confirmed that both the rhodamine analytes can be detected at nanostructure directly into a fluidic channel. Moreover, functional nanostructure affected signal enhancement for both the analytes. A position of RB was spread and no so sharp as given at Figure 9 for R6G.
There were also observed the special driven processes coupled with capillary force in microchannel and an analyte mass transfer that will be studied later on. The limits of detection, however, are fundamentally limited by local analyte concentration.

IV. CONCLUSIONS

A gold - capped silicon etched nanostructure has been deposited directly into microfluidic channel. With special μHPLC system and deposition device the separated rhodamines 6G and B have been deposited directly into integrated nanostructure in fluidic channel after chromatographic separation. From Raman spectroscopy band shift results it was found that rhodamine 6G can be good detected at gold-capped nanostructure in a micro-channel due to analytical signal enhancement, forced by nanostructure. Thinner, 20 μm wide microfluidic channel did not enable the equivalent signal enhancement. Generally, a Raman signal enhancement value was lower as in the measurements obtained out of microfluidic channel at the same defined nanostructure. Integration of functional nanostructure into a microfluidic channel enabled separated analytes deposition, spectroscopic detection, position scan, comparison of signal enhancement as well study of behaviou in this environment. The integrated nanostructures generate new functions that were directly included in an analytical miniaturized systems to form an analytical base for a chip or sensor integration.
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Abstract—Evanescent wave-based Particle Image Velocimetry (or nPIV) is known to be an effective tool in estimating near-wall velocity fields. nPIV uses evanescent wave illumination of particle tracers in the fluid within order of O(100nm) from the wall where illumination intensity decays exponentially with distance normal to the wall. Brownian motion of the sub-micron tracer particles used in nPIV is a function of fluid temperature in this region. Monte Carlo simulation of particle movement in this region is used to investigate the possibilities of utilizing this effect for near-wall thermometry. Synthetic nPIV images of the illuminated polystyrene particles of 100nm diameter in the near-wall region are initially generated for different fluid temperature measurement. The spatial distribution of the particles takes into account the forces such as buoyancy, electrostatic repulsion and van der Waals attraction, in addition to the hindered Brownian motion near the walls. The synthetic images were then processed using standard cross-correlation function. The results of the numerical simulation show that the temperature variation causes a change in width and height of the nPIV correlation function. Initial experimental studies are conducted to verify the results of simulations.

Keywords—Total Internal Reflection; nPIT; thermometry.

I. INTRODUCTION

Near-wall temperature measurement of a fluid at micro scale is an important part of studying convection heat transfer. Nano/micro-fabricated thermocouples and resistance temperature detectors (RTD) provides the highest out-of-plane resolution for temperature measurement [1]. However, these sensors are often complicated, somehow intrusive and can affect the flow structure in micro-scale flows. Non-intrusive thermometry such as infrared thermometry (IRT), molecular tagging thermometry (MTT), laser induced fluorescence thermometry (LIFT) and particle image velocimetry (PIV) based thermometry are generally preferred for micro-scale flow investigations [2]. In micro/nano-PIV, fluorescent tracer particles are seeded in the fluid to track the flow assuming they faithfully follow the fluid. Inevitably, as the seeding particle sizes are small, they undergo Brownian motion, where at low speed; this could introduce undesirable bias in the velocity measurements. The effect of the Brownian motion in PIV when using cross-correlation method, is a width-wise spreading of correlation peak. This effect is generally undesirable in velocimetry as it reduces signal-to-noise ratio of the results and increases the uncertainty in determination of the averaged particle displacement. Olsen and Adrian [3] proposed that such spreading of correlation peak could be utilized for thermometry, as Brownian motion of the seeded particles has direct dependence on temperature. Hohreiter et al. [4] demonstrated the use of correlation based micro-PIV technique utilizing Brownian motion of seeded particles to determine temperature. Their result shows a temperature measurement with an experimental accuracy of ± 3°C inside a micro channel. In a separate study, Chamarthy et al. [5] noted that low image density PIV tracking method to process particle images performed better than cross-correlation based thermometry. The average difference between the predicted and measured fluid temperature was recorded to be ± 2.6°C at an out-of-plane resolution of ~ 20μm.

Zettner and Yoda [6] introduced an extension to μPIV technique based on evanescent-wave illumination generated by total internal reflection (TIR) of a laser beam at the fluid-solid interface between the flow and the wall, known as nano-PIV (nPIV). Sadr et al. [7] investigated the introduced error in velocity measurements as a result of particle mismatch due to “drop out” and “drop in” of particle tracers in the illuminated region brought in by the effects of hindered Brownian motion. Later, using an analytical approach, Sadr et al. [8] introduced an empirical relation between mean particle displacement and the average shear fluid velocity in the near-wall region with a given thickness. This was later expanded by studying the effects of Brownian motion, light penetration profiles, surface forces such as van der Waals, and electrostatic forces and the velocity gradient on the near-wall measurements using a traditional PIV cross-correlation method [9].

This paper extends the applicability of nPIV technique for temperature measurements utilizing the Brownian motion of seeded particles and proposes the use of nPIT (nano-particle image thermometry) technique for investigating near-wall temperatures. Monte Carlo simulation [8] is used to generate artificial images of particles in the evanescent wave region. Simulations are performed for fluid at stationary condition at different temperatures to simulate Brownian motion at varying temperatures. Effect of non-uniform illumination, hindered Brownian motion and the surface forces acting on the particles near the wall are considered while generating images of particles. Image pairs generated with a given time delay are cross-correlated to
analyze the spread of correlation peak width with temperature. Details of the methodology and theoretical model used are discussed next. Finally, experimental efforts are reported to verify the results of the simulations.

II. THEORETICAL MODEL

As mentioned earlier, in nPIV evanescent wave generated at the glass water interface is used to illuminate particles only in the near-wall region. When a light beam travels through a medium, with a refractive index \( n_1 \) into another transparent medium with a lower refractive index of \( n_2 \) at an angle exceeding the critical angle, \( \theta = \sin^{-1}(n_2/n_1) \), it is totally reflected at the interface. However, the electromagnetic field penetrates into the lower refractive index region and propagates for a small distance parallel to the interface creating what is called an evanescent wave. This evanescent wave is capable of exciting fluorescent particles in this region while the large numbers of particles farther away in the bulk liquid remain unexcited. Evanescent wave intensity, \( I \), in the direction normal to the interface decays exponentially with distance, \( z \):

\[
I = I_0 \exp \left(-\frac{z}{z_p}\right) \tag{1}
\]

where \( I_0 \) is the maximum intensity at the wall and \( z_p \) is the penetration depth:

\[
z_p = \frac{\lambda_0}{4\pi n_1} \sin^2 \theta - \left(\frac{n_2}{n_1}\right)^2 \frac{1}{\sqrt{2}} \tag{2}
\]

\( \lambda_0 \) is the wavelength of the light and \( \theta \) is the incident angle. For visible light at a glass water interface, \( z_p \) is on the order of \( O(100nm) \). Figure 1 shows the schematic of a general TIRF setup used in an nPIV experiment where only the near-wall fluorescent particles in the fluid are excited and viewed from the bottom of the microscope plate. The emission intensity of the tracer particles in this region is also an exponential function of the distance from the wall with a decaying trend as stated by Equation 1. However, depending on the optical characteristics of the imaging system, ultimate depth of visible region, \( z_v \), depends on the intensity of the incident laser beam, fluorescent particle characteristics, camera and the background noise of the imaging system. In practice, this depth is usually more than the estimated penetration depth. In nPIV the focal depth of the objective lens is larger than the penetration depth of the evanescent wave, therefore, all the particles in the image are in focus and there is no back-ground light.

For a stationary fluid, the particle movement is a result of Brownian motion and surface forces. Brownian motion is the micro-scale movement of particles immersed in a fluid as a result of the thermal energy of the fluid. At submicron scale, Brownian displacement is of the same length scale as that of fluid convection and therefore becomes important during fluid velocimetry. Brownian motion is usually expressed in terms of its diffusion coefficient.

In an unconfined flow, Brownian diffusion coefficient is represented in the form of the Stokes-Einstein equation [10]:

\[
D = \frac{kT}{6\pi \mu a} \tag{3}
\]

where \( k \) is the Boltzmann constant, \( T \) and \( \mu \) are temperature and viscosity of the fluid, respectively. For liquids, with increase in temperature, absolute viscosity value decreases. Hence, for a smaller seeding particle diameter (100nm in this case) diffusion coefficient increases with increase in temperature when suspended in a liquid. Quantifying the relative change in random particle movement due to Brownian motion is the key principle used in nPIV.

In the near-wall region, where nPIV is interrogating, the diffusion coefficient is hindered due to the additional hydrodynamic effects at the wall and the Brownian diffusion coefficient, \( \beta \), can be expressed in the tensor form as:

\[
D = \begin{bmatrix} D_x & 0 & 0 \\ 0 & D_y & 0 \\ 0 & 0 & D_z \end{bmatrix} = D \begin{bmatrix} \beta_{\parallel} & 0 & 0 \\ 0 & \beta_{\parallel} & 0 \\ 0 & 0 & \beta_{\perp} \end{bmatrix} \tag{4}
\]

where \( \beta_{\parallel} \) and \( \beta_{\perp} \) are the wall correction factors for movement perpendicular and parallel to the wall, respectively [11]:

\[
\beta_{\parallel} = \frac{9}{16} \left( \frac{a}{z} \right)^3 \left[ \frac{1}{8} \left( \frac{a}{z} \right)^3 - \frac{45}{256} \left( \frac{a}{z} \right)^4 + \frac{1}{16} \left( \frac{a}{z} \right)^5 \right] \tag{5}
\]

and

\[
\beta_{\perp} = \frac{2h \cdot (3h + a) \left( 6h^2 + 9ah + 2a^2 \right)}{\left( 6h^2 + 9ah + 2a^2 \right)^2} \tag{6}
\]

where \( a \) is the particle radius and \( h = (z-a) \). As the particles move away from the wall, the correction factors tend to unity and the diffusion coefficient tends to that of the Stokes-Einstein value. In present simulation, this anisotropic nature of Brownian diffusion coefficient is considered.

Particle displacements due to Brownian motion are obtained from Langevin equation, which describes the displacement of a spherical particle, \( \Delta x \), over a time period,
\( \Delta t, [12] \). For a stationary fluid with no external forces acting on the particle, the Langevin equation in \( x \) direction reduces to [11]:

\[
\Delta x = \sum_{t=0}^{t=\Delta t} \left\{ \chi \delta r_x \right\}
\]

where \( \chi \) is an array of normally distributed random numbers with a mean of zero and a standard deviation of one and \( \delta r_x = \sqrt{2D_\chi \Delta t} \). In \( z \) direction, perpendicular to the wall, there is no translational velocity and only the first term in the Langevin equation reduces to:

\[
\Delta z = \sum_{t=0}^{t=\Delta t} \left\{ \frac{D_z}{kT} F_c \delta t + \frac{dD_z}{dz} \delta t + \chi \delta r_z \right\}
\]

External forces acting on particles in the direction perpendicular to the wall include, electrostatic forces and van der Waals forces \([13, 14]\), \( F_c \) and \( F_{vdw} \), respectively, caused by the presence of the wall, plus buoyancy force, \( F_b \), which is a result of density mismatch between the suspending medium and the tracer particles. The total force acting on a particle in the direction normal to the wall would be the summation of all these forces, \( F_z = F_c + F_{vdw} + F_b \), where, the combined effects of electrostatic, van der Waals, and buoyancy forces generate a net repulsive force that pushes the tracers away from the wall \([9]\).

III. MONTE CARLO SIMULATION

Simulations are carried out with exponentially decaying illumination. Artificial images of tracer particles at time \( t = 0 \) and later at \( t = \Delta t \) are generated. Particle displacements in the \( x, y \) and \( z \) directions are calculated for different time steps of \( \Delta t = \Sigma \delta t \) using equations 7 and 8 which encompasses the effects of Brownian motion and other external forces. The time step \( \delta t = 5\mu s \) used in this work is much smaller than \( \Delta t \) and is an order of magnitude larger than the particle momentum relaxation time. Particle–wall collisions are considered to be perfectly elastic, preventing any particles from going ‘through’ the wall.

Non-uniform illumination is considered while generating artificial images for present work reproducing an actual evanescent wave illumination. The brightness (size) of the particle images are a function of their distance from the wall, where particles near the wall look bigger and brighter than those further away. By implementing an exponentially decaying intensity of illumination normal to the wall, variation in particle image sizes in the field was created. Particle images in this work were assumed to be circular with a Gaussian intensity distribution profile with a peak greyscale value calculated using the equation

\[
I_p = C \cdot \exp \left( -\frac{h - a}{z_p} \right)
\]

where \( h = z - a \) and \( C \) represents the net power emitted and collected from the bottom of each sphere and \( a \) is particle radius \([7]\). The effective particle image diameter, \( D_{image} = 8 \) pixels, has an Airy disk pattern, which can be approximated using a Gaussian profile with an approximate diameter of the point spread function of the microscope system \([15]\). Electronic noise and shot noise are also added to the image using a combination of white and Gaussian distribution noise, respectively \([9]\) to mimic real image characteristics.

Initially, 1500 particles of radius 50 nm are distributed over a distance of \( 5z_p \) normal to the wall in the fluid for simulation. This results in a particle density of \(~1.89\text{ particles/}\mu\text{m}^3\) in an image size of \((653x70)\) pixels in the \( x \) and \( y \) directions, similar to actual experimental images. Particles are initially uniformly distributed in the flow and then surface forces move the particles to their final steady state distribution. The final Probability Distribution Function (PDF) of the particles throughout the visible region, \( z \), at this stage is shown in Fig. 2 for two cases of a) no surfaces forces, b) surface forces for \( \zeta \)-potentials of \( \zeta_{\text{particle}} = 100\text{mV} \) and \( \zeta_{\text{wall}} = 80\text{mV} \) respectively \([16, 17]\). The surface forces and zeta potential of the particles and surface contribute significant effect in the distribution of particles near the wall. As can be seen from the figure, when the surface forces effects are considered, the particles are seen pushed away from the wall region, making sparse density of particles near to the walls. It is also observed that the steady state probability distribution function of the particles, for a given surface force, can adequately be modeled by a Boltzmann profile as reported before \([16]\). In present simulations, inter-frame time delays more than 2ms are used. This is mainly due to the fact that longer time delays provided better measurement sensitivity with variation in temperature. However with increase in time delays, the noise-to-signal ratio also increased, reducing the accuracy.

IV. RESULTS AND DISCUSSION

2500 independent artificial image pairs of \((653\times70)\) pixels of tracer particles at time \( t = 0 \) and later at \( t = \Delta t \) were generated. The images in each pair were then post–processed using a standard FFT-based cross correlation program that uses a 3D Gaussian peak finding algorithm based on a Gaussian surface fit \([9]\). Each image was divided into five adjacent interrogation windows, each \((186\times68)\) pixels size
with an overlap of ~50%, with the midpoints positioned along the center line of the image in the y direction. The image pairs are then cross-correlated to obtain the cross correlation coefficient.

Figure 3 shows the cross-correlation coefficient variation for different fluid temperatures after ensemble averaging. As can be noted, the peak height decreases whereas the peak width of the correlation increases with increase in fluid temperature. The above variation is for an inter-frame time delay of 3ms. The correlation function as depicted in Fig. 3 is obtained after carrying out ensemble averaging of all the correlation planes of 2500 image pairs. The main advantage of ensemble averaged correlation approach is the fact that the noise in individual correlation planes is significantly reduced by having an averaged correlation plane.

For a stationary fluid, both the widths should be similar in magnitude [5]. The error bars as depicted in the figure represent 95% confidence levels of the presented data calculated as suggested by Benedict et al. [18]. A close observation of the figure shows that the uncertainty in the width estimated for a time delay of 5ms is higher than that for 3ms. Uncertainties are also observed to be higher at the higher temperatures. The reason for the above observation would be an existence of a better correlation, which is having a smaller spread in uncertainties at lower time delays. However, higher temperature sensitivity is observed for the longer time delays, as the effect of temperature on Brownian motion is more reflected when time delays are higher.

Figure 3. Cross-correlation coefficient for different fluid temperatures

Usually, ensemble averaging alone would mitigate the noises present, however, it is noticed in the simulations that there exits some correlation planes (about 1-2%) which had higher noise-to-signal ratio. Including them in analysis, would increase the uncertainties while determining peak widths and heights. Hence, before averaging bad correlation planes that are having a noise-to-signal ratio below 0.9 are removed from the analysis. It is noted that at lower temperatures, more number of correlation planes exists which has lower noise-to-signal ratio. As temperature is increased, the number of correlations with higher noise-to-signal ratio also increased. Since correlations with lower noise-to-signal ratio could adversely affect the peak width and height evaluation.

Figure 4(a) shows peak width variation with temperature for two inter-frame time delays of 3ms and 5ms. Peak width is estimated by fitting a Gaussian surface with at least 13 points in the peak region:

\[
G(x, y) = A \cdot e^{-\frac{(x-x_0)^2}{2\sigma_x^2}} \cdot e^{-\frac{(y-y_0)^2}{2\sigma_y^2}}
\]

(10)

where \(A\) is the peak height and \(\sigma_x\) and \(\sigma_y\) are representatives peak widths in x and y directions.

For a stationary fluid, both the widths should be similar in magnitude [5]. The error bars as depicted in the figure represent 95% confidence levels of the presented data calculated as suggested by Benedict et al. [18]. A close observation of the figure shows that the uncertainty in the width estimated for a time delay of 5ms is higher than that for 3ms. Uncertainties are also observed to be higher at the higher temperatures. The reason for the above observation would be an existence of a better correlation, which is having a smaller spread in uncertainties at lower time delays. However, higher temperature sensitivity is observed for the longer time delays, as the effect of temperature on Brownian motion is more reflected when time delays are higher.

Figure 4(b) shows variation of the peak height with temperature for the same time delays as given in Fig. 4(a). As peak width and height variations seem to have opposing trends, therefore, the ratio of peak width to height would be a better parameter for thermometry. Peak width to height ratio variation for various temperatures for two time delays is depicted in Fig. 5. In this figure also, the sensitivity with temperature is seen to be more for 5ms than for 3ms. However, the uncertainties are lower in the case when the inter-frame time delay was 3ms. It can be concluded that the ratio of correlation width to height may be used to obtain fluid temperature in the near-wall region for an nPIT setup. After noticing the feasibility of using nPIT technique based on synthetic images efforts are made to conduct experiments.
V. INITIAL EXPERIMENTS

Some initial experiments are conducted to practically validate the observed effects of simulations. An experimental setup as depicted in Fig. 6(a) is used to confine the fluid at a constant temperature and to analyze the Brownian motion of seeded particles. Constant temperature condition is achieved using a temperature controlled microscope stage. The temperature of the stage is adjusted by circulating water from a constant temperature water supply (F25-ED Julabo). A metal substrate with a hole drilled and a glass coverslip (0.13mm thick) pasted below holds the sample fluid. The heat from the microscope stage is effectively conducted to the sample fluid through the metal substrate. The fluid temperature is recorded using a precision K-type thermocouple inserted in the sample through an insulated block, placed on top of the metal substrate.

An Argon-Ion CW laser beam with a wave length of 488 nm (Spectra Physics BeamLok 2060) was used to provide excitation light in the near-wall region. Images were obtained using an EMCCD camera (ProEM 512, Princeton Instruments) attached to an inverted epi-fluorescence microscope (Leica DMi6000B) via a 63x 1.47NA oil immersion objective. The pixel resolution for the images obtained from this imaging set up was 4x10^6 (pixel/meter). The nPIV seeding particles used were 100nm (+5%) diameter polystyrene fluorescent particles (F8803, Invitrogen) having peak excitation and emission wavelengths of 505nm and 515nm, respectively. In all the experimental runs, the fluorescent particle concentration was maintained at a constant volume concentration of 0.017%. Evanescent wave illumination was generated on the bottom glass-water interface in the microchannel. The angle of incidence of light in the water-quartz interface was evaluated to be 75°, based on the numerical aperture value of the objective lens and refractive indices at the interface. This yielded a penetration depth of \( z_p \approx 105\text{nm} \) (Eq. 2). The depth of visible region \( z_v \) is then estimated to be 310nm for the basefluid. This estimation is based on the penetration depth and the intensity value of the background noise in captured images. A typical nPIV image obtained during experimentation is shown in Fig. 6(b).

For each experiment, 1500 nPIT image pairs of 200x200 pixels were acquired with an inter frame time delay of 0.5 ms. The interrogation window size was set at 186×68 pixels with a search radius of 15 pixels. In each case, there were sufficient numbers of matched tracer particles in the interrogation windows. The images are then post-processed using the same cross-correlation program used in the simulation section to determine the correlation peak width and height.

Figure 7 shows the experimental observation of cross-correlation function for temperatures varied from 25°C to 45°C. The trend of peak height reduction and peak width
broadening are observed to be similar to that of the simulations. In order to strengthen the correlation and to reduce the spread of uncertainties in peak width, a smaller inter-frame time delay of 0.5 ms is considered in the experiment. However, experimental uncertainties are observed to be much higher than simulations. Nevertheless, the initial experimental results are presently reported here to show the practical feasibility of using nPIT technique and more strenuous efforts are required in future to obtain a highly repeatable cross-correlation relation with temperature.

VI. CONCLUSIONS AND FUTURE WORK

The present work investigated the feasibility of using evanescent wave illumination technique for temperature measurement. Monte Carlo simulation is used to artificially generate nPIV images of stationary fluid seeded with fluorescent particles with an exponentially decaying intensity from the wall. These images are then cross-correlated to investigate the effect of temperature on the peak width and height of the cross-correlation function. The results of simulations show that correlation width increase whereas its height decreases with increase in fluid temperature. Uncertainties in the measured peak width are lower when the inter-frame time delays are short. However, the sensitivity with temperature is observed to be more when the time delays are longer. Peak width to height ratio is observed to be a better parameter for quantifying while using nPIT technique. More elaborate experimental observations with varying time delays are required in the future in order to completely quantify the effect of Brownian motion on thermometry.
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Abstract—The mechanisms influencing the erythrocyte sedimentation and aggregation still remain unclear despite considerable research effort. In this study, we determined the erythrocyte sedimentation rate (ESR) by measuring the electrical conductivity of blood in a miniature chamber with two planar electrodes on the bottom. As the red blood cells settle towards the bottom, the hematocrit (HCT) or erythrocyte volume fraction increases continuously with the time in the lower part of volume. The measured conductivity of blood in the chamber slightly increased during the first minute of observation and then decreased for more than 1.5 h. The dielectric theory was applied to determine the effective conductivity of blood. We have shown the increase of blood conductivity due to aggregation by both experimentally and theoretically. We have investigated the ESR at different HCT levels by using experimentally measured decreasing of blood conductance with time. A particle dynamic model (PDM) was developed to elucidate the relationship between the microfluidic interaction of red blood cells (RBCs) and macroscopic ESR tests. We estimated the initial velocity and acceleration of erythrocytes and completion time of sedimentation.

Keywords—blood conductivity; erythrocyte sedimentation rate (ESR); aggregation; particle dynamic model (PDM)

I. INTRODUCTION

The erythrocyte sedimentation rate (ESR) is a simple and inexpensive laboratory test for assessing the inflammatory or acute response. The International Committee for Standardization in Hematology recommends the use of the Westergren method [1]. The duration of the Westergren test is one hour. The idea of shortened erythrocyte sedimentation rate evaluation (about 30, 20, 10 min or shorter) was discussed in several works [2-4]. However, the acceleration and automation of the ESR test encounters difficulties because the mechanisms influencing the erythrocyte sedimentation rate still remain unclear, despite considerable research efforts. A critical review of current models of the erythrocyte sedimentation is given in a recent work [5].

Several investigators have measured the time dependence of the blood conductivity. These studies based on the phenomenon that, as the red cells settle, hematocrit (HCT) decreases in the upper region of the blood column [5-9]. In the present work, we study the changes in blood conductivity during the aggregation and sedimentation in a small chamber with two planar electrodes on the bottom. The measured conductance of blood in the chamber increases slightly during the first minute of observation and then decreases longer than one hour.

In this work, we try to find the relation between ESR and blood conductivity during the sedimentation. We consider the effective medium theory describing electrical conductivity of coated ellipsoidal particle suspensions. We compare our experimental data with theoretical prediction of blood conductivity. We develop a particle dynamic model (PDM) to elucidate the relationship between the microfluidic interaction of red blood cell (RBC) and macroscopic ESR test. We estimate the initial velocity and acceleration of erythrocyte and the time taken for sedimentation.

The structure of the paper is as follows. Section II describes material, methods, and measuring changes in the blood conductivity. The effective medium theory and its application to calculate the conductivity are given in Section III. The influence of RBC aggregation and sedimentation on the blood conductivity is also considered in this Section. The estimation of RBC sedimentation speed is given in Section IV. Section V offers the particle dynamic simulation of RBC aggregation and sedimentation. In addition, different ways of describing the aggregation of particles is discussed here. Our conclusions appear in Section VI.

II. CHANGES IN BLOOD CONDUCTIVITY DURING AGGREGATION AND SEDIMENTATION

A. Measurement System

The schematic drawing of fabricated device is shown in Fig. 1. The device is fabricated by conventional MEMS process. It consists of a polydimethylsiloxane (PDMS) chamber (5mm-wide and 5mm-deep) and two gold-painted 2D planar electrodes, each of width 300 µm with gap 1200 µm apart. The 200 nm thick gold film was sputtered and then wet etched to the shape of electrodes.

To record a data, an impedance analyzer (4294A, Agilent technologies) [10], and a data acquisition system (National Instruments, LabVIEW) [11] were used.
B. Preparation of Blood Samples

Venous blood samples were drawn from the antecubital vein of healthy volunteers and collected in vacutainers (6 mL, BD, Franklin Lakes, NJ, USA), which contained (K2) Ethylenediaminetetraacetic acid (EDTA) as the anticoagulant.

In order to prepare the samples with different concentrations of fibrinogen, the whole blood was centrifuged at 3000 rpm for 10 min, and then the plasma and buffy-coat were removed. The erythrocytes were washed three times with an isotonic phosphate buffered saline (PBS, pH=7.4, 290mOsmol/kg) to eliminate fibrinogen on their surface. The erythrocytes, plasma, and PBS were then mixed in desired proportion.

C. Time Dependence of Blood Conductivity

We measured the conductivity $\sigma$ of whole blood samples, with HCT values of 35, 45, and 55%, respectively, over a period of 5000 s. The results are shown in Fig. 2. The initial change in conductivity is shown in the inset.

The effective conductivity has a physical meaning only for a homogeneous suspension of mixed particles. During sedimentation, the conductivity of blood varies on height. However, we prefer to use a unit of conductivity, because at the initial time the conductivity corresponds to the conductivity of a homogeneous blood suspension and at the end of sedimentation it is very close to the conductivity of deposit.

Fig. 2 shows that the conductivity of the blood in the chamber increased during the first minute of observation. The conductivity then decreased, and continued to do so for more than 1.5 h. The conductivity for the period during which it was increasing is shown in more detail in the inset to Fig. 2.

We injected the erythrocyte suspension into the chamber using a pipette, and immediately began recording the conductivity. In our experiments, the conductivity remained constant during the first few seconds. We attribute this to the initial movement and mixing of the suspension after it had been injected into the chamber (prior to any aggregation).

III. Conductivity of Whole Blood

A. Effective Medium Theory of the Electrical Conductivity of Blood

Erythrocytes make up $\sim 99\%$ of the total amount of cells in the blood plasma. Thus, the physical properties of red blood cells and plasma have a decisive influence on the aggregation, the sedimentation, and the electrical conductivity of blood.

The human erythrocyte is a conducting biconcave discoid coated with a thin insulating membrane. We have based our method for calculating the effective conductivity of whole blood on effective medium theory. It seems accurate to assume that blood may be considered to be a mixture of randomly oriented spheroidal particles (Fig. 3) [12, 13].

We define the axes of the ellipsoids to be $a_{x} = a_{y}$, and $a_{z}$ (aligned with the $x$, $y$, and $z$ axes of the reference frame), in order to model spheroidal inclusions.

The thickness $\delta$ of the erythrocyte membrane is very small (Fig. 3). In this case $\delta a_{x} \approx \delta a_{y} \approx \delta a_{z} \ll 1$, and the volume ratio $v$ of the inner ellipsoid to the outer ellipsoid is approximately given by

$$v \approx (1 - \delta a_{x})(1 - \delta a_{y})(1 - \delta a_{z}).$$  \hfill (1)

The equivalent conductivity of the coated ellipsoid has three components $\sigma_{xx}$, $\sigma_{yy}$, and $\sigma_{zz}$. Each component $\sigma_{kk}$ for the $k$-axis ($k = x, y, z$) is expressed as:
The depolarisation factors, $L_k$, in closed form are given elsewhere [12-14]. Applying Bruggeman’s procedure [15] to a dispersion of ellipsoids, we can find the effective conductivity:

$$\sigma = \sigma_f + \frac{1}{1 + \phi_p \left( \frac{1}{3} \sum_k \sigma_f + L_k (\sigma_{pk} - \sigma_f) \right)}$$  \hspace{1cm} (3)

where $\sigma_f$ is the conductivity of plasma, $\phi_p$ is the volume fraction of erythrocytes and $\sigma$ is the conductivity of blood.

Equation (3) is similar to that proposed by Giordano et al. [16] if we use (2) for the principal conductivities.

B. Comparison of Theoretical and Experimental Data

Analysing the published data, we selected the following average values of blood parameters: conductivity of the erythrocyte cell membrane $\sigma_m = 5 \cdot 10^{-3}$ S/m and of the RBC cytoplasm $\sigma_p = 0.5$ S/m; radius of red cells $R_{RBC} = 4$ μm and thickness $d = 2$ μm; membrane thickness $\delta = 7.5 \cdot 10^{-3}$ μm.

The conductivity of plasma at $T = 24$ and 37 °C was assumed to be $\sigma_p = 1.2$ and 1.57 S/m, respectively. All our experiments were performed at room temperature 24±1 °C. Equation (3) predicts conductivities that closely match the experimental values of the disaggregated erythrocyte suspensions.

A comparison of the blood resistivity for a range of HCT from published experimental data and our study (3) is given in Fig. 4.

The red dotted line corresponds to Geddes and Kidder empirical formula [17]. The orange long-dashed line is Mohapatra and Hill data [18]. The green dashed-dotted line shows Sandberg et al. dependence [19]. The blue dotted line is Visser’s experimental data [20]. The violet solid line shows the results generated using (3). Our approximation demonstrates a good agreement with experimental data.

C. Influence of RBC Aggregation on the Conductivity

Erythrocytes can aggregate to form rouleaux. We use the term aggregation number to specify the number of ‘coins’ in an aggregate. Fig. 5A depicts an aggregate in which the aggregation number is 5 A disaggregated mixture has aggregation number 1. A good approximation for such pile would be a heterogeneous cylinder shown in Fig. 5B. The equivalent conductivity of the heterogeneous cylinder has three components $\sigma_{pc}, \sigma_{py}$, and $\sigma_k$ (see Fig. 5C). Applying (2) in limits when $a_t$ and $a_z$ tend to infinity and when $a_e$ tends to infinity, we have $\sigma_{pc} = 0.0253$ S/m and $\sigma_k = 0.00658$ S/m. Next, we use the model of prolate ellipsoids instead of cylinders (Fig. 5D).

![Figure 5](image-url)

Figure 5. Models for an erythrocyte aggregation in rouleaux (A)-(D) and increasing in blood conductivity with aggregation number (E).

Our calculation of changing in the whole blood conductivity with aggregation number is shown in Fig. 5E. The maximum increase in conductivity is approximately 0.075 S/m at aggregation number 4 for all levels of HCT. In our experiment we observe the maximum increase of 0.02 S/m (Fig. 2). We explain this deviation by the fact that in our experiment we have the mixture of RBCs with various aggregation numbers.

D. Decreasing of Conductivity with RBC Sedimentation

In our experiments, the conductivity approached a minimum of approximately 0.225 S/m at the end of sedimentation. Analyzing results calculated by (3) we can conclude that the HCT of deposit is $H = 70\%$. We analytically approximated the change in conductivity with time using the following exponential dependence:

$$\sigma = A_1 \exp(-B_1t) + C_1.$$  \hspace{1cm} (4)

where $C_1 = 0.225$ S/m is the blood conductivity at $H = 70\%$. 
The coefficients $A_1$ and $B_1$ we obtained for different HCT are given in Table I. Equation (4) demonstrates a good agreement with experimental data.

<table>
<thead>
<tr>
<th>HCT</th>
<th>$A_1$, S/m</th>
<th>$B_1$, $10^{-3}$</th>
<th>$A_2$, S/m</th>
<th>$B_2$, $10^{-3}$</th>
<th>$D_2$, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>35%</td>
<td>0.405</td>
<td>0.001176</td>
<td>0.489</td>
<td>0.5006</td>
<td>0.1409</td>
</tr>
<tr>
<td>45%</td>
<td>0.265</td>
<td>0.001005</td>
<td>0.325</td>
<td>0.5218</td>
<td>0.1538</td>
</tr>
<tr>
<td>55%</td>
<td>0.155</td>
<td>0.0007259</td>
<td>0.197</td>
<td>0.5622</td>
<td>0.1833</td>
</tr>
</tbody>
</table>

IV. ESTIMATION OF SEDIMENTATION SPEED

A. Model of Sedimentation

In Fig. 6A we present a simple model of a column of blood during sedimentation. The blood column has three separate zones: the up zone of pure plasma, the middle part of initial HCT, and the deposit of hematocrit $H = 70\%$ at the bottom of column. In reality, the boundaries between zones are slightly blurred.

![Figure 6. Simple model of RBC sedimentation (A) and approximation of conductivity dependence on sedimentation of blood (B).](image)

We have shown that the blood conductivity only increases slightly during aggregation (see Fig. 3 and 5E). We can therefore assume that a constant electrical conductivity is maintained in the middle part of the blood column during deposition. The height of plasma zone, $h_p$, and the height of sediment, $h_b$, both increase, but the thickness of middle part, $h_s$, decreases over time (Fig. 6A). The total height of the blood column is $h = h_p + h_b + h_s$. We determine the percentage of sedimentation as follows: $S = (h - h_0) / h \times 100\%$. For speed of sedimentation we use a series expansion $\nu = \nu_0 + \alpha\nu$, where $\nu_0$ is the initial speed of sedimentation in %/s and $\alpha$ is the acceleration of sedimentation in %/s$^2$. Acceleration takes place due to aggregation, which increases the mass of the falling particles.

The time dependence of sedimentation is given by:

$$S = \nu_0\nu + \alpha\nu^2/2.$$  \hfill (5)

The inverse relationship is

$$t = -\frac{\nu_0 + \sqrt{\nu_0^2 + 2\alpha S}}{\alpha}.$$  \hfill (6)

We applied a finite element simulation to calculate dependence of conductivity on sedimentation (Fig. 6B).

After substitution of (6) in (4) we have

$$\sigma(S) = A_2 \exp\left(-B_2 \sqrt{D_2 + S}\right) + C_1.$$  \hfill (7)

where $A_2 = A_1 \exp\left(\frac{B_1\nu_0}{\alpha}\right)$, $B_2 = \frac{\sqrt{2}B_1}{\sqrt{\alpha}}$, and $D_2 = \frac{\nu_0^2}{2\alpha}$.

We obtained the coefficients $A_2$, $B_2$, and $D_2$ obtained by the least square method for different HCT values; these are given in Table I. These coefficients enable the initial speed and the acceleration of sedimentation to be calculated. Their values are given in Table I. Here $\nu_0$ is the initial velocity and $\alpha$ is the acceleration of boundary between plasma and blood.

<table>
<thead>
<tr>
<th>HCT</th>
<th>$\nu_0$, %/s</th>
<th>$\nu_0$, $\mu$m/s</th>
<th>$\alpha$, %/s$^2$</th>
<th>$\alpha$, $\mu$m/s$^2$</th>
<th>$\beta$, s</th>
</tr>
</thead>
<tbody>
<tr>
<td>35%</td>
<td>1.764 \times 10^{-3}</td>
<td>0.04409</td>
<td>11.04 \times 10^{-6}</td>
<td>2.759 \times 10^{-6}</td>
<td>4100</td>
</tr>
<tr>
<td>45%</td>
<td>1.511 \times 10^{-3}</td>
<td>0.02697</td>
<td>7.419 \times 10^{-6}</td>
<td>1.325 \times 10^{-6}</td>
<td>4993</td>
</tr>
<tr>
<td>55%</td>
<td>1.106 \times 10^{-3}</td>
<td>0.01184</td>
<td>3.334 \times 10^{-6}</td>
<td>3.572 \times 10^{-6}</td>
<td>7421</td>
</tr>
</tbody>
</table>

B. SETTLING VELOCITY

For small Reynolds number, $Re < 1$, the drag force of spherical particle obeys to the Stokes’ law:

$$F_D = 6\pi\mu Rw,$$  \hfill (8)

where $\mu$ is the dynamic viscosity of the fluid, $R$ is the sphere radius, and $w$ is the mean velocity of the sphere relative to the fluid. If the drag force equals to the gravity force and
buoyancy force, then the resulting terminal velocity, \( w_t \) is given by:

\[
w_t = 2(\rho_p - \rho_f)R^2g/9\mu. \tag{9}
\]

where \( \rho_p \) and \( \rho_f \) are the densities of particle and fluid, respectively, \( g \) is the gravity acceleration.

Equation (9) indicates that particles with a greater mass will have a higher velocity. The relaxation time of a spherical particle is given by:

\[
\tau = 2(\rho_p - \rho_f)R^2/9\mu. \tag{10}
\]

A sphere of equivalent volume to a red cell has radius \( R = 2.78 \mu m \). We can estimate the terminal velocity of individual insulated erythrocyte as \( w_t = 0.561 \mu m/s = 2.02 \) mm/h. The relaxation time of single erythrocyte is \( \tau_{RBC} = 1.34 \mu s \). This relaxation time is very short, compared to the time taken for sedimentation. We therefore conclude that RBCs have a finite initial speed.

A large number of experiments have demonstrated that a dense cloud of particles settling in a fluid has the terminal velocity lower than it is given by the Stokes’ law. It has been empirically found that the reduction in terminal velocity mainly depends on the volume fraction of the particles in the system. The semi-empirical Richardson-Zaki equation [21] is one of the most commonly used correction factors:

\[
w_t = w_t(1 - \phi)^n. \tag{11}
\]

where \( w_t \) is the settling velocity at a high volumetric concentration of particles, \( n \) is an empirically determined exponent. Richardson and Zaki showed that \( n \) is a function only of the Reynolds number (in the absence of the wall effects) [21]. The empirical value for the exponent \( n \) for low Reynolds number conditions (Re < 0.2) is \( n = 4.65 \), and this is the value that we use in our analysis. Calculated settling velocity of erythrocyte sedimentation at different HCT is as follows: \( w_t(0\%) = 0.415 \), \( w_t(35\%) = 0.0599 \mu m/s \), \( w_t(45\%) = 0.0282 \), and \( w_t(55\%) = 0.0114 \mu m/s \). It agrees well with experimental data (see Table II).

V. PARTICLE DYNAMIC SIMULATION OF RBC AGGREGATION AND SEDIMENTATION

A. Elastic and Aggregation Forces between RBCs

Following Fenech et al. [22] we define the elastic and aggregation forces. The elastic force is given by:

\[
f_e = \kappa(2R - d_{ij})^{3/2}, \text{ if } d_{ij} < 2R \text{ and 0 otherwise}, \tag{12}
\]

where \( d_{ij} \) is the distance between the centers of RBCs \( i \) and \( j \), \( \kappa \) is the elastic modulus.

The attractive/repulsive Morse potential is:

\[
\Phi_{ij} = D \left( e^{2B(\delta_{ij} - \delta_0)} - 2e^{B(\delta_0 - \delta_{ij})} \right), \tag{13}
\]

where \( D \) is the coefficient of surface energy, \( \delta_{ij} = (d_{ij} - 2R) \) is the membrane cell-cell distance, \( \delta_0 \) is the membrane cell-cell distance for which the attractive/repulsive force is zero.

The aggregation force can be found after differentiation of Morse potential

\[
f_a = 2DAB \left( e^{2B(\delta_{ij} - \delta_0)} - e^{B(\delta_0 - \delta_{ij})} \right), \tag{14}
\]

where \( A \) is the area of RBC interacting surfaces. For our simulations we used the following parameters values: \( \kappa = 1.2 \times 10^6 \) N/m; \( \delta_0 = 11 \times 10^{-6} \) m; \( B = 5 \times 10^6 \); \( DA = 5 \times 10^{24} \) J [22].

For calculation of the hydrodynamic interaction forces between particles we used a method based on Stokesian Dynamics approach [23-25]. We implemented the method [24] to calculate the lubrication forces in simulations of sedimenting particles.

B. Simulation of Aggregation and Sedimentation

Fig. 7 shows the snapshots of RBC motion at first five minutes of deposition at hematocrit \( H = 45\% \). Two dimensional aggregation and sedimentation was modeled by spheres of radius \( R = 2.78 \mu m \) to match RBC volume.

We applied periodical boundary conditions in the particle dynamic simulation to consider the middle part of settling particles. In Fig. 7, we show the calculation only with 81 RBCs to make a clear image. The initial positions of RBCs were determined by random placing the spheres in a rectangular cell.

C. Characterization of Settling Particles

Many different ways were suggested for characterization of aggregation: AI, aggregation index; AR, aggregation radius; AAS, average aggregate size; SAF, small aggregate fraction; MAF, medium aggregate fraction; LAF, large aggregate fraction; VR, vacuum radius.

In the left panel of Fig. 7, the number of RBC in aggregate is expressed by gradation of red. The right panel of Fig. 7 indicates the number of neighbours connected with the erythrocyte. The empty circle represents an individual erythrocyte. Yellow, orange, red, and reddish-brown circles indicate that cell is surrounded by 1, 2, 3, and 4 neighbours, respectively. Changes of VR are also given in Fig. 7.

The increase in the average settling velocity at different HCT with time is shown in Fig. 8. One can see a good agreement between calculated and experimental data.
The change in velocity over time is largely dependent on the initial distribution of particles in the computational cell, but on average corresponds to uniformly accelerated motion. We believe that an important characteristic of the aggregation and sedimentation is the fraction of particles surrounded by different number of neighbours (Fig. 9). We assume that acceleration of settling velocity takes place due to aggregation, which increases the mass of the falling particles.

By comparing Fig. 8 with Fig. 9, it clearly shows that the settling velocity and the number of aggregated particles are strongly related.

Analysis of the simulation also shows that some particles sometimes rise up. We observed the formation and collapse of a RBC networks. The sedimentation rate demonstrates a complex stochastic behavior in time.

VI. CONCLUSION

We studied the changes in blood conductivity during aggregation and sedimentation in a miniature chamber with two planar electrodes on the bottom. The dielectric theory was applied to determine the conductivity of the whole blood. The erythrocytes were modeled as conducting oblate spheroid coated with a thin insulating membrane. The conductivity of erythrocyte rouleaux formations was described by prolate spheroids with different components of conductivity. The experimentally measured conductance of blood in the chamber slightly increases during the first minute of observation and then decreases for more than 1.5 h. We attribute the slight increase in blood conductivity within the first minute to erythrocyte aggregation. Our theoretical calculations predict increase in conductivity with the number of erythrocytes aggregated. The calculation results are in good agreement with experiment. Further
decrease in electrical conductivity is caused by deposition of red cells at the bottom of chamber. We analytically approximated the change in the blood conductivity on time and dependence between conductivity and sedimentation. Using these approximations we estimated the initial velocity and acceleration of erythrocyte sedimentation. A particle dynamic model was developed to investigate the microfluidic RBC interaction. We estimated the initial velocity and acceleration of erythrocytes and completion time of sedimentation. As a result, the relation between the ESR and the blood conductivity was found. It is likely that our method could also be applied to accelerated ESR tests.
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Abstract—Recently, a new scheme for joint remotely preparing an arbitrary three-qubit state based on two three-qubit projective measurements was proposed. In this paper, we put forward two novel schemes to complete the joint remote preparation for this class of three-qubit state with complex coefficients via three Greenberger-Horne-Zeilinger (GHZ) states as the quantum channel. In the present schemes, two senders share the original state which they wish to help the receiver to remotely prepare. To complete the schemes, some novel sets of mutually orthogonal basis vectors are introduced. It is shown that, only if two senders collaborate with each other, and perform projective measurements under suitable measuring basis and appropriate unitary operations on their own qubits respectively, the receiver can reconstruct the original state. Compared with the previous scheme, the advantage of the present schemes is that the total success probability can reach 1.

Keywords—joint remote state preparation; arbitrary three-qubit state; three-qubit projective measurement; unit success probability

I . INTRODUCTION

In the last decade, Lo [1], Pati [2], and Bennett et al. [3] presented a new quantum communication scheme that uses classical communication and a previously shared entangled resource to remotely prepare a quantum state. This communication scheme is called remote state preparation (RSP). Compared with teleportation [4], RSP requires less classical communication cost than teleportation. Since then, various theoretical protocols for generalization of RSP have been proposed and experimental implementations of RSP scheme have been presented [5-22]. One can note easily that the above schemes assume the case that only one sender knows the original state.

Recently, a novel aspect of PSP, called as the joint remote state preparation (J-RSP), has been proposed [23-29]. In these schemes of the JRSP [23-29], two senders (or N senders) know partly of original state they want to remotely preparation, respectively. In a recent paper [30], joint remote preparation of an arbitrary three-qubit state with complex coefficients has been proposed. More recently, Chen et al. [31] pointed out that the scheme by Luo et al. [30] does not work for states with arbitrary complex coefficients, and then proposed a new scheme for JRSP of an arbitrary three-qubit state with complex coefficients via EPR-type pairs [31]. In the scheme [31], the coefficients of the original state are split into two symmetric subsets. For maximally quantum channel, Chen’s scheme can be successfully realized only with the probability \( \frac{1}{8} \) by two sets of three-qubit orthogonal basis projective measurement.

Now, we re-investigate the joint remote preparation of an arbitrary three-qubit state with complex coefficients. In this paper, two novel JRSP schemes are presented with unit successful probability. For clearly, we only consider maximally entangled channel. In Section 2, we propose the first scheme using three-qubit GHZ states as the quantum channel, and construct two sets of measuring basis which are same as [31]. Different from the Chens’ scheme in [31], in our scheme, to acquire unit success probability, the coefficients of the original state are split into two non-symmetric subsets, and after first sender
(Alice) performs her projective measurement, the second sender (Bob) should make a suitable unitary operation on his qubits, and then perform another projective measurement on the qubits, the receiver can recover the original state by appropriate unitary operations, and the total successful probability of JPSP process being 1. In Section 3, we propose the other deterministic JRSP scheme via a novel three-qubit orthogonal basis projective measurement, and the total success probability is still 1. The required classical communication cost of each of these schemes is six bits. Some discussions and conclusions are given in the last Section.

II. JRSP VIA TWO THREE-QUBIT PROJECTIVE MEASUREMENTS AND AN UNITARY OPERATION BY TWO SENDERS

Suppose that two senders Alice and Bob wish to help the receiver Charlie remotely prepare the state \[ |p\rangle = r_1 e^{i\phi_1} |000\rangle + r_2 e^{i\phi_2} |001\rangle + r_3 e^{i\phi_3} |010\rangle + r_4 e^{i\phi_4} |011\rangle + r_5 e^{i\phi_5} |100\rangle + r_6 e^{i\phi_6} |101\rangle + r_7 e^{i\phi_7} |110\rangle + r_8 e^{i\phi_8} |111\rangle, \] where \( r_j \) and \( \phi_j \) (\( j = 1, 2, \ldots, 8 \)) are real, and \[ \sum_{j=1}^{8} r_j^2 = 1. \] To acquire unit success probability, inspired by the schemes of [22, 32, 33], we assume that Alice and Bob share the state \( |p\rangle \) and they know the state partly, i.e., Alice knows \( r_j \) (\( j = 1, 2, \ldots, 8 \)) and Bob knows \( \phi_j \) (\( j = 1, 2, \ldots, 8 \)), but Charlie does not know them at all. This means that the coefficients of the state (1) are split into two non-symmetric subsets, i.e., modulus \( (r_j) \) and phase \( (\phi_j) \) coefficients. We also suppose that the state shared by Alice, Bob, and Charlie as the quantum channel are three GHZ states

\[ |\psi_{(2,3)}\rangle = \frac{1}{\sqrt{2}} (|000\rangle + |111\rangle)_{a_1b_1c_1} |a_2b_2c_2\rangle |a_3b_3c_3\rangle, \] where the qubits \( a_1, a_2, a_3 \) belong to Alice, qubits \( b_1, b_2, b_3 \) to Bob, and qubits \( c_1, c_2, c_3 \) to Charlie, respectively.

In order to complete the JRSP, Alice and Bob should construct their own measuring bases respectively. The first measuring basis chosen by Alice is a set of mutually orthogonal basis vectors (MOBVs) \( \{ |\mu_k\rangle \}(k = 1, 2, \ldots, 8) \), which is given by

\[
\begin{bmatrix}
|\mu_1\rangle \\
|\mu_2\rangle \\
|\mu_3\rangle \\
|\mu_4\rangle \\
|\mu_5\rangle \\
|\mu_6\rangle \\
|\mu_7\rangle \\
|\mu_8\rangle
\end{bmatrix} = F \cdot
\begin{bmatrix}
|000\rangle \\
|001\rangle \\
|010\rangle \\
|100\rangle \\
|101\rangle \\
|110\rangle \\
|111\rangle
\end{bmatrix},
\]

where

\[
F = \begin{bmatrix}
\begin{array}{cccccccc}
\gamma_1 & \gamma_2 & \gamma_3 & \gamma_4 & \gamma_5 & \gamma_6 & \gamma_7 & \gamma_8 \\
\gamma_2 & -\gamma_1 & -\gamma_4 & \gamma_3 & -\gamma_6 & \gamma_5 & -\gamma_8 & \gamma_7 \\
\gamma_3 & \gamma_2 & -\gamma_5 & \gamma_4 & \gamma_7 & -\gamma_6 & -\gamma_8 & \gamma_5 \\
\gamma_4 & -\gamma_3 & \gamma_6 & -\gamma_5 & -\gamma_8 & -\gamma_7 & \gamma_5 & \gamma_4 \\
\gamma_5 & -\gamma_4 & \gamma_7 & \gamma_6 & \gamma_5 & -\gamma_8 & -\gamma_7 & \gamma_6 \\
\gamma_6 & \gamma_5 & -\gamma_8 & \gamma_7 & -\gamma_5 & \gamma_6 & -\gamma_7 & -\gamma_5 \\
\gamma_7 & -\gamma_6 & \gamma_5 & -\gamma_8 & -\gamma_7 & \gamma_6 & \gamma_5 & -\gamma_8 \\
\gamma_8 & -\gamma_7 & -\gamma_6 & \gamma_5 & -\gamma_8 & -\gamma_7 & -\gamma_8 & \gamma_6
\end{array}
\end{bmatrix}
\]

The second measuring basis chosen by Bob is a set of MOBVs \( \{ |\tau_m\rangle \}(m = 1, 2, \ldots, 8) \), which is given by
\[
\begin{pmatrix}
|\tau_1\rangle \\
|\tau_2\rangle \\
|\tau_3\rangle \\
|\tau_4\rangle \\
|\tau_5\rangle \\
|\tau_6\rangle \\
|\tau_7\rangle \\
|\tau_8\rangle \\
\end{pmatrix} = \frac{1}{2\sqrt{2}} G 
\begin{pmatrix}
000 \\
001 \\
010 \\
011 \\
100 \\
101 \\
110 \\
111 \\
\end{pmatrix},
\]

where
\[
G =
\begin{pmatrix}
x_1 & x_2 & x_3 & x_4 & x_5 & x_6 & x_7 & x_8 \\
x_1 & -x_2 & x_3 & -x_4 & x_5 & -x_6 & x_7 & -x_8 \\
x_1 & -x_2 & -x_3 & x_4 & -x_5 & x_6 & -x_7 & x_8 \\
x_1 & x_2 & -x_3 & -x_4 & x_5 & x_6 & x_7 & x_8 \\
x_1 & -x_2 & x_3 & -x_4 & -x_5 & x_6 & -x_7 & -x_8 \\
x_1 & x_2 & x_3 & x_4 & -x_5 & -x_6 & x_7 & -x_8 \\
x_1 & -x_2 & -x_3 & x_4 & x_5 & -x_6 & -x_7 & x_8 \\
x_1 & x_2 & -x_3 & x_4 & x_5 & x_6 & x_7 & x_8 \\
\end{pmatrix}
\]

with \( x_j = e^{-i\phi_j} \) (\( j = 1, 2, \ldots, 8 \)).

Now, let Alice perform three-qubit projective measurement on the qubits \( a_1, a_2, a_3 \) by using the basis \( \{ |\mu_k\rangle \} (k = 1, 2, \ldots, 8) \) and publicly announces her measurement result. Next, according to Alice’s result of measurement, Bob first makes a suitable unitary operation \( U_B \) on his qubits \( b_1, b_2, b_3 \), then he should perform three-qubit projective measurement on the qubits \( b_1, b_2, b_3 \) under the basis \( \{ |\tau_m\rangle \} (m = 1, 2, \ldots, 8) \). After these measurements, Alice and Bob inform Charlie of their outcomes of measurement by the classical channel. In accord with Alice’s and Bob’s results, Charlie can reconstruct the original state \( |p\rangle \) by appropriate unitary operation. For instance, without loss of generality, assume Alice’s result of measurement is \( |\mu_3\rangle_{a_1, a_2, a_3} \), the qubits \( b_1, c_1, b_2, c_2, b_3, c_3 \) will collapse into the state

\[
|\phi\rangle = \frac{1}{2\sqrt{2}} \left( r_1 |000000\rangle - r_2 |000111\rangle - r_3 |001100\rangle + r_4 |001111\rangle + r_5 |010100\rangle + r_6 |010111\rangle + r_7 |110000\rangle + r_8 |110111\rangle \right)_{b_1, b_2, b_3}.
\]

According to Alice’s announcement, Bob should make an unitary operation \( U_B = (\sigma_z)_{b_1} \otimes (\sigma_y)_{b_2} \otimes (\sigma_z)_{b_3} \) on his qubits \( b_1, b_2, b_3 \), the state (7) will become

TABLE 1: Corresponding relation between the measurement results (MR) of Alice and the local unitary operations \( U_B \) performed by Bob.

<table>
<thead>
<tr>
<th>MR</th>
<th>( U_B )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(</td>
<td>\mu_1\rangle_{a_1, a_2, a_3} )</td>
</tr>
<tr>
<td>(</td>
<td>\mu_2\rangle_{a_1, a_2, a_3} )</td>
</tr>
<tr>
<td>(</td>
<td>\mu_3\rangle_{a_1, a_2, a_3} )</td>
</tr>
<tr>
<td>(</td>
<td>\mu_4\rangle_{a_1, a_2, a_3} )</td>
</tr>
<tr>
<td>(</td>
<td>\mu_5\rangle_{a_1, a_2, a_3} )</td>
</tr>
<tr>
<td>(</td>
<td>\mu_6\rangle_{a_1, a_2, a_3} )</td>
</tr>
<tr>
<td>(</td>
<td>\mu_7\rangle_{a_1, a_2, a_3} )</td>
</tr>
<tr>
<td>(</td>
<td>\mu_8\rangle_{a_1, a_2, a_3} )</td>
</tr>
</tbody>
</table>

Then, Bob measures his qubits \( b_1, b_2, b_3 \) in the basis \( \{ |\tau_m\rangle \} (m = 1, 2, \ldots, 8) \), and informs Charlie of his result by the classical channel. Assume Bob’s results of measurement is \( |\tau_2\rangle_{b_1, b_2, b_3} \), the state of qubits \( c_1, c_2, c_3 \)
will collapse into the state
\[ |\varphi\rangle = \frac{1}{8} (r_1 e^{i\phi} |010\rangle - r_2 e^{i\phi} |011\rangle + r_3 e^{i\phi} |000\rangle - r_4 e^{i\phi} |111\rangle + r_5 e^{i\phi} |100\rangle - r_6 e^{i\phi} |001\rangle + r_7 e^{i\phi} |110\rangle + r_8 e^{i\phi} |101\rangle) \].

In accord with Alice's and Bob's outcomes, Charlie can perform an unitary operation
\[ U_c = (I)_{c_1} \otimes (\sigma_x)_{c_2} \otimes (\sigma_x)_{c_3} \]
on qubits \( c_1, c_2, \) and \( c_3 \), and the original state \( |p\rangle \) can be recovered. If Alice's measurement results are the other 7 cases, Bob should perform the appropriate unitary operation on the qubits \( b_1, b_2, b_3 \) and then measure these qubits in the basis \( \{|r_m\rangle\} \). The relation between the results obtained by Alice and the appropriate unitary transformation performed by Bob is shown in the Table 1. It is easily found that, for all the 64 measurement outcomes of Alice and Bob, the receiver Charlie can reconstruct the original state \( |p\rangle \) and the total successful probability of the present JRSP process being 1. So, our scheme is deterministic. It requires classical communication cost is six bits in this scheme.

III. JRSP VIA TWO THREE-QUBIT PROJECTIVE MEASUREMENTS BY TWO SENDERSS

Now, let us further propose the scheme for remote preparation of an arbitrary three-qubit state by only two three-qubit projective measurements. Assume the state that Alice and Bob wish to help the receiver Charlie remotely prepare is still in state \( |p\rangle \) (see (1)), and the quantum channel shared by Alice, Bob and Charlie is still in states (2).

In order to realize the JRSP, two senders need to construct their own measuring bases respectively. The first measuring basis chosen by Alice is still in a set (3). The second measuring bases by Bob are eight sets of MOBV's \( \{H_m^{(k)}\} \), which are given by

\[
\begin{pmatrix}
H_{m_1}^{(1)} \\
H_{m_2}^{(1)} \\
H_{m_3}^{(1)} \\
H_{m_4}^{(1)} \\
H_{m_5}^{(1)} \\
H_{m_6}^{(1)} \\
H_{m_7}^{(1)} \\
H_{m_8}^{(1)}
\end{pmatrix} = \frac{1}{2\sqrt{2}} H^{(k)} \begin{pmatrix}
|000\rangle \\
|001\rangle \\
|010\rangle \\
|011\rangle \\
|100\rangle \\
|101\rangle \\
|110\rangle \\
|111\rangle
\end{pmatrix},
\]

where \( k = 1, 2, \ldots, 8 \), and \( H^{(k)} \) are \( 8 \times 8 \) matrices given in appendix.

Alice first performs the three-qubit projective measurements on her qubits \( a_1, a_2, a_3 \) under the basis \( \{|r_m\rangle\} \) (see Eqs. (3)) and publicly announces her outcomes of measurement. In accord with Alice's result, Bob should choose suitable measuring basis in the MOBV's \( \{H_m^{(2)}\} \) to measure his qubits \( b_1, b_2, b_3 \) and then inform Charlie of his result of measurement by the classical channel. According to Alice's and Bob's outcomes, Charlie can reconstruct the original state \( |p\rangle \) by appropriate unitary operation. For example, without loss of generality, assume Alice's measurement result is \( \{|H_2\rangle_{a_1,a_2,a_3}\} \), then Bob should choose measuring basis \( \{H_m^{(2)}\} \) (see Eq.(10) and the Appendix), which is given by

\[
\begin{pmatrix}
H_{m_1}^{(2)} \\
H_{m_2}^{(2)} \\
H_{m_3}^{(2)} \\
H_{m_4}^{(2)} \\
H_{m_5}^{(2)} \\
H_{m_6}^{(2)} \\
H_{m_7}^{(2)} \\
H_{m_8}^{(2)}
\end{pmatrix} = \frac{1}{2\sqrt{2}} H^{(2)} \begin{pmatrix}
|000\rangle \\
|001\rangle \\
|010\rangle \\
|011\rangle \\
|100\rangle \\
|101\rangle \\
|110\rangle \\
|111\rangle
\end{pmatrix},
\]
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where
\[
H^{(2)} = \begin{pmatrix}
  x_2 & x_1 & x_4 & x_3 & x_6 & x_5 & x_8 & x_7 \\
  x_2 & -x_1 & x_4 & -x_3 & x_6 & -x_5 & x_8 & -x_7 \\
  x_2 & -x_1 & -x_4 & x_3 & -x_6 & x_5 & -x_8 & x_7 \\
  x_2 & x_1 & -x_4 & x_3 & -x_6 & -x_5 & x_8 & x_7 \\
  x_2 & x_1 & x_4 & x_3 & x_6 & x_5 & x_8 & x_7 \\
\end{pmatrix},
\]

(12)

(here \( x_j = e^{-\frac{j\pi}{8}}, \ j = 1, 2, \cdots, 8 \), to measure the qubits \( b_1, b_2, b_3 \). After these measurements, Alice and Bob inform Charlie of their outcomes by the classical channel.

If Bob's measurement result is \( |\eta^{(2)}_{k}\rangle_{bb} \), the qubits \( c_1, c_2, c_3 \) will collapse into the state
\[
|\psi\rangle = \frac{1}{8}(r_2 e^{i\varphi_2} |000\rangle + r_3 e^{i\varphi_3} |001\rangle - r_4 e^{i\varphi_4} |010\rangle - r_5 e^{i\varphi_5} |011\rangle - r_6 e^{i\varphi_6} |100\rangle + r_7 e^{i\varphi_7} |101\rangle + r_8 e^{i\varphi_8} |110\rangle + r_9 e^{i\varphi_9} |111\rangle),
\]

(13)

According to Alice's and Bob's public announcements, Charlie can perform the local unitary operation \((\sigma_z \otimes \sigma_z) \otimes (\sigma_z \otimes \sigma_z)\) on his qubits \( c_1, c_2, c_3 \), and the original state \( |p\rangle \) can be recovered. If Alice's measurement results are the other 7 cases in the basis \( \{|\mu_k\rangle\}_{k=1,2,\cdots,8} \), Bob should choose appropriate measuring bases \( \{|\eta^{(k)}_m\rangle\}_{k=1,2,\cdots,8} \) to measure his qubits \( b_1, b_2, b_3 \), then Charlie can recover the original state \( |p\rangle \) by suitable unitary operations. Here we no longer depict them one by one. The corresponding relation of Alice's measurement result \( |\mu_k\rangle \) and the measuring basis \( \{|\eta^{(k)}_m\rangle\} \) performed by Bob can be described explicitly as
\[
\begin{align*}
|\mu_1\rangle_{bb} &\rightarrow \{|\eta^{(1)}_m\rangle\}, \\
|\mu_2\rangle_{bb} &\rightarrow \{|\eta^{(2)}_m\rangle\}, \\
|\mu_3\rangle_{bb} &\rightarrow \{|\eta^{(3)}_m\rangle\}, \\
|\mu_4\rangle_{bb} &\rightarrow \{|\eta^{(4)}_m\rangle\}, \\
|\mu_5\rangle_{bb} &\rightarrow \{|\eta^{(5)}_m\rangle\}, \\
|\mu_6\rangle_{bb} &\rightarrow \{|\eta^{(6)}_m\rangle\}, \\
|\mu_7\rangle_{bb} &\rightarrow \{|\eta^{(7)}_m\rangle\}, \\
|\mu_8\rangle_{bb} &\rightarrow \{|\eta^{(8)}_m\rangle\},
\end{align*}
\]

(14)

where \( m = 1, 2, \cdots, 8 \). It is easily found that for all the 512 measurement outcomes of Alice and Bob, the receiver Charlie can reconstruct the original state \( |p\rangle \), and the total successful probability \( P \) is
\[
P = \frac{1}{8} \times \frac{1}{64} = 1.
\]

(15)

So, the JRSP scheme is also deterministic. The required classical communication cost is six bits.

IV. CONCLUSION

In conclusion, we have presented two novel schemes for joint remote preparation of an arbitrary three-qubit states with complex coefficients. In these schemes, two senders share the arbitrary three-qubit states, but each sender only partly knows the state, and two three-qubit GHZ states are exploited as the quantum channel. To complete the JRSP schemes, some novel sets of three-qubit mutually orthogonal basis vectors have been introduced. In the first scheme, the first sender performs a three-qubit projective measurement on her qubits. According to the measurement result of the first sender, the second sender should perform a suitable unitary operation on his qubits, then makes another three-qubit projective measurement on those qubits. In accord with the measurement outcomes of two senders, the receiver can reconstruct the original state by appropriate unitary operation. Next, we have proposed second scheme for JRSP of arbitrary three-qubit state with two senders. In
this scheme, the first sender performs a three-qubit projective measurement on her qubits and the measuring basis is still in Section 2. Different from the scheme in Section 2, according to measurement result of first sender, the second sender should choose one of the novel eight sets of the measuring basis to measure his qubits. After these projective measurements by two senders, the original state can be recovered by the receiver. Compared with the previous scheme of JRSP in [31], the advantage of the present schemes is that the total success probability can reach 1. Thus, our present schemes are useful in expanding RSP field in quantum information science.
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Appendix

The matrices \( H^{(k)} (k = 1, 2, \cdots, 8) \) in Eq.(10) are of the form

\[
H^{(1)} = \begin{pmatrix}
 x_1 & x_2 & x_3 & x_4 & x_5 & x_6 & x_7 & x_8 \\
 -x_2 & x_1 & -x_4 & x_3 & -x_6 & x_5 & -x_8 & x_7 \\
 -x_3 & -x_4 & x_1 & x_2 & -x_5 & x_6 & -x_7 & x_8 \\
 -x_4 & x_3 & -x_2 & x_1 & -x_6 & x_7 & -x_8 & x_5 \\
 x_5 & -x_6 & -x_7 & x_8 & x_1 & x_2 & x_3 & x_4 \\
 -x_6 & x_5 & x_7 & -x_8 & -x_1 & x_2 & x_3 & x_4 \\
 -x_7 & x_6 & x_8 & x_5 & x_7 & -x_1 & x_2 & x_3 \\
 x_8 & -x_7 & x_5 & x_6 & x_8 & x_7 & -x_1 & x_2 \\
\end{pmatrix}
\] (A.1)
\[
H^{(2)} = \begin{pmatrix}
  x_2 & x_1 & x_4 & x_3 & x_6 & x_5 & x_8 & x_7 \\
  x_2 & -x_1 & x_4 & -x_3 & x_6 & -x_5 & x_8 & -x_7 \\
  x_2 & -x_1 & -x_4 & x_3 & -x_6 & x_5 & -x_8 & -x_7 \\
  x_2 & x_1 & -x_4 & -x_3 & x_6 & x_5 & -x_8 & x_7 \\
  x_2 & -x_1 & -x_4 & x_3 & -x_6 & -x_5 & x_8 & -x_7 \\
  x_2 & x_1 & x_4 & -x_3 & x_6 & x_5 & x_8 & x_7
\end{pmatrix}, \quad H^{(6)} = \begin{pmatrix}
  x_6 & x_5 & x_7 & x_2 & x_1 & x_4 & x_3 \\
  x_6 & -x_5 & x_7 & -x_2 & -x_1 & x_4 & -x_3 \\
  x_6 & -x_5 & -x_7 & x_2 & x_1 & -x_4 & x_3 \\
  x_6 & x_5 & -x_7 & -x_2 & -x_1 & -x_4 & x_3 \\
  x_6 & x_5 & -x_7 & x_2 & x_1 & x_4 & -x_3 \\
  x_6 & -x_5 & x_7 & x_2 & -x_1 & -x_4 & x_3
\end{pmatrix},
\]
\[
(A.2) \quad (A.6)
\]

\[
H^{(3)} = \begin{pmatrix}
  x_3 & x_4 & x_1 & x_2 & x_7 & x_8 & x_3 & x_6 \\
  x_3 & -x_4 & x_1 & -x_2 & x_7 & x_8 & x_3 & -x_6 \\
  x_3 & x_4 & -x_1 & x_2 & x_7 & x_8 & x_3 & -x_6 \\
  x_3 & x_4 & -x_1 & -x_2 & x_7 & x_8 & x_3 & -x_6 \\
  x_3 & x_4 & -x_1 & x_2 & -x_7 & -x_8 & x_3 & x_6 \\
  x_3 & x_4 & -x_1 & -x_2 & x_7 & -x_8 & x_3 & x_6 \\
  x_3 & x_4 & -x_1 & -x_2 & x_7 & -x_8 & x_3 & x_6
\end{pmatrix}, \quad H^{(7)} = \begin{pmatrix}
  x_7 & x_8 & x_5 & x_6 & x_3 & x_4 & x_1 & x_2 \\
  x_7 & -x_8 & x_5 & -x_6 & x_3 & -x_4 & x_1 & -x_2 \\
  x_7 & -x_8 & x_5 & x_6 & -x_3 & x_4 & -x_1 & x_2 \\
  x_7 & -x_8 & x_5 & -x_6 & -x_3 & -x_4 & x_1 & x_2 \\
  x_7 & -x_8 & x_5 & x_6 & x_3 & -x_4 & -x_1 & x_2 \\
  x_7 & -x_8 & x_5 & -x_6 & x_3 & -x_4 & -x_1 & x_2 \\
  x_7 & -x_8 & x_5 & x_6 & x_3 & x_4 & x_1 & -x_2
\end{pmatrix},
\]
\[
(A.3) \quad (A.7)
\]

\[
H^{(4)} = \begin{pmatrix}
  x_4 & x_3 & x_2 & x_1 & x_5 & x_7 & x_6 & x_3 \\
  x_4 & -x_3 & x_2 & -x_1 & x_5 & x_7 & x_6 & -x_3 \\
  x_4 & x_3 & -x_2 & x_1 & x_5 & x_7 & -x_6 & x_3 \\
  x_4 & x_3 & -x_2 & -x_1 & x_5 & x_7 & -x_6 & -x_3 \\
  x_4 & -x_3 & x_2 & -x_1 & x_5 & -x_6 & x_3 & x_5 \\
  x_4 & -x_3 & x_2 & -x_1 & -x_6 & x_3 & x_5 & x_6 \\
  x_4 & -x_3 & x_2 & -x_1 & -x_6 & x_3 & x_5 & x_6
\end{pmatrix}, \quad H^{(8)} = \begin{pmatrix}
  x_8 & x_7 & x_6 & x_5 & x_4 & x_3 & x_2 & x_4 \\
  x_8 & -x_7 & x_6 & -x_5 & x_4 & -x_3 & x_2 & -x_4 \\
  x_8 & -x_7 & x_6 & x_5 & -x_4 & x_3 & -x_2 & x_4 \\
  x_8 & -x_7 & x_6 & -x_5 & -x_4 & -x_3 & x_2 & x_4 \\
  x_8 & -x_7 & x_6 & x_5 & x_4 & -x_3 & -x_2 & x_4 \\
  x_8 & -x_7 & x_6 & -x_5 & -x_4 & x_3 & x_2 & x_4 \\
  x_8 & -x_7 & x_6 & x_5 & x_4 & x_3 & x_2 & x_4
\end{pmatrix},
\]
\[
(A.4) \quad (A.8)
\]

\[
H^{(5)} = \begin{pmatrix}
  x_5 & x_6 & x_7 & x_8 & x_1 & x_2 & x_3 & x_4 \\
  x_5 & -x_6 & x_7 & -x_8 & x_1 & -x_2 & x_3 & -x_4 \\
  x_5 & -x_6 & x_7 & x_8 & -x_1 & x_2 & -x_3 & -x_4 \\
  x_5 & x_6 & x_7 & -x_8 & x_1 & x_2 & -x_3 & -x_4 \\
  x_5 & x_6 & x_7 & -x_8 & -x_1 & -x_2 & x_3 & x_4 \\
  x_5 & x_6 & x_7 & x_8 & -x_1 & -x_2 & -x_3 & x_4 \\
  x_5 & x_6 & x_7 & x_8 & -x_1 & -x_2 & -x_3 & -x_4
\end{pmatrix},
\]
\[
(A.5)
\]

where $x_j = e^{-i\phi_j}$, $(j = 1, 2, \ldots, 8)$. 
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Abstract—We identify the presence of typically quantum effects, namely superposition and interference, in what happens when human concepts are combined, and provide a quantum model in complex Hilbert space that represents faithfully experimental data measuring the situation of combining concepts. Our model shows how ‘interference of concepts’ describes the effects of underextension and overextension when two concepts combine to the disjunction of these two concepts. This result supports our earlier hypothesis that human thought has a superposed two-layered structure, one layer consisting of classical logical thought and a superposed layer consisting of quantum conceptual thought. Possible connections with recent findings of a grid-structure for the brain are analyzed, and consequences on applied disciplines, such as artificial intelligence and quantum computation, are considered. These results suggest that quantum models can be successfully employed to operationally describe the brain functioning, but they do not presuppose a microscopic quantum explanation of such functioning.
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I. INTRODUCTION

In recent years, it has become clear that quantum structures do not only appear within situations in the micro world, but that also situations of the macro world exhibit a quantum behavior [1]–[16]. Mainly, in domains such as cognitive science (decision theory, concept theory), biology (evolution theory, ecology, population dynamics) and computer science (semantic theories, information retrieval, artificial intelligence), aspects have been identified where the application of classical structures is problematic while the application of quantum structures is promising. The aspects of these domains where classical theories fail, and quantum structures are successful, reveal quite systematically four specific and very characteristic quantum effects, namely interference, contextuality, emergence and entanglement. Sometimes it has been possible to use the full quantum apparatus of linear operators in complex Hilbert space to model these effects as they appear in these situations. However, in quite some occasions a mathematical formalism more general than standard quantum mechanics in complex Hilbert space is needed. We have introduced in [17] a general modeling scheme for contextual emergent entangled interfering entities. In the present article, we instead focus on the identification of quantum superposition and interference in cognition to describe ‘how’ and ‘why’ interference models the well documented effects of overextension and underextension when concepts combine in disjunction [18]. Possible connections with some recent and interesting research on the structure of the brain and technological applications to symbolic artificial intelligence and computation are also presented.

Interference effects have been studied in great detail and are very common for quantum entities, the famous ‘double slit situation’ being an archetypical example of them [19]–[24]. Also for concepts we have studied some effects related to the phenomenon of interference in earlier work [9], [17], [25]–[27]. In the present article, we concentrate on the situation where two concepts, more specifically the concepts Fruits and Vegetables are combined by using the logical connective ‘or’ into a new concept Fruits or Vegetables. Such disjunctive combinations of concepts have been studied intensively by James Hampton [18]. Hampton collected experimental data from subjects being asked to estimate the typicality of a collection of exemplars with respect to Fruits and with respect to Vegetables. Then he asked the subjects also to estimate the typicality of the same exemplars with respect to the combination Fruits or Vegetables. By using the data of these experiments we identify interference between the concepts Fruits and Vegetables, and describe how this interference accounts for the effects of underextension and overextension identified by Hampton.

In Section II, we consider the set of data collected by Hampton, and work out a quantum description modeling these data. In Section III, we illustrate the phenomenon of interference as it appears in the considered conceptual combination, and in Section IV, we present an explanation for the occurrence of this quantum effect by comparing it with the interference typical of the two-slit experiment. This modeling suggests the hypothesis in Section V that a quantum conceptual layer is present in human thought which is superposed to the usually assumed classical logical layer, the former being responsible of deviations from classically expected reasoning in cognition. Finally, we present in Section VI a suggestion inspired by recent research where a grid, rather than a neural network, pattern, is identified in the structure of the brain [28]. More specifically, we put forward the hypothesis, albeit speculative, that the interference we identify between concepts, and the complex Hilbert space...
that we structurally use to model this interference, might contain elements that have their isomorphic counterparts in the dynamics of the brain. Aspects of the impact of this hypothesis on the modeling and formalizing of natural and artificial knowledge, as well as the implications on artificial intelligence, robotics and quantum computation, are also investigated.

II. FRUITS INTERFERING WITH VEGETABLES

Let us consider the two concepts Fruits and Vegetables, and their combination Fruits or Vegetables, and work out a quantum model for the data collected by J. Hampton for this situation [18], [25]. The concepts Fruits and Vegetables are two exemplars of the concept Food. And we consider a collection of exemplars of Food, more specifically those listed in Table 1. Then we consider the following experimental situation: Subjects are asked to respond to the following three elements: Question A: ‘Choose one of the exemplars from the list of Table 1 that you find a good example of Fruits’. Question B: ‘Choose one of the exemplars from the list of Table 1 that you find a good example of Vegetables’. Question A or B: ‘Choose one of the exemplars from the list of Table 1 that you find a good example of Fruits or Vegetables’. Then we calculate the relative frequency \( \mu(A)_k \), \( \mu(B)_k \) and \( \mu(A \lor B)_k \), i.e., the number of times that exemplar \( k \) is chosen divided by the total number of choices made in response to the three questions, A, B or A or B, respectively, and interpret this as an estimate for the probabilities that exemplar \( k \) is chosen for questions A, B and A or B, respectively. These relative frequencies are given in Table 1.
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For example, for Question A, from 10,000 subjects, 359 chose Almond, hence \( \mu(A)_1 = 0.0359 \), 425 chose Acorn, hence \( \mu(A)_2 = 0.0425 \), 372 chose Peanut, hence \( \mu(A)_3 = 0.0372 \), . . . , and 127 chose Black Pepper, hence \( \mu(A)_{24} = 0.0127 \). Analogously for Question B, from 10,000 subjects, 135 chose Almond, hence \( \mu(B)_1 = 0.0133 \), 108 chose Acorn, hence \( \mu(B)_2 = 0.0108 \), 220 chose Peanut, hence \( \mu(B)_3 = 0.0220 \), . . . , and 294 chose Black Pepper, hence \( \mu(B)_{24} = 0.0294 \), and for Question A or B, 269 chose Almond, hence \( \mu(A \lor B)_1 = 0.0269 \), 249 chose Acorn, hence \( \mu(A \lor B)_2 = 0.249 \), 269 chose Peanut, hence \( \mu(A \lor B)_3 = 0.269 \), . . . , and 222 chose Black Pepper, hence \( \mu(A \lor B)_{24} = 0.222 \).

Let us now explicitly construct a quantum mechanical model in complex Hilbert space for the pair of concepts Fruit and Vegetable and their disjunction ‘Fruit or Vegetable’, and show that quantum interference models the experimental data gathered in [18]. We represent the measurement of ‘a good example of’ by means of a self-adjoint operator with spectral decomposition \( \{ M_k | k = 1, \ldots, 24 \} \) where each \( M_k \) is an orthogonal projection of the Hilbert space \( \mathcal{H} \) corresponding to item \( k \) from the list of items in Table 1. The concepts Fruits, Vegetables and ‘Fruits or Vegetables’ are represented by unit vectors \( | A \rangle \), \( | B \rangle \) and \( \frac{1}{\sqrt{2}} (| A \rangle + | B \rangle) \) of the Hilbert space \( \mathcal{H} \), where \( | A \rangle \) and \( | B \rangle \) are orthogonal, and \( \frac{1}{\sqrt{2}} (| A \rangle + | B \rangle) \) is their normalized superposition. Following standard quantum rules we have \( \mu(A)_k = \langle A | M_k | A \rangle \), \( \mu(B)_k = \langle B | M_k | B \rangle \), hence

\[
\mu(A \lor B)_k = \frac{1}{2} (\mu(A)_k + \mu(B)_k) + \Re(\mu(A)M_kB),
\]

(1)

where \( \Re(\mu(A)M_kB) \) is the interference term. Let us introduce \( | \phi_k \rangle \) the unit vector on \( M_k | A \rangle \) and \( | f_k \rangle \) the unit vector on \( M_k | B \rangle \), and put \( \langle e_k | f_k \rangle = e_k e_i^{\phi_k} \). Then we have \( | A \rangle = \sum_{k=1}^{24} a_k e_i^{\phi_k} | e_k \rangle \) and \( | B \rangle = \sum_{k=1}^{24} b_k e_i^{\phi_k} | f_k \rangle \), which gives

\[
\langle A | B \rangle = \left( \sum_{k=1}^{24} a_k e^{-i \phi_k} | e_k \rangle \right) \left( \sum_{k=1}^{24} b_k e^{i \phi_k} | f_k \rangle \right) = \sum_{k=1}^{24} a_k b_k e^{i \phi_k} | e_k \rangle | f_k \rangle,
\]

(2)

where we put \( \phi_k = \beta_k - \alpha_k + \gamma_k \). Further we have \( \mu(A)_k = a_k^2 \), \( \mu(B)_k = b_k^2 \), \( \langle A | M_k | B \rangle = a_k b_k c_k e^{i \phi_k} \), which gives, by using (1),

\[
\mu(A \lor B)_k = \frac{1}{2} (\mu(A)_k + \mu(B)_k) + c_k \sqrt{\mu(A)_k \mu(B)_k} \cos \phi_k
\]

(3)

We choose \( \phi_k \) such that

\[
\cos \phi_k = \frac{2 \mu(A \lor B)_k - \mu(A)_k - \mu(B)_k}{2c_k \sqrt{\mu(A)_k \mu(B)_k}}
\]

(4)

and hence (3) is satisfied. We now have to determine \( c_k \) in such a way that \( \langle A | B \rangle = 0 \). Recall that from \( \sum_{k=1}^{24} \mu(A \lor B)_k = 1 \) and (3), and with the choice of \( \cos \phi_k \) that we made in (4), it follows that \( \sum_{k=1}^{24} c_k \sqrt{\mu(A)_k \mu(B)_k} \cos \phi_k = 0 \). Taking into account
(2), which gives \( \langle A|B \rangle = \sum_{k=1}^{24} a_k b_k c_k (\cos \phi_k + i \sin \phi_k) \), and making use of \( \sin \phi_k = \pm \sqrt{1 - \cos^2 \phi_k} \), we have
\[
\langle A|B \rangle = 0 \iff \sum_{k=1}^{24} c_k \sqrt{\mu(A)_k \mu(B)_k} (\cos \phi_k + i \sin \phi_k) = 0 \iff \sum_{k=1}^{24} c_k \sqrt{\mu(A)_k \mu(B)_k} \sin \phi_k = 0 \iff \\
\sum_{k=1}^{24} \left( \sqrt{c_k^2 \mu(A)_k \mu(B)_k} - (\mu(A) + \mu(B))_k \right)^2 = 0
\]

We introduce the following quantities
\[
\lambda_k = \pm \sqrt{\mu(A)_k \mu(B)_k - (\mu(A) + \mu(B))_k} \quad (6)
\]
and choose \( m \) the index for which \( |\lambda_m| \) is the biggest of the \( |\lambda_k| \)'s. Then we take \( c_k = 1 \) for \( k \neq m \). We explain now the algorithm that we use to choose a plus or minus sign for \( \lambda_k \) as defined in (6), with the aim of being able to determine \( c_m \) such that (5) is satisfied. We start by choosing a plus sign for \( \lambda_m \). Then we choose a minus sign in (6) for the \( \lambda_k \) for which \( |\lambda_k| \) is the second biggest; let us call the index of this term \( m_2 \). This means that \( 0 \leq \lambda_m + \lambda_{m_2} \). For the \( \lambda_k \) for which \( |\lambda_k| \) is the third biggest – let us call the index of this term \( m_3 \) – we choose a minus sign in case \( 0 \leq \lambda_m + \lambda_{m_2} + \lambda_{m_3} \), and otherwise we choose a plus sign, and in this case we have \( 0 \leq \lambda_m + \lambda_{m_2} + \lambda_{m_3} \). We continue this way of choosing, always considering the next biggest \( |\lambda_k| \), and hence arrive at a global choice of signs for all of the \( \lambda_k \), such that \( 0 \leq \lambda_m + \sum_{k \neq m} |\lambda_k| \). Then we determine \( c_m \) such that (5) is satisfied, or more specifically such that
\[
c_m = \sqrt{\left( \sum_{k \neq m} |\lambda_k|^2 \right)^2 - \frac{\mu(A)_m \mu(B)_m}{|\mu(A)_m + \mu(B)_m|^2}} \quad (7)
\]
We choose the sign for \( \phi_k \) as defined in (4) equal to the sign of \( \lambda_k \). The result of the specific solution that we have constructed is that we can take \( M_1(H) \) to be rays of dimension 1 for \( k \neq m \), and \( M_m(H) \) to be a plane. This means that we can make our solution still more explicit. Indeed, we take \( H = \mathbb{C}^{25} \) the canonical 25 dimensional complex Hilbert space, and make the following choices
\[
|A\rangle = (\sqrt{\mu(A)_1}, \ldots, \sqrt{\mu(A)_m}, \ldots, \sqrt{\mu(A)_{24}}, 0) \quad (8)
\]
\[
|B\rangle = (e^{i \beta_1} \sqrt{\mu(B)_1}, \ldots, c_m e^{i \beta_m} \sqrt{\mu(B)_m}, \ldots, e^{i \beta_{24}} \sqrt{\mu(B)_{24}}, \sqrt{\mu(B)_m} (1 - c_m^2)) \quad (9)
\]
\[
\beta_m = \arccos \left( \frac{2 \mu(A)_m - \mu(B)_m}{2 c_m \sqrt{\mu(A)_m \mu(B)_m}} \right) \quad (10)
\]
\[
\beta_k = \pm \arccos \left( \frac{2 \mu(A)_k - \mu(B)_k}{2 \sqrt{\mu(A)_k \mu(B)_k}} \right) \quad (11)
\]
where the plus or minus sign in (11) is chosen following the algorithm we introduced for choosing the plus and minus sign for \( \lambda_k \) in (6). Let us construct this quantum model for the data given in Table 1. The exemplar which gives rise to the biggest value of \( |\lambda_k| \) is Tomato, and hence we choose a plus sign and get \( \lambda_{19} = 0.0768 \). The exemplar giving rise to the second biggest value of \( \lambda_k \) is Pumpkin, and hence we choose a minus sign, and get \( \lambda_{20} = -0.0733 \). Next comes Yam, and since \( \lambda_{19} + \lambda_{20} - 0.0615 < 0 \), we choose a plus sign for \( \lambda_{18} \). Next is Green Pepper, and we look at \( 0 \leq \lambda_{19} + \lambda_{20} + \lambda_{18} - 0.0503 \), which means that we can choose a minus sign for \( \lambda_{17} \). The fifth exemplar in the row is Apple. We have \( \lambda_{19} + \lambda_{20} + \lambda_{18} + \lambda_{17} - 0.0428 < 0 \), which means that we need to choose a plus sign for \( \lambda_{21} \). We determine in an analogous way the signs for the exemplars Raisin, plus sign, Elderberry, minus sign, Olive, plus sign, Peanut, minus sign, Chili Pepper, minus sign, Coconut, plus sign, Watercress, minus sign, Lentils, plus sign, Rice, minus sign, Almond, plus sign, Acorn, minus sign, Black Pepper, plus sign, Mustard, minus sign, Wheat, plus sign, Parsley, minus sign, Root Ginger, plus sign, Garlic, minus sign, and finally Mushroom, plus sign. In Table 1 we give the values of \( \lambda_k \) calculated following this algorithm, and from (7) it follows that \( c_{19} = 0.7997 \).

Making use of (8), (9), (10) and (11), and the values of the angles given in Table 1, we put forward the following explicit representation of the vectors \( |A\rangle \) and \( |B\rangle \) in \( \mathbb{C}^{25} \) representing concepts Fruits and Vegetables
\[
|A\rangle = (0.1895, 0.2061, 0.1929, 0.2421, 0.2748, \ldots, 0.1222, 0.1165, \ldots, 0.1194, 0.1181, 0.1245, 0.1128, 0) \\
|B\rangle = (0.1154 e^{-0.86345^o}, 0.1040 e^{-0.5520^o}, 0.1484 e^{-0.3620^o}, \ldots, 0.1640 e^{0.91715^o}, 0.1120 e^{0.57935^o}, \ldots, 0.1392 e^{0.958648^o}, \ldots, 0.1302 e^{-1.1332431^o}, 0.1246 e^{-0.63096^o}, \ldots, 0.1580 e^{-1.1059806^o}, \ldots) 
\]

This proves that we can model the date of [18] by means of a quantum mechanical model, and such that the values of \( \mu(A) \) and \( \mu(B) \) are determined from the values of \( \mu(A)_k \) and \( \mu(B)_k \) as a consequence of quantum interference effects. For each \( k \) the value of \( \phi_k \) in Table 1 gives the quantum interference phase of the exemplar number \( k \).

### III. Graphs of the interference patterns

In [25], we worked out a way to ’chart’ the quantum interference patterns of the two concepts when combined into conjunction or disjunction. Since it helps our further analysis in the present article, we put forward this ’chart’ for the case of the concepts Fruits and Vegetables and
their disjunction `Fruits or Vegetables'. More specifically, we represent the concepts Fruits, Vegetables and `Fruits or Vegetables' by complex valued wave functions of two real variables \( \psi_A(x,y) \), \( \psi_B(x,y) \) and \( \psi_{A \lor B}(x,y) \).
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Figure 1. The probabilities \( \mu(A)_k \) of a person choosing the exemplar \( k \) as a 'good example' of Fruits are fitted into a two-dimensional quantum wave function \( \psi_A(x,y) \).

We choose \( \psi_A(x,y) \) and \( \psi_B(x,y) \) such that the real part for both wave functions is a Gaussian in two dimensions, which is always possible since we have to fit in only 24 values, namely the values of \( \psi_A \) and \( \psi_B \) for each of the exemplars of Table 1. The squares of these Gaussians are graphically represented in Figs. 1 and 2, and the different exemplars of Table 1 are located in spots such that the Gaussian distributions \( |\psi_A(x,y)|^2 \) and \( |\psi_B(x,y)|^2 \) properly model the probabilities \( \mu(A)_k \) and \( \mu(B)_k \) in Table 1 for each one of the exemplars. For example, for Fruits represented in Fig. 1, Apple is located in the center of the Gaussian, since Apple was most frequently chosen by the test subjects when asked Question A. Elderberry was the second most frequently chosen, and hence closest to the top of the Gaussian in Fig. 1. Then come Raisin, Tomato and Pumpkin, and so on, with Garlic and Lentils as the least chosen 'good examples' of Fruits. For Vegetables, represented in Fig. 2, Broccoli is located in the center of the Gaussian, since Broccoli was the exemplar most frequently chosen by the test subjects when asked Question B. Green Pepper was the second most frequently chosen, and hence closest to the top of the Gaussian in Fig. 2. Then come Yam, Lentils and Pumpkin, and so on, with Coconut and Acorn as the least chosen 'good examples' of Vegetables. Metaphorically, we could regard the graphical representations of Figs. 1 and 2 as the projections of two light sources each shining through one of two holes in a plate and spreading out their light intensity following a Gaussian distribution when projected on a screen behind the holes. The center of the first hole, corresponding to the Fruits light source, is located where exemplar Apple is at point \((0,0)\), indicated by 8 in both figures. The center of the second hole, corresponding to the Vegetables light source, is located where exemplar Broccoli is at point \((10,4)\), indicated by 21 in both figures.
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Figure 2. The probabilities \( \mu(B)_k \) of a person choosing the exemplar \( k \) as an example of Vegetables are fitted into a two-dimensional quantum wave function \( \psi_B(x,y) \).

In Fig. 3, the data for `Fruits or Vegetables' are graphically represented. This is not just a normalized sum of the two Gaussians of Figs. 1 and 2, since it is the probability distribution corresponding to

\[
\frac{1}{\sqrt{2}}(\psi_A(x,y) + \psi_B(x,y)),
\]

which is the normalized superposition of the wave functions in Figs. 1 and 2.
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Figure 3. The probabilities \( \mu(A \lor B)_k \) of a person choosing the exemplar \( k \) as an example of 'Fruits or Vegetables' are fitted into the two-dimensional quantum wave function \( \frac{1}{\sqrt{2}}(\psi_A(x,y) + \psi_B(x,y)) \).

The numbers are placed at the locations of the different exemplars with respect to the probability distribution

\[
\frac{1}{2}|\psi_A(x,y) + \psi_B(x,y)|^2 = \frac{1}{2}(|\psi_A(x,y)|^2 + |\psi_B(x,y)|^2 + |\psi_A(x,y)\psi_B(x,y)\cos \phi(x,y)|) \cos \phi(x,y),
\]

where \( |\psi_A(x,y)\psi_B(x,y)\cos \phi(x,y)| \) is the interference term and \( \phi(x,y) \) the quantum phase difference at \((x,y)\). The values of \( \phi(x,y) \) are given in Table 1 for the locations of the different exemplars.
The interference pattern shown in Fig. 3 is very similar to well-known interference patterns of light passing through an elastic material under stress. In our case, it is the interference pattern corresponding to ‘Fruits or Vegetables’. Bearing in mind the analogy with the light sources for Figs. 1 and 2, in Fig. 3 we can see the interference pattern produced when both holes are open.

This is indeed where interference is best known from the traditional double-slit situation in optics and quantum physics. If we apply this to our specific example by analogy, we can imagine the cognitive experiment where a subject chooses the most appropriate answer for one of the concepts, e.g., Fruits, as follows: ‘The photon passes with the Fruits hole open and hits a screen behind the hole in the region where the choice of the person is located’. We can do the same for the cognitive experiment where the subject chooses the most appropriate answer for the concept Vegetables. This time, the photon passes with the Vegetables hole open and hits the screen in the region where the choice of the person is located. The third situation, corresponding to the choice of the most appropriate answer for the disjunction concept ‘Fruits or Vegetables’, consists in the photon passing with both the Fruits hole and the Vegetables hole open and hitting the screen where the choice of the person is located. This third situation is the situation of interference, viz. the interference between Fruits and Vegetables. These three situations are clearly illustrated in Figs. 1, 2 and 3.

In [9], [26], [27], we analyzed the origin of the interference effects that are produced when concepts are combined, and we provided an explanation that we investigated further in [25].

Let us now take a closer look at the experimental data and how they are produced by interference. The exemplars for which the interference is a weakening effect, i.e. where \( \mu(A \lor B) < 1/2(\mu(A) + \mu(B)) \) or \( 90^\circ \leq \phi \) or \( -90^\circ \leq \phi \), are the following: Elderberry, Mustard, Lentils, Pumpkin, Tomato, Broccoli, Wheat, Yam, Rice, Raisin, Green Pepper, Peanut, Acorn and Olive. The exemplars for which interference is a strengthening effect, i.e. where \( 1/2(\mu(A) + \mu(B)) < \mu(A \lor B) \) or \( \phi < 90^\circ \) or \( -90^\circ < \phi \), are the following: Mushroom, Root Ginger, Garlic, Coconut, Parsley, Almond, Chili Pepper, Black Pepper, and Apple. Let us consider the two extreme cases, viz. Elderberry, for which interference is the most weakening \( (\phi = -113.2431^\circ) \), and Mushroom, for which it is the most strengthening.
For Elderberry, we have $\mu(A) = 0.1138$ and $\mu(B) = 0.0170$, which means that test subjects have classified Elderberry very strongly as Fruits (Apple is the most strongly classified Fruits, but Elderberry is next and close to it), and quite weakly as Vegetables. For Mushroom, we have $\mu(A) = 0.0140$ and $\mu(B) = 0.0545$, which means that test subjects have weakly classified Mushroom as Fruits and moderately as Vegetables. Let us suppose that $1/2(\mu(A) + \mu(B))$ is the value estimated by test subjects for ‘Fruits or Vegetables’. In that case, the estimates for Fruits and Vegetables apart would be carried over in a determined way to the estimate for ‘Fruits or Vegetables’, just by applying this formula. This is indeed what would be the case if the decision process taking place in the human mind worked as if a classical particle passing through the Fruits hole or through the Vegetables hole hit the mind and left a spot at the location of one of the exemplars. More concretely, suppose that we ask subjects first to choose which of the questions they want to answer, Question A or Question B, and then, after they have made their choice, we ask them to answer this chosen question. This new experiment, which we could also indicate as Question A or Question B, would have $1/2(\mu(A) + \mu(B))$ as outcomes for the weight with respect to the different exemplars. In such a situation, it is indeed the mind of each of the subjects that chooses randomly between the Fruits hole and the Vegetables hole, subsequently following the chosen hole. There is no influence of one hole on the other, so that no interference is possible. However, in reality the situation is more complicated. When a test subject makes an estimate with respect to ‘Fruits or Vegetables’, a new concept emerges, namely the concept ‘Fruits or Vegetables’. For example, in answering the question whether the exemplar Mushroom is a good example of ‘Fruits or Vegetables’, the subject will consider two aspects or contributions. The first is related to the estimation of whether Mushroom is a good example of Fruits and to the estimation of whether Mushroom is a good example of Vegetables, i.e. to estimates of each of the concepts separately. It is covered by the formula $1/2(\mu(A) + \mu(B))$. The second contribution concerns the test subject’s estimate of whether or not Mushroom belongs to the category of exemplars that cannot readily be classified as Fruits or Vegetables. This is the category characterized by the newly emerged concept ‘Fruits or Vegetables’. And as we know, Mushroom is a typical case of an exemplar that is not easy to classify as ‘Fruits or Vegetables’. That is why Mushroom, although only slightly covered by the formula $1/2(\mu(A) + \mu(B))$, has an overall high score as ‘Fruits or Vegetables’. The effect of interference allows adding the extra value to $1/2(\mu(A) + \mu(B))$ resulting from the fact that Mushroom scores well as an exemplar that is not readily classified as ‘Fruits or Vegetables’. This explains why Mushroom receives a strengthening interference effect, which adds to the probability of it being chosen as a good example of ‘Fruits or Vegetables’. Elderberry shows the contrary. Formula $1/2(\mu(A) + \mu(B))$ produces a score that is too high compared to the experimentally tested value of the probability of its being chosen as a good example of ‘Fruits or Vegetables’. The interference effect corrects this, subtracting a value from $1/2(\mu(A) + \mu(B))$. This corresponds to the test subjects considering Elderberry ‘not at all’ to belong to a category of exemplars hard to classify as Fruits or Vegetables, but rather the contrary. As a consequence, with respect to the newly emerged concept ‘Fruits or Vegetables’, the exemplar Elderberry scores very low, and hence the $1/2(\mu(A) + \mu(B))$ needs to be corrected by subtracting the second contribution, the quantum interference term. A similar explanation of the interference of Fruits and Vegetables can be put forward for all the other exemplars. The following is a general presentation of this. For two concepts A and B, with probabilities $\mu(A)$ and $\mu(B)$ for an exemplar to be chosen as a good example of ‘A or B’, the interference effect allows taking into account the specific probability contribution for this exemplar to be chosen as a good exemplar of the newly emerged concept ‘A or B’, adding or subtracting to the value $1/2(\mu(A) + \mu(B))$, which is the average of $\mu(A)$ and $\mu(B)$.

To conclude, we observe that ‘Fruits or Vegetables’ is not the only case where quantum interference explains deviations from classically expected reasoning. Various concept combinations have been identified entailing such deviation, for disjunctions, as well as for conjunctions [9].

V. A TWO-LAYERED STRUCTURE IN HUMAN THOUGHT

The detection of quantum structures in cognition has suggested us to put forward the hypothesis that two specifically structured and superposed layers can be identified in human thought as a process [9], as follows.

(i) A classical logical layer. The thought process in this layer is given form by an underlying classical logical conceptual process. The manifest process itself may be, and generally will be, indeterministic, but the indeterminism is due to a lack of knowledge about the underlying deterministic classical process. For this reason the process within the classical logical layer can be modeled by using a classical Kolmogorovian probability description.

(ii) A quantum conceptual layer. The thought process in this layer is given form under influence of the totality of the surrounding conceptual landscape, where the different concepts figure as individual entities, also when they are combinations of other concepts, at variance with the classical logical layer where combinations of concepts figure as classical combinations of entities and not as individual entities. In this sense one can speak of a conceptual emergence taking place in this quantum conceptual layer, certainly so for combinations of concepts. Quantum conceptual thought has been identified in different domains of knowledge and science related to different, often as
paradoxically conceived, problems in these domains. The sorts of measurable quantities being able to experimentally identify quantum conceptual thought have been different in these different domains, depending on which aspect of the conceptual landscape was most obvious or most important for the identification of the deviation of classically expected values of these quantities. For example, in a domain of cognitive science where representations of concepts are studied, and hence where concepts and combinations of concepts, and relations of items, exemplars, instances or features with concepts are considered, measurable quantities such as ‘typicality’, ‘membership’, ‘similarity’ and ‘applicability’ have been studied and used to experimentally put into evidence the deviation of what classically would be expected for the values of these quantities. In decision theory measurable quantities such as ‘representativeness’, ‘qualitative likelihood’, ‘similarity’ and ‘resemblance’ have played this role. The quantum conceptual thought process is indeterministic in essence, i.e. there is not necessarily an underlying deterministic process independent of the context. Hence, if analyzed deeper with the aim of finding more deterministic sub-processes, unavoidably effects of context will come into play. Since all concepts of the interconnected web that forms the landscape of concepts and combinations of them attribute as individual entities to the influences reigning in this landscape, and more so since this happens dynamically in an environment where they are all quantum entangled structurally speaking, the nature of quantum conceptual thought contains aspects that we strongly identify as holistic and synthetic. However, the quantum conceptual thought process is not unorganized or irrational. Quantum conceptual thought is as firmly structured as classical logical thought though in a different way. We believe that the reason why science has hardly uncovered the structure of quantum conceptual thought is because it has been believed to be intuitive, associative, irrational, etc., meaning ‘rather unstructured’. As a consequence of its basic features, an idealized version of this quantum conceptual thought process can be modeled as a quantum mechanical process.

The assumed existence of a quantum conceptual layer in the human mind fits in with some interesting achievements that have been recently obtained in neuroscience [28], as we will see in the next section.

VI. QUANTUM COGNITION AND THE STRUCTURE OF THE BRAIN

A traditional view of the relation between brain and mind is based on the neuroscience paradigm [29], according to which the architecture of the brain is determined by connections between neurons, their inhibitory/excitatory character, and the strength of their connections. Roughly speaking, the brain can be seen as a parallel distributed computer containing many billions of neurons, that is, elementary processors interconnected into a complex neural network. In this architecture, the mind and the brain constitute one single unit, which is characterized by a complementary dualism. The mind is understood as a program carried out by the brain, the program being specified by the neural network architecture. Distributed representations of cognitive structures are studied in such an approach (see, e.g., holographic reduced representations [30]–[33]).

Although the holographic approach is inspired by waves and interference, it is not able to model the complex type of interference that quantum entities undergo. It can be seen by considering the values of the interference angles of the interference pattern we obtain (see (12)), that the modeling for the concept Fruit or Vegetables is intrinsically quantum mechanical, not able to be reduced to interference of classical waves. This means that, although along the same lines as the holographic memory view [30], our approach can introduce a way to consider and study the brain as a quantum interference producing entity. Concretely we produce a projection of a multi-dimensional complex Hilbert space – 25 dimensional for the Fruits or Vegetables case – in the three-dimensional real space, which is the environment where the bio-mass of the brain is located.

In this respect, it is worthy to mention a recent finding [28], where relationships of adjacency and crossing between cerebral fiber pathways in primates and humans were analyzed by using diffusion magnetic resonance imaging. The cerebral fiber pathways have been found to form a rectilinear three-dimensional grid continuous with the three principal axes of development. Cortico-cortical pathways formed parallel sheets of interwoven paths in the longitudinal and medio-lateral axes, in which major pathways were local condensations. Cross-species homology was strong and showed emergence of complex gyral connectivity by continuous elaboration of this grid structure. This architecture naturally supports functional spatio-temporal coherence, developmental path-finding, and incremental rewiring with correlated adaptation of structure and function in cerebral plasticity and evolution [28]. The three-dimensional layered structure schematized above puts at stake the ‘neural network’ modeling of the brain, together with some aspects of the neuroscience paradigm, and the brain/mind relation. Such a very mathematically structured grid form would be much closer to what one expect as an ideal medium for interference than this is the case for the structure of a traditional network.

At first sight it might seem that the layered structures that have been detected [28] are too simple to give rise to complex cognition, even if interference is allowed to play a prominent role, but that is misleading. Indeed, one should not look upon the brain as ‘a container of complex cognition’, but rather as ‘the canvas for the potentiality of emergence of such complex cognition’. That makes a whole difference. Indeed, we know how the rather simple mathematical structure of superposition in a linear vector space
and tensor product of linear vector spaces give rise to both emergence and entanglement in quantum mechanics. Also there this mathematical structure plays the role of canvas, where the emergent and entangled states can find a seat to be realized. This is exactly what the role of the recently detected grid could be, due to its rather simple mathematical structure, at least compared to the structure of a network, it could make available in a mathematically systematic way the canvas where emergent states of new concepts can find their seat. This is then a mechanism fundamentally different from what one expects in networks, where ‘new connections are only made when they are needed’. Structures that have generative power can shape ‘empty space’ for potentiality, and ‘creation of new’, hence emergence can take place in a much more powerful way. Of course, there will be a bias coming from the generating structures, which is a drawback compared to the network way. This bias could exactly be an explanation for the functioning of the human brain leading to automated aspects of conceptual reasoning such as ‘the disjunction and conjunction effects’. The above analysis is highly relevant for representations of genuine cognitive models in technology, for example as attempted in artificial intelligence and robotics [34]–[36].

We recall, to conclude this section, that the employment of quantum structures in the modeling of cognitive disciplines does not presuppose, though is not incompatible with, the requirement that microscopic quantum processes occur in the human brain. We indeed avoided such a compelling assumption in this paper.

VII. CONCLUSIONS

To understand how concepts combine in human thought to form sentences and texts and how meaning flows between human minds using such combinations, is one of the age-old problems of cognitive sciences. Apart from it being a cornerstone for a deeper understanding of human thought and mind, progress in many fields, including psychology, linguistics, artificial intelligence, and cognitive science, depends crucially on this combination mechanism. Also important scientific problems, such as text analysis, information retrieval and human-computer interaction rely directly on insights into a deeper understanding of how concepts combine. Although much investigation effort has been put in this problem, very little substantial results have been obtained. However, models of concepts making use of the mathematical formalisms of quantum theory have been substantially more successful than classical approaches at modeling data generated in studies of combinations of two concepts. In this paper, we have presented an improved and more complete version of our quantum modeling approach, and we have provided a description of the overextension and underextension measured by Hampton in the disjunction Fruits or Vegetables as an effect of quantum interference. We have shown that quantum interference patterns naturally appear whenever suitable exemplars of this disjunction are taken into account. We have analyzed the graphs revealing the interference pattern of Fruits or Vegetables and compared them with the interference of light in a double-slit quantum experiment. The identification of quantum structures in cognitive disciplines allowed us to derive two relevant insights concerning thought processes and the mind/brain relation. First, it suggests that two superposed and interconnected layers – a classical logical and a quantum conceptual – are present in human thought as a process, as already put forward by ourselves in some previous papers. Second, the three-dimensional grid structure recently discovered in the brain could explain, better than the neural network structure, the emergence of new concepts which we recognized in the present paper as responsible of the quantum effects of superposition and interference in concept combinations. In this new perspective, the brain would not be seen as a container of complex cognition but, rather, as the canvas for the potentiality of emergence of such complex cognition.

The results attained in this paper suggest that quantum models can be useful to operationally describe the functioning of the human brain without presupposing any microscopic quantum explanation of brain functioning, and can be also interesting for the community of quantum technology researchers.
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Abstract—We assess high frequency performance potential of graphene field-effect transistors (FETs) down to a channel length of 10nm by using self-consistent ballistic and dissipative quantum transport simulations. The results indicate that with a thin high-k gate insulator, the intrinsic ballistic cut off frequency $f_b$ is above 5THz at a gate length of 10nm. Inelastic phonon scattering in graphene FETs lowers both $f_b$ and the unitary power gain frequency $fT$ mostly due to decrease of the transconductance. $fMAX$ and $fT$ are severely degrading in presence of source and drain contact resistance. To achieve optimum extrinsic $fMAX$ performance, careful choice of DC bias point in quasi-saturation regime and gate width is needed. Modeling of dissipative quantum transport is based on implementation of parallel simulation algorithms for the self-consistent Born approximation in the non-equilibrium Green’s function (NEGF) formalism.
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I. INTRODUCTION

Extraordinary electronic transport properties like high mobility and high saturation velocity make graphene attractive for radio frequency (RF) electronics applications [1]. Although the zero bandgap of 2D graphene leads to a low on-off ratio not desired for digital electronics applications, RF electronics applications do not require a large on-off ratio. Scaling down the channel length plays a critically important role for boosting the RF performance of a field-effect transistor (FET), and aggressive channel length scaling of graphene FET has been experimentally pursued. Recent experiments have demonstrated graphene transistors with intrinsic cut-off frequency projected to be at the hundreds of GHz range at sub 100nm channel scale [2-3]. The issues of the ultimate channel scaling, role of inelastic phonon scattering and performance potential of the unity current gain frequency of graphene RF transistors, however, remain unclear.

II. APPROACH

Graphene FETs were simulated by solving the quantum transport equation using the non-equilibrium Green’s function (NEGF) formalism with the Dirac Hamilton, self-consistently with a two-dimensional Poisson equation. Quasi-static approximations are used to assess its high-frequency performance [4]. Dissipative quantum transport due to inelastic phonon scattering, such as scattering due to polar optical phonons of the gate insulator and the intrinsic optical phonon of graphene, is modeled by using parallel simulation implementation of the self-consistent Born approximation in the NEGF formalism [5].

III. RESULTS AND DISCUSSIONS

We first analyze the small signal parameters of graphene FETs with channel scaling down to 5nm. The ideal performance limits for graphene FETs are studied by running ballistic simulations. The potential profile of the device at $V_G =-0.6V$ and $V_D =0.5V$ is also shown in Fig. 1(c). To model scattering, the effect of optical phonon scattering for $\hbar\omega=180$meV and $\hbar\omega=55$meV on device characteristics is included. The elastic scattering by acoustic phonons and charge impurities in high quality graphene has a much longer mean free path than inelastic phonon scattering. Therefore, elastic scattering is not considered as part of this study, focused on channel length scaling in sub 100nm regime. The small signal equivalent model for graphene FETs is shown in Fig. 1(b) where $g_m$ is the transconductance, $g_d$ is the output conductance, $R_s$ is the gate resistance, $R_g$ ($R_d$) is the source (drain) contact resistance, $C_{gs}$ is the small signal gate to source capacitance, $C_{gd}$ is the small signal gate to drain capacitance and $C_{pd}$ ($C_{pds}$) is the parasitic capacitance. The model is similar to that of conventional silicon MOSFETs, however, with the element parameters being determined by device physics of graphene transistors. The small signal parameters are extracted by running quasi static simulations for channel lengths down to 5nm. The small quasi static approximations are valid for graphene FETs when the frequency of interest is lower than the intrinsic cut-off frequency. The channel scaling behaviors of the unity current gain frequency $f_T$ and unity power gain frequency $fMAX$ are studied under ballistic limit as well as in presence of optical phonon scattering. The rest of section addresses the effect of parasitic source and drain contact resistance on $f_T$ and $fMAX$.

Figure 2(a) shows the $I_D-V_D$ characteristics at $V_G=-0.6V$. A kink behavior with a quasi-saturation region is observed in graphene FETs even at $L_s=20nm$. This quasi-saturation behavior is due to the drain Fermi level aligning with the Dirac point profile in the channel, followed by onset of ambipolar regime. The low density of states around the Dirac
point gives rise to decrease in current increment and explains the saturation observed for voltages where drain Fermi level is in vicinity of conduction band in channel. Since the density of states is low in a very small energy range around Dirac point, graphene FETs do not exhibit complete saturation seen in conventional silicon MOSFETs. The minimum output conductance needed for RF performance is exhibited in this quasi-saturation regime. The minimum output conductance simulated for ballistic condition is $g_{ds} \approx \frac{5.96 \times 10^3 \mu S}{\mu m}$. The value of the minimum output conductance is lowered in presence of optical phonon scattering. The minimum output conductance simulated for $h\omega=180$meV and $h\omega=55$meV is $g_{ds} \approx 4.92 \times 10^3 \mu S/\mu m$ and $g_{ds} \approx 7.1 \times 10^3 \mu S/\mu m$ showing 17.5% and 20.9% decrease respectively from ballistic value. The decrease of the minimal $g_{ds}$ in presence of scattering affects the unity power gain frequency of GFETs.

Figure 1. (a) Device structure for the modeled graphene FET. Pd is used as the contact material, Al$_2$O$_3$ is used as the insulator material, and its thickness is 2nm. (b) Small-signal equivalent circuit of GFET where $g_{m}$ is the transconductance, $g_{ds}$ is the output conductance, $R_{s}$ is the gate resistance, $R_i$ ($R_d$) is the source (drain) contact resistance, $C_{gs}$ is the small signal gate to source capacitance, $C_{gd}$ is the small signal gate to drain capacitance and $C_{pd}$ ($C_{gd}$) is the parasitic capacitance. (c) Band profile of the GFET at $V_D = -0.5$V and $V_G = -0.6$V. The channel length is 20 nm and $E_{FS}$ ($E_{FD}$) is the source (drain) Fermi level.

In presence of optical phonon scattering the transconductance is degraded. The maximum simulated transconductance for ballistic condition is $g_{m}=7.228 \times 10^3 \mu S/\mu m$. While, the maximum simulated transconductance for $h\omega=180$meV and $h\omega=55$meV are $g_{m}=4.669 \times 10^3 \mu S/\mu m$ and $g_{m}=4.3281 \times 10^3 \mu S/\mu m$ showing 35.5% and 40.2% degradation respectively from ideal ballistic behavior.

The small signal analyses for graphene FETs is carried out using the equivalent circuit shown in Fig. 1(b). The effect of parasitic capacitance has already been studied as part of earlier study. The small signal analyses require careful choice of DC bias conditions to get maximum value of $f_T$ and $f_{MAX}$. Since graphene FETs exhibit quasi-saturation behavior, $g_{ds}$ value is minimum only for very small drain bias voltage range. Therefore, the optimum DC bias point for simulations to ensure maximum $f_T$ and $f_{MAX}$ is chosen by running quantum static simulations for $g_{ds}$ as functions of $V_D$ at different $V_G$ values. Optimum bias point is taken to be a $g_{ds}$ minima point in $g_{ds}$ variation with drain voltage $V_D$ at given gate voltage $V_G$. It can be extracted from Fig. 2(c). The minima point for $g_{ds}$ is also dependent on $V_G$ value chosen. Fig. 2(c) shows the $g_{ds}$ minima point shifts to right from $V_D=0.3V$ at $V_G=-0.4V$ to $V_D=0.45V$ for $V_G=-0.6V$ in ballistic simulations. Similar behavior is replicated in presence of phonon scattering. Therefore, bias points are carefully chosen to be $V_D=-0.5V$ and $V_G=-0.6V$ which are optimized bias point values with minimum value of $g_{ds}$ for all channel lengths from 50nm to 5um under ballistic as well as in presence of scattering.

Next part focuses on studying scaling of the small signal parameters at with the channel length under ballistic and scattering conditions. The gate to drain capacitance, $C_{gd}$ and gate to source capacitances $C_{gs}$ are calculated by running quasi static simulations at $V_D=0.5V$ and $V_G=0.6V$. At a channel length above about 10nm, both $C_{gd}$ as shown in Fig. 3(a) and $C_{gs}$ as shown in Fig. 3(b) approximately linearly increases as the channel length increases. Scattering has a small effect on the values of the intrinsic capacitances compared to its effect on the transconductance. The total gate capacitance is the
serial combination of the gate insulator capacitance and the quantum capacitance, and it is estimated that the gate insulator capacitance is a more dominant factor than the quantum capacitance for the modeled device at this bias point.

The output conductance, $g_{ds}$, increases with decrease of the channel length as shown in Fig. 3(c). The increase of the output conductance is due to the electrostatic short channel effects becoming more prominent at shorter channel lengths. Fig. 3(d) shows the transconductance $g_{m}$, as a function of the channel length. As the channel length scales from 50nm to 15nm, the ballistic transconductance only decreases very slightly from the value of about 8118 $\mu$S/µm. As the channel length scales down to 5nm, the transconductance, however, drops significantly due to electrostatic gate effect already explained as part of earlier study. Similar electrostatic gate affected degradation of $g_{m}$ below 15nm is observed in even in presence of inelastic phonon scattering. However, at gate lengths above 15nm, $g_{m}$ decreases in presence of inelastic phonon scattering with increase in gate length. This is attributed to scattering becoming stronger at larger gate lengths. Since $f_{T}$ as well as $f_{MAX}$ are dependent on $g_{m}$, the degradation of $g_{m}$ due to scattering is not favorable.

The RF performance is also limited by the parasitic contact resistance, which can limit the performance of FETs in real applications. Next, we study the extrinsic performance of graphene FETs including source and drain contact resistances in small signal equivalent model as shown in Fig. 1(b). However, the parasitic capacitance, $C_{pu}$ ($C_{pd}$) shown in small signal model is assumed to be zero in all simulations. The effect of parasitic capacitance has already been studied as part of earlier study. The contact resistances are taken to be 500 $\Omega$-µm. The chosen value for contact resistance is typical for metal-graphene contacts reported in experiments at room temperature. Figure 4(c) shows extrinsic unity current gain frequency $f_{T}$ in presence of source and drain contact resistances. The extrinsic $f_{T}$ is less than intrinsic $f_{T}$ shown in Fig. 4(b) by a factor of 15. Similarly extrinsic $f_{MAX}$ is degraded

Intrinsic $f_{T}$ and $f_{MAX}$ values in the presence of inelastic phonon scattering with phonon energies of $\hbar\omega=54$meV and $\hbar\omega=180$meV, (a) Intrinsic unity current gain frequency (the cutoff frequency) $f_{T}$, (b) intrinsic unity power gain frequency (the maximum oscillation frequency) $f_{MAX}$, which is computed with zero source/drain parasitic capacitance and resistance, (c) extrinsic unity current gain frequency $f_{T}$ and (d) extrinsic unity power gain frequency $f_{MAX}$ as a function of the gate length. The extrinsic frequencies are computed by considering a parasitic source and drain resistance of $R_{s}=R_{d}=500\Omega - \mu$m.

The RF performance is also limited by the parasitic contact resistance, which can limit the performance of FETs in real applications. Next, we study the extrinsic performance of graphene FETs including source and drain contact resistances in small signal equivalent model as shown in Fig. 1(b). However, the parasitic capacitance, $C_{pu}$ ($C_{pd}$) shown in small signal model is assumed to be zero in all simulations. The effect of parasitic capacitance has already been studied as part of earlier study. The contact resistances are taken to be 500 $\Omega$-µm. The chosen value for contact resistance is typical for metal-graphene contacts reported in experiments at room temperature. Figure 4(c) shows extrinsic unity current gain frequency $f_{T}$ in presence of source and drain contact resistances. The extrinsic $f_{T}$ is less than intrinsic $f_{T}$ shown in Fig. 4(b) by a factor of 15. Similarly extrinsic $f_{MAX}$ is degraded

Next, we examine the dependence of the unity current gain frequency $f_{T}$ on channel length and scattering. Figure 4(a) shows that the intrinsic $f_{T}$ increases with decrease in channel length down to 5nm due to smaller intrinsic gate capacitance. Since $g_{m}$ is degraded in presence of scattering, the same effect is manifested in lower $f_{T}$ values in the presence of inelastic phonon scattering. The decrease in transconductance below 15nm is not reflected in $f_{T}$ because the decrease in $C_{pd}$ and $C_{pu}$ with channel length outpaces the decrease in transconductance as shown part of earlier study.
by a factor of 10 as shown in Fig. 4(d). Thus, the source and drain parasitic resistance can lower the RF performance of graphene FETs significantly. Therefore, the channel scaling should be complemented with reduced parasitic source and drain resistances to obtain good RF performance of graphene FETs.

It is found that better gate design can also improve $f_{MAX}$ performance. The power gain frequency $f_{MAX}$ is highly sensitive to the width of gate. We next studied graphene FETs performance with metal gate as shown in Fig. 5 for gate widths of 1µm and 10µm. The gate resistance for metal is calculated with $R_{sh}=0.33 \Omega$, $\alpha=1/3$ is a constant for distributed gate resistance and $L_g=20nm$. Changing gate width from 1µm to 10µm degrades the unity power gain frequency values considerably. Thus careful choice of gate width along with DC bias point is necessary to improve extrinsic $f_{MAX}$ performance. In practice, width is limited by drain current and reducing the width is not feasible. The decreased gate resistance to improve extrinsic $f_{MAX}$ performance can be realized by using multi-finger gates.

![Figure 5. The extrinsic unity power gain frequency $f_{MAX}$ vs. channel length at the ballistic limit and in the presence of inelastic phonon scattering with phonon energies of $\hbar\omega=54meV$ and $\hbar\omega=180meV$ for transistor width =1µm(solid lines) and 10µm(dashed lines). The modeled GFET with a channel length of 20nm is biased at $V_D = -0.5V$ and $V_G = -0.6V$. The length of the gate is fixed at 20nm. The sheet resistivity of metal gate used here is 0.33 $\Omega/\square$.](image)

### IV. SUMMARY

In summary, the channel length scaling behavior of graphene FETs is studied to analyze RF performance metrics under ideal ballistic conditions and in presence of optical phonon scattering. The simulated intrinsic unity current gain frequency $f_T$ increases to value of 5THz around $L_g =10nm$. However, the intrinsic power gain frequency, $f_{MAX}$ is less than the unity current gain frequency. Including inelastic phonon scattering lowers both $f_T$ and $f_{MAX}$ due to degradation in $g_m$. Including the source and drain parasitic resistance lowers both unity current gain frequency as well as power gain frequency by several factors. Since drain and gain contact resistance is always present in real circuits, proper choice of the contact material is necessary to utilize full RF potential of graphene FETs. It is also proposed that careful choice of DC bias point and gate width is needed to get improved power gain frequency performance of graphene FETs.
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Abstract—A micromechanics damage model is presented to examine the effect of microstructures on the fiber–matrix debonding for unidirectional carbon fiber reinforced metal matrix composites under the transverse loading. Microstructure is represented by a repeating unit cell (RUC). Two fiber arrays are considered including ideal square fiber packing and random fiber packing defined by random sequential algorithm. A cohesive zone model is used to predict the onset of fiber–matrix debonding while the non-linear behavior in the matrix phase is modeled using the von-Mises plasticity theory. The micromechanical results show that the damage evolution starts at a lower stress level in the microstructure with random fiber packing compared to the regular microstructure and the transverse stress converges to the same level in both microstructures at high strain value. Micromechanical modeling procedure provides unique viewpoint into the microscopic damage accumulation prior to ultimate failure and highlights the different roles of the fiber–matrix debonding and matrix plasticity in the macroscopic response of the composite.
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I. INTRODUCTION

Metal matrix composites have found many applications as constructional and functional materials in different industries. The presence of reinforcement in metal matrix materials improves the properties such as the tensile strength, creep resistance, fatigue strength, thermal shock resistance, and corrosion resistance. Transverse strength of composite materials is one of the limiting design criteria in composite structures. Fiber-matrix interfaces are subjected to local stress levels and have a greater propensity to undergo damage nucleation than those in dilute regions [1]. Transverse fracture is a result of fiber–matrix debonding and/or matrix micro-cracking which can induce further damages in laminates such as inter-ply delamination or fiber fracture in adjacent plies through the process of damage accumulation [2, 3]. Due to the complex nature of damage progression, many micromechanical studies have focused on transverse fracture behavior from viewpoint of damage initiation and evolution [4-7].

The micromechanics techniques yield information on both macroscopic and microscopic levels which are used for the prediction of the overall characteristics in view of continuum mechanics as well as the evaluation of the potential failure modes leading to the ultimate failure of heterogeneous materials [8, 9]. The micromechanical model provides an efficient procedure to determine and design the properties of composite materials.

Fiber-matrix interfaces have been modeled in a number of ways including a narrow region of continuum with graded properties, an infinitely thin surface separated by springs, and cohesive zones with specific traction–separation relations [6]. In the spring layer model [7], a stress based criterion for debonding and a frictional resistance based criterion for interfacial sliding have been used to capture debonding and sliding. Debonding is postulated to occur under the combined loading conditions at the interface. The cohesive zone approach is being increasingly used in describing fracture and failure behavior in a number of material systems [4, 5].

The transverse fracture behavior of composite materials depends on numerous contributing factors, such as constituent properties, interfacial strength, process related defects, and local morphological parameters like volume fraction, size, shape and spatial distribution of reinforcements. The present research works determines the influence of microstructure on the elastic-plastic properties of metal matrix composites considering the debonding at the fiber-matrix interface at high transverse loading. A micromechanical modeling procedure is implemented to evaluate the response of unidirectional continuous fiber composites subjected to finite axial deformation. The micromechanical modeling procedure is implemented to the RUC assigned to the microstructure. The Volume averaging scheme is implemented to apply the local macroscopic deformation gradient tensor to the RUC assigned to the microstructure. The micromechanical modeling procedure is implemented for graphite/aluminum metal matrix composite in which the reinforcement behaves as elastic, isotropic solids and the matrix was modeled as an isotropic elastic-plastic solid following the von Mises criterion with isotropic hardening [10] and the Ramberg-Osgood relationship [11] is assumed between equivalent true stress and logarithmic strain. A cohesive zone model is used to predict the onset of fiber–matrix debonding, in which the damage initiation is defined based on the normal and shear strength at the interfacial zone. The damage evolution is model considering an exponential softening curve for the
degradation rate of the cohesive stiffness. The RUC is subjected to uniaxial deformation increased to a considerable value to evaluate both elastic and plastic behaviors of metal matrix composites. The yields strength and true elastic-plastic stress are determined for graphite/aluminum composites.

II. MICROSTRUCTURE CONFIGURATION

The microstructures of unidirectional fiber reinforced composites are commonly described by three fiber arrangement including square, hexahedral and random fiber-packing patterns. The micromechanical results for linear anisotropic elastic materials revealed that the calculated elastic stiffness values for axial and shear deformation are dependent on the fiber packing [12]. Since the microstructures with square and hexahedral fiber-packing patterns are idealized geometrical representations for fiber arrangement, the microstructure with random fiber packing yields more accurate results. At large plastic deformation of anisotropic materials, the results highly depends on the fiber packing and for some fiber arrangement, the deformation locking may be observed at lower strain.

Since the heterogeneities are orders of magnitude smaller than the total body, the deformation field in the vicinity of one inclusion is approximately the same as the deformation field near neighboring inclusions [13]. Experimental observations [5-7] have shown that deformation field in the vicinity of a subvolume is approximately the same as deformation field of the near neighboring subvolumes. The size of subvolume is small enough compared to the total microstructure size so that the effective properties computed from the subvolume are independent of its size and position within the microstructure. Therefore, the microstructure is represented by a periodic unit cell that deforms in a repetitive way. The periodic modeling can be quite useful, because it provides rigorous estimations with a priori prescribed accuracy for various material properties. Microstructure shown in Fig. 1 is considered for the unidirectional continuous fiber composites. The circular fibers with identical radius are dispersed in the microstructure in a random and isotropic manner. It is assumed that the composite material has a periodic microstructure which can be obtained by translating RUC along three orthogonal axes. The fiber distribution in the unit cell is generated using the random sequential adsorption algorithm [14] which ensures a random, isotropic and homogeneous distribution for the fibers within the RUC. The random coordinates in the cross-section of microstructure are generated for the center of circular fibers with specific diameter, denoted by \( d \). When a fiber intersects the boundaries of unit cell, another fiber is generated on the neighboring unit cell in order to obtain periodic unit cell. The new fiber is added to the microstructure when the distance between the center of a given fiber and the closest fibers previously generated is greater than a minimum values (1.1\( d \)). Such condition prevents overlapping fibers as well as ensuring adequate mesh geometry for the matrix material located between fibers. To prevent element distortion during mesh generation, the fiber surface should not be too close (greater than 0.1\( d \)) to the boundary surfaces of the RUC. When such conditions are satisfied, the fiber is added to the unit cell at the generated random coordinates. The procedure is repeated until the fiber volume fraction reaches close to a pre-defined value. The square cross section is considered for unit cell (\( b_1 = b_2 \)) and the ratio of fiber diameter to unit cell dimension (\( d / 2b_2 \)) is set to 0.05.

III. MICROMECHANICAL MODEL

Micromechanical model provides efficient tool to characterize composite materials from known properties of their constituents and the distribution of the reinforcement in the microstructure through the analysis of a RUC. The essence in micromechanical approach is to replace the heterogeneous structure of the composite by a homogeneous medium with anisotropic properties.

A Lagrangian viewpoint is used to describe the material motion and the components of vectors and tensors are described in a fixed rectangular coordinate system. In the reference configuration of RUC, the position of a typical material particle is expressed with vector \( X \) (components \( X_\text{i} \)). In the deformed configuration at instance \( t \), the particle moves to a position described with vector \( x_\text{i} \) (components \( x_\text{i} \)) corresponding to the displacement vector \( u_\text{i} \) (components \( u_\text{i} \)). The deformation is typically described using the deformation gradient tensor, designated by \( F \), whose components are given by

\[
F_{ij} = \frac{\partial x_j}{\partial X_i}
\]  

(1)

Figure 1. Microstructure of metal matrix composite with random fiber packing.
The reference geometry of RUC is assumed to be a rectangular prismatic volume whose surfaces are parallel to the surfaces defined in a fixed Cartesian coordinate system with origin located at the centre of RUC. The initial dimension of RUC is 2b₁ × 2b₂ × 2b₃. The boundary surfaces of reference geometry perpendicular to i-axis are designated with Sᵢ₊ and Sᵢ₋ intersecting i-axis at Xᵢ₊ = bᵢ and Xᵢ₋ = -bᵢ, respectively. The displacement of the points located on each boundary surface is measured respect to corner points labeled as points P₀, P₁, P₂ and P₃. Such points are called reference points. The current position of points located on surface Sᵢ₊ is measured respect to point P₀, while the position of points located on surface Sᵢ₋ is measured respect to point P₃. Each boundary surface is described by [9]:

\[ x_{i} = x_{i(0)} + \Delta x_{i}, \quad i = 1, 2, 3, \] (2a)

\[ x_{i} = x_{i(0)} + \Delta x_{i}, \quad i = 1, 2, 3, \] (2b)

\[ x_{i} = x_{i(0)} + \Delta x_{i}, \quad i = 1, 2, 3, \] (2c)

where \( x_{i(0)} \) are the components of nominal position vector of corner point \( P_{i} \).

To relate the macrostructure deformation to the microstructure deformation, it is assumed that the local macroscopic deformation gradient tensor at a given point is equal the volume average deformation gradient tensor of RUC assigned at that point. Using the periodicity constraining equations (1), it can be shown [9] that the macroscopic deformation gradient tensor is a function of current position of corner points \( P_{0}, P_{1}, P_{2}, \) and \( P_{3} \) as follows:

\[ F_{ij} = \frac{x_{i(0)}^j - x_{i(0)}^j}{2b_{j}} = \frac{u_{i(0)}^j - u_{i(0)}^j}{2b_{j}} + \delta_{ij} \] (3)

It should be noted that no summation is considered on \( j \) superscript in Eq. (3).

An energy balance is considered to relate stress tensor in the macroscopic and microscopic scales. The internal power at macroscopic level at a given point is set equal to the internal power in RUC assigned at the corresponding point in a given deformed configuration. It was shown [9] that the energy balance results in

\[ \sum_{j=1}^{3} \sum_{l=1}^{3} \dot{F}_{ij} P_{lj} = \sum_{j=1}^{3} \sum_{l=1}^{3} \frac{1}{S_{ij}} \dot{F}_{ij} \left| t_{j} \right| ds \] (4)

where the dot superscript denotes to the time derivative, \( P_{lj} \) are the components of nominal stress tensor defined in macroscopic levels, \( t_{j} \) are the components of traction force and \( S_{ij} \) is the deformed geometry of boundary surface \( S_{i} \).

### IV. Material Behavior

Aluminum alloy reinforced with stiff graphite fibers is considered. The fibers behaved as elastic, isotropic solids characterized by the elastic modulus \( E_{f} = 250 \) GPa and the Poisson's ratio \( \nu_{f} = 0.2 \). The matrix is modeled as an isotropic elastic-plastic solid following the von Mises criterion with isotropic hardening [10]. The matrix elastic constants are \( E_{m} = 70 \) GPa and \( \nu_{m} = 0.33 \), and the Ramberg-Osgood relationship [11] is assumed between equivalent true stress, \( \sigma_{eq} \), and logarithmic strain, \( \varepsilon_{m} \), i.e.,

\[ \varepsilon_{m} = \left( \frac{\sigma_{eq}}{K} \right)^{1/n} \] (5)

where \( K = 400 \) MPa is the strength coefficient and \( n = 0.1 \) is the matrix strain hardening exponent [14]. Regarding these data, an initial yield stress of 225.3 MPa is obtained. The aluminum material is reinforced with 0.4 fiber volume fraction.

The damage initiation is defined based on the normal and shear strengths of the cohesive zone in the fiber-matrix interface. Damage is assumed to initiate when the maximum nominal stress ratio reach to a unit value, namely

\[ \max \left( \frac{t_{n}}{t_{n}^{0}} + \frac{t_{s}}{t_{s}^{0}} + \frac{t_{b}}{t_{b}^{0}} \right) = 1 \] (6)

where symbol \(<\) is Macaulay brackets [15] to signify that a pure compressive deformation or stress state does not initiate damage, \( t_{n}^{0} \) and \( t_{s}^{0} \) are the normal and shear strengths of the fiber-matrix interfacial zone, respectively. The damage evolution law describes the degradation rate of the cohesive stiffness when the criterion of damage initiation is reached. A scalar damage variable, \( D \), is introduced to characterize the stiffness degradation as follows:

\[ t_{n} = \begin{cases} (1-D)K_{n} \delta_{n} & \delta_{n} \geq 0 \\ K_{n} \delta_{n} & \delta_{n} < 0 \end{cases} \] (7a)

\[ t_{s} = (1-D)K_{s} \delta_{s} \] (7b)

\[ t_{b} = (1-D)K_{b} \delta_{b} \] (7c)

The initial value of scalar damage variable is zero before the damage initiation and it is continuously increased up to a unit value as the debonding occurs in the fiber-matrix interface. The damage evolution is modeled based on the level of applied traction or displacement. To describe the evolution of damage under a combination of
normal and shear deformation across the interface, it is useful to introduce an effective displacement defined as [15]

\[ \delta_{\text{eff}} = \sqrt{\delta_n^2 + \delta_s^2} \]  

(8)

A exponential softening curve is considered to model damage evolution at the interface once the maximum stress ratio becomes greater than unit value. The element stiffness reduces until complete failure when the effective displacement reaches to a specific value \( \delta_f \), as shown in Fig. 2. The area under the traction separation determines the fracture energy of cohesive material.

V. RESULTS

Based on the fiber volume fraction of 0.4, the radius of fiber for microstructure with square fiber packing is 0.714. The fiber-matrix interaction is assumed to be a ring with negligible thickness set to 0.01b² and the internal surface of ring is tied to the external surface of fiber. The behavior of the fiber–matrix interface is modeled using cohesive elements introducing a displacement discontinuity at the interface when the local stress reaches to the debonding critical condition. A traction–separation law is considered for the fiber-matrix interface to relate the displacement between the top and bottom faces of the cohesive element to the applied normal and shear traction vectors. An initial elastic stiffness was used to ensure the displacement continuity at the interface in the absence of damage. Based on the elastic stiffness values for axial and shear deformation of matrix material and the initial thickness of fiber-matrix interface, the axial and shear stiffness values are set to 70.0×10¹⁴ Pa/m and 26.3×10¹⁴ Pa/m, respectively.

A. Transverse Loading without Damage Evolution

To validate the number of cohesive elements and the corresponding properties of the fiber-matrix interface, the elastic-plastic response is examined before damage initiation for the microstructure with cohesive elements having a perfect bonding between the fiber and matrix materials. The material behavior should be the same in both microstructures before damage evolution. The RUC is subjected to axial transverse strain up to 5% to observe the elastic-plastic behavior of metal matrix composites. The micromechanical modeling procedure is used to apply axial transverse strain to the RUC of the microstructures with square and random fiber packing patterns. The perfect bonding between the fiber and matrix causes considerable distortion in matrix elements at the vicinity of fibers. The presence of cohesive elements considered in the fiber-matrix interface permits radial or tangential separations between fiber and matrix material as the traction vectors exceed a specific critical value. Since no damage evolution criterion is considered in the cohesive elements, the cohesive elements are deformed without decreasing stiffness. When lower axial and shear stiffness values are selected for cohesive elements, negligible strain is observed in the matrix and fiber materials and the deformation is limited to the cohesive elements and low stress value is determined for composite material. More axial and shear stiffness values considerably reduce the deformation of cohesive elements and simulate perfect bonding at the fiber-matrix interface. The higher stiffness of cohesive elements causes that the numerical procedure tends to diverge when the damage evolution is considered. Fig. 3 illustrates the Cauchy stress-strain curves obtained for RUC with cohesive elements in the microstructures with square and random fiber packing patterns. Since negligible difference is observed between graphs obtained for each microstructure, the presence of cohesive elements predicts the response of perfect microstructure. Both microstructures predict the same yield strength for composite materials. Since the fibers can move between each other in axial deformation of the microstructure with random fiber packing, lower stress requires applying plastic strain compared to microstructure with square fiber-packing.

Figure 2. Traction–separation behaviour of cohesive elements.

Figure 3. Cauchy stress required to applied elastic-plastic tensile transverse deformation to graphite/aluminum composite with different microstructures.
B. Transverse Loading with Damage Evolution

The damage initiation is defined based on the normal and shear strengths of the cohesive elements considered at the fiber-matrix interface in graphite/aluminum metal matrix composite. The shear strength is related to the normal strength as \( t_s^0 = t_n^0 / \sqrt{3} \) and the normal strength is varied to evaluate the effects of bonding strength on stress-strain graph of composite material. The fiber-matrix debonding is assumed to be occurred when the effective displacement reaches to 100 \( \mu \)m. The interfacial fracture energy in Mode I and II can be calculated based on the area under the traction-separation curve. Fig. 4 illustrates the deformed geometry of RUC considered for microstructures with square and random fiber packing patterns, in which the normal strength of cohesive zone is 200 MPa. The deformation of RUC corresponds to the local macroscopic transverse strain of 0.02 which leads to the debonding in the fiber-matrix interface considering normal strength of \( t_n=100 \) MPa. In the microstructure with regular square packing, the applied tensile strain causes that lateral compressive stress is observed in the cohesive zones at the plane normal to the loading direction. Since the cohesive failure is insensitive to compressive stress, no separation is observed at this region, as shown in Fig. 4a. On the other hand, the interface starts to separate at the plane parallel to the loading direction located on the lines at the top and bottom surfaces of fiber because of cohesive failure at the tensile loading. After the separation at top and bottom surface of fiber, combined tensile and shear loadings are applied to the cohesive elements causing to propagate the separation toward the plane normal to the transverse loading. In the microstructure with random fiber packing, there is no symmetry for loading condition of fibers and the fiber-matrix separation may be observed at different points, as observed in Fig. 4b.

The stress-strain curves of the graphite/aluminum metal matrix composite are shown in Fig. 5 considering the damage evolution in the fiber-matrix interface. The graphs start with a linear elastic region with the same transverse elastic modulus. Based on the normal strength of cohesive elements, nonlinear plastic deformation is observed at different stress levels. As shown in Fig. 5a, the stress-strain graphs of RUC with regular fiber packing have abrupt stress falls as the debonding occurs, because the applied stress to the fiber drops and the matrix should carry the transverse loading. Since the matrix is the only material subjected to the transverse loading when the complete debonding occurs in the fiber-matrix interface, the stress level decreases to the same level in different values for cohesive strength. The transition between ideal stress-strain graph to stress level in the matrix material is observed in more strain for cohesive material with higher strength. The multiple stress drops are observed for the microstructure with random fiber packing, as shown in Fig. 5b. Each stress drop corresponds to the initiation of matrix separation from the fibers distributed in the microstructure. Since progressive damage correlates with the experimental observation, the micromechanical modeling yields accurate results for microstructure with random fiber packing.

Figure 4. Deformed geometries of matrix, fiber and cohesive elements subjected to tensile axial deformation normal to fiber direction in the RUC of graphite/aluminum composite having 0.4 fiber volume fraction and \( t_n=100 \) MPa and microstructures with a) square fiber packing b) random fiber packing.
VI. CONCLUSIONS

The local fiber distribution significantly affects the interfacial stress state and the onset and evolution of fiber–matrix debonding. As the local damage is initiated at the fiber-matrix interface of the microstructure with ideal square fiber packing, it propagates to the total interfacial zone for a negligible strain increase. In the microstructures with ideal square fiber packing, the stress drop is observed in the stress-strain curve due to stress releasing in the fiber materials. As the complete debonding occurs in the fiber-matrix interface, the matrix is the only material subjected to the transverse loading. Therefore, the stress level decreases to the same level for microstructures having cohesive elements with different strength values. Progressive damage evolution is observed in the fiber-matrix interfaces of the microstructure with random fiber packing, in which each stress drop corresponds to the initiation of matrix separation from the fibers distributed in the microstructure. The transition between ideal stress-strain curves to stress levels in the matrix material is observed in more strain for cohesive material with higher strength. The damage evolution starts at lower stress level in the microstructure with random fiber packing compared to the regular microstructure and the transverse stress converges to the same level in both microstructures at high strain value.
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Abstract— Solid-state Nuclear Magnetic Resonance (NMR) has many techniques that include hydrogen nuclear relaxation times, such as: spin-lattice relaxation time in the laboratory frame ($T_1^0$) and spin-lattice relaxation in the rotating frame ($T_1$). These relaxation parameters involve changes in thermal equilibrium of spin systems and the hydrogen relaxation times can be measured directly, using low-field NMR. The efficiency of the process can be correlated with the structure and the value is intrinsically related to the system’s morphology; consequently, the relaxation times can be used to evaluate the nanoparticles’ dispersion in the polymer matrix; the interaction between both nanocomposite components; the molecular dynamic of the hybrid compounds and also the molecular domains formation in an organic material. This feature makes these techniques good tool to analyze the molecular dynamics of polymer systems, as well as the nanocomposites. In this work, we want to show the evaluation of polymeric nanocomposites formation employing the determination of proton spin-lattice relaxation time, using low-field nuclear magnetic resonance. The nanocomposites were mainly characterized by solid state nuclear magnetic resonance relaxometry through the determination of proton spin-lattice relaxation time. The determination of this parameter was carried out to evaluate the organoclay exfoliation and intercalation process in the polymeric matrix, for samples using organoclay as a nanoparticle, as well as the dispersion and distribution of them along the macromolecular chains; this parameter was also used to detect the dispersion and distribution of the spherical and tubular nanoparticles in the polymeric matrix. The proton NMR relaxation data showed that the polymeric nanomaterials investigated presented good nanoparticle dispersion and the distribution, as well as the intermolecular interactions between hybrids components.

Keywords - polymeric nanocomposites; nanoparticles; relaxation times; nuclear magnetic resonance

I. INTRODUCTION

The solid-state nuclear magnetic resonance [1] is a spectroscopy that comprehends many techniques, one of them is the hydrogen nuclear relaxation times, such as: spin-lattice relaxation time in the laboratory frame, promotes evaluation of the samples in the MHz scale and spin-lattice relaxation in the rotating frame is sensitive to the movements in the tens of kilohertz [1-3]. Both relaxation parameters involve changes in thermal equilibrium of spin systems and the responses of them are intrinsically related to the system’s molecular dynamic that is derived from the morphology [4-6]. Consequently, the relaxation measurements can be used to evaluate the nanoparticles’ dispersion in the polymer matrix, the interaction between both nanocomposite components, the molecular dynamic of the hybrid compound and also the molecular domains formation in an organic material [7-9]. This feature makes these techniques a good tool to analyze the molecular dynamics of polymer systems, as well as the nanocomposites [8-11].

In this work, we want to show the evaluation of polymer nanocomposites employing proton spin-lattice relaxation time, using the proton relaxation parameter employing low-field nuclear magnetic resonance.

This work will present the evaluation of different nanostructured materials based on synthetic and biopolymers as well distinct nanoparticles by the use of nuclear magnetic resonance relaxometry to obtain responses on the intermolecular interactions and the dispersion and distribution of the nanoparticles in the polymer matrix.

II. EXPERIMENTAL

A. NMR relaxation measurements

The relaxation time was analyzed in a MARAN Ultra low-field NMR (LF-NMR) spectrometer (Oxford Instruments, Oxford, UK), using an 18 mm NMR tube, operating at 23 MHz for the hydrogen nucleus. The pulse sequence used to obtain the spin lattice relaxation time data was inversion-recovery (recycle delay - 180° - $\tau$ - 90° - acquisition data) and the 90° pulse of 4.5µs was calibrated automatically by the instrument’s software. The amplitude of the FID was sampled for twenty $\tau$ data points, ranging from 0.01 to 5000 ms, using 40 data points and 4 scans for each point. The same sample was analyzed at 27 °C. The relaxation values and relative intensities were obtained by fitting the exponential data with the aid of the WINFIT program. Distributed exponential fittings as a plot of relaxation amplitude versus relaxation time were performed by using the WINDXP software. Both WINFIT and
WINDXP are commercial programs and come with the low-field NMR spectrometer.

All solid-state NMR spectra were obtained on a VARIAN spectrometer, UNIT-Plus, 9.4 Tesla, operating at 104 MHz for $^{13}\text{C}$ nuclei and 79.49 MHz $^{29}\text{Si}$. The samples were packed in a 7mm zirconia rotor that was spun in the magic angle at about 6 kHz for the carbons-13 nucleus. The $^{13}\text{C}$ cross polarization magic angle spinning (CPMAS) were first done to obtain the conditions to apply the variable contact time experiment (VCT), which were carried out using 2 s of recycle delay with the increase of contact-times varying from 100 to 8000 µs, the hydrogen decoupling field strength was 40 KHz. From this experiment it was also determined the values of proton spin-lattice relaxation time in the rotating frame (T$_1^P$), which is indirectly determined from the intensity decay of each resolved carbon. Hexamethyl benzene (HMB) was used as external standard; the methyl carbons were assigned as 17.3 ppm.

III. RESULTS AND DISCUSSION

A. Evaluation of PHB-organoclay systems obtained by solution

Low-field NMR analyses were used to determine the proton spin-lattice relaxation time for the PHB/viscogel B8 nanocomposites. Table I shows the proton T$_1$ relaxation values of the PHB/viscogel B8 nanocomposites, the nanostructure materials were obtained through intercalation solution method.

<table>
<thead>
<tr>
<th>Samples</th>
<th>T$_1^P$ ms</th>
</tr>
</thead>
<tbody>
<tr>
<td>HIPS</td>
<td>683</td>
</tr>
<tr>
<td>HIPS41</td>
<td>654</td>
</tr>
<tr>
<td>HIPS42</td>
<td>463</td>
</tr>
<tr>
<td>HIPS43</td>
<td>479</td>
</tr>
<tr>
<td>HIPS45</td>
<td>507</td>
</tr>
</tbody>
</table>

According to the relaxation time values listed in both Tables II and III, independently of organoclay type used, the best quantity of nanoparticle to be well dispersed and distributed in the polymer matrix was 2%, in this proportion higher degree of exfoliation process occurred, due to the decrease in the relaxation time, because of the relaxing effect of the paramagnetic metal present in the clay structure. These metals influence direct in the protons relaxation decreasing it, which confirms the exfoliation process.
C. Evaluation of PLA-silica systems obtained by solution

Two silica types A200 (hydrophilic) and R972 (hydrophobic) were incorporated in the PLLA matrix [11] and both silica types caused changes in T_1H values due to the changes in the molecular mobility, as a consequence of nanoparticle dispersion and distribution in the polymer matrix. Table IV shows the T_1H values for the PLLA (pellet), 5% PLLA and their nanocomposites with A200 and R972 silica.

The effects of 0.5mg of both silica type A200 and R972 were comparable. However, comparing the addition of the samples with 1mg of A200 or R972, the effect of this quantity of silica in the system containing A200 was stronger than the system with 1mg of R972.

For film formed from 5% PLLA an increase in the quantity of R972 decreased the T_1H, which is derived from the dispersion of the silica, this system has an opposite behavior compared to A200 addition.

Therefore, both silica types had promoted changes in the relaxation time as a consequence of silica dispersion and distribution in the polymer matrix. This confirms that the relaxation time parameter was effective to show the effect of nanoparticles with spherical form, such as silica.

D. Evaluation of EVA-silica systems obtained by melting processing

The evaluation of EVA-silica system was evaluated by the determination of proton spin-lattice relaxation time in the rotating frame, T_1ρH, it was determined through the decay of the resolved carbons with the increasing of the contact-times, obtained during the VCT experiment. The values of this parameter are listed in Table V.

The decrease of 50% in the T_1ρH value for the EVA chains in the EVA/SiO_2 5% nanocomposite shows that the EVA chains are interacting intimately with SiO_2, as a consequence of the silica oxide has being well dispersed and distributed in the polymer matrix, which causes a decreases in the T_1ρH parameter due to the decrease in the spatial proximity, promoting a strong intermolecular interaction. Analyzing the EVA/SiO_2 20% T_1ρH value, no change in the parameter value was found comparing to EVA itself, indicating an occurrence of phase separation, because the quantity of silica is high to be well dispersed and distributed in the polymer matrix, as a consequence an agglomeration of silica particles occurs.

E Evaluation of EVA-carbon nanotubes system obtained by solution method

The relaxation parameter was also used to evaluate the polymer nanocomposite when the nanoparticle has a tubular form, such as carbon nanotubes.

Table VI shows the proton spin-lattice relaxation time evolution of EVA-carbon nanotubes modified with carboxylic acid system, varying the proportion of carbon nanotubes; these systems were prepared by solution dispersion method.

According to the relaxation data, the addition of small quantity of carbon nanotubes modified with acid does not influence sufficiently the molecular dynamic of the EVA matrix, the very low decreased in the relaxation value could be associated to some dispersion/distribution of the CNT in the EVA matrix.

These systems were also evaluated by the domain distribution curves (Figure 1). The distribution curves show some displacement for the systems that contains 0.1 % w/w of modified carbon nanotubes, which is in accordance with the relaxation data observed in the Table VI.
IV. CONCLUSIONS

According to the relaxation data presented for the systems that using biopolymer and distinct nanoparticles we can see that independently of nanoparticles form their dispersion and distribution in the polymer matrix, as well as the intermolecular interaction can be accompanied by the proton spin-lattice relaxation time values.

For the EVA systems the nanostructured materials formed present a good nanoparticle dispersion and distribution, as a consequence of the preparation mode and the polymer matrix nanoparticle pair.

The evaluation of polymer nanomaterials was clearly obtained according to the changes in the relaxation time values comparing to the polymer matrix before the nanoparticles being incorporated to them. The NMR data showed to be a good alternative technique to be used to evaluate these type of materials.
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Abstract—We present a new class of plasmonic substrates based on two-dimensional rectangular array of nanopillars over very large areas (4” wafers). The gap between each pair of neighboring nanopillars is small enough (< 100 nm) that highly confined plasmonic cavity resonances are supported in between such pairs. The resonant structures are tunable in the 400-800nm visible range with strong field enhancements and antireflective performance, up to 80% of incident light due to a highly efficient coupling and trapping. Because of their design and fabrication flexibility, these nanotemplates they can impact various fields, from detection and spectroscopy to energy harvesting to photovoltaic.

Keywords: plasmonics; resonant cavity; tunability; nanolithography.

I. INTRODUCTION

Plasmonic nanostructures are widely investigated due to their strong controllability potential which suite their exploitation in disparate fields from bio-molecular detection [1-3] to sub-wavelength optics [4-6] and photovoltaic technology [7-9]. A plethora of 2D particle geometries have been employed but typically offer enhancements over narrow wavelength and incident angle ranges [10, 11]. There are currently new efforts in overcoming this inherent limitation of plasmonic nanostructures exploring also the third dimension [12-15]. Here, we propose a controllable broadband, tunable platform in which vertical plasmon resonant nanocavities are arranged in uniform and dense arrays of coupled metallic nanowires [16]. Tuning and broadening of the plasmonic multiple resonances is obtained by controlling the geometrical dimensions of the cavity, i.e interpillar gaps and heights, or the optical properties of the environment, i.e., the dielectric constant. In particular, the vertical dimension dictates the total number of supported wavelength resonances, whereas the horizontal dimension is responsible for the quality factor Q of the cavities. Using such knobs, UV to IR spectrum could be covered at once with less or more resonant plasmonic features favoring the conditions for either specific wavelength alignment with high Q as needed in spectroscopy or widely absorbing plasmons more critical in energy harvesting applications. Furthermore, because of the square lattice arrangement of the pillars, the platform is also polarization independent which can be advantageous as it reduces requirements of the available sources (i.e., Light Emitting Diodes or LEDs). In the following we will discuss about the technology providing high density tunable plasmonic paired nanopillars with excellent control of the cavity size over 4” wafers. Tuning of the plasmon resonance in the 400-800 nm range is demonstrated by controlling the geometrical dimensions of the cavity and the dielectric environment. The reflectivity and absorbance of the arrays of cavities for gold, silver and aluminum metals are presented. The limitations for the implementation of such a structure are discussed nevertheless showing that the averaged absorbance can be increased above 80%, a remarkable feature considering that these metals are used to fabricate highly reflective optical mirrors.

The paper is structured as follows: we will provide first a description of the experimental work, including the fabrication details, the principle of operation, the characterization setup, along with data derivation and model validation. Discussion of the results will follow. Finally, the conclusion and future outlook are presented.

II. EXPERIMENTS

A. Fabrication of Nanopillar Templates

The plasmonic substrate is composed of a rectangular array of vertical nanopillars coated with either gold, silver or he fabrication steps are reported in Fig. 1

![Figure 1. Fabrication steps details.](image)

The period of the array is 360 nm, chosen such that insignificant diffraction grating effects take place in the visible spectrum. The nanopillar array template is patterned...
using laser interference lithography [17] over 4” wafers that are coated with half-micron thick photoresist. The laser wavelength for the holography is 413 nm and the dose ~ 40 mJ/cm². The resultant photoresist structure is a periodic array of pillars with pitch of 360 nm and diameter ranging between 130 - 150 nm due to source dose variation. The patterned photoresist acts as the etching mask in a subsequent step of ion beam milling which enables the transfer of the geometry into a silicon or fused silica substrate. Further, the structure is either sputtered with conformal metallic films or coated first with a thick layer of Al₂O₃ by Atomic Layer Deposition (ALD) followed by a subsequent step of conformal sputtering of thinner metal layers. In this context we will discuss only the results obtained with the former as it gives more flexibility in controlling the aspect ratio of height vs. gap (or diameter of the pillars) due to the different vertical vs. sidewall deposition rates, eventually resulting more amenable to achieve the desired tunability. In fact, the height and diameter of the pillars are determined by the etch time and sputtering time respectively as shown in Figs. 2a and 2b. Incidentally, the combined ALD/sputtering process becomes more appealing for applications that require much smaller gaps (< 10 nm) such as Surface Enhanced Raman Spectroscopy, as it helps in refining the dimensions at the atomic level [18]. Pairs of vertically aligned nanopillars form a metal-dielectric-metal (MDM) waveguide when the edge to edge separation is closer than 100 nm (Fig. 2c). Plasmon modes are excited by normal incident light waves in the transverse magnetic (TM) polarization mode as exemplary polarization; for the transverse electric (TE) results would be just the same given the lattice symmetry.

B. Plasmonic Resonance Cavity Model

The resonant modes of the cavity are formed by the interference of forward and backward propagating waves and are determined by the dispersion relation of the waveguide and the phase shifts at each end

\[ 2k_p h + \varphi_1 + \varphi_2 = 2m\pi, \]

where \( k_p \) is the wavevector of the surface plasmon wave, \( h \) is the length of the cavity, \( \varphi_1 \) and \( \varphi_2 \) are the phase changes at the top and bottom boundaries and \( m \) is the resonance order. The dispersion relation, \( k_p(\omega) \), can be approximated with that of a semi-infinite plane MDM waveguide or calculated numerically. Fig. 2d shows the electric field amplitude profile for a resonant mode of order \( m = 4 \), as seen from three orthogonal cross sections. The node and anti-node conditions at each end are assumed to correspond to phase shifts of \( \theta \) (matched dielectric) and \( \pi/2 \) (metal interface). In Fig. 2e we highlight the tangential power flow for the \( m = 4 \) mode. A net power flow occurs in the horizontal directions only at the rounded tapered region corresponding to a lateral flow convergent into the inter-pillar waveguide. The curved ending acts as a sub-wavelength electromagnetic antenna that effectively increases the absorbance cross section of the cavity.

Figure 2. Fabrication: SEMs of the vertical metallic nanopillars viewed from side (a) and top (b); bar = 1 µm. Simulation: (c) Unit cell of the rectangular array centered on the plasmon nanocavity. (d) Electric field amplitude in the resonator seen from front, side and top when excited by normally incident TM mode. (e) Power flow in the vertical symmetry planes of the cavity channeled into the inter-pillar region from the top of the cavity.

C. Characterization and Model Validation

The frequency response of the resonator shows strong absorbance peaks that correspond to excitation of high electric field mode amplitude modes. The overall absorbance can be increased by adjusting the length of the resonator such that additional higher order modes are excited. Fig. 3 represents the simulated and experimentally measured reflectance of an array with 360 nm pitch made of silver nanopillars of 310 nm diameter and 1000 nm height. The electric field amplitude profile of the mode on the vertical symmetry axis of the unit cell is plotted as a function of wavelength. The plasmon cavity shows the strongest field enhancements for the modes that extend further into the free space and have a better overlap with the incident photon field. However, weak plasmon modes at other wavelengths, suggesting that stronger absorbance of the array over the whole spectrum can be achieved by engineering the ends. The directionality of the antenna is shown in Fig. 3c.

Array reflectivities were calculated for nanopillar arrays of variable height made of gold, silver and aluminum which arranged in the increasing order of their bulk plasma frequency [19]. The gold is significant for bio-molecular sensing, while silver and aluminum are relevant for photovoltaic applications since resonances have a better overlap with the solar spectrum.

In Fig. 4 we show the simulated reflectance spectrum of 360 nm pitch array of vertical nanowires of diameter 310
nm, variable height $h$, and capped by a hemisphere of diameter 310 nm. In the case of gold only a fraction of the visible spectrum is covered by plasmon resonances as the cut off frequency corresponds to an excitation wavelength of 550 nm, while for silver and aluminum the entire visible spectrum is covered. As the height of the pillar is increased the spacing between consecutive modes is decreasing enabling the cavity to have a strong absorbance at more excitation wavelengths. The simulations for the aluminum structures suggest that past a certain height, an increase in the length of the resonator causes a decrease in the absorbance strength. This can be explained by the higher losses of aluminum combined with longer paths of the plasmon at the interfaces. Alternatively, the effective length of the resonator can be changed by increasing the refractive index of the dielectric core as shown in Fig. 4g. The effectiveness of the resonant array as a broadband absorber was assessed by calculating the average absorbance of the array in the 400-800 nm spectral range as a function of nanopillar height (Fig. 5). A stepwise decrease in absorbance is observed each time an additional resonance is added to the reflectance spectrum of the array.

The averaged absorbance becomes larger than the values calculated in Fig. 5 when restricted to a frequency range above common semiconductor bandgaps and when weighted by the photon energy and the solar irradiance spectrum. If the refractive index of the inter-pillar dielectric core is increased, the cutoff plasma frequency and the plasmon resonance locations are red shifted and the spacing between resonances becomes smaller as the optical length of resonator is increased. Based on these arguments, aluminum nanopillar dielectric hybrid structures have a better spectral coverage than any other metal considered. Silver on the other hand has the lowest losses in the visible and it is most efficient for transferring energy from the plasmon modes into the absorptive dielectric material. The gold nanowire arrays have a significant potential for biological sensing.

![Figure 4](image_url) Simulations of the normal incidence reflected power for gold (a), silver (b) and aluminum (c) as a function of wavelength and pillar height. Multiple resonances can be excited below the plasmon cutoff frequency. Experimental plots of reflectivity for flat metallic films and arrays of height equal to 0.5, 1, 1.5, and 2 µm for gold (d), silver (e) and aluminum (f). (g) red-shift effect of dielectric. In all plots the reflectivity scale is 0 to 1.

**III. CONCLUSIONS AND FUTURE WORK**

We demonstrated multiresonant plasmonic nanocavities in vertical metallic nanopillar arrays with strong overlap and coupling between incident light and the plasmon modes. The absorbance of nanostructured metallic surfaces has been engineered to cover multiple wavelengths by increasing the longitudinal dimensions of the plasmon resonant nanocavities. For large cavity sizes for aluminum and longer for silver and gold, the benefit of multiple resonances is offset by the weaker coupling into plasmons as the round trip
losses in the cavity become significant enough to decrease the electric field amplitude of the modes. Using geometry dependent tuning, the resonances can be further optimized for renewable energy applications for a better overlap with the absorbance of semiconductor materials. Most of the incident light is reflected in the red side of the spectrum, as the resonance spacing is increased at longer wavelengths.

Finally, in terms of application, it needs to be mentioned that the nano-cavities are envisioned for high sensitivity Raman spectroscopy that requires high local electromagnetic fields and alignment between the plasmon resonance and excited and scattered light [18]. Currently, besides Surface Enhanced Raman Spectroscopy which relies on visible resonant structures, we are also extending the cavity resonances to IR as source and detector platforms for enhanced IR spectroscopy. Furthermore, the tunable nanocavity are of particular relevance for fabrication of plasmonic lasers which use surface plasmons instead of light to pump the lasing medium [20], which we are also currently embarking on. Since the device structure relies on vertical free standing nano-pillars the plasmonic cavity region can be filled with any material of choice. Therefore, in addition to the high confinement factors shown, the cavity plasmon resonance can be adjusted for maximum overlap with the absorbance of the active material.

Figure 5. Average absorbance calculated over 400-800nm range.
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Abstract—We discuss the security of quantum key distribution protocols based on entanglement swapping against collective attacks. Therefore, we apply a generic version of a collective attack strategy on the most general entanglement swapping scenario used for key distribution. Further, we focus on basis transformations, which are the most common operations performed by the legitimate parties to secure the communication. In this context, we show that the angles, which describe these basis transformations can be optimized compared to an application of the Hadamard operation. As a main result, we show that the adversary’s information is reduced to a new minimum of about 0.45, which is about 10% lower than in other protocols.
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I. INTRODUCTION

Quantum key distribution (QKD) is an important application of quantum mechanics and QKD protocols have been studied at length in theory and in practical implementations [1], [2], [3], [4], [5], [6], [7], [8]. Most of these protocols focus on prepare and measure schemes where single qubits are in transit between the communication parties Alice and Bob. The security of these protocols has been discussed in depth an security proofs have been given for example in [9], [10], [11]. In addition to these prepare and measure protocols, several protocols based on the phenomenon of entanglement swapping have been introduced [12], [13], [14], [15], [16]. In these protocols, entanglement swapping is used to obtain correlated measurement results between the legitimate communication parties, Alice and Bob. In other words, each party performs a Bell state measurement and due to entanglement swapping their results are correlated and further on used to establish a secret key.

Entanglement swapping has been introduced by Bennett et al. [17], Zukowski et al. [18] as well as Yurke and Stolen [19], respectively. It provides the unique possibility to generate entanglement from particles that never interacted in the past. In detail, Alice and Bob share two Bell states of the form $|\Phi^+\rangle_{12}$ and $|\Phi^+\rangle_{34}$ such that afterwards Alice is in possession of qubits 1 and 3 and Bob of qubits 2 and 4 (cf. Figure 1). Then Alice performs a complete Bell state measurement on the two qubits in her possession, which results in

$$|\Phi^+\rangle_{12} \otimes |\Phi^+\rangle_{34} = \frac{1}{2} \left(|\Phi^+\rangle|\Phi^+\rangle + |\Phi^-\rangle|\Phi^-\rangle + |\Psi^+\rangle|\Psi^+\rangle + |\Psi^-\rangle|\Psi^-\rangle\right)_{1324}$$

(1)

After the measurement, the qubits 2 and 4 at Bob’s side collapse into a Bell state although they originated at completely different sources. Moreover, the state of Bob’s qubits depends on Alice’s measurement result. As presented in eq. (1) Bob always obtains the same result as Alice when performing a Bell state measurement on his qubits.

The security of QKD protocols based on entanglement swapping has been discussed on the surface so far. It has only been shown that these protocols are secure against intercept-resend attacks and basic collective attacks (cf. for example [12], [13], [15]). Therefore, we analyze a general version of a collective attack where the adversary tries to simulate the correlations between Alice and Bob [20]. A basic technique to secure these protocols is to use a basis transformation, usually a Hadamard operation, similar to the prepare and measure schemes mentioned above, to make it easier to detect an adversary. Hence, we analyze the security with respect to a general basis transformation about an angle $\theta_A$ applied by Alice and a transformation about an angle $\theta_B$ applied by Bob. In the course of that, we are going to identify, which values for $\theta_A$ and $\theta_B$ are optimal such that an adversary has only a minimum amount of information on the secret key.

In the next section, we are going to shortly review the simulation attack, a generic collective attack strategy where an adversary applies a six-qubit state to eavesdrop Bob’s measurement result. A detailed discussion of this attack strategy can be found in [20]. In Section III, we discuss the security of entanglement swapping based QKD protocols against the simulation attack. Here, we are focussing on the application of one and two basis transformations and define the optimal angles for these transformations. At the end, we summarize the results and give a short outlook on our next steps into this topic.

II. THE SIMULATION ATTACK STRATEGY

In entanglement swapping based QKD protocols like [12], [13], [14], [15], [16] Alice and Bob rest their security check
onto the correlations between their respective measurement results coming from the entanglement swapping (cf. eq. (1)). If these correlations are violated, Alice and Bob have to assume that an eavesdropper is present. Hence, a general version of a collective attack has the following basic idea: the adversary Eve tries to find a multi-qubit state, which preserves the correlation between the two legitimate parties. Further, she introduces additional qubits to distinguish between Alice’s and Bob’s respective measurement results. If she is able to find such a state Eve stays undetected during her intervention and is able to obtain a certain amount of information about the key. In a previous article [20], we already described such a collective attack called simulation attack for a specific protocol [16]. The generalization is straightforward as described in the following paragraphs. It has been pointed out in detail in [20] that Eve uses 4 qubits to simulate the correlations between Alice and Bob and she introduces additional systems, i.e., $|\varphi_i\rangle$, to distinguish between Alice’s different measurement results. This leads to the state

$$|\delta\rangle = \frac{1}{2} \left( |\Phi^+\rangle |\varphi_1\rangle + |\Phi^-\rangle |\varphi_2\rangle \right)_{PRQST}$$

which is a more general version than described in [20]. This state preserves the correlation of Alice’s and Bob’s measurement results coming from the entanglement swapping (cf. eq. (1)). To be able to eavesdrop Alice’s and Bob’s measurement results Eve has to choose the auxiliary systems $|\varphi_i\rangle$ such that

$$\langle \varphi_i | \varphi_j \rangle = 0 \quad i, j \in \{1, ..., 4\} \quad i \neq j$$

This allows her to perfectly distinguish between Alice’s and Bob’s respective measurement results and thus gives her full information about the classical raw key generated out of them.

In detail, Eve distributes qubits $P$, $Q$, $R$ and $S$ between Alice and Bob such that Alice is in possession of qubits $P$ and $R$ and Bob is in possession of qubits $Q$ and $S$. When Alice performs a Bell state measurement on qubits $P$ and $R$ the state of qubits $Q$ and $S$ collapses into the same Bell state, which Alice obtained from her measurement (compare eq. (1) and eq. (2)). Hence, Eve stays undetected when Alice and Bob compare some of their results in public to check for eavesdroppers. The auxiliary system $|\varphi_i\rangle$ remains at Eve’s side and its state is completely determined by Alice’s measurement result. Therefore, Eve has full information on Alice’s and Bob’s measurement results and is able to perfectly eavesdrop the classical raw key.

There are different ways for Eve to distribute the state $|\delta\rangle_{P\rightarrow U}$ between Alice and Bob. One possibility is that Eve is in possession of Alice’s and Bob’s source and generates $|\delta\rangle_{P\rightarrow U}$ instead of Bell states. This is a rather strong assumption because the sources are usually located at Alice’s or Bob’s laboratory, which should be a secure place. Nevertheless, Eve’s second possibility is to intercept the qubits 2 and 3 flying from Alice to Bob and vice versa and to perform entanglement swapping to distribute the state $|\delta\rangle$. This is a straightforward method as already described in [20].

We want to stress that the state $|\delta\rangle$ is generic for all protocols where 2 qubits are exchanged between Alice and Bob during one round of key generation as, for example, the QKD protocols presented by Song [15], Li et al. [16] or Cabello [12]. As already pointed out in [20], the state $|\delta\rangle$ can also be used for different initial Bell states. For protocols with a higher number of qubits the state $|\delta\rangle$ has to be extended accordingly.

### III. Security Against Collective Attacks

In the following paragraphs we discuss Eve’s intervention on an entanglement swapping QKD protocol performing a simulation attack, i.e., using the state $|\delta\rangle_{P\rightarrow U}$. To detect Eve’s presence either Alice or Bob or both parties apply a basis transformations as depicted in Figure 1.

#### A. General Basis Transformations

Similar to the prepare and measure schemes mentioned in the introduction most of the protocols based on entanglement swapping apply basis transformations to make it easier to...
detect the presence of an eavesdropper. The basis transformation most commonly used in this case is the Hadamard operation, i.e., a transformation from the $Z$- into the $X$-basis. In general, a basis transformation from the $Z$-basis into the $X$-basis can be described as a combination of rotation operations, i.e.,

$$T(\theta, \phi) = e^{i\phi} R_x(\phi) R_z(\theta) R_y(\phi)$$

where $R_x$ and $R_z$ are the rotation operations about the $X$- and $Z$-axis, respectively. For reasons of simplicity we take $\phi = \pi/2$ in our further discussions and therefore denote the transformation is described solely by the angle $\theta$, i.e., $T_\theta$. From eq. (4) we can directly see that the Hadamard operation equals $T_\pi$ for $\theta = \pi/2$. To keep the security analysis as generic as possible we discuss a setup where a general basis transformation about an angle $\theta_A$ is applied by Alice and a transformation about an angle $\theta_B$ is applied by Bob (cf. Figure 1).

For our further discussions we will assume that Alice and Bob prepared the initial states $|\Phi^+\rangle_{12}$ and $|\Phi^+\rangle_{34}$ as described above to make calculations easier. As already described in [20] if Alice and Bob choose $\theta_A = \theta_B = 0$, i.e., they perform no transformation, the protocol is completely insecure. Hence, we will focus on the scenarios where either $T_{\theta_A}$ or $T_{\theta_B}$ or both transformations are applied. For all scenarios we assume that Alice applies $T_{\theta_A}$ on qubit 1 and Bob applies $T_{\theta_B}$ on qubit 4.

### B. Application of a Single Transformation

For the first scenario where only Alice applies the basis transformation the overall state of the system after Eve’s distribution of the state $|\delta\rangle_{R-U}$ can simply be described as

$$|\delta'\rangle = T_{\theta_A}^\dagger |\delta\rangle_{1QRATU}$$

where the superscript "(1)" indicates that $T_{\theta_A}$ is applied on qubit 1. When Eve sends qubits $R$ and $Q$ to Alice and Bob, respectively, the state after Alice’s Bell state measurement on qubits 1 and $R$ is

$$\cos \frac{\theta_A}{2} |\Phi^-\rangle_{Q4}|\varphi_2\rangle_{TU} + \sin \frac{\theta_A}{2} |\Psi^-\rangle_{Q4}|\varphi_3\rangle_{TU}$$

assuming Alice obtained $|\Phi^+\rangle_{1R}$ (for Alice’s other three possible results the state changes accordingly). This leads to the assumption that in this case Bob’s transformation back into the $Z$-basis does not re-establish the correlations between Alice and Bob properly. Performing the calculations we see that Bob’s operation $T_{\theta_B}$ brings qubits $Q, 4, T$ and $U$ into the form

$$\cos \frac{\theta_A}{2} |\Phi^+\rangle_{Q4}|\varphi_2\rangle_{TU} + \sin \frac{\theta_A}{2} |\Phi^+\rangle_{Q4}|\varphi_3\rangle_{TU}$$

$$\sin \frac{\theta_A}{2} |\Psi^-\rangle_{Q4}|\varphi_2\rangle_{TU} + \sin \frac{\theta_A}{2} |\Psi^-\rangle_{Q4}|\varphi_3\rangle_{TU}$$

When Bob performs a Bell state measurement we can directly see from this expression that Bob obtains either the correlated result $|\Phi^+\rangle_{Q4}$ with probability

$$\left(\cos^2 \frac{\theta_A}{2}\right)^2 + \left(\sin^2 \frac{\theta_A}{2}\right)^2 = \frac{3 + \cos(2\theta_A)}{4}$$

or an error, i.e., the state $|\Psi^-\rangle_{Q4}$, otherwise. Hence, Eve introduces an error with probability $(\sin^2 \theta_A)/2$, which yields an expected error probability

$$\langle P_e \rangle = \frac{\sin^2 \theta_A}{4}$$

Nevertheless, as long as the results are correlated Eve obtains from her Bell state measurement on qubits $T$ and $U$ the state $|\varphi_2\rangle_{TU}$ with probability $(1 + \cos(\theta_A))^2/(3 + \cos(2\theta_A))$ and knows that Bob obtained $|\Phi^+\rangle_{Q4}$. Consequently, we obtain the expected collision probability

$$\langle P_e \rangle = \frac{1}{8} \left(7 + \cos(2\theta_A)\right).$$

This directly leads to the Shannon entropy

$$H = \frac{1}{2} h\left(\cos^2 \frac{\theta_A}{2}\right)$$

where $h(x) = -x \log_2 x - (1 - x) \log_2 (1 - x)$ is the binary entropy. Looking at $\langle P_e \rangle$ and $H$ in Figure 2 we see that the optimal angle for a single basis transformation is $\pi/2$, i.e., the Hadamard operation. If only Bob applies the basis transformation the calculations run analogous to this scenario and therefore provide the same results.

### C. Application of Combined Transformations

When both Alice and Bob apply their basis transformation the overall state changes to

$$|\delta'\rangle = T_{\theta_A}^\dagger T_{\theta_B}^\dagger |\delta\rangle_{1QRATU}$$

and after Alice’s Bell state measurement on qubits 1 and $R$ and Bob’s application of $T_{\theta_B}$ on qubit $Q$ the state of the remaining qubits is

$$\cos^2 \frac{\theta_A - \theta_B}{2} |\Phi^+\rangle_{Q4}|\varphi_1\rangle_{TU}$$

$$+ \sin^2 \frac{\theta_A - \theta_B}{2} |\Phi^+\rangle_{Q4}|\varphi_4\rangle_{TU}$$

$$- \sin(\theta_A - \theta_B) |\Psi^-\rangle_{Q4} |\varphi_1\rangle_{TU} - |\varphi_4\rangle_{TU}$$

Consequently, Bob obtains a correlated result with probability $(3 + \cos(2\theta_A - 2\theta_B))/4$ and following the argumentation from scenario described in Section III-B above this yields an average error probability (cf. Figure 3 for a plot of this function)

$$\langle P_e \rangle = \frac{1}{16} \left(3 - \cos 2\theta_A - 2\cos^2 \theta_A \cos 2\theta_B\right)$$

When the results are correlated Eve obtains either $|\varphi_1\rangle_{TU}$ or $|\varphi_4\rangle_{TU}$, as it is easy to see from eq. (13). Hence, Eve’s
information on the Alice’s and Bob’s result is lower compared to the first scenario, i.e., Alice’s and Bob’s Shannon entropy is higher:

\[
H = \frac{1}{4} h\left(\cos^2 \frac{\theta_A}{2}\right) + \frac{1}{4} h\left(\cos^2 \frac{\theta_B}{2}\right) + \frac{1}{8} h\left(\cos^2 \frac{\theta_A + \theta_B}{2}\right) + \frac{1}{8} h\left(\cos^2 \frac{\theta_A - \theta_B}{2}\right)
\]  

(15)

This is due to the fact that it is more difficult for Eve to react on two separate basis transformations with different angles \(\theta_A\) and \(\theta_B\) and is easy to see from the plot of the Shannon entropy \(H\) in Figure 4.

IV. RESULTS

For the scenarios where either Alice or Bob applies a basis transformation at random, the optimal value for \(\theta_A\) and \(\theta_B\), respectively, is \(\pi/2\). Therefore, the Hadamard operation is the optimal choice in this scenario for protocols using only one basis transformation, as it is already known from literature [13], [20]. In this case the average error probability as well as the Shannon entropy are maximal at \(\langle P_e \rangle = 0.25\) and \(H = 0.5\) (cf. Figure 2). Further, Eve’s information on the bits of the secret key is given by the mutual information

\[
I_{AE} = 1 - H = 1 - \frac{1}{2} = \frac{1}{2}
\]

(16)

which means that Eve has 0.5 bits of information on every bit of the secret key. Using error correction and privacy amplification Eve’s information can be brought below 1 bit of the whole secret key as long as the error rate is below \(\sim 11\%\) [11]. This is more or less the standard threshold value for the prepare and measure QKD protocols.

A combined application of the Hadamard operation by both parties would indicate at a first glance that the security is further increased. But when we look at Figure 4 we see that a random application of the Hadamard operation by both Alice and Bob gives the same result as the application on just one side. This is due to the fact that in case both parties apply the Hadamard operation at the same time the operations cancel out each other. But as we can further see from Figure 4, the Shannon entropy for a combined application of basis transformations is much higher for some regions. In detail, the maximum of the function plotted in Figure 4 is

\[
H \sim 0.55 \quad \text{and thus} \quad I_{AE} \sim 0.45
\]

(17)

for \(\theta_A = \pi/4\) and \(\theta_B = \pi/2\) or vice versa. Hence, if just one of the parties applies a Hadamard operation and the other one a transformation about an angle of \(\pi/4\) Eve’s mutual information is about 10% lower. At the same time we see from Figure 3 that for these two values of \(\theta_A\) and \(\theta_B\) the error probability is still maximal with \(\langle P_e \rangle = 0.25\). This means Alice and Bob are able to further reduce Eve’s information about the raw key by the combined application of two basis transformations, one about \(\theta = \pi/2\) and the other about \(\theta = \pi/4\).

V. CONCLUSION AND FURTHER RESEARCH

In this article, we discussed the optimality of basis transformations to secure entanglement swapping based QKD protocols. Starting from a generic entanglement swapping scenario we used a collective attack strategy to analyse the amount of information an adversary is able to obtain. We showed that in case only one party applies a basis transformation the operation \(T_\theta\) reduces to the Hadamard operation, i.e., the angle \(\theta = \pi/2\) allows a maximal mutual information of \(I_{AE} = 0.5\). Whereas, if both parties apply a transformation the optimal choice for the angles \(\theta_A\) and \(\theta_B\) describing the basis transformations is \(\theta_A = \pi/4\) and \(\theta_B = \pi/2\). This decreases the mutual information of an adversary further to \(I_{AE} \sim 0.45\).

The next questions arising directly from these results are how, if at all, the results change if basis transformations from the \(Z\)- into the \(Y\)-basis are applied. A first inspection shows that such basis transformations can not be plugged in directly into this framework. Besides the transformation from the \(Z\)- into the \(Y\)-basis we are going to inspect the effects of the simpler rotation operations on the results. Since basis transformations can be described in terms of rotation operations it could be easier to apply rotation
operations in this framework. Due to the similar nature of basis transformations and rotation operations we assume that the results will be the same as presented here.

To keep the setting as general as possible the main goal is to allow Alice and Bob to use arbitrary unitary operations instead of just basis transformations to secure the protocol. This should make it even more difficult for Eve to gain information about the raw key.
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Abstract—The objective of this study is to evaluate the quantification process of geometric parameters such as material volume, when different computed microtomography spatial resolutions are employed. To this end, two reservoir rock samples were scanned with a three-dimensional high energy computed microtomography system. The results show a strong difference in the acquisition, reconstruction and image processing times, but do not present a significant loss of information on the micro structural parameters such as porosity between the two resolutions.
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I. INTRODUCTION

High resolution 3D computed microtomography (microCT) is a powerful technique used to visualize and characterize the internal structure of objects. It is a non-destructive method that produces images of the internal structure of an object which does not need to be previously modified, i.e., the object inspected does no need to be subjected to a preparation method such as impregnation, thinning or polishing [1]. In this technique, contiguous sequential images are compiled to create 3D representations that may be digitally processed to obtain relevant quantitative geometric and/or morphologic parameters, depending on the focus of the investigation [2]. The great advantage of microtomography is that quantitative information such as volume, size, shape, distribution and connectivity of the rock pores can be obtained through the entire 3D volume of the samples, from micro-scale to nano-scale.

MicroCT physical principle is based on the attenuation of X-rays when they interact with the object. The intensity of the photons crossing the object depends on the number of atoms by volume unit (density) and on the type of the atoms throughout the beam. In order to obtain the image of a section of a test specimen it is necessary to obtain many projections in constant angular steps [3]. Beam hardening artifacts in gray level, which may show up in the images, manifest due to the preferential attenuation of low energy photons. This process can be minimized using metallic filters to eliminate low energy photons from the incident radiation. When the object is a rock sample it is common to insert a combination of two metallic filters such as aluminum and copper [4].

It is know that the better the spatial resolution of the images in microCT the better the visualization of small details. However, the quantification of structural parameters in microCT is extremely dependent on image resolution, which may affect final data interpretation [5-7].

The objective of this study is to evaluate the changes that occur in the entire quantification process (acquisition, reconstruction and processing) of geometric parameters, such as porosity, of reservoir rocks when different image resolutions are employed. For that purpose it will be used high resolution microCT equipment and several holes in two rocks will be the focal point of this investigation.

In the next sections it will be described all the experimental conditions that the carbonates were submitted, as well as the methodology used to characterize the rocks. The geometric parameters used in this study were the total volume of the binary-converted objects within the volume of interest, the percentage of the volume of interest occupied by binary, the total porous space volume and total porosity. After that section, for each experimental condition and imaging processing, the results are analyzed and discussed and the 3D microCT visualization will be presented together.

II. MATERIALS AND METHODS

The reservoir rocks used in this study are of the carbonated type and were named samples 1 and 2 (Fig. 1). Five holes were made in the sample 1 and nine holes in sample 2, in a way that their dimensions are known. Thus, it is possible to evaluate the accuracy and precision of 3D quantification by microCT.

MicroCT’s were obtained in a high energy microtomography system (SkyscanBruker, model 1173). The samples were placed in the experimental equipment inside an acrylic cylinder with a 1.0mm thickness for sample 1 and a 3.1mm thickness for sample 2. This ensured that the samples would not move during the entire acquisition process, which lasted about 1 or 2 hours, depending on the resolution used.

The system was calibrated to operate at 130kV of energy and a current of 61 μA. The microCT system has 2 built-in metallic filter options: aluminum (with a thickness of
1.0mm) and brass (0.15mm thick). The intention of these filters is to reduce the contribution of low energy photons to minimize the effects of beam hardening. In the present study, a combination of two filters was used: copper (0.15mm thick) and aluminum (1.0mm thick).

The spatial resolutions used in this study were 10 µm and 20 µm. In these conditions the distances source- sample and source- detector were of 72.8mm and 291.2mm for the 10µm resolution and of 148.3mm and 215.7mm for the 20µm resolution, respectively. A flat panel detector was used (2240 x 2240 pixels) to register the cone X-ray beam transmission. The projection images were taken 360º at each step of 0.50º rotation.

Figure 1. (a) photograph of sample 1 with their dimensions and the holes in the spotlight and (b) photograph of sample 2, also with their dimensions and the holes in the spotlight.

After the acquisition process, the radiographic images were rebuilt. For such, Nrecon ® [08] - version 1.6.4.1 and InstaRecon [09] - version 1.3.5.0 softwares were used, the algorithm of which is based on the works of Feldkamp [10]. The reconstruction software used allows the selection of many parameters thus creating a better quality image. Artifact corrections can be made in the image such as: correction of the ring artifact that shows up as total or partial rotation-axis centered circles, caused by changes on the output of individual detectors or set of detectors. Corrections of beam hardening can also be made, which turns the object borders shinier than the center even in homogeneous materials since low energy X-rays are attenuated more promptly than high energy X-rays.

The most important parameters are the use of smoothing filters in different degrees (1 to 10), reduction of ring artifacts in different levels (1 to 20) and beam hardening correction in different levels (1% to 100%). In this study, Gaussian smoothing filters with degree 1, a ring artifact reduction with level 15 for sample 1 and level 10 for sample 2 and a beam hardening artifact correction with a degree of 20% for sample 1 and of 25% for sample 2 were used. The Kernel Gaussian smoothing filter is characterized as a smoothing applied to projections. It smooths each pixel with a MxN neighborhood, where M is the horizontal dimension and N the vertical dimension. It reduces noise and searches for a proper smoothing level. Ring artifact reduction is also applied to projection before image pre-processing so that the average projection is used for this purpose. It is possible to select the depth of this correction in a 1 to 20 pixel gap. Beam hardening can be obtained through linear transformation and depth correction can be chosen according to the material density. A high order in the polynomial function can also be used for this purpose.

The Skyscan, CTAn ® [11] (v.1.11.8.0) software was used for image processing and analysis. In this stage the objective was to quantify geometric parameters related to the holes created in each of the samples at the laboratory. These holes were made with a 0.9 mm wide drill in sample 1 and a 1.0 mm wide drill in sample 2. Thus, the final dimension of the holes drilled were of 9.3 mm, 3.7 mm, 3.4 mm, 3.0 mm and 4.1 mm depth for sample 1 and of 9.0 mm, 4.9 mm, 3.5 mm, 4.5 mm, 4.0 mm, 4.4 mm, 4.1 mm, 4.35 mm and 4.3 mm depth for sample 2. Considering a cylindrical geometry and disregarding the narrowing obtained at the end of each hole it is possible to say that the volume of the holes were 14.92 ±0.02 mm³ in sample 1 and 33.75±0.02 mm³ in sample 2. The quantified parameters were: total volume of the binary-converted objects within the volume of interest, VOI (BV, mm³), percentage of VOI occupied by binary objects (BV/TV, %), total porous space volume (Po. V(tot), mm³) and total porosity percentage (Po.(tot), %).

A region of interest (ROI) that contemplates both holes in each sample and in each resolution was defined to conduct the quantifications. All objects inside the ROI were analyzed. In this study, circular ROIs with a diameter equal to 23.16mm and 14.48mm for samples 1 and 2, respectively, were used.

It is important to highlight that a threshold (TH) value separating both objects comprised in the ROI must be chosen for the quantification process. There is no standard method to determine the TH value. In this study a global TH value equal to 30 was used, considering a 0 to 256 gap. Thus, we could separate the pores (white) from the rock matrix (black). Then, the parameters where quantified directly in 3D based on a model of the rendered surface volume. All objects in the selected region were analyzed together and the integrated results were calculated as the total volume of all objects.

III. RESULTS AND DISCUSSIONS

The acquisitions generated data matrices of 4224 x 4224 pixels and of 2240 x 2240 pixels for the 10 µm and 20 µm resolutions, respectively. Such matrix sizes have the disadvantage of being too difficult to be processed; especially by microCT once their files can reach a 34.7GB size (1200 images for each microCT test). Aiming to
improve the time for image processing the images passed through a resize process before they were quantified. This process allows reducing the size of an image and of a data set by the average of voxel gray levels in a cube of specified size. For example, resizing in a 2 factor opens a version of the data set with 8 times less voxels (2x2x2). This allows a very quick handling, geometric measuring and the construction of models of lower spatial resolution. In this study resizes of 2 and 4 were used.

Tables I-IV show the time for image processing obtained in each condition used. The quantifications showed in Tables III-IV were made based on the values of the matrixes presented in Tables I-II. These numbers take into consideration the entire volume of the holes, which are the objects of interest in this study.

TABLE I.  MICROCT DIFFERENCE IN IMAGING ACQUISITION AND RECONSTRUCTION TIMES

<table>
<thead>
<tr>
<th>Samples</th>
<th>Acquisition Resolution</th>
<th>Acquisition Scan duration</th>
<th>Reconstruction Duration per slice</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 µm</td>
<td>02:02:40 h</td>
<td>2.0 s</td>
<td></td>
</tr>
<tr>
<td>20 µm</td>
<td>00:59:12 h</td>
<td>0.4 s</td>
<td></td>
</tr>
</tbody>
</table>

TABLE II.  MICROCT DIFFERENCE IN IMAGING PROCESSING II

<table>
<thead>
<tr>
<th>Samples</th>
<th>Acquisition Resolution</th>
<th>Processing Original Matrix</th>
<th>Quantified Matrix (resize 2x)</th>
<th>Slice Numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 µm</td>
<td>4224 x 4224</td>
<td>625 x 625</td>
<td>145</td>
<td></td>
</tr>
<tr>
<td>20 µm</td>
<td>2000 x 1932</td>
<td>614 x 614</td>
<td>143</td>
<td></td>
</tr>
</tbody>
</table>

TABLE III.  MICROCT RESULTS - SAMPLE 1

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Resolutions 20 µm (Original)</th>
<th>Resize 2x</th>
<th>Resize 3x</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matrix quantified (pixels)</td>
<td>2000X1932</td>
<td>625x625</td>
<td>614x614</td>
</tr>
<tr>
<td>Object binarised Volume (mm³)</td>
<td>23.34</td>
<td>16.2</td>
<td>14.25</td>
</tr>
<tr>
<td>Percent object volume (%)</td>
<td>0.64</td>
<td>0.40</td>
<td>0.39</td>
</tr>
<tr>
<td>Total volume of pores (mm³)</td>
<td>3623.2</td>
<td>3599.8</td>
<td>3613.5</td>
</tr>
<tr>
<td>Total porosity (%)</td>
<td>99.4</td>
<td>99.6</td>
<td>99.6</td>
</tr>
</tbody>
</table>

TABLE IV.  MICROCT RESULTS - SAMPLE 2

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Resolutions 20 µm</th>
<th>Resize</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matrix quantified (pixels)</td>
<td>1356X1296</td>
<td>829x829</td>
</tr>
<tr>
<td>Object binarised Volume (mm³)</td>
<td>27.59</td>
<td>36.50</td>
</tr>
<tr>
<td>Percent object volume (%)</td>
<td>1.91</td>
<td>2.50</td>
</tr>
<tr>
<td>Total volume of pores (mm³)</td>
<td>1416.8</td>
<td>1423.2</td>
</tr>
<tr>
<td>Total porosity (%)</td>
<td>98.1</td>
<td>97.5</td>
</tr>
</tbody>
</table>

As expected, this table shows that the higher the spatial resolution the higher the time required for the data to be obtained. However, when resize is used there is the need to consider the change in the pixel's size, which may impair the quantification of small structures. In this case, the size of the pixel is increased, making us 'see' only the structures from this new value, which leads us to analyze the cost/benefit of this procedure.

Tables III-IV show the results of the geometric quantifications for 20 µm resolutions in both samples with different pixel sizes obtained through the resize process and without resize. Being the real volumes of the holes 14.92 ±0.02 mm³ in sample 1 and 33.75 ±0.02 mm³ in sample 2 there is no significant difference in relation to the values quantified in the 3D analysis.

The difference of less than 1% in the results of the percentages of each parameter calculated in the 3D analysis, of each sample between resolutions, is noticeable. Thus, when necessary to characterize objects with the dimension of the holes assessed in this study, a microCT test in the quickest acquisition and image processing conditions can be used since losses in the data obtained were not significant. Obviously, the smaller the size of the pixel the more detail can be visualized in the image, generating more precise and accurate quantitative results.

The tridimensional models built after the 3D analysis of the holes may be observed in Fig. 2 and Fig. 3.
IV. CONCLUSION AND FUTURE WORK

The 3D Computed Microtomography technique is adequate for the characterization of reservoir rocks, supplying internal micro structural parameters that allow the petrophysical study of these materials. The differences presented in all stages (acquisition, reconstruction, processing and analysis) show that for a high resolution long acquisition and reconstruction periods are needed and processing is difficult, demanding the use of resize. This pixel size reduction tool proved to be very useful since it optimizes the analysis process not causing a significant loss of information. The next stages of this work is to analyze all the pore space of rocks, not only the created holes and further investigate the metrology associated with parameters related to the porosity space.
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Abstract—In this paper, an analytical threshold voltage model is developed for short-channel Strained-Si (s-Si) on Silicon-Germanium-on-insulator (SGOI) MOSFET including the effects of interface charges. The two-dimensional Poisson’s equation is solved in the undamaged and damaged strained-Si and relaxed Si\(_{1-x}\)Ge\(_x\) regions to find out the surface potential minimum for calculating the threshold voltage. The results obtained from the developed model have been compared with the numerical simulation results obtained using ATLAS™ from Silvaco. The extent of influence of hot carriers induced effects in terms of interface charges and damaged s-Si/front gate oxide interface on threshold voltage roll-off and drain induced barrier lowering (DIBL) have been studied.
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I. INTRODUCTION

The use of strained silicon channel has become an unavoidable feature for sub 100nm regime CMOS technology, to maintain the expected performance improvements through scaling [1]. Among various proposed strained channel MOS structures, strained-Si on silicon-germanium-on-insulator (SGOI) MOSFET has received considerable attention because of providing more flexibility to control the strain in channel [2]. At such nanometer scaled devices, hot-carrier induced interface charges grievously affect the device performance, [3]. Besides this, downscaling of device also makes the short-channel effects (SCEs) severe [4]. It has been reported that the performance of the nanometer strained-Si devices is significantly dependent on the interface state charges near the Si/SiO\(_2\) interface [5]. Thus, it becomes obligatory to investigate the depth up to which the interface charges can affect the short-channel device performance. A number of researchers have reported the study including interface charges for strained-Si SOI MOSFETs [3, 6]. Recently, a threshold voltage model is presented for strained-Si on SGOI MOSFETs [7]; however the effects of localized charges on short-channel effects are not investigated.

In this paper, a threshold voltage model is presented for strained-Si on SGOI MOSFETs including the effects of interface charges. Effects of the interface charges on the drain induced barrier lowering (DIBL) and threshold voltage roll-off are discussed. A uniform distribution of localized charges has been taken into consideration. In Section II, the device structure is briefed in terms of various device parameters. Section III deals with the modeling approach carried out while deriving the surface potential and threshold voltage of the device. All the theoretical results have been compared with the 2D simulation results, obtained by ATLAS™ 2D device simulator [8], and discussed in Section IV. The paper has been concluded in Section V.

II. DEVICE STRUCTURE

Fig. 1 shows the schematic cross sectional view of the strained-Si on SGOI MOSFET structure with induced localized charges. A layer of Si is grown pseudomorphically on the relaxed Si\(_{1-x}\)Ge\(_x\) layer, where x is the Ge mole fraction, which causes the strain in the Si layer due to lattice mismatching with Si\(_{1-x}\)Ge\(_x\).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig1.png}
\caption{Cross sectional view of Strained-Si on SGOI MOSFET}
\end{figure}

\(L_d\) and \(L_l\) are damaged and undamaged region lengths, respectively, along the channel connected in a non-overlapping way. The interface charge density in the damaged oxide region is assumed to be \(N_i \text{ cm}^{-2}\). The
symbols \( t_{Si}, t_f, t_{box} \) and \( t_{SiGe} \) represent the thicknesses of the strained-Si, front gate oxide, buried oxide and Si\(_{1-x}\)Ge\(_x\) layers, respectively.

### III. Modeling Approach

Fig. 2 displays the change in silicon energy band structure because of strain in the silicon channel. The device simulator model library of ATLAS\textsuperscript{TM}, thus, has been modified according to the effects of strain on Si band structure [9].

![Figure 2. Effect of strain on band structure of Silicon](image)

**A. Surface Potential Formulation**

First, to find out the potential distribution (\( \phi(x,y) \)) in the channel region, the 2D Poisson’s equations has been solved in all the four regions of strained-Si and relaxed Si\(_{1-x}\)Ge\(_x\) layers as shown in Fig. 1. The equations are

\[
\frac{\partial^2 \phi_j(x,y)}{\partial x^2} + \frac{\partial^2 \phi_j(x,y)}{\partial y^2} = \frac{qN_A}{\varepsilon_{Si, SiGe}} \tag{1}
\]

For Si\(_{1-x}\)Ge\(_x\) layer, \( y \) coordinate should be considered as \( y' \). Subscripts denote the channel region as \( i \) stands for 1 and 2 whereas \( j \) stands for 3 and 4; \( N_A \) is the body doping concentration; \( q \) is the electronic charge; \( \varepsilon_{Si} \) and \( \varepsilon_{SiGe} \) are the permittivity of strained-Si film and relaxed Si\(_{1-x}\)Ge\(_x\) Ge. The potential distributions in all of the four regions are approximated by parabolic approximation [10] as

\[
\phi_j(x,y) = \phi_{j1}(x) + C_{j1}(x)y + C_{j2}(x)y^2 \tag{2}
\]

\[
\phi_j(x,y') = \phi_{j2}(x) + C_{j1}(x)y' + C_{j2}(x)y'^2 \tag{3}
\]

Here, the coefficients \( C_{j1,2}(3,4) \) are the functions of \( x \) only; \( \phi_{j1} \) is the surface potential at SiO\(_2\)/s-Si interface for both damaged and undamaged regions, \( \phi_{j2} \) is potential along buried-SiO\(_2)/Si_{1-x}Ge_x \) interface for both damaged and undamaged regions. The continuity of potential and electric field across the interface of undamaged and damaged regions are [6]:

\[
\phi_{j1}(L_i,0) = \phi_{j2}(L_i,0) \tag{4}
\]

\[
\left[ \frac{\partial \phi_{j}(x,y)}{\partial x} \right]_{x=L_i} = \left[ \frac{\partial \phi_{j}(x,y)}{\partial x} \right]_{x=L_i} \tag{5}
\]

Electric flux at SiO\(_2\)/s-Si interface should be continuous in the undamaged and damaged regions [7]:

\[
\frac{\partial \phi_{j}(x,y)}{\partial y} = \frac{\varepsilon_f \phi_{j1}(x) - V_{gs'}}{t_f} \tag{6}
\]

where, \( \varepsilon_f \) is the permittivity of the SiO\(_2\), \( t_f \) is the thickness of front gate oxide; \( V_{gs'} = V_{gs} - [V_{FB,f}\text{ }_{s-Si}] \) with \( V_{gs} \) as the gate to source voltage, \( [V_{FB,f}\text{ }_{s-Si}] \) is the front channel flat-band voltage of strained-Si film and \( V_{gs'} = V_{gs} - [V_{FB,f}\text{ }_{s-Si}] + qN_f/C_f \).

Electric flux at Si\(_{1-x}\)Ge\(_x\)/buried oxide interface is continuous, we may write [7]:

\[
\frac{\partial \phi_{j}(x,y')}{\partial y'} = \frac{\varepsilon_{box} \phi_{j3}(x) - V'_{sub}}{t_{box}} \tag{7}
\]

\[
\frac{\partial \phi_{j}(x,y')}{\partial y'} = \frac{\varepsilon_{box} \phi_{j4}(x) - V'_{sub}}{t_{box}} \tag{8}
\]

The potentials at the source and drain end can be given by [7]:

\[
\phi_1(0,0) = V_{bi,s-Si} \tag{9}
\]

\[
\phi_3(0,0) = V_{bi, SiGe} \tag{10}
\]

\[
\phi_2(L,0) = V_{bi,s-Si} + V_{ds} \tag{11}
\]

\[
\phi_4(L,0) = V_{bi, SiGe} + V_{ds} \tag{12}
\]
where, $V_{bi,Si}$ is the built-in voltage for strained-Si and $V_{bi,SiGe}$ is the built-in voltage for Si$_{1-x}$Ge$_x$; $V_{ds}$ is drain-to-source voltage. With the help of the boundary conditions described by (5)-(19), the final expression of surface potential can be written as [10]:

$$\phi_{s1} = A_1 \exp(\lambda x) + B_1 \exp(-\lambda x) - \sigma_1$$

(20)

$$\phi_{s2} = A_2 \exp(\lambda(x-L_1)) + B_2 \exp(-\lambda(x-L_1)) - \sigma_2$$

(21)

where,

$$B_1 = \left[ V_{bi,Si} - \sigma_1 \right] \exp(\lambda L_1) - (\sigma_2 - \sigma_1)(1-\cosh(\lambda L_1)) - V_{ds}$$

$$A_1 = V_{bi,Si} - \sigma_1 - B_1$$

$$A_2 = A_1 \exp(\lambda L_1) + (\sigma_2 - \sigma_1)/2$$

$$B_2 = B_1 \exp(-\lambda L_1) + (\sigma_2 - \sigma_1)/2$$

$\lambda$, $\sigma_1$ and $\sigma_2$ are the constants obtained from the boundary conditions mentioned above.

The position $x_{i(2),min}$ of the minimum surface potential for both negative and positive interface charges under the undamaged and damaged regions respectively can be determined by solving $\frac{d\phi_{s(i)}(x_{i(2),min})}{dx} = 0$ [6] and hence be given as:

$$x_{1,min} = \ln(B_1/A_1)/2\lambda$$

and

$$x_{2,min} = L_1 + \ln(B_2/A_2)/2\lambda$$

By substituting the values of the minima position into (20) and (21), the minimum surface potentials can be expressed

$$\phi_{s1, min} = 2\sqrt{\lambda_1 B_1} - \sigma_1$$

(22)

$$\phi_{s2, min} = 2\sqrt{\lambda_2 B_2} \cosh(\lambda L_1) - \sigma_2$$

(23)

**B. Threshold Voltage Formulation**

The Because of the coexistence of the damaged and the undamaged regions in our device structure, the minimum surface potential of device is determined by the magnitude and polarity of the charge present in the damaged region. Thus, depending on the polarity of interface charges, threshold voltage, say $V_{th(+)}$, for positive (negative) type of interface charges can be found as follows as [7]:

$$\phi_{i(2),min} \mid_{V_{gs}=V_{th}^{+(-)}} = 2\Phi_{F,Si} + \Delta\Phi_{s-Si} = \Phi_{th}$$

(24)

where, $\Phi_{F,Si}$ is the Fermi potential and the intrinsic Fermi level in the bulk region, $\Delta\Phi_{s-Si}$ is the change in the work-function of silicon due to strain, $\Phi_{th}$ is the value of surface potential at which the volumetric inversion electron charge density in the strained-Si device is the same as that in the unstrained-Si at threshold, i.e., equal to the body doping.

Solving (24), we obtain the final expression of threshold voltages as

$$V_{th(+)} = \frac{-\eta_{1(2)} + \sqrt{\eta_{1(2)}^2 - 4\rho\xi_{1(2)}}}{2\rho}$$

(25)

where,

$$\rho = N^2 \left[2(\cosh(\lambda L) - 1) - \sinh^2(\lambda L)\right]$$

$$\eta_{1} = N \left[2(\Phi_{th} + M_1) \sinh^2(\lambda L) - R_f(\exp(\lambda L) - 1) - S_1(1-\exp(-\lambda L))\right]$$

$$\xi_{1} = R_f S_1 - \left(\Phi_{th} + M_1\right)^2 \sinh^2(\lambda L)$$

$$R_f = \left[ V_{bi,s-Si} + M_1 \right] (1-\exp(-\lambda L)) + V_{ds} + (\sigma_2 - \sigma_1)(1-\cosh(\lambda L))$$

$$S_1 = \left[ V_{bi,s-Si} + M_1 \right] (1-\exp(-\lambda L)) - V_{ds} - (\sigma_2 - \sigma_1)(1-\cosh(\lambda L))$$

$$u_2 = \frac{q N_A}{E_{Si}} \left( \frac{C_{box} V'_{sub}}{C_{Si} + C_{SiGe}^2} + \frac{C_f (2C_{SiGe} + C_{Si}) (V_{FB,f}^{+})_{s-Si}}{C_{Si} + C_{SiGe}^2} \right)$$

$$v_1 = \frac{C_f (2C_{SiGe} + C_{Si})}{C_{Si} + C_{SiGe}^2}$$

$$u_1 = \frac{q N_A}{E_{Si}} + \frac{C_{box} V'_{sub}}{C_{Si} + C_{SiGe}^2} + \frac{C_f (2C_{SiGe} + C_{Si}) (V_{FB,f}^{+})_{s-Si}}{C_{Si} + C_{SiGe}^2}$$

$$u_3 = \frac{q N_A}{E_{SiGe}} + \frac{C_{box} (C_{SiGe}^2 + 2C_{f,s-Si} V'_{sub})}{C_{SiGe}^2 (C_{Si} + C_{SiGe}^2)} + \frac{C_f (V_{FB,f}^{+})_{s-Si} + qN_I/C_f}{C_{Si} + C_{SiGe}^2}$$

$$u_4 = \frac{q N_A}{E_{SiGe}} + \frac{C_{box} (C_{SiGe}^2 + 2C_{f,s-Si} V'_{sub})}{C_{SiGe}^2 (C_{Si} + C_{SiGe}^2)} + \frac{C_f (V_{FB,f}^{+})_{s-Si} + qN_I/C_f}{C_{Si} + C_{SiGe}^2}$$

$C_f = \frac{E_{Si}}{t_f}$, $C_{Si} = \frac{E_{Si}}{t_Si}$, $C_{SiGe} = \frac{E_{SiGe}}{t_{SiGe}}$, and $C_{box} = \frac{E_{box}}{t_{box}}$ are front gate oxide, strained-Si, relaxed Si$_{1-x}$Ge$_x$ layer and buried oxide capacitances respectively and $M_1$, $M_f$ and $N$ are constants. It may be pointed out that the threshold voltage of strained-Si SGOI MOSFETs significantly depends on the polarity of the interface charge density.
IV. RESULTS AND DISCUSSION

This section contains the comparison between the analytical results obtained from our proposed model with the numerical simulation data extracted from simulating the device structure under consideration with a commercially available 2D device simulator ATLAS\textsuperscript{TM} [8]. The threshold voltage is extracted from the ATLAS simulation by maximum transconductance method. Fig. 3 shows the variation of threshold voltage roll-off with positive and negative interface charge densities for different damaged region length, $L_d$. It is found that threshold voltage roll-off increases for both positive and negative interface charge densities but rate of increment is higher for negative charge density. However, the nature of variation is different in both of the cases. In the case of positive interface charge density, there is an increase in threshold voltage roll-off with $L_d$ whereas for negative interface charges, roll-off decreases with $L_d$. Fig. 4 discusses the impact of drain voltage on device characteristics in terms of drain induced barrier lowering (DIBL) variation with respect to interface charge density. It can be observed that that DIBL increases very sharply with increasing negative interface charge density but very slightly decreases with positive interface charge density.

![Figure 3](image3.png)

**Figure 3.** Threshold voltage roll-off versus interface charge density of strained-Si on SGOI MOSFET for different damaged length

![Figure 4](image4.png)

**Figure 4.** DIBL versus interface charge density of strained-Si on SGOI MOSFET for different damaged length with $V_{ds} = 0.1$ V and $V_{ds} = 1$ V

DIBL is large for smaller damaged length for negative interface charge density. Finally, Fig. 5 compositely illustrates the effect of damaged region length on threshold voltage roll-off and DIBL for different Ge mole fraction (x). It is observed that larger x, which also corresponds to the higher strain in the channel region, suppresses the threshold voltage roll-off and drain induced barrier lowering effectively. However, with respect to the length of damaged region, the trend of variation becomes reverse i.e., the threshold voltage roll-off decreases whereas DLBL increases with the increases in $L_d$.

![Figure 5](image5.png)

**Figure 5.** DIBL and Threshold Voltage Roll-off versus damaged region length of strained-Si on SGOI MOSFET for different Ge mole fraction (x) in SiGe layer on a fixed positive interface charge density
V. CONCLUSION

An analytical threshold voltage model is derived including the effect both positive and negative interface charges. It is observed that the negative interface charge density has more severe effect than the positive interface charge density on the DIBL and threshold voltage roll-off of the strained-Si on SGOI MOSFETs. However, it is found that strain in the silicon channel suppresses short-channel effects. The proposed model results are in good agreement with the numerical simulation results.
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