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Foreword

The Tenth International Conference on Networking (ICN 2011), held on January 23-27, 2011 in
St. Maarten, The Netherlands Antilles, addressed hot topics in networking.

ICN 2011 gathered international scientists - researchers, practitioners, and students - interested
in new developments targeting all areas of networking. The accepted papers covered a wide range of
networking-related topics spanning from protocols, architectures, P2P, network performance,
QoS/reliability, signal processing, communications theory, security, multimedia/multicast, network
management and control, vehicular networks, and wireless networks. We believe that the ICN 2011
contributions offered a large panel of solutions to key problems in all areas of global knowledge and set
challenging directions for industrial research and development.

We take this opportunity to thank all the members of the ICN 2011 Technical Program
Committee as well as the numerous reviewers. The creation of such a broad and high-quality conference
program would not have been possible without their involvement. We also kindly thank all the authors
who dedicated much of their time and efforts to contribute to the ICN 2011. We truly believe that,
thanks to all these efforts, the final conference program consists of top quality contributions.

This event could also not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the ICN 2011 organizing committee for
their help in handling the logistics and for their work to make this professional meeting a success.

We hope that ICN 2011 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in networking research.

The beautiful places of St. Maarten surely provided a pleasant environment during the
conference and we hope you had a chance to visit the surroundings.
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Trust Model-based Secure Cooperative Sensing Techniques for Cognitive Radio
Networks

Deming Pang, Gang Hu, Ming Xu
School of Computer, National University of Defense Technology
Changsha, China
e-mail: pang3724@nudt.edu.cn, golfhg@vip.sohu.net, xuming-64@hotmail.com

Abstract—Cooperative spectrum sensing has been shown to
enable Cognitive Radio (CR) networks to reliably detect
licensed users and avoid causing interference to licensed
communications. However, the performance of the scheme can
be severely degraded due to presence of malicious users
sending false sensing data. In this paper, we propose trust
model-based cooperative sensing techniques to reduce the

harmful effect of malicious users in cooperative sensing process.

First of all, analysis model of anomalous behavior is devised to
identify the malicious wusers. Then we employ PID
(Proportional-Integral-Derivative) like controller to calculate
the credit value of nodes, which is used as the weight of WBD
(Weighted Bayesian Detection) to make spectrum decision.
Simulation results demonstrate that, comparing with the
existing methods, the proposed scheme performs better
especially in the case that there exist a large number of
malicious nodes.

Keywords- Cognitive Radio Networks; Cooperative Spectrum
Sensing; Trust Model; Weighted Bayesian Detection.

I.  INTRODUCTION

Cognitive radio (CR) techniques provide the capability to
use or share the spectrum in an opportunistic manner, which
is proposed to solve current spectrum inefficiency problem
[1]. In CR networks unlicensed users (secondary users, SUs)
detect spectrum environment and utilize the idle spectrum
while tolerable interference is guaranteed to the licensed
users (primary users, PUs).

For CR networks, reliable spectrum sensing is an
important step for any practical deployment. SUs should
identify the presence of PUs over wide range of spectrum
accurately without significant delay. This process is very
difficult as we need to identify various PUs adopting
different modulation schemes, data rates and transmission
powers in presence of variable propagation losses,
interference generated by other secondary users and thermal
noise. Traditionally there are three spectrum sensing
techniques, viz., energy detection, matched filter detection
and cyclostationary feature detection [2]. If SUs are lack of
knowledge about the characteristics of PU signal, energy
detection is the optimal choice with the least complexity and
generally adopted in recent research work. However, the
performance of energy detection is always degraded because
of signal-to-noise ratio wall or channel fading/shadowing [3].

Cooperation among SUs follows almost as a necessary
consequence of the above constraints. Cooperative spectrum
sensing has been shown to greatly increase the probability of
detecting the PUs [4-6]. Each SU executes spectrum sensing

Copyright (c) IARIA, 2011 ISBN:978-1-61208-113-7

by itself and sends the “local” spectrum sensing information
to a DC (Data Collector) which uses an appropriate data
fusion technique to make final spectrum sensing decision.

Since a DC utilises not only its own observations as a
basis for decision making but also the observations of others,
it is the obviously need to authenticate the shared
observations. The DC needs to judge whether the
observations from others are real or falsified. This is critical
to prevent degradation of the network performance because
of malicious behavior and to protect against the Byzantine
attack. The Byzantine attack represents the case where a
friend or acquaintance has, unbeknownst to the CR, become
an adversary and represents the most difficult subset of this
problem space. The Byzantine failure problem can be caused
by malfunctioning sensing terminals or MUs (Malicious
Users). They transmit false information instead of real
detection results, which adversely affects the global decision.

This problem has been discussed in [7-9], and several
methods were proposed to reduce the impact of false
information. But these proposals failed when the proportion
of MUs increased. In this paper, we investigate techniques to
identify the nodes which provide false sensing information,
and nullify their effect on the cooperative spectrum sensing
system. By analyzing the behaviors of SUs in cooperative
sensing, DC can establish trust model with PID
(Proportional-Integral-Derivative) like controller [10], which
can acquire relatively high speed to track the behaviors of
neighbors. At last, we use a fusion technique called WBD
(Weighted Bayesian Detection) derived from Bayesian
detection to make spectrum decision. Simulation results
show that this method improves the robustness of data fusion
against attacks even when a large proportion of malicious
users exist.

In Section 11, we define the system model. In Section II1,
the proposed cooperative detection scheme is described in
detail. Simulation results and analysis are illustrated in
Section 1V, and finally, a conclusion is given in Section V.

Il. SYSTEM MODEL

In an ad hoc CR network, we consider a group of N
second users in the presence of a primary user working on K
different channels. The channels of PU and SUs use the
HATA model for rural environments as the path loss model
[11]. We assume perfect channel conditions for the control
channel. Each of the SUs acts as a sensing terminal that is
responsible for local spectrum sensing. The local detection
results are reported to a DC that executes data fusion and
makes the final spectrum decision. SUs use energy detector,
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and the sensing report is local sensing decision which is a
binary variable— “1” denotes the presence of PU signal, and
“0” denotes its absence. The data fusion problem therefore
can be regarded as a binary hypothesis testing problem with
two hypotheses represented by H1 and HO (H1 means there
exists primary user, and H1 means the channel is free). We
consider three types of spectrum spoofing attacks: always-
false, always-busy and always-free. An always-false attacker
always sends spectrum reports that are opposite to its real
local sensing results, and an always-busy attacker always
notifies spectrum to be busy while an always-free attacker
always reports contrary results.

IIl.  TRUST MODEL-BASED SECURE COOPERATIVE
SENSING

This Section will detail a reactive protection mechanism,
a trust model-based cooperation enforcement mechanism to
improve robustness of data fusion technique. First of all, the
anomalous behaviors of malicious users should be identified.
We design two kinds of behavior analysis models to track
the behaviors of SUs. Based on that observation, a sensing
terminal’s reputation can be calculated with a PID-like trust
model. Since the data fusion is a binary hypothesis testing
problem, we propose a new technique called WBD to
overcome the weakness of existing fusion techniques.

A. Analysis of Anomalous Behaviors

After receiving local reports of neighbors, DC should
judge which one is believable, and make spectrum decision
with appropriate reports. DC will get the ultimate sensing
result U at the end of sensing period, which derives from i
neighbors sensing k channels.

Ga o O

where U is a ixk matrix which consists of 0 and 1, and
¢y IS the sensing result of channel k detected by node i.

¢y =1means there exists PU in channel k, and ¢, =0 means

that channel k is free.
First of all, we focus on the analysis of abnormal sensing
behaviors in single channel. (c;;,-,cy,-+,c; ) is the sensing

result of channel j. Without loss of generality, we assume the
first m items are same, If m>i/2, m nodes correspond to

these items are judged to be normal while the others are
malicious. Different kinds of users will be assigned
corresponding credit values with the following algorithm in
Section B.

This is a kind of majority rule, which is feasible when the
proportion of MUs is small. We consider CR networks with
N SUs, among which M SUs are malicious. The false
detection ratio with energy detection is « . The analysis of
anomalous behaviors is effective under the condition

Copyright (c) IARIA, 2011 ISBN:978-1-61208-113-7

(N-M)-a+M-(1-«a)
N
M <N/2

<50%

(M

Since the correct detection ratio of energy detection is not
ideal, the credit values of SUs calculated in single channel
may not be assigned rightly (normal SU is regard as
malicious node, whose credit value is decreased. v.v.). But in
a sensing period multiple channels would be detected in the
same way, and the credit value of each node will be updated
in each channel. So the probability of miscalculation of
credit value P, could be shown as

P, = Zik:hﬂp(a -i)
2
=Y, CQa-Q)”
2 (2)

where a is the number of channels on which there exist trust
misjudgment, and P(a=i) means the probability that there
exist i channels on which misjudgment is present. Q is the
probability of misjudgment in single channel.

Q=PlH,]-PIo| ]+ PlH, ) PRI H] G

Based on (2) (3), P, would be very small when the

regulation of evaluating sensing nodes’ behavior is available,
viz. the number of MUs is not more than SUs. (e.g., k=20,
Q=0.3, we can deduce P; ~0.016 ). So we can make a

conclusion that the majority rule at multi-channel
environment is effective in identifying malicious users.
When SUs have detected k channels in distributed
manner in a sensing period, DC can deduce the numbers of
available channels M =(n;,n,,---,n;) from i different SUs

where n; is the number of available channels from the

sensing report of node i. These numbers should be identical
in theory, while difference always exists because of
malfunction or intention of sensing nodes. For example, the
number of available channels from the report of an always-
busy attacker would be zero. In order to identify malicious
behaviors by analyzing the numbers of available channels,
M should be amended using prior probability to eliminate
the infection of malfunction. We can make use of a proposal
devised in paper [7] to get the prior probability in different
channels.

Pt P

Ri= : :(Pllvpzll""Pil)
pll,k pil,k
pfl pi?l

Poa=| - :(Plonpzor"'!PiO)
pfk pﬁk

4)
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where p}, , p’c means the prior probability P[1|H,]and
P[0| H,]of node i in channel k respectively. Thus DC can

revise the number of available channels from each SU as
follows

U=(C..GJ
E- (Dl "Dy (5)
M

)
~(c, - ©)

+D1-Pl, LGPt +D; R
where E is a ixk matrix which consists of 1. Through
comparing the number of available channels from any node
i with DC j, we can distinguish malicious nodes among SUs
as follows

Il
U/—\

An =|nj —ni|/k
An> 3, node i behaviors anormally
An< 3, node i behaviors normally %

where £ is a threshold to distinguish the status of nodes.

B. PID-Like Trust Model

Considering that the sensing reports influence the
allocation and accessing of spectrum resource directly, the
credit values should track the behaviors of SUs rapidly in
order to reduce the negative influence. On the other hand,
energy detection is not ideal. Mistaken sensing reports may
be send to DC by normal SUs which would be seen as
malicious users. So the credit values should be modified in a
smooth manner in order to avoid random mistake of normal
SUs. We use a tuned PID controller in control systems to
calculate the trust values of nodes [10]:

f(t)=B(t)-V(t)

t
V() =a *jo f ()t &

Under the conditions:

B(t)e {04}

v(t)e[oa] v(0)=1

In equation (8) B(t)is an input which is the detected
result of the neighbor’s behavior, and V(t) is the
corresponding output. The right of the lower equation refers
to the record of history about difference. According to the
control theory, the input is zero order signal, and the
controller can track the input in time and get no static
difference. So this model can trace the behaviors of the
neighbors at a higher speed and attain a smooth change of
trust value. Based on (8) we can deduce
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9

Equation (9) can be used to calculate the parameter « .

In order to utilize this trust model, equation (8) is
discretized as a discrete equation which is shown in Equation
(10).

flk+1)=

B/ (k +1)-V (k)

K+1

:a*zfij(n)

i(0)=
axfl(0)=1 (10)
where V;!(k +1) denotes the trust value of node i in sensing

period k +1 recorded in DC j. The others have the similar
meanings corresponding to those in equation (8).

B (k)— 0, If node i behaviors anormally at period k
"Y1, If node i behaviors normally at period k

In addition, we define a threshold of trust value V; to
indicate whether DC should believe its neighbors. Using V;

and N to substitute V(t) and t in equation (9) respectively, we
can deduce the parameter « as

InV;
N (11)

where N is the number of steps in which the trust value
changes from 1 to V; when the input is always 0 after certain

time point, defined as the speed to trace the behaviors of
neighbors. N can be figured out approximately as

PN < Roter (12)

where P is the incorrect detection probability performing
energy detection, P, IS the tolerated misidentify

probability.
C. Weighted Bayesian Detection

When DC has received sensing reports, it needs to
employ an appropriate fusion technique to make an accurate
spectrum sensing decision. We apply a likelihood ratio test
named WBD on data fusion. WBD is based on Bayesian
detection [12], which is a hypothesis test for sequential
analysis.

It requires the knowledge of prior probabilities of r,’s

when ris 0 or 1, i.e., P[r.|H,]and P[r|H,]. It also requires

the knowledge of a prior probabilities of r , i.e.,
R, =P[r=0]and R =P[r=1], which can be acquired with the
method proposed in [7].
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WBD can be represented by the following test, which
inputs the sensing reports r, of neighbors i and outputs a

final spectrum sensing decision T .

I'>A= accept H,
'<Al= accept Hy

(13)
where A is a threshold calculated from
;= PolCi0~Coo)
P].(C017C11) (14)

where C;(j=01k=01) is the cost of declaring H; true
when H, is present.

IV. SIMULATION

A. Simulation Environments

The simulation was run in MATLAB, and the same
system environment with [7] was deployed to obtain
comparable simulation results. The only difference was that
we realized the simulation with multi-channel model. We
compared three kinds of data fusion schemes, i.e., Bayesian
detection, WBD and WSPRT [7]. We consider an ad hoc CR
network with one PU as well as N SUs, among which M SUs
are malicious. The primary user, a TV tower has twenty
6MHz channels in TV band, and the duty cycle of all the
channels is fixed at 0.2. It locates D meters away from the
center of the CR network. N SUs locate in a 2000m>2000m
square area randomly, and follow a random waypoint
movement model with a maximum speed of 10m/s and a
maximum idle time of 120s. The transmission range of SUs
is 250m. Three types of malicious nodes (always-busy,
always-false and always-free) are same with normal SUs
except reporting forged sensing reports. The layout of the
simulated network is shown in Figure 1.

2000m

Ad hoc CR networks

ot D

2000m

TV tower

Figure 1. Simulation layout.

We use the HATA model for rural environments to
calculate the path loss [11]. The values of the system
parameters are listed in Table 1.
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TABLE I. VALUES OF PARAMETERS USED IN THE SIMULATION
Parameter Value
D 3000m
N 300
M 10,20,...,100
£ 0.25
V; 0.4
Ptoler 0.01
P 0.3

PU antenna height ~ 100m
SU antenna height ~ 1m

transmitter power 100kW
receiver sensitivity ~ -94dbm
noise power -106dbm

B. Simulation Results and Analysis

The threshold 2 of Bayesian detection and WBD is
calculated from (14), we first assume the perfect knowledge
of pandp,, ie., P,=0.8 andp =0.2. The costs are assigned

as: ¢, =C, =0, C, =1, and ¢ =10. With these values, we
can get 1=0.4. Because the accurate knowledge onp,or p,

may not be available, we simulated other threshold
A'=44=1.6. Another simulated fusion technique is WSPRT,
the values of the parameters are the same with [7] except we
deploy larger proportion of MUs.

We compare the performance of the three data fusion
techniques. The metrics are correct sensing ratio, miss
detection ratio and false alarm ratio, which add up to one. So
we just focus on the first two metrics.

The number of malicious nodes increased from 0 to 100
at an interval of 10 in the three different attacks. Figures 2-4
show the simulation results when we consider always-busy,
always-false and always-free attacks respectively. In all case,
the correct sensing ratios of three types of data fusion
techniques are more than 90% when the number of attackers
is less than 30, which is acceptable based on the regulation of
IEEE 802.22. But the performances diverge severely for the
Bayesian detection with the number of MUs increasing,
while the WBD is the most robust against attacks. The
correct sensing ratios are above 80% with our proposed
WBD under three types of attacks even the proportion of
MUs is close to 1/3, while the miss detect ratios are
acceptable at the same time. This shows that the trust model-
based weight scheme has taken effect. WSPRT [7] employs
similar weighted scheme with different trust evaluation
strategy. It can reduce false information to a certain extent.
But the increasing of malicious proportion would disturb the
weight assignation in WSPRT, and finally, it largely
increases the false alarm ratio.

It can be observed in Figure 4(a) that all the data fusion
techniques perform stable under always-free attack, which
increase miss detection ratio and decrease false alarm ratio.
Figure 4(b) shows that the miss detection ratio is larger than
other attacks.
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Figure 2. The performance of three fusion techniques with different
number of always-busy attackers: (a) correct sensing ratio, (b) miss
detection ratio. A =0.4 : WBayesl1, Bayesl; A'=1.6:WBayes2, Bayes2
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Figure 3. The performance of three fusion techniques with different

number of always-false attackers: (a) correct sensing ratio, (b) miss
detection ratio.
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Figure 4. The performance of three fusion techniques with different

number of always-free attackers: (a) correct sensing ratio, (b) miss
detection ratio.

V. CONCLUSION

In this paper, we design two analysis models to identify
anomaly behaviors in cooperative sensing process, and a PID
trust model is employed to assign the credit value of SUs
which can trace and nullify the malicious nodes rapidly.
Simulation results demonstrate that comparing with the
existing method the proposed scheme performs better
especially in the case that there exist a large number of
malicious nodes. In the behavior analysis model and data
fusion technique the prior probability values play a key role,
but the calculation of that needs many priori messages about
the CR networks which may limit the deployment of the
secure cooperative sensing techniques.
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Abstract—There is no consensus about what exactly cloud
computing is, but some characteristics are clearly repeated.
It is a new distributed computing and business paradigm. It
provides computing power, software and storage and even a
distributed data center infrastructure on demand. In this
paper, we investigated what are the main security concerns
faced by the customers that are trying to better understand
or profit from this new paradigm, especially considering a
public cloud and we conclude that data confidentiality,
integrity and availability are the biggest ones.

Keywords - Cloud computing; security; distributed
computing.

1. INTRODUCTION

Despite of the fact that industry big players like
Google, Amazon, SalesForce, Microsoft and others have
products and services under the umbrella of ‘cloud
computing’, ‘cloud ready’ or other similar denomination,
there is no consensus about what exactly cloud computing
is. Below we list some definitions made by researchers:

“Cloud computing is the next natural step in the
evolution of on-demand information technology services
and products. To a large extent cloud computing will be
based on virtualized resources.(...) Cloud computing
embraces cyber infrastructure and builds upon decades of
research in virtualization, distributed computing, grid
computing, utility computing, and more recently
networking, web and software services [1].”

“A large-scale distributed computing paradigm that is
driven by economies of scale, in which a pool of
abstracted virtualized, dynamically-scalable, managed
computing power, storage, platforms, and services are
delivered on demand to external customers over the
Internet [2].”

“(...) cloud computing is a nascent business and
technology concept with different meanings for different
people. For application and IT users, it’s IT as a service
(ITaaS) - that is, delivery of computing, storage, and
applications over the Internet from centralized data
centers. For Internet application developers, it’s an
Internet-scale software development platform and runtime
environment. For infrastructure providers and
administrators, it’s the massive, distributed data center
infrastructure connected by IP networks [3].”
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“"A Cloud is a type of parallel and distributed system
consisting of a collection of inter-connected and
virtualized computers that are dynamically provisioned
and presented as one or more unified computing
resources based on service-level agreements established
through negotiation between the service provider and
consumers [4].”

“a model for enabling convenient, on-demand network
access to a shared pool of configurable computing
resources (e.g., networks, servers, storage, applications,
and services) that can be rapidly provisioned and
released with minimal management effort or service
provider interaction [5].”

From these definitions, it is possible to notice that some
characteristics are clearly repeated. It is a new paradigm,
not just a distributed computing paradigm, but also a new
business paradigm. It is intended to provide computing
power, software and storage and even a distributed data
center infrastructure on demand. In order to make these
characteristics viable, cloud computing makes use of
existing technologies, such as virtualization, distributed
computing, grid computing, utility computing and
Internet. However, even those industry big players have
products and services available as also a definition of
what are the basic cloud computing underlying
technologies, a customer intending to better understand
and profit from this new paradigm faces several concerns,
especially the ones related to security.

Considering the customer point of view, we have made
an extensive research to obtain what are the main security
problems pointed in the available literature for cloud
computing security, aiming to list and discuss the more
recurrent ones. The results and the discussion are
presented in Section 3. It is also worth to mention that
being the cloud computing security subject under active
research, many changes, new events or studies relating to
it are coming out in a rapid pace, so this paper does not
aim to exhaust it, but to contribute to the discussion.

II. CLOUD COMPUTING CATEGORIES

Attempts to cloud computing standardization are being
done by some groups, including governments and
industry. One effort that can help to avoid
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misunderstandings, by putting everyone to talk the same
language, is the definition of cloud computing and its
categories. As of this writing, the US National Institute of
Standards and Technology (NIST) is one of them, having
defined the cloud as composed of four deployment
models, three service models and five essential
characteristics. The Cloud Security Alliance [6], which
formal debut was made at RSA Conference 2009
releasing a white paper entitled “Security Guidance for
Critical Areas of Focus in Cloud Computing”, has taken
these definitions to work through its guidance, explaining
that the motivation is “to bring coherence and consensus
around a common language so we can focus on use cases
rather than semantic nuance [6]”.

A. Deployment models

The definitions of the deployment models listed next
are taken as it is from the NIST definition, although other
researches mention this deployment models with similar
definitions.

1) Public Cloud

The cloud infrastructure is made available to the
general public or a large industry group and is owned by
an organization selling cloud services.

2) Private Cloud

The cloud infrastructure is operated solely for an
organization. It may be managed by the organization or a
third party.

3) Hybrid Cloud

The cloud infrastructure is a composition of two or
more clouds (private, community, or public) that remain
unique entities but are bound together by standardized or
proprietary technology that enables data and application
portability (e.g., cloud bursting for load-balancing
between clouds).

4) Community Cloud

The cloud infrastructure is shared by several
organizations and supports a specific community that has
shared concerns (e.g., mission, security requirements,
policy, and compliance considerations). It may be
managed by the organizations or a third party.

B. Service Models

The three service models listed below are not
exclusively from NIST, being mentioned in several
papers, including [2][5].

1) Infrastructure as a Service (laaS)
“The capability provided to the consumer is to
provision processing, storage, networks, and other
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fundamental computing resources where the consumer is
able to deploy and run arbitrary software, which can
include operating systems and applications [5].”

2) Platform as a Service (PaaS)

“The capability provided to the consumer is to deploy
onto the cloud infrastructure consumer-created or
acquired applications created using programming
languages and tools supported by the provider [5].”

3) Software as a Service (SaaS)

In this case, is provided “a complete, turnkey
application—including complex programs such as those
for CRM or enterprise-resource management via the
Internet [5].” Or, in the words of NIST, “the capability
provided to the consumer is to use the provider’s
applications running on a cloud infrastructure [5].”

In each of these service models, what can be controlled
by the customer varies, but in general, he does not have
control over the underlying cloud infrastructure. This is
especially true when is the case of a public cloud, the
focus of the present paper. In a private cloud, for
example, security responsibilities can be taken on by the
customer, if he is managing the cloud, but in the case of a
public cloud, such responsibilities are more on the cloud
provider and the customer can just try to assess if the
cloud provider is able to provide security.

The five essential characteristics are related to
characteristics already mentioned in the introduction of
this paper: on-demand self-service, broad network access,
resource pooling, rapid elasticity and measured services.

III. CLOUD COMPUTING SECURITY OVERVIEW

Many cloud computing security problems are still
unclear. Being cloud computing such a recent computing
paradigm, it is natural that many aspects remain
uncovered whereas the paradigm itself is being more
developed and understood.

According to [5], there are three main customers’
concerns:

Vulnerability to attack: critical business information
and IT resources are outside the customers firewall.

Standard security practices: customers want to be
confident that such practices are being followed. Most of
those practices require disclosure and inspection, which
leads to another concern as a customer: will my data be in
the same virtual hardware and network resources with
other customers, being susceptible to disclosure in
someone else’s inspection?

Being subject to state or national data-storage laws
related to privacy or record keeping: European Union
(EU), for example, has privacy regulations that do not
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permit some personal data to be transmitted outside the
EU. In the cloud, data can be stored anywhere in the
world; it is important to attend such regulations.

In June 2008, the Gartner Group released a report
entitled “Assessing the Security Risks of Cloud
Computing” [7]. According to this report, widely
commented and cited on the Internet, before jumping into
the cloud, the customer should know its unique security
risks, considering specially seven security conditions
during the process of choosing a cloud provider. These
unique security risks are:

Privileged user access: outsourcing means allowing
outsourced services to bypass internal controls, including
personnel controls. With this in mind, the customer has to
obtain as more information as possible about how the
possible future provider hires people and what kind of
controls their accesses have.

Regulatory Compliance: if the cloud computing
provider is not subject of external audits and security
certifications, the customer probably should not use its
services for non trivial tasks. Customers have to always
remember that, unless stated or agreed otherwise, they are
responsible for their own data.

Data location: when using the cloud, the customer
probably will not know where their data will be stored.
Thus, it is recommended checking if the provider will
commit to store and process data in specific jurisdictions
and if a contractual commitment on behalf of the
customer will be made by the provider.

Data segregation: customers should check what is
done to separate different customers’ provider data, due to
the fact that, in a cloud, the environment is shared. Using
cryptography, for example, is effective, but do not solve
all the problems. It must be checked also if the
cryptographic schemes are designed and tested by
specialists, because cryptographic accidents are able to
make data unusable.

Recovery: the provider capacity of restoring the entire
system and how long it would take should be checked by
the customer. Any provider that does not replicate its
data or infrastructure is prone to total failures.

Investigative support: In order to have confidence that
inappropriate or illegal activities will be possible to be
investigated, the customer needs a formal commitment
from the provider. This commitment should state which
kind of investigation will be possible and also gives
evidence that similar support was already done by the
provider. Otherwise, the customer almost can be sure that
such investigations will be impossible.

Long-term viability: if happens that the cloud
computing provider be acquired or goes broke, the
customer needs to know if the data will still be available
and in a format that will allow being imported to a
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substitute application.

Summarizing the Gartner’s report, customers should
demand transparency and avoid providers that do not
offer clear information about security programs.

In a Tech News from forbes.com, published online in
February 02, 2008 [8], by Andy Greenberg is cited that
when customers store their data in someone else’s
software and hardware, “they lose a degree of control
over their often-sensitive information”. In that article,
Greenberg gives the example of an employee of an
investment bank that uses Google Spreadsheets to
organize a list of bank employees and their social security
number. In this example, the responsibility of protecting
such information from hackers and internal data
breaching is not from the bank, but Google’s. Another
situation in this same case is that, if government
investigators subpoena Google to supply that list,
sometimes even with no customer knowledge, Google
may attend. Google’s privacy politics says that it will
share data with the government if it has a “good faith
belief” that this is necessary [9]. Greenberg also points
that other problems to cloud computing is the cyber
crimes. He gives some examples occurred in 2007, like:

- “retailer TJX lost 45 million credit card numbers to
hackers™;

“the British government misplaced 25 million
taxpayer records”;

- “software company Salesforce.com sent a letter to a
million subscribers describing how some customers’ e-
mail addresses and phone numbers had been snagged by
cybercriminals - and warning how another wave of
phishers were attempting to send malware more broadly
to Salesforce.com customers”.

Analyzing the articles cited before, it is possible to
visualize that the main concerns, if not all, are related to
the business level, i.e., customers are worried about how
their business process will be affected. This situation is
expected because cloud computing can also be seen as a
new business model, with many aspects to be fully
understood before being adopted with no restrictions or,
better, with fewer restrictions. As happen in any new
business or technological area, customers and
professionals need to be confident on what are they
getting into. Foster [2] also considers this business model
characteristic in cloud computing, saying that “as for
Utility Computing, it is not a new paradigm of computing
infrastructure; rather, it is a business model in which
computing resources, such as computation and storage,
are packaged as metered services similar to a physical
public utility, such as electricity and public switched
telephone network.” Also, it is possible to visualize that
major concerns are about data: how and where it will be
kept, who will be able to access it and which regulations
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will have it as subject. Considering that, data
confidentiality, integrity and availability will be discussed
in more details in the next section.

A. Confidentiality, Integrity and Availability (CIA):
the big concern

According to [11],"storing data remotely into the cloud
in a flexible on-demand manner brings appealing benefits:
relief of the burden for storage management, universal
data access with independent geographical locations, and
avoidance of capital expenditure on hardware, software,
and personnel maintenances, etc." However, users face
the situation of losing control of their data. For example,
he no longer has physical possession of the outsourced
data and may not get to know about data loss and leakage
incidents, if the cloud provider for some reason acts
unfaithfully and decide not to report the incident [11], just
to cite a few. Having that in mind, in the remainder of
this section we discuss some of the traditional ways of
delivering data confidentiality, integrity and availability.

Cryptography
One could ask if applying some cryptographic and
backup schema would not solve at least part of the
problem. This is a question certainly being target of
studies, especially because as we cited Dbefore,
cryptographic accidents are able to make data unusable.
Trying to contribute to the subject, we bring some
questions to this discussion.
- If using cryptography, how the key management
is done?
o One key for each customer?
o One key to all customers?
o Multiple keys for the same customer?
- What are the current cryptographic systems more
applicable to the cloud computing -characteristics,
especially data storage?
- Last but not least,
cryptography should be used?
We think that the cloud provider should have a detailed
cryptographic plan, explaining what algorithms will be
used, how the key management will be done, when
encryption will be used and so on. The Cloud Security
Alliance Guide [6] provides some guidance in these
questions. As stated by them, cloud computing divorces
components from location and this creates security issues
that result from this lack of any perimeter. Hence there is
only one way to secure the computing resources: strong
encryption and scalable key management. Also according
to [6], cloud customers and providers must encrypt all
data in transit, at rest or on backup media, since all
communications and all storage may be visible to
arbitrary outsiders. Customers and providers want to

in  which situations
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encrypt their data to ensure integrity and confidentiality as
also to avoid having to report incidents to their users
(remembering that a provider’s customer may have their
own customer to report and successively).

According to [10], users are "universally required to
accept the underlying premise of trust.", highlighting that
although some take trust as synonymous of security, it is
not and in security the element of trust is more apparent.
Relating to the classic key concepts of information
security, the CIA, [10] lists the minimum capabilities that
should be offered by the cloud storage provider:

* “a tested encryption schema to ensure that the shared
storage environment safeguards all data;

* stringent access controls to prevent unauthorized
access to the data; and

* scheduled data backup and safe storage of the backup
media [10].”

Wang [11] proposes public auditability for cloud data
storage security. Such audit would be done by a third
party auditor, called TPA. Knowing that such data in
general, due to privacy issues, cannot be subject of
disclosure, [11] lists two fundamental requirements for
the TPA: 1) efficient cloud data storage auditing without
demanding the local copy of data and without additional
on-line burden to the cloud user; 2) no new vulnerabilities
should be brought to user data privacy by the auditing
process. Such requirements are best practices as also are
the reasons [11] mention for the TPA being a good choice
instead of the own user auditing the correctness of their
data: 1) possible large size of stored data; 2) possible
user’ computer resource constraints; 3) "simply
downloading the data for its integrity verification is not a
practical solution due to the expensiveness in I/O cost and
transmitting the file across the network."

Backup and recovery
Backup is probably the more traditional way of keeping
data for recovery purposes. However, being crucial to
ensure that a point-in-time data is available to restore
business operations and given the special nature of a
cloud environment, some questions need to be clearly
answered by the provider and understood by the
customer:
- Who performs the backup?
- How frequent the backup is performed?
- Who is responsible for storing the backup?
- Which backup format is used? Is it dependent of
a specific technology?
- Logical segregation of data is
through the backup execution?
Having these questions being done, another important
issue is if the provider will be able to meet any specific
customer backup requirement. Normally, to have an

maintained
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effective backup and recovery strategy, a careful study of
organization’s need have to be done. Being the cloud a
multi-tenant environment, it is possible that the cloud
provider specific backup and recovery plan will not fit
completely to the customer’s need. Also, as mentioned
before, the data should be encrypted on the backup media.
According to [6], as a customer and provider of data, it is
customer’s responsibility to verify that such encryption
takes place.

B. Data format standards

It seems vital to data availability to have a data
format that allows customers to take their data from one
provider and leverage it inside another provider’s
application. This kind of concern, however, is neither new
or exclusively of cloud computing, so what was already
learnt or developed since the beginning of the Internet and
the need of data exchange should be taken into account
when addressing this situation. Some standardizations
initiatives are in progress, like the Cloud Computing
Effort announced on April 27, 2009 by DMTF
(Distributed Management Task Force) [12].

We do not know what would be the better in terms of
data storage specifically and this is not the focus of this
discussion. Maybe dictating a specific format is not a
viable idea, at least not in a short time. But, the data
interchange should be specified in some standard or well
accepted format. The XML (Extensible Markup
Language) format was designed to store and transport
data. As cited in [13], XML is a technology that started a
decade ago and since then great effort has been done by
the research and industrial community to support XML
and related technologies in RDBMS (Relational Database
Management System). Also, being the format subject of
standardization and widely adoption, lots of research
aiming to secure the format has already been developed
and it still is subject of ongoing improvements.

Adopting XML or not, the groups cited here and
many  others working on cloud computing
standardizations should have this in mind: data must be
interchangeable.

IV. FINAL CONSIDERATIONS

Maybe the cloud will evolve and become the largest
information system we ever saw, having all sort of data
and dealing with all kind of information, all kind of
sensitive information. So, much research work is in
progress to provide security for cloud computing,
especially regarding do data confidentiality, integrity and
availability. The general believe, including ours, is that
the larger adoption of cloud computing relies on how
secure it is and that security should be addressed since the
very beginning. Being cloud computing a still evolving
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paradigm, some new security concerns may appear during
the definition process, but the concerns highlighted in the
present survey probably will not change. There are,
however, a lot of good research and work in progress
aiming to mitigate or to solve the security issues and to
turn the cloud computing horizon less cloudy. Among
these researches are government initiatives, like the cloud
security group from US National Institute of Standards
and Technology (NIST) and industry initiatives, like the
Cloud Computing Security Alliance. Having data
confidentiality, integrity and availability a strong legal
side, some legal organizations like Strafford Publications
are organizing events to discuss the subject, like a
Teleconference entitled “Cloud Computing: Managing the
Legal Risks” [14], showing that other areas beyond
information technology are watching cloud computing
growing adoption more closely. Such initiatives bring
advantages for the customer that can have more qualified
background when analyzing the available cloud
computing solutions to migrate his services to a cloud.
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Abstract — Internet processes information in the form of
distributed digital resources, which have to be available for
authorized use and protected against unauthorized access.
The implementation of these requirements is not a simple
task because there are many ways to its realization in the
modern multiserviced and congested networks. In this case
many well-known solutions of the past became inappropriate
because of traffic fractal statistics, which are caused by
persistent packet dynamics of transport protocols and loss of
available throughput. Therefore we offer the new approach
to raise access control functionality, taking into account
models of transport protocols in congested network
environment, characteristics of virtual channel throughput
and features of active queuing management mechanism that
based on randomized preemptive procedure.

Keywords — access control, authorized use, virtual
connection, priority queueing management, randomized push-
out mechanism

. INTRODUCTION

Internet as a global information infrastructure is
used widely for business, education and research. This
infrastructure keeps information in the form of distributed
digital resources that have to be available for authorized
use, and protected against unauthorized access. However,
the implication of these requirements is not a simple task
due to many elements and many ways of realization.
Therefore solutions of the past have become inappropriate
because of traffic fractal statistics, which are caused by
persistent packet dynamics and correspondent loss of
virtual channel available throughput. In this paper we
propose a new approach to access control flexibility
enhancement based on active queuing management
mechanism and randomized preemptive procedure. The
offered solution can be implemented by a firewall and can
be applied in the existing network environments.

To reach this purpose we propose: 1) the new
classification of virtual connections (VC) based on
security characteristics and throughput requirements; 2)
VC model, which takes into account fractal characteristics
of packet flows; 3) randomized preemptive queuing
management mechanism in congested networks. We use a
combined method of VCs throughput management that
unites principles of feedback and program control within a
framework for Policy-based Admission Control (Fig. 1):

e Policy Decision Point (PDP).

e Policy Enforcement Point (PEP) — security-critical
component, which protects the resources and enforces
the PDP's decision.

e Policy Administration Point (PAP).
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Figure 1. Firewall as a central component of access policy enforcement

In this framework firewall combines PDP and PEP
by controlling access request and enforcing access
decisions in real-time. In this case, access control can be
considered as the throughput control of VC. So, access to
the specific network resource is prohibited if the
corresponding VC between the user and resource has no
available throughput. Therefore from PAP firewall
receives two types of access policy rules: packet filtering
rules and data flow rules.

The parameters of firewall rules depend on the set
of network environment and/or protocols characteristics
A. This set can be divided on two classes with different
access conditions. In proposed approach the classification
decision is based on indicator function F and firewall has
two modes in accordance to possible F (A) values:

e 0, if the data flow is forbidden according to the access
policy (filtering rules);

e 1, if the data flow is permitted.

Forbidden mode means that access denied by PAP. Then

the subset of permitted flows is divided into new two

subsets:

e priority ones that have low throughput and demand
low stable delivery time;

e background ones that demand high throughput and
has no delivery time requirements.

To provide this classification procedure we proposed

active queuing management mechanism, which based on

randomized preemptive control. Therefore in the firewall

the data flow throughput and time that packets spend in

queue (minimum value for priority permitted flows and

infinity for denied) are the functions of randomized

control parameter a.. Each of the firewall rules has a set of

attributes: identifiers of subject and object and the access
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rights from one to another. In the modern network
environment access rules have much more attributes that
need to identify two subsets of permitted flows. Therefore
the actual problem of access control within framework for
Policy-based Admission Control is the flexible
configuration of firewall rules, which considers dynamics
of network environment including specific congested
conditions. In this paper we introduce active queuing
management mechanism for access control policy
enforcement based on randomized preemptive procedure
and network environment characteristics.

The paper is organized as follows: In Section 11 we
suggest new classification of virtual connections. In
Section 111 the model of virtual connection is presented.
The Section IV and V are the theoretical parts of the paper
where the mathematical model and basic equations are
analyzed and estimated. The Section VI is about practical
usage of proposed method.

Il. VIRTUAL CONNECTION CLASSIFICATION

In this paper we use the term “access management”
as the combine of access control and traffic management.
Access control is the basic technical method of information
security in the computer networks. It is providing
confidentiality by blocking the denied data flows,
availability by permitting legal connections and integrity
by reducing the risk of data modification or destruction.
Confidentiality, integrity and availability are the core
principles of information security. Access control is based
on subject-object model, where subjects are the entities
that can perform actions in the system and influence the
environment condition and objects are the entities
representing passive elements between which access need
to be controlled. Data flows between objects and subjects
named virtual connections (VC). In this paper Virtual
Connection is the type of information interaction between
applications on object and subject by means of formation
one-way or duplex packet stream, and also the logical
organization of the network resources necessary for such
interaction.

Computer network can be considered as the set of
such VC. In classical subject-object model the set of VC is
divided into two subsets:

e Non forbidden connections that do not harm the
protected information;

e Forbidden connections that
confidentiality, integrity or
protected information.

Cc= cdsnied u C‘pelm u

UC herm U ... UC" o

can low the
availability  of

C= Cdeniad U Cperm

Set of legal
connections

\ N comnect

priority

Set of illegal I|

connections Set of legal
connections
with a priority

Set of legal
connections with
o’ priority

Set of illegal
connections

Set of legal
connections

Figure 2. Virtual connections classification model.
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We consider spreading the set of legal connections
into several subsets by priority characteristics. In this paper
we present the simplest example with two subsets:

e Non forbidden priority connections;
e Non forbidden non priority or
connections.

On Fig. 2 there is graphical interpretation of
considered classification.

background

I1l. VIRTUAL CONNECTION MODEL

The modeling of the VC behavior has received
considerable attention in recent years. In this paper we
present a simple model of VC. Each connection can be
described by several parameters:

Vc(S,0,Th, Type, Fr)

where S,0 are the subject and object of information
interaction, Th — virtual connection throughput, Type —

the resource requirements, Fr — fractal nature of VC.

From this point of view we suggest to divide set of
virtual connections into two subsets:

e Fractal natured virtual connections based on
transport  protocols with  feedback (TCP
connections)

e Data flows without fractal properties like UDP
data streams
Researches have shown that fractal properties of

VC influence its throughput. For calculation the average
throughput of TCP connection it is necessary to create a
model of connection with fractal properties.

In this paper we suggest to use a simple discrete
time model of TCP connection: at each discreet time
moments “k” TCP throughput “Th” can be describes by
formulas:

Xk+1 = R(Alxk!é:k)xk’ Thk = F(Xk)1

where X — congestion window, which size measures in
conventional unit, A — vector of the protocol deterministic
characteristics; & - stochastic variable describes by density
distribution function [3][4]

1,4, =0 X,=C
12;£, =1
R(A X\, &)= X, & =2

2,£,=0,X,<C, X, <S
(X +D/ X ;& =0,X, <C, X, >S

where C is TCP receive window size, S — threshhold.

As it is known from an example of Cantor set the
fractal properties appears at loss of the set’s part. Fractal
properties of TCP-connection characterize the throughput
losses because of feedback mechanism. On Fig. 3 there
are shown the throughput losses because of CWND
adaptation mechanism.
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Figure 3. TCP throughput losses because of CWND mechanism.

Throughput

We suggest using different algorithms to calculate
the throughput of VC with fractal properties and without
ones.

For the connections without fractal properties we
will use the simple formula:

Th=Th, -(1-p),

where Th, is the connection throughput from the stream
source and p is the packet loss probability.

For TCP connections we use the well-known
formula:

c 1

TT JE‘J’
RTT -.[=p
3

where C is TCP receive window size, RTT is round trip
time and p is the packet loss probability (loss rate). The

graph of this function for C = 100 packets and RTT=110
ms is shown on Fig. 4.
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Figure 4. Dependence of TCP throughput on packet loss probability for
TCP connections.

IV. MODEL OF NETWORK ENVIRINMENT

According to the VC models written above we
consider the preemptive priority queueing system with two
types of customers. First type of customers has priority
over the second one. The customers of the type 1 (2) arrive
into the buffer according to the Poisson process with rate
A, (A,). The service time has the exponential distribution

with the same rate & for each type. The service times are

independent of the arrival processes. The buffer has a finite
size k (l<k<o) and it is shared by both types of
customers. The absolute priority in service is given to the
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customers of the first type. Unlike typical priority

queueing considered system is supplied by the randomized
push-out mechanism that helps precisely and accurate to
manage customers of both types. If the buffer is full, a new
coming customer of the first type can push out of the
buffer a customer of type 2 with the probability « . We
have to mention that if « =1 we retrieve the standard non-
randomized push-out.

Packet stream Service
buffer h 1
Prionty packets Chanme
Ao -Ax e 2=
s kel - st
Non priotity packets }] i l e
=Ar :
A 4 h 4
Packet 1 Packet 2
loss loss

Figure 5. Priority queueing schema M ,IM I1/K/ f; of telematics
network devide.

The scheme described priority queueing is resulted
on Fig. 5. The priority queueing without the push-out
mechanism (a=0) and with the determined push-out
mechanism (« =1) are well-studied. The concept of the
randomized push-out mechanism with reference to
network and telecommunication problems is offered in [1]
where this mechanism was combined with relative priority,
instead of absolute, as in our case.

The summarized entering stream represented on
Fig. 5 will be the elementary with intensity 1=4,+4,.

The priority queueing represented on Fig. 5, is
M, /M /1/k/ f} type by Kendall's notation.

Problems of research priority queueing have arisen
in telecommunication with the analysis of real disciplines
of scheduling in operating computers. Last years a similar
sort of queueing model, and also their various
generalisations are widely used at the theoretical analysis
of Internet systems.

As shown in [1], the probability pushing out
mechanism is more convenient and effective in
comparison with other mathematical models of pushing
out considered in the literature. It adequately describes
real processes of the network traffic and is simple enough
from the mathematical point of view. The randomized
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push-out mechanism helps precisely traffic management
and security. The another control and security factor is the
telematics device buffer size. It can be varied to increase
the throughput of necessary connections and reduce
throughput of suspicious ones.

V. MAIN EQUATIONS

The state graph of system M,/M /1/k/ f} is

presented on Fig. 6.
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‘ 00 — 10 s ver - I "

T By 7

Al s

iz

------------------------------------------------------------------

W

AT
i

Figure 6. The state graph of Mz IM/1/k/ le type system.

Making by usual Kolmogorov's rules set of
equations with the help of state graph we will receive:

A4 Q-6)+ai(1-6;,)0; i + A, (1=0, )+
+ (=608, )Py + Uiy j + 1o Py i + A2 P+ (D)
+ 4P ta0 i Pigja =00 :(),_k; j=0,k-i),
where J, ; is the delta-symbol.
There is a normalization condition for the system:

k k=i

2 2P =1.

i=0 j=0

At real k (big enough) this system is ill-

conditioned, and its numerical solution leads to the big
computing errors. In this paper we use the method of

generating functions [1] in its classical variant offered by
H.White, L.S.Christie and F.F.Stephan with reference to

M, /M /1/ f, type systems.

Solving (1) system we receive some auxiliary
variables [4]

Pi = Pyiiy (i =O,_k),

i o A
G =0-a)) po ' +ape’ (1=1K),

i=1
rn 2%’ (n =ﬁ) .
1-p")
When using them we can receive loss probability
for priority (P ) and non-priority (P2 ) packets:

loss loss

k-1
Plé?s =0+ (1—05)2 Pi
i1

Pi s P
Po =T + @23 P+ py
P2 =1 P2
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By these formulas we received some graphs for
different rate of input streams of relative throughput of
this type (Fig 7,8)

i) H
2=1-P" (i=12).
i=1 F)Ioss' ( ! )

1284 - ————

— ’__‘,-—-'_F____,-
_,——'—"'___J-_' -
0.9 L
) _,__u———'___"_

L S

0.8 -
__,/"'-- —
4—'/

07 3 "/

L 4 —
065 —__'—"_:_::/*/_:_

T —

r. e i ] —
05 ~—_
[:_4\\H‘\- 8

1 L oL
0 0.1 0.2 0.3 04 0.5 0.6 0.7 08 09 1

Figure 7. Relative throughput of priority packets for strongly congested
transport virtual channel with p, =1,5 and different values p, :

1- ;;=01;2- p1=05;3-p=10;4- p1 =13;5-
M =15;6-p=17;7- p1=19;8- p=25.The same legend
is used by all Figures.
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Figure 8. Relative throughput of non-priority packets

From Fig. 7 and 8 we can see, that by choosing
parameter « , we can change ag; in very wide range. For

some p, values variable a; changes from 0.6 to 1 while
A+ A, >> . There is an extremum on the most of the
curves at «=0,1-0,2. It means that increasing the push-
out probability of non priority packets thus we reduce
probability of their loss in the strongly congested
networks. It can be explained by the fact that various
mechanisms work in the absence of push-out mechanism
(a=0)and while « >0.

The relative time that the priority packet spend in
gueueing can be calculated by Little's Formula (Fig 9,10):

- =(i
g =i _ ”l(o;d
'E

1 . —
= X+ i, T =—, (1=12).
- 4
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Figure 9. The time that priority packet spend in queueing
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Figure 10. The time that non-priority packet spend in queueing

Fig 9,10 show that proposed queueing mechanism
provide a wide range of control feature by randomized
push-out parameter o and buffer size k. According to the
packet’s mark (Forbidden, Priority, Background) the
period that packet spend in queue can vary from 1 to 10**
times, which can be used to control access to information
resource providing confidentiality.

For highly congested network the priority type is
much less important, than the push-out mechanism and
the value of « parameter. The push-out mechanism
allows to enforce access policy using traffic priority
mechanism.

By choosing « parameter we can change the time
that packets spend in the firewall buffer, which allows to
limit access possibilities of background traffic and to
block forbidden packets. So by decreasing the priority of
background VCs and increasing the push-out probability
o we can reduce the VC throughput to low level without
interrupting it.

The most wide range of control can be reached in
intermediate environment conditions when linear law of
the losses has already been broken, but the saturation zone
has not been reached yet. Numerical experiment [4] has
been made to detect conditions in which p; varied over a

wide range from 0,1 to 2,5, and p, =15.
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VI. PRACTICAL USAGE AND FUTURE DEVELOPMENT.

Good example of opportunity to use such
mechanism is the problem of controlling removed robotic
object, which telemetry data and a video stream are
transmitted on global networks. In this case control
commands are transmitted by TCP, and a video stream
data are transmitted by UDP. A mean values of
throughput of our robotic object: throughput of TCP

channel (control and telemetry packets) ~100Kb/s,
throughput of UDP video stream ~1,2Mb/s.
ZR™ N 0P et~ 1 3Me
i G i RTT ~ 130 ms
Robot arm ','
S-band -
channel
Internat
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mathematical
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Figure 11. The scheme of space experiment "Contour"

In a considered example on Fig. 11 (ROKVISS
mission [5]), the choice of a priority of service and loss-
probability of a priority packet « allows to balance such
indicators of functioning of a network, as loss-probability

of control packets p{. and quality of video stream for

loss

various conditions of a network environment. The
parameter « can vary for delay minimization in a control
system’s feedback.

The given problem is important for interactive
control of remote real-time dynamic objects, in a case
when the complex computer network is the component of
a feedback control contour, therefore minimization of
losses and feedback delays, is the important parameter
characterizing an effectiveness of control system.

In future this method of preemptive access
management could be used to mature the DTN technology
for space exploration missions and communications
architecture for example for robots control on planet’s
surface from orbital station through the network
environment with unstable throughputs and unpredictable
packet delays.

Of course in this case two types of priority are not
enough for enforce access policy in multiservice network
environment, but the recurrent mode of proposed
procedure can increase the number of priority VC subsets.
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VII. CONCLUSION.

1. The offered access control approach allows more
deeply and more detailed understanding of requirements of
access policy in the form of firewall configuration rules.

2.Proposed model based on DiffServ approach
considers computer network as the set of VCs, which
throughput is easy controlled by proposed classification
procedure and algorithm that divides the set of non
forbidden VCs in two subsets: non forbidden priority
connections and non forbidden non priority or background
connections.

3. Introduced VC model takes into account several
parameters such as: dynamic and statistics characteristics
including fractal properties of VC with feedback
throughput control like TCP.

4. Considered preemptive queueing mechanism can be
viewed as a background for DiffServ access control
because it provides a wide range packet loss probability
ratio using flexible randomized push-out algorithm.

5.Proposed push-out algorithm based on selecting
priority parameter controls packet loss probability taking
into account restricted capacity of packet buffer in
DiffServ access point. The most interesting result obtained
in congested network allows to keep priority VC
throughput near the requested value, which is important for
specific space experiment with robotics arm on 1SS board.
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Abstract—Current implementations of the Internet Protocol
version 6 (IPv6) use stateless address auto configuration (SLAAC)
to assign network addresses to hosts. This technique produces a
static value determined from the Media Access Control (MAC)
address as the host portion, or interface identifier (IID), of the
IPv6 address. Some implementations create the IID using the
MAC unobscured, while others compute a onetime hash value
involving the MAC. As a result, the IID of the address remains
the same, regardless of the network the node accesses. This IID
assignment provides third parties (whether malicious or not) with
the ability to track a node’s physical location by using simple tools
such as ping and traceroute. Additionally, the static IID provides
a means to correlate network traffic with a specific user through
simple traffic analysis. We examine the techniques used to create
autoconfigured addresses. We also discuss how these techniques
violate a user’s privacy. The serious breaches in privacy caused by
SLAAC need to be addressed before deployment of IPv6 becomes
widespread. To that end, we provide a detailed taxonomy of
different methods for obscuring IPv6 autoconfigured IIDs.

Index Terms—IPv6 addressing, privacy protection

I. INTRODUCTION

The next generation of Internet protocol, the Internet Pro-
tocol version 6 (IPv6), implements new features based on
the existing Internet Protocol version 4 (IPv4). One major
change, and the driving force behind IPv6, is the address
architecture. The address space in IPv4 is limited to 32 bits.
Unallocated addresses in IPv4 are quickly being depleted and
will be exhausted by early to mid 2011 [6], [13]. To combat
the shortage of addresses in IPv4, IPv6 employs 128-bit
addresses. With the current number of Internet-ready devices
on the network, the immense address space provided by IPv6
is sparsely populated. However, as new classes of devices
become interconnected and networked, manually managing
subnets becomes complex and time consuming.

One solution being used to solve the problem of subnet
management in IPv6 is stateless address auto configuration
(SLAAC). SLAAC allows an administrator to configure the
network and subnet portion of the address, while each device
automatically configures the host portion, or interface identifier
(IID), of the address. The IID is often formed by extending
the 48-bit Media Access Control (MAC) address to 64 bits,
spanning half of the IPv6 address.

Using a node’s MAC address in the IID has serious unin-
tended consequences to a user’s privacy. While the observa-
tion that this addressing scheme could allow an attacker to
analyze payload, packet size, and packet timing was made
in RFC 4941 [11], the privacy implications that arise from
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stateless address generation have not been addressed. The issue
is not only that the MAC address is used as the IID, but also
that the IID remains static. As a result, no matter what network
the node accesses, the IID remains the same. Consequently,
simple network tools such as ping and traceroute permit
tracking a node’s geographic location from anywhere in the
world. All the cyber-stalker needs to know is the location of
the subnet.

Such “cyber-stalking” is not possible in IPv4. In IPv4, a
node’s MAC address is restricted to the local subnet. Addi-
tionally, a node’s location is often obscured through the use
of the Dynamic Host Configuration Protocol (DHCP), which
leases host addresses based upon availability. Furthermore,
the deployment of carrier-grade Network Address Translation
(NAT) in IPv4 has the unintentional benefit of protecting a
host’s identity by placing it within a private address space,
which is not globally addressable.

With IPv6, a user’s privacy can also be violated through
the monitoring of network traffic. Traffic analysis can be used
to deduce an identity by correlating traffic captures from
a specific IID. This analysis is possible in IPv4, but only
for short periods of time, since DHCP addresses change. In
contrast, a static IID permits correlation of a specific user’s
data over multiple sessions. The deterministic IPv6 addresses
that globally tie users to each of their packets make this
correlation possible. Once an attacker is able to deduce a
user’s identity and location, the attacker can then target the
user for identity theft or other related crimes. Using static IIDs
to monitor traffic for identity theft is one of many potential
privacy exploits of deterministic stateless IPv6 addressing.

We will show why deterministic addresses have serious
privacy implications and why this issue should be addressed
before IPv6 is deployed globally. First, we provide background
on IPv6 in Section II. Section III describes how the deter-
ministic IID is formed. We discuss the privacy implications in
Section IV. In Section V, we provide our taxonomy of methods
for hiding users’ IIDs. In Section VI, we discuss future work.
We conclude in Section VIIL

II. BACKGROUND

The tremendous growth of the Internet has created the need
for a new version of the Internet Protocol. Despite the advent
of technologies such as NAT, IPv4 will soon be unable to
support the addresses needed. Increasing the address space was
the main motivation for developing IPv6. Researchers saw the
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Fig. 1. IPv6 128-bit address format

need for more address space, however, as an opportunity to
improve upon an already successful IPv4.

A. Benefits of IPv6

As previously discussed in Section I, IPv6 was primarily
developed to support more address space in the Internet. An
IPv4 address, consisting of 32 bits, provides approximately
4.2 billion possible address combinations. This address space
is not sufficient to support the emerging myriad of Internet-
capable devices. Therefore, the IPv6 address was expanded
to 128 bits. This new address size allows for 2'2® possible
addresses, approximately 5 - 10%® addresses for every one of
the 6.8 billion people [17] in the world.

In addition to the larger address space, IPv6 was designed
with five other main improvements. The first is simplifying the
header format to 40 bytes. The second improvement makes
the number of IP options extensible by moving the options
out of the header and into the payload of the packet. Third,
the protocol was designed to be extendible, allowing for
the future definition of additional options. Flow labeling, the
fourth improvement added to IPv6, allows for classification
of packets belonging to particular flows. With flow labels,
each router can determine which flow a packet belongs to and
prioritize the packets appropriately. The fifth and final major
improvement in IPv6 is the integration of authentication and
encryption into the protocol stack. In IPv4, Internet Protocol
security (IPsec) [9] was developed as an add-on so IPv4 did
not have to be redefined. As a result, there are inefficiencies
with its implementation. IPv6 solves this by integrating IPsec.

B. Stateless IPv6 Addressing

The large size of the IPv6 address space requires a new
network address configuration architecture to simplify network
administration. For this reason, IPv6 combines a Neighbor
Discovery Protocol (NDP) [12] with SLAAC to allow for
nodes to self-determine their IP addresses. Designed as a
replacement for the Address Resolution Protocol (ARP), NDP
facilitates nodes within a particular subnet learning of other
nodes on the link using Internet Control Message Protocol
version 6 (ICMPv6) messages. Once an NDP message is
received, the node uses the network portion of the address to
configure the first 64 bits of its IPv6 address. For the last 64
bits, the node automatically configures an address, designated
as the IID of the address. The final step combines the 64-
bit network address with the 64-bit host address to form a
complete 128-bit IPv6 address (See Fig. 1).

NDP and SLAAC eliminate the need for DHCP addressing
services currently implemented on the majority of IPv4 net-
works. DHCP implements a client-server architecture in which
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a DHCP server assigns addresses to clients and keeps state
of which addresses have been assigned to particular clients.
DHCP also exists for IPv6 in the form of DHCPv6. The
sparse address space and the ease of address autoconfiguration,
however, make DHCPv6 addressing an unnecessary service.
The extra expense and network complexity involved in DHCP
addressing have been removed with NDP and SLAAC.

III. DETERMINISTIC IID

Due to the current accepted definition of SLAAC on most
operating systems, the IID of a node’s IPv6 address is de-
terministic across networks. For the last 64 bits, the node
automatically configures an address based upon the MAC
address of its network interface. By extending the 48-bit MAC
address to 64 bits through the EUI-64 format [7], the IID of
an IPv6 address is created. The EUI-64 format splits the 48-
bit MAC address into two 24-bit halves. The 16-bit hex value
OxFFFE is inserted between the two halves to form a 64-bit
address. Also, the universal/local flag, located at bit seven of
the 64-bit host portion, is set to universal. Fig. 2 illustrates
this process.

While different operating systems configure IPv6 addresses
differently, no current operating system implementations of
IPv6 stateless addressing dynamically obscure the IID of all
IPv6 addresses on the system. OS X and common Linux
distributions, such as CentOS and Ubuntu, follow the EUI-
64 format. The MAC address appears virtually unaltered in
the IPv6 address. The Windows operating system obscures
the host portion of an IPv6 address according to RFC 4941
and sets a temporary address [11], [16]. Windows operating
systems, however, also carry another IPv6 address used for
neighbor solicitation. This other IPv6 address contains an IID
that is obscured but never changes, regardless of the subnet
the node connects to. Not dynamically obscuring a user’s
host portion for all of the IPv6 addresses associated with a
system threatens a user’s privacy. The static IID currently
implemented in major operating systems can be linked to a
particular node, even as the node changes networks.
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Many mobile devices, such as Android and iPhone, sup-
port IPv6 in WiFi. Their implementations follow the EUI-64
format, providing these mobile devices with static IIDs that
are easily tracked on their WiFi connections. Since most users
frequently carry their mobile devices and leave them on and
connected, the ability to track a user is increased dramatically.
While the need to address the privacy concerns in Mobile IPv6
has been identified [3], [10], [14], it does little good until
the privacy concerns due to IID tracking are addressed. Since
Mobile IPv6 would only be applied to the cellular connections
and the majority of these wireless devices also deploy WiFi,
users can still be tracked through their wireless devices as they
move between different WiFi networks. Therefore, address
privacy must be dealt with for all connections of a mobile
device to assure complete privacy.

IV. PRIVACY IMPLICATIONS

The static IID created by the EUI-64 format and the
Windows operating systems compromises a user’s privacy.
Creating a static IID from a MAC address allows nodes to be
logically and geographically tracked as they travel to different
networks. Since the EUI-64 format results in a deterministic
IID, users can be tracked on a network by scanning different
subnets and searching for the MAC-generated IIDs. Using
simple commands such as ping and traceroute, the location of a
user can be determined with reasonable geographic accuracy.
Even the Windows obscuration of the IID within the IPv6
address does not protect a user. By locally capturing a user’s
traffic once, a specific user can be paired with the determin-
istically obscured IID and tracked with the same technique of
searching subnets as used for unobscured host addresses. Since
the obscuration occurs independent of the network, a Windows
host carries the same obscured IID between networks.

By monitoring the traffic on a network over an extended
period of time, a single user’s traffic can be identified and an-
alyzed. Armed with this data, a third party (whether malicious
or not) can potentially tie a device to its actual user. As the user
crosses different subnets, traffic can be collected and correlated
by examining the static IID. This vulnerability to tracking
does not typically apply when using IPv4. Most medium to
large IPv4 networks implement DHCP, which changes user
addresses randomly. As a result, DHCP logs are needed to tie
traffic sniffed from a network with a particular user. Due the
to the deterministic IID in IPv6 SLAAC, simple filters could
be created to filter the traffic of a single user on any subnet.
This would allow an interested party to identify and monitor a
user’s on-line activity through traffic analysis. In a dual-stack
implementation where a node uses a mixture of IPv4 and IPv6,
special ICMPv6 Neighbor Solicitation messages can provide
an interested party with the IPv4 address linked to an IPv6
address. This correlation allows for traffic collection to extend
to IPv4 for a single session.

Tracking users or monitoring their on-line activity is not
the only concern. If it was known that location or traffic
monitoring was occurring, a malicious host could spoof the
IID of an innocent node. The malicious node could then
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masquerade as the innocent node and create false traffic or
locations using the innocent node’s 1ID.

V. POSSIBLE SOLUTIONS

There are three primary classifications for protecting a user’s
IID from tracking and monitoring. The most straightforward
classification is dynamic obscuration of the IID. The second
classification is third party address assignment. The final
classification is address tunneling.

A. IID obscuration

There are two methods proposed for obscuring the IID when
using stateless generation of IPv6 addresses. The first method
uses cryptographically generated addresses (CGAs) [2]. The
second method uses privacy extensions for static IIDs [11].

1) Cryptographically Generated Addresses: CGAs are IPv6
IIDs that are generated by hashing a sender’s public key
and other parameters [2]. Although CGAs can be used with
multiple applications, they were originally designed to work
with the SEcure Neighbor Discovery (SEND) protocol [1]
to prevent denial of service attacks. Since CGAs obscure a
sender’s IID, they could prevent tracking a user through their
autoconfigured IPv6 address. There are, however, a number
of disadvantages to using CGAs for dynamically obscuring an
IPv6 IID.

The main disadvantage to using CGAs is the cryptographic
cost of CGA generation. In order to generate a CGA, the
sender must apply the SHA-1 hash algorithm to the CGA
parameters a minimum of two times. The CGA parameters
consist of the concatenation of a pseudo-random number, the
sender’s public key, nine zero octets, and optional fields. The
first hash calculation generates Hash2. The ease of achieving
an acceptable Hash2 value depends on the strength of the
security parameter (Sec). The Sec is a three-bit value used to
determine how many leading zeros Hash2 must contain. Hash2
must have 16 - Sec leading zeros. If it does not, a pseudo-
random number is incremented and Hash2 is recalculated.
Hash?2 continues to be recalculated until this condition is met.
This can result in a large number of hash calculations. In fact,
RFC 3972 states that on average it takes O(2'9°9¢°) iterations
to generate a CGA [2].

After Hash2 is successfully calculated, Hashl1 is calculated
using the CGA parameters with the final pseudo-random
number used to generate Hash2. The left-most 64 bits of the
SHA-1 output are used as the IID with the exception of bits 0-
2, 6 and 7 used for other purposes. Duplicate address detection
is conducted as required [1]. If a collision occurs, a collision
count field is incremented and Hashl is recalculated. This is
repeated at most three times after which, CGA calculation
stops [2]. It is possible that after all of these hash calculations
no CGA will result and the process will need to start anew.

These repeated hash calculations require minimal overhead
for the average personal computer, but are likely infeasible for
most handheld devices due to limited power and computational
capability. To help mitigate this cost, RFC 3972 discusses that
CGAs can be precomputed or offloaded to more powerful
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computers [2]. This solution, however, does not help a user
connecting to a network for the first time, which is not uncom-
mon when roaming with a handheld device. Additionally, the
CGA generation cost makes it prohibitive for users to generate
new CGAs. Thus, CGAs for subnets will be deterministic.

There are two possible implementation alternatives to re-
duce the cost of CGA generation. The first involves setting
Sec = 0. By setting Sec = 0, Hash2 is not required to have
any leading zeros. This means that the calculation of Hash2
is not required [2]. The problem with this alternative is that
the CGA becomes susceptible to a brute-force attack. If the
CGA is used only to prevent IPv6 address tracking, this may
not be a concern. However, if the intent is to also protect the
IID from denial of service or address spoofing, this alternative
is not acceptable.

The second implementation alternative is to omit the subnet
prefix from CGA generation [2]. By omitting the subnet prefix,
senders need only calculate the CGA once. The same CGA can
be used for multiple subnets without having to go through the
expensive CGA generation for every subnet. The downside is
that the IID is again deterministic across multiple subnets. This
alternative maintains the benefit of protection against brute-
force attack through the security parameter, but leaves senders
vulnerable to address tracking.

Even if users do change their CGA every time they connect
to a subnet, they can still be tracked. Senders using CGAs
send their CGA parameters along with their IPv6 address
for verification purposes. The CGA parameters contain the
users’ public key. Unless senders also generate new public
keys for every connection, they can be tracked through their
CGA parameters.

An additional disadvantage of using CGAs is that an at-
tacker can easily impersonate or slander a user by forming
a CGA claiming to be the target. Asymmetric key pairs are
self-generated to eliminate the key management infrastructure.
As a result, anyone can generate a key pair and claim to be
someone else. RFC 3972 claims that CGAs protect against
address spoofing [2]. This is only true in the case where an
attacker attempts to hijack an existing session between two
nodes. An attacker is free to initiate new sessions claiming to
be someone else. By doing this, an attacker can make it appear
as if a target is behaving in a certain way to others who are
monitoring the target on the network. Spoofing is common in
IPv4, but CGAs in IPv6 make a spoofed address appear more
authentic.

Requiring the use of public keys to form CGAs is another
drawback. One of the strengths of stateless autoconfiguration
of IPv6 addresses is that it is transparent to users. Requiring
users to generate asynchronous key pairs removes this trans-
parency. Many users do not have asynchronous key pairs or
even understand the concept. As a result, most users will not
implement CGAs to obscure their addresses.

The remaining vulnerabilities do not affect tracking of users,
but how an attacker can take advantage of flaws in CGAs to
achieve malicious results. For instance, a man-in-the-middle
can cause all data checks to fail by modifying any of the
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CGA parameters sent with the IPv6 address. This can be
accomplished by changing the collision count to a number
greater than two, because the collision count is only valid for
values of 0-2. An attacker also can hijack a connection by
finding a CGA hash collision. Only 59 bits (64 bits minus
bits 0-2, 6, and 7) of the SHA-1 hash are used for the CGA.
Using the birthday attack [15], a collision can be found in
259/2 guesses on average.

Despite the numerous disadvantages of CGAs, there are
several advantages. The primary advantage is, of course, that
CGAs obscure a sender’s IID. Even if senders do not go
through the costly procedure of computing a new CGA every
time they connect to a network, they will at least have a
different deterministic CGA for every subnet. This will make
an attacker’s attempt at tracking a target much more difficult.
In order for an attacker to track a target, the attacker will need
to know the sender’s CGA on every subnet. Another benefit
of using CGAs is that they require no key management infras-
tructure [2]. Since CGAs can use user-generated asymmetric
key pairs, there is no need for a certification authority, making
CGAs scalable.

2) Privacy Extensions: The privacy extensions proposed in
RFC 4941 provide another way to obscure the IPv6 IID. Where
the goal of CGAs is primarily to provide security of IPv6
addresses for the SEND protocol as discussed in Section V-Al,
the goal of implementing privacy extensions is to prevent
an attacker from correlating network traffic with a particular
user. Privacy extensions produce a random IID by hashing the
concatenation of a user’s IID and a 64-bit “history value.”
This “history value” is initially generated from the rightmost
64 bits of a hashed random number. Subsequently, the “history
value” becomes the previously calculated 64-bit hash result.
The random IID is formed using the leftmost 64 bits of the
resultant hash calculation with the “u” bit (bit 6) set to zero for
local scope. Duplicate address detection is then performed on
the random IID to detect duplicate IIDs on the local network.
If a duplicate IID is detected, a new ‘“history value” is formed
and the process is repeated [11].

Using privacy extensions to obscure a user’s IID is much
more appealing than using CGAs for several reasons. First,
the cryptographic cost is much lower. Assuming no duplicate
address is detected, privacy extensions require only one hash
calculation by the sender at IID generation and none by
the receiver. With CGAs, the sender requires on average
0(2'6-5¢¢) hash calculations to generate a CGA, and the
receiver is required to complete two hashes to verify the CGA.
The cryptographic cost of using privacy extensions is more
feasible, allowing a node to change their IID often.

The use of privacy extensions does not require the use
of a public key [11]. As a result, implementation of privacy
extensions are more transparent to the user. Additionally, there
are no required accompanying parameters that can be used to
link a sender to the random IID.

Privacy extensions are more effective at obscuring IIDs than
CGAs because of the lifetime of a generated IID. Having
users generate new IIDs when they connect to new subnets

21



ICN 2011 : The Tenth International Conference on Networks

effectively masks users’ activities on the Internet, but it
does nothing for users that never migrate from a particular
subnet. A CGA user that never moves between subnets (e.g.,
a desktop computer) would not necessarily ever generate a
new random IID. The privacy extensions specification uses
a TEMP_VALID_LIFETIME parameter to set the maximum
amount of time a random IID can be used before needing to be
regenerated [11]. This feature improves on DHCP addresses
that may last months or longer.

Implementing random IIDs through privacy extensions does
have disadvantages. Just as with CGAs, IID collisions are
possible [11]. Since only 64 bits of the hash calculation are
used, the chance of hash collisions increases. Similar to CGAs,
the generation process terminates after a set number of IID
collisions.

As mentioned previously, privacy extensions specify several
different parameters to limit the time a random IID is valid.
The default values of these parameters are set too long. The
TEMP_PREFERRED_LIFETIME parameter is set to one day
and specifies the preferred life of a random IID. The default
value of TEMP_VALID_LIFETIME is one week. An applica-
tion can force an address to use TEMP_VALID_LIFETIME
rather than TEMP_PREFERRED_LIFETIME. Additionally,
RFC 4941 states that a new random IID should be computed
when connecting to a new subnet [11]. It does not state that
this must be done. Users choosing not to change IIDs and
accepting the default expiration times could be monitored for
up to a week at a time before an attacker needs to reestablish an
identity pairing. Fortunately, RFC 4941 allows users to modify
these defaults.

An unfortunate side-effect of privacy extensions is that
IIDs are obscured from everyone, including network admin-
istrators. Combined with frequently changing and obscured
IIDs, privacy extensions make fault isolation and debugging
difficult [11]. With CGAs, public keys are tied to addresses.
When DHCP is used, system administrators can track changes
in addresses, while still protecting a user’s identity.

CGAs are more robust than privacy extensions in that they
can protect a sender’s address from spoofing once a session
has been initiated. Since there is no verification process im-
plemented by privacy extensions, an attacker can easily inject
new traffic claiming to be the sender. However, preventing this
type of malicious activity is not one of the design goals of
privacy extensions. This type of attack, however, is mitigated
by frequently changing a user’s IID.

B. Third Party Address Assignment

DHCPv6 provides third party address assignment for
IPv6 [5]. Instead of allowing a client to configure his/her
own address, a DHCP addressed network requires a DHCP
server in order for a client to get an address on a network.
DHCP addresses are leased to clients when they connect to
the network. If the network is not overloaded with clients, a
client may receive the same DHCP address each time he/she
connects. For heavily populated networks, clients may receive
different addresses each time they connect.
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There are several advantages to using DHCPv6. First,
DHCPv6 provides IIDs that are not necessarily tied to a user.
A user may receive a different DHCPv6 address each time
he/she connects. Whereas collisions were possible with the
address obscuration techniques discussed in Section V-A, a
properly configured DHCPv6 server should not issue dupli-
cate addresses. Although DHCPv6 can operate without any
cryptographic cost for address generation or verification, it is
worth noting that DHCPv6 can be configured to use optional
authentication [5]. DHCPv6 authentication uses shared keys
which, although more cryptographically efficient, do not scale
well.

Despite these advantages, DHCPv6 does not necessarily
protect a user’s identity well because the IPv6 address space
is sparsely populated. As a result, there will likely be little
competition for addresses when connecting to even the most
populated subnets. Therefore, users should expect to get the
same address each time they connect to the network. This
may change over time as more devices connect to the net-
work, and the address space becomes more densely populated.
However, the DHCPvV6 specification promotes static addresses.
Unless specifically requested by the client using the Identity
Association for Temporary Addresses (IA_TA) option, the
client will be issued a non-temporary address [5]. A static
address, whether generated by the client itself or issued by
a DHCP server, exposes the user to monitoring. If TA_TA is
implemented, it would be provided through the use of privacy
extensions discussed in Section V-A2.

Even if temporary addresses are requested, an attacker may
still be able to monitor a user. For example, the server controls
how often a client’s address changes, not the client. The client
does have the option to specify a preferred-lifetime and a valid-
lifetime, but the timing of an address change is ultimately de-
termined by the server. Additionally, communications between
client and server use what is called a DHCP Unique Identifier
(DUID). The DUID is a globally unique value that should
never change [5]. The DUID is used in many of the DHCP
exchange messages and could be used by an attacker to track
a target’s presence on a network. Once the attacker locates the
user, the attacker can monitor the DHCP exchanges to harvest
the IPv6 address. The scope of this attack is limited to the
subnet of the user, the DHCP server, or any relays.

A final downside to using DHCPv6 versus stateless address
autoconfiguration is that it must be managed. This could add
a tremendous burden on network administrators as more and
more devices connect to the network. DHCPv6 also increases
the chances of incorrect configuration, which may lead to other
vulnerabilities.

C. Address Tunneling

Address Tunneling can be achieved through the use of
Internet Protocol Security (IPsec). IPsec is not a very compre-
hensive method to use for masking IPv6 addresses, but it can
provide excellent obscuration from external attackers. IPsec
provides authentication and/or encryption to network layer
packets. For the purposes of obscuring IPv6 addresses, we re-
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Fig. 3. IPv6 packet encrypted using IPsec in tunnel mode

fer only to the encryption aspect provided by the encapsulating
security payload (ESP) as illustrated in Figure 3. Specifically,
ESP used in tunnel mode provides address obscuration. When
used in tunnel mode, ESP encrypts the entire IPv6 packet
and provides a new IPv6 header, complete with new source
and destination addresses [8]. The new source and destination
addresses are those of the endpoints of the tunnel. It should
not be possible for devices external to the tunnel to learn the
true identity of the sender or receiver. The tunnel endpoints
are typically network gateway devices. Although it is possible
for the sender and receiver to act as tunnel endpoints in
IPv6, this technique would gain very little privacy. A host
acting as its own tunnel endpoint would be easy to link as
the actual target host. The ability to link to the target host
can be prevented by using one of the obscuration techniques
described in Section V-A after applying ESP. Using IPsec for
this purpose, however, would then be pointless.

There are three main benefits to using IPsec in tunnel
mode to obscure IPv6 addresses. As mentioned previously,
the sender’s address is hidden from those external to the
tunnel. Second, the cryptographic burden of encryption and
decryption is offloaded to the gateway devices. This makes
address obscuration feasible for devices limited by battery or
computational power, such as handheld devices and sensors.
Also, since the address used is that of the gateway devices,
there are no address collisions as there were in the address
obscuration techniques discussed in Section V-A.

Unfortunately, IPsec in tunnel mode does not provide any
address protection from an attacker inside the sender’s or
receiver’s subnets. Since address obscuration does not occur
until the packet reaches the gateway, an attacker monitoring
the subnet will have no trouble monitoring users through their
IIDs. This does, however, limit the scope of the attack to the
two subnets mentioned.

Perhaps an even bigger issue is the requirement for a
key management infrastructure. Wide-scale deployment of
IPsec requires a global trust model in place as well as a
management infrastructure [4]. In today’s infrastructure, only
those networks with security requirements utilize IPsec. It
is not reasonable to assume that networks would implement
IPsec for address obscuration purposes.

VI. FUTURE WORK

The next phase of our research is to design and implement
an address obscuration technique. Each of the techniques
described in Section V has associated shortcomings. Those that
obscure the IPv6 IID, are not feasible for resource constrained
devices. Third-party address assignment and address tunneling
have scope limitations. Our technique is designed to minimize
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computational complexity while avoiding scope limitations,
thus being feasible for power-constrained devices. We also
plan to test the validity and overhead of our design using our
campus-wide IPv6 production network.

VII. CONCLUSION

IPv6 is a definite improvement over IPv4, allowing more
devices to connect to the Internet using globally unique
addresses. SLAAC, however, violates a user’s privacy and
needs to be addressed before IPv6 is deployed. A number of
different methods can be used to obscure a user’s IID from
monitoring. Each method comes with its associated benefits
and shortcomings. Currently, the privacy extensions outlined
in RFC 4941 [11] appear to provide the best balance of
both. Privacy extensions provide an unmanaged solution to
address obscuration with low cryptographic cost. However, the
current lack of computational power of many handheld devices
combined with possible address collisions are likely obstacles
to implementing this algorithm. Regardless of which solution
is implemented, some method of obscuring IIDs should be
deployed as part of operating systems and embedded devices
to protect the privacy of users.
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Abstract—There has been an increase in broadcasting media
since the begin of this century, because many techniques had been
developed to solve this problem. Watermarking is the greatest
bet from many researchs around the world. Digital watermarks
can be used by a lot of applications like: copyright protection,
broadcast monitoring and owner identification. In this paper, we
will show a classification of watermarks, propose a basic model
for watermarking and explain some recent algorithms for image
watermarking and their features, citing examples applicable to
each category.

Index Terms—digital watermarking; wavelets; security; dwt;
Iwt; svd.

I. INTRODUCTION

The increased Internet usage has turned a technique that
is able to protect the copyright of published medias into a
necessity. The easy of distribution of these documents through
the web may transgress protection laws against unauthorized
copies and make fidelity questionable. Digital watermarking
has been proposed as a solution against these practices.

Digital watermark is a labeling technique of digital data
with secret information that can be extracted in the receptor.
The image in which this data is inserted is called cover image
or host [1]. The watermarking process has to be resilient
against possible attacks, keeping the content of the watermark
readable in order to be recognized when extracted. Features
like robustness and fidelity are essentials of a watermarking
system, however the size of the embedded information has
to be considered since data becomes less robust as its size
increases. Therefore a trade-off [2] of these features must be
considered.

The paper is organized as follows. In Section II, we
described the classification and each feature. In Section III,
we explain the main applications of watermarking. A basic
model and the discussion about each block of the process that
is proposed in Section IV. Section V is the conclusion and
Section VI the acknowledgments.

II. CLASSIFICATION

A watermarking system has requirements which must be
met when implemented, however the application will dictate
which features should be emphasized. In this section a clas-
sification of marks according with their requirements will be
proposed.

This paper is financial supported by CAPES-Brazil.
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A. Robustness:

This feature refers to the ability to detect the watermark after
some signal processing operation [1]. Marks cannot survive all
kinds of attacks, hence attacks resilience must be optimized
according to application. For example: To verify data integrity
a correlation between the received image and the signal is
carried out when the watermark is extracted. If differences are
found then manipulations must have occured [3]. With that in
mind the following classification can be made:

1) Fragile: These marks can be destructed by small ma-
nipulations of the watermarked image [4]. Such marks have
been used for authentication and integrity verification.

2) Semi Fragile: These behave as fragile watermarks
against intentional modifications and as robust watermarks
against casual manipulations [5] like noise. These marks have
been used in image authentication and tamper control.

3) Robust: According to [4], these watermarks are designed
to resist heterogeneous manipulations. They can be used in
copy control e monitoring.

B. Fidelity:

This requirement could be called invisibility. It preserves the
similarity between the watermarked object and the original im-
age according to human perception [1]. The mark must remain
invisible notwithstanding the occurrence of small degradations
in image brightness or contrast.

C. Capacity or Data Payload:

The number of bits that can be inserted through watermark-
ing varies with each application. In case of images, a mark will
be a static set of bits. In videos, capacity will be gauged by
the quantity of inserted bits per frame, in audio files by the
quantity of inserted bits per second [1].

D. Detection Types:

This classification determines which resources are necessary
for the analysis to extract the watermark from the cover image.

1) Blind: In this detection type the original image and mark
data is not available to the receiver. For example: Copy control
applications must send different watermarks for each user and
the receiver must be able to recognize and interpret these
different marks [1].
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2) Non-Blind: In this case, the receiver needs the original
data, or some derived information form it, for the detection
process [1]. This data will also be used in the extraction
algorithm.

E. Embedding:

The method used to embed the watermark influence both
the robustness against attacks and the detection algorithm, but
some methods are very simple and cannot meet the application
requirements. El-Gayyar and von zur Gathen [2] showed that
designing a watermark should consider a trade-off among the
basic features of robustness, fidelity and payload.

There are two approaches for the embedding process:

1) Spatial Domain: These watermarks insert data in the
cover image changing pixels or image characteristics [4]. The
algorithms should carefully weight the number of changed bits
in the pixels against the possibility of the watermark becoming
visible [2]. These watermarks have been used for document
authentication and tamper detection.

2) Transform Domain: These algorithms hide the water-
marking data in transform coefficients, therefore spreading
the data through the frequency spectrum [1] making it hard
to detect and strong against many types of signal processing
manipulations. The most used transforms are: Discrete cosine
transform (DCT) [1], discrete wavelet transform (DWT) [6]
and discrete lifting transform (LWT) [7].

III. APPLICATIONS

Before discussing watermarking algorithms let us review
some common applications:

A. Broadcast Monitoring:

This type of monitoring is used to confirm the content that
is supposed to be transmitted [1], [3], [8]. As an example,
commercial advertisements could be monitored through their
watermarks to confirm timing and count.

B. Owner Identification:

The conventional form of intellectual ownership verification
is a visual mark. But, nowadays, this is easily overcome by the
use of softwares that modify images. An example is images
with a copyright registration symbol (¢©) which have this
mark removed by specialized softwares. In this case invisible
watermarks are used in order to overcame the problem.

C. Fingerprinting:
A watermarked object contains information about the owner

permissions. Several fingerprints can be hosted in the same
image since the object could belong to several users [3], [8].

D. Publication monitoring and copy control:

The watermark contains owner data and specifies the cor-
responding amount of copies allowed. This presupposes a
hardware and a software able to update the watermark at
every use [3]. It also allows copy tracking of unauthorized
distribution since owner data is recorded in the watermark.
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IV. BAsIC MODEL

Liu and He [3] present a model with three stages: Gen-
eration & Embedding, Distribution & Possible Attacks and
Detection. In this paper, we adapted this model dividing the
first block in Generation and Embedding, because the both
use different watermarking algorithms and can be studied
independently. The basic model proposed is presented below:

» Detection and

9 i Distribution and
Generation L » Embedding ¢ > > Recovery

Attacks

Fig. 1. Basic Model

The explanation about the Embedding and Detection stage
will be presented together, because the algorithms are related.
In Fig 1 the basic model can be divided in four stages:

A. Generation

In this stage the mark is created and its contents must be
unique and complex in order to be difficult to extract or not
to be damaged by possible attacks. Some algorithms that have
been used for watermark generation will presented below:

1) Images in grayscale or binary: Many marking objects
can be images or brands that represent some enterprise or
have some data that identify the cover image. Depending on
the application the marks can be binary images or grayscale
containing a larger amount of data and even some intrinsic
features that helps in the extraction process [8].

2) Pseudo-Random Sequence: This mark has a random
seed that is used to generate the marked matrix. This seed must
be stored like a secret key and will be used in the detection
process to reconstruct the mark. The use of binary marks with
this algorithm is rather common.

3) Chaotic Sequence: The watermarks are prepared using
maps of chaotic functions [9]-[11]. These sequences are easy
to implement because there are predefined models to create
them. Due to statistic features these watermarks resist several
types of attacks, like simple attacks and distortion.

4) Error Correcting Codes and Cryptography: The inser-
tion of redundancy in watermarks or in the cover image can
improve the extraction process or the reconstruction of the
watermark after attacks. However codes can cause collateral
effects by increasing the amount of embedding data, which
may in turn harm the watermark robustness or decrease its
data payload. The most commonly used codes are: Hamming
[12] Bose-Chaudhuri-Hocquenghen (BCH) [12]-[14], Reed
Solomon [12], [13], Low density parity check (LDPC) [15],
and Turbo [16].

B. Embedding and Detection:

The embedding is directly related with the extraction algo-
rithm, in this section we will discuss how this has been done
in recent algorithms. The embedding algorithm is basically a
combination of the watermark with the chosen media [3], so
the result is equivalent to:
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Iw = E(I,W) (1)

where I is the original media, W the watermark, E is the
embedding function and Iy the watermarked media. The
function depends on the algorithm and the analyzed domain.

1) Spatial Domain: In this case the embedded watermark
is equivalent to noise addition to the original media, thereby
influencing the watermarked object characteristics. Two fol-
lowing we will be presented below:

o Least Significant Bit (LSB):

This is the simplest approach, because the least significant
bits carry less relevant information and their modification does
not cause perceptible changes. Among these approaches there
are types using only the salient points [17] or type, which
use some kind of cryptography on the watermark message
before the embedding process [18], In this last case, a cipher
called ”datamark” is created, which is embedded in the cover
image using a key. This key determines which points must be
modified by the embedding process.

The extraction algorithm is the inverse of embedding. The
marked object must be analyzed and its least significant pixel
bits isolated. These extracted bits can be used together with
the cryptography keys in decoding algorithms to recover the
original watermark.

 Singular Value Decomposition (SVD):

It is a numeric analysis of linear algebra which is used
in many applications in image processing. It is used to
decompose a matrix with a little truncate error according to
the equation below:

A=USVT )

Where A is the original matrix, U and V are orthogonal
matrices with dimensions MxM and NxN respectively, S is
a diagonal matrix of the Eigenvalues of A and T indicates
matrix transposition. [19] did the decomposition of the cover
image and added the watermark using a scale coefficient « to
get the following equation:

S+ aW = Uy Sy Vi (3)

Multiplying matrices U, V7 and Sy result in the marked
image Ay :

Aw =USwVT 4)

This was possible due to the high stability of singular
values (SV) of SVD. In another approach, the cover image
was separated in blocks and the SVD applied to each block
[20], in this case the dimension of watermark must be equal
to the blocks size and a copy of the watermark is embeded in
each block. This method improves watermark robustness and
resistance against many kinds of attacks.
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2) Transform Domain: The mark is embedded into the
cover image spectrum, thus not directly influencing the se-
lected image quality. The following transforms are used,
among others, in image spectral analysis: DCT, DWT. Some
watermarking algorithms using these transforms are presented
below:

o Discrete Cosine Transform (DCT):

The DCT makes a spectral analysis of the signal and orders
the spectral regions from high to low energy. It can be applied
globally or in blocks. When applied globally, the transform
is applied to all parts of the image, separating the spectral
regions according to their energy. When applied in blocks, the
process is analogous, only the transform is applied to each
block separately.

Below, we list the typical algorithm steps found in the
literature [1], [8]:

1) Segment the image into non-overlapping blocks of 8x8;

2) Apply forward DCT to each of these blocks;

3) Apply some block selection criteria;

4) Apply coefficient selection criteria;

5) Embed watermark by modifying the selected coeffi-
cients;

6) Apply inverse DCT transform on each block.

o Discrete Wavelet Transform (DWT):

The wavelet transform decompose the image in four chan-
nels (LL, HL, LH and HH) with the same bandwidth thus cre-
ating a multi-resolution perspective. The advantage of wavelet
transforms is to allow for dual analyses taking into account
both frequency and spatial domains.

Wavelets are being widely studied due to their application
in image compression, owing to which compression resistant
watermarks may be achieved through their use. Another inter-
esting feature of the DWT is the possibility to select among
different types of filter banks, tuning for the desired band-
width. The most commonly used filters are: Haar, Daubechies,
Coiflets, Biorthogonal, Gaussian.

When the DWT is applied to an image, the resolution is
reduced by a 2K where K is the number of times the transform
was applied.

These algorithms are called the “Wavelet based Water-
marking” [8]. The watermark is inserted by substituting the
coefficients of the cover image for the watermark’s data.
This process improves mark robustness, but depends on the
frequency. The low frequency (LL) channel houses image
contents in which a coefficients change, however small, will
damage the cover image, which in turn challenges the fidelity
propriety. However when this region of the spectrum is wa-
termarked, a robust mark against compressions like JPEG and
JPEG2000 is attained. Furthermore, when the middle and high
frequency channels are marked, some benefits against noise
interference and several types of filtering show up. Therefore
these algorithms tend to be adapted for human visual system
(HSV) to avoid small modification in the cover image being
perceptible.
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Taskovski et al. [21] implemented two watermarks using
binary marks in LL2 and HH2 respectively, resulting in a mark
which is robust against manipulations like compression and
weak against cropping and rescaling. Similarly, [22] created
a watermark adapted to JPEG2000 using two algorithms to
modify the wavelet coefficients of the LH2 band of the
cover image, introducing only minimal differences between
the watermarked image and the original. The decision, which
algorithm to use, is based on which one produces the smallest
change.

To create a watermark which is resistant against noise
and some kinds of processing [23] proposed an algorithm
that makes three watermarks: pseudo-random, luminance and
texture. The first mark is embedded in LLI1 band and the
others are inserted by segmenting the cover image in blocks
and ordering according to the sum of coefficients and standard
deviation. This algorithm is robust against cropping, noise and
several compression levels.

In order to increase its recovery capacity, error correcting
codes can be applied to the watermark; however, its storage
capacity will be reduced due to the additional redundancy. A
performance comparison of the Hamming, BCD, and Reed-
Solomon codes is presented in [12]. For small error rates, the
codes are effective in error elimination when compared to no
coding; on the other hand for higher rates, no benefit has been
observed.

Mixing spatial and transform analysis, we have a robust
watermark with different features. An algorithm that applies
the SVD in all bands of the first level of DWT is proposed
[24], making this a watermarking process in all frequencies.
Bao [25] made a watermark of the singular values (SV) of
each band of the cover image, in order to achieve the least
possible distortion according to the human visual system. This
watermark is resistant against JPEG encoding, but is fragile
against filter manipulation and random noises. An algorithm
with greater robustness against cropping, Gaussian noise and
compression is proposed in [24]. Initially, the DWT is applied
to HL1 or HH1. In the selected band, HH2 or HL2 must be
selected and divided into 4x4 blocks. Finally, SVD is applied
to each block, and the watermark is embedded into the S
matrix.

o Lifting Wavelet Transform (LWT):

Also called second generation wavelet transforms, its use
has grown due to low memory consumption and easy imple-
mentation [26]. The following LWT scheme below is adapted

from [7]:
R .

Xk—bl Split | | Prediction | | Update |

I N

Fig. 2.

Lifting scheme
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In Figure 2, there are three basic operations: split, predict
and update.

In split stage the input xj is separated into odd (x;) and
even (x,) samples, so that each of these variables contains
half the number of samples of xy.

In the prediction stage, even samples are used to predict the
odd samples. The details coefficients or high frequency (h) are
calculated as prediction errors of the odd samples through the
use of the prediction operator P:

h =z, — P(zp) (5)

To create the low frequency samples s, the even samples
are updated through the update operator U:

s=ux, —U(d) (6)

Some approaches use the LWT in spatial domain operations,
as in [27], which embedded a watermark in band LL3,
changing the least significant bits of the wavelet coefficients.
On the other hand, [26] used a combination of SVD and LWT
to apply two levels of wavelet to the cover image and select
among one of bands: HH2, HL2 and LH2. In that approach,
SVD is applied separately to the watermark and the selected
band. The resulting S matrices must be combined into an S
matrix, which will be used to create the watermarked image.
This process is not blind, however it is robust against many
types of manipulations like: noises, rotation, JPEG compres-
sion and quantization. It also exhibits very good performance
concerning PSNR and normalized correlation values.

C. Distribution and Attacks:

The transmission media can cause some loss in the sig-
nal implying in a damaged content. These attacks may be
intentional or accidental [3]. Intentional attacks use all avail-
able resources to destroy or modify the watermark making
it impossible to extract it, the methods usually used are:
signal processing techniques, cryptanalysis, steganalysis. On
the other hand, accidental attacks are inevitable, because
every image processing or transmission noise may introduce
distortions.

Hartung et al. [28] classified these attacks in classes:

1) Simple Attacks: These attacks change the data of the
cover image without attempting to target the watermark loca-
tion. Example: Noise addition, cropping, conversion to analog
and wavelet-based compression.

2) Disabling Attacks: The goal of these attacks is to attempt
to break the correlation between the watermark and the cover
image, making extraction impossible. Example: Geometric
distortions, rotation, cropping and insertion of pixels.

3) Ambiguity Attacks: These attacks confuse the receptor
embedding a fake watermark, making it impossible to discover
which was the original embedded mark in the cover image.

4) Removal Attacks: In this type of attack a study of the
watermark is carried out, estimating the watermark content
and attempting to separate it from the host image. Example:
Certain non-linear filter operations and attacks tailored to a
specific watermark algorithm.
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V. CONCLUSION

In this paper, we have reviewed some recent algorithms,
proposed a classification based on their intrinsic features,
embedding methods and detection forms. Also a basic four
steps model for the watermark process was presented.

Many watermarking algorithms have been reviewed in the
literature which show advantages in systems using wavelet
transforms with SVD. These marks are robust against several
different attacks. Another highlight is the replacement of DWT
by LWT which improves computational performance and has
an easier hardware implementation.

In future works, the use of coding and cryptography water-
marks will be approached. There is a large amount of literature
on these topics showing that robustness increments can be
gained through the addition of coding techniques.
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Abstract: The latest technological development in mobile
telecommunications is the 4G architecture. Developed and
standardized by the 3GPP, this technology proposes significant
throughput and security enhancements in comparison with its
predecessor, 3G — a 3GPP architecture, as well as with the non-
3GPP solutions like WiMAX. Besides the enhancements
mentioned above, 4G is a simplified network architecture, flat-IP
topology and services-oriented. One of the major simplifications
is the base-station architecture, called eNodeB in the 4G
terminology, which eliminates the need for a radio resource
controller and assumes signaling, control-plane and security
functions. It is the mobile device connection to the network and
the proxy of all its traffic. This is why the access network is one of
the most important areas for network design and optimization
and also for security in term of access control, authentication,
authorization and accounting. This paper reviews the access
network components, the eNodeB security requirements, as
defined by 3GPP and analyzes two secure access mechanisms to a
4G network, one via eNB (3GPP access type) and the other one
via AP (non-3GPP access type). It also proposes an improvement
to the AKA protocol in order to obtain better security.

Keywords-SAE; LTE; EPC; security; eNodeB; shared-secret;
HSS; Diameter; EAP; AKA; J-PAKE
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l. INTRODUCTION

The most important and influential telecommunications
organizations around the Globe are part of the 3GPP society
[20]. The latest technological design for mobile
telecommunications that appears to be the future
communications architectural baseline is the 4G architecture,
also called SAE (System Architecture Evolution). SAE
comprises the radio access network, usually referred to as LTE
(Long Term Evolution) and the EPC (Evolved Packet Core)
the core network of this design, a flap-IP network, highly
optimized and secure network, oriented on services.

The figure below describes one of the most common
architectural design views, a non-roaming architecture with a
4G mobile device and only 4G access to the network. The
entities that appear in this case are the UE (User Equipment),
the eNodeB (the antenna), the MME (Mobility Management
Entity), the SGW (Serving Gateway), PGW (PDN (Packet
Data Network) Gateway), HSS (Home Subscriber Server),
PCRF (Policy Charging Rules Function) and a 3G access
network where the UE can roam to. This also represents the
naming of the interfaces that connect these entities.

HSS
Séa
MME
PCRF
s11
Gx
$5/58
SGW / PGW

Figure 1. Basic 4G Core Network Architecture

The UE connects to the 4G network by signaling its
presence in the eNodeB cell. The cell selection prerequisites
are described in [3], [4] and [5]. The process by which an UE
chooses a certain antenna (eNodeB) to connect to is called
camping — the UE camps on a cell. The best situation for an
UE is to find a so-called suitable cell to camp on. This suitable
cell is a cell that meets the following requirements: it is part of
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the selected PLMN (Public Land Mobile Network), part of a
registered PLMN or part of the Equivalent PLMN list as per
the most recent update from the NAS. Also, the cell should not
be barred, not reserved and should not be in the list of
forbidden areas for roaming. Once these criteria are met, the
UE sends an Attach Request message to this eNodeB, asking
to attach to the network. This message flows over the LTE
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radio interface, reaches the eNodeB, and then the eNB sends
this message to the MME via the S1-MME interface. The
MME verifies the validity of the UE request against the HSS
credentials, then selects an appropriate SGW that has access to
the PLMN requested by the UE. The PLMN where the UE
connects is identified by a string called APN (Access Point
Name) preconfigured on the USIM. Once the access request
reaches the PGW — which is the UE’s anchor point to the
desired PLMN, the request is replied with an IP address
suitable for this connection and, even more, after interrogating
the PCRF about this UE, the PGW may create dedicated
bearers for this UE immediately after attach. The decisions on
the way are detailed in Section 4.3.8 of [1], which describes
the selection functions of each of the core-network entities.
Briefly, the HSS drives the selection of the SGW and the
SGW on its turn, selects the PGW, based mostly on
information already decided upon by the HSS. The MME is
selected based on the network topology, the eNB trying to
select the MME that minimizes the probability of doing
handovers and that provides load balancing with other MMEs.

The Initial Attach process starts with the Attach Request
message sent by the UE to the eNB selected. This message
contains, among other parameters, the IMSI (International
Mobile Subscriber ldentity) or the old GUTI (Global Unique
Temporary Identity), the last TAI (Tracking Area Identifier) if
available, PDN Type, PCO (Protocol Configuration Options),
Ciphered Options Transfer Flag, KSI-ASME (Key Set
Identifier - Access Security Management Entity), NAS
(Network Access Server) Sequence Number, NAS-MAC,
additional GUTI and P-TMSI (Packet - Temporary Mobile
Subscriber Identity) signature.

The PCO means that the UE wants to send some
customized information to the network (the PGW may not be
in the visited network also), indicating for instance that the UE
prefers to obtain the IP address after the default bearer has
been activated. If the UE intends to send authentication
credentials in the PCO, it must set the Ciphered Options Flag
and only send PCO after the authentication and the NAS
security have been set up completely. From now on, it is the
responsibility of the eNB to proxy the UE’s message to the
MME. And, once the UE is authenticated, the eNB is also the
one responsible of establishing security connections with the
UE and the core network in order to protects the UE’s traffic
at the radio/ethernet border. Being at the border between these
two topologies, the eNB is exposed to the security issues
arising from both the radio and the IP networks.

I1. SECURITY ARCHITECTURE
The 4G architecture defines, in [6], the five main areas
concerned with the Security of this design. The first is called
Network Access Security and it refers mostly to the radio
attacks. The second one is the Network Domain Security and
it defines the requirements and rules to prevent attacks over
the wire, when exchanging control-plane and user-plane. The
third is User Domain Security, dealing with securing the
access to mobile terminals, the fourth is the Application
Domain Security — which standardizes the set of rules for
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secure message exchange between applications on clients and
servers. The fifth domain defined by this standard is the
Visibility and Configurability of Security — set of features that
informs the user about a particular security feature and
whether this feature is applicable or not to the services this
user is trying to access.

The standard [6] describes in Section 5.3 the security
requirements necessary for a secure eNB operation
environment, as well as for secure eNB functioning. It
nevertheless leaves these specifications at a requirements
level, permitting the operator to implement the exact protocols
he considers for his network; these protocols are compliant to
the standard as long as they meet the security requirements
defined here, in Sections 11 and 12. The principles are that the
eNB should have a mean of securing the cryptographic keys
and information inside the device, it should have secure
communication links both over the air with the UE and with
the MME (via the S1-MME interface), SGW (via the S1-U
interface) and other eNBs (via the X2 interfaces, if they exist)
for control-plane and user-plane traffic. Also, if the operator
has a securely contained environment where these
communications happen, he may not implement any precise
security measure for the requirements defined here.

The access to a 4G network is done in many ways, most
importantly driven by the type of radio medium in place. The
most usual procedure is the AKA (Authentication and Key
Agreement) Procedure. This happens when the access medium
is LTE. The AKA procedure is described in the figure below.

| UE | i MME HSS |

1st NAS message - User Identity

Authentication Vector (AV) Selection
RAND, AUTN, XRES, K-ASME

User Authenticatin Request -
RAND, AUTN

Verifies AUTN
Computes RES

User Authentication Respons¢ - RES

& Computes CKand IK > ¢Compares RES and XRES >

Figure 2. AKA Exchange

The MME here is the authenticator, while the HSS is the
authentication server. The communication between the MME
and the HSS takes place over S6a and it uses Diameter as a
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protocol. The UE (the mobile terminal) has a UICC (Universal
Integrated Circuit Card) inside. This circuit stores the K, a
shared key located as well on the AuC (Authentication Center)
entity part of the HSS. The authentication in 4G is not natively
implemented over a PKI infrastructure; it uses the shared-
secret symmetric authentication inherited from the 3G UMTS
systems, with some improvements.

The purpose of the AKA mechanism is to create keying
material for the RRC (Radio Resource Control) signaling,
NAS (Non-Access Stratum) signaling and for the user-plane,
both ciphering and integrity keys. The first NAS message may
be an Attach Request, a Service Request or PDN Connectivity
Request message. This message reaches the MME, which
should verify the UE’s identity. If the UE is new to this
network entirely, then the MME asks the UE for its permanent
identity — the IMSI. This is considered a security flaw and it is
not yet addressed. But, if the UE is not new to this network,
but rather reached this MME by means of a TAU (Tracking
Area Update) procedure, then this MME should have a GUTI
in the message received from the UE. This MME then sends
the GUTI and the full TAU message to the previous (old)
MME, and this one replies with the actual permanent UE
identity — the IMSI and the authentication data for it. The
message exchange between the two MME entities takes place
over the S10 interface. Also, if the UE roamed to this MME
from a 3G network, the current MME tries to connect to the
previous management entity of this UE, the (old) SGSN
(Serving GPRS Gateway) via the S3 interface and get the
IMSI information from there. Otherwise, it tries to derive it
and then connects to the HSS via the S6a interface and verifies
that the IMSI this UE utilizes is actually valid for this network
and may have permission to attach. This message is a
Diameter message described in [9].

The HSS gets the AV (Authentication Vector) set and
sends it to the MME. This EPS-AV consists of RAND,
AUTN, XRES and K-ASME and the HSS, entity that is also
called UE’s HE (Home Environment) may send multiple sets
of AVs to the MME currently serving the UE. The standard
recommends that the HSS sends only one set of AVs, but in
case it still sends multiple sets, there should be a priority list
which the MME should use.

A major improvement when comparing EPS-AKA to
UMTS-AKA is that the CK and IK keys never actually have to
leave the HSS. The UE signals in its initial message the type
of access network he used. If this is E-UTRAN, then a flag
called AMF is set to value 1, and this instructs the MME and
ultimately the HSS to only send the K-ASME key in the AV
reply (along with RAND, AUTN and XRES), but not the CK
and IK as well. Also, this K-ASME can be stored in the MME,
so, when re-synchronizing the UE’s status, the full AKA
process may not even have to take place. The MME sends the
RAND and AUTN to the UE, then it waits for the response.
Here, the eNodeB just forwards these messages back and
forth, not participating effectively in the cryptographic
exchange. Unlike the GSM, where only the network was
authenticating the UE, but not viceversa, the EPS-AKA
provides mutual authentication between the UE and the
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network. Upon receipt of the message, the UE can verify,
based on the AUTN, the validity of the reply, computes the
RES’ and sends this message to the MME. The MME verifies
whether XRES equals the RES’ and if they are the same, the
UE is authenticated. As described, the CK and IK are
computed by UICC and HSS independently, they are never
sent over the wire in EPS. Also, the HSS sends initial keys to
MME and eNB, which are then used by these entities to derive
actual keys for NAS, user-plane and RRC traffic.

The figure below depicts two flows: the first one
represents the sending of the IMSI in clear-text over the
network (the case of the first attach of this UE to the network
or when the new MME cannot locate the previous MME) and
the second one represents the message exchange between the
two MMEs.

UE/UICC MME
Identity Request
<
Identity Response - IMSI
>
new MME old MME
GUTI, full TAU message
IMSI, Authentication Data
<

Figure 3. Message exchanges to locate the IMSI

The key hierarchy in 4G is more complicated than in 3G,
but it assures this way the protection of the master keys and it
also reduces the need for periodic updates, re-generation and
transmission of the master keys. There are also special cases
for TAU and handover types and also for re-keying that may
require special attention, and they are described in [6].

For the non-3GPP access types, the 4G architecture no
longer uses the AKA mechanism, but a variation of the EAP
with AKA: EAP-AKA (Extensible Authentication Protocol)
mechanism. This assumes the presence of a EAP capable
phone, the Access Point, which connects to the AAA
(Authentication, Authorization, Accounting) server via the Wa
interface and the AAA server connects to the HSS via the Wx
interface. The EAP-AKA message flow is represented in the
picture below. The EAP is a Request/Response type of
protocol. When the AP detects the presence of the USIM, it
sends this mobile an EAP Identity Request message. The
USIM sends back its NAI (Network Address Identifier), which
is similar to an e-mail address — RFC 822. The AP forwards
this NAI to the 3GPP AAA Server based on the domain name
which is part of the NAI — this happens over the Wa interface.
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Then the AAA server verifies whether it has a valid and
unused AV for this USIM. If so, it sends this AV and AKA
Challenge for the USIM, back to the AP. If there is no
available AV for this USIM, the AAA server contacts the HSS
server via the WXx interface, retrieves the AV and then
continues to the AKA Challenge. The rest of the process is
similar to the EPS-AKA, with the only observation that it

takes place over the EAP framework.
[ U] AP Hss |
EAP Identity Reqliest

T ——
EAP Identity Resgonse - NAI

EAP Identity Resporise - NAL

AV exchange and
subscription informatioy

& AV Selection )
EAP Reqest - AKA Challengeg 1p Request - AKA|Challenge

RAND, AUTN, MAC 'RAND, AUTHN, MAC

< Verify AUTN, Compute RES

EAP Responsej- AKA Challenge
RES, MAC

@npute ke@

EAP Resporise - AKR Challenge

RES, MAC
< Compare RES - XRES)

EAP Success - keys

£ Store keys )

EAP Success

Figure 4. EPS EAP-AKA exchange

When comparing pre-4G authentication methods, there
are several aspects that may be observed. One of them is the
authentication method. This is very similar for 3G (UMTS),
3.5 G (HSDPA) and 3.75G (HSDPA+), as all of them use the
AKA mechanism. The differences appear in the actual
implementation: the 3G implementation specifies that the CK
and IK keys from the AuC (Authentication Center) part of the
HE (Home Environment) are actually being sent to the SGSN
at the moment the SGSN downloads the Authentication
Vectors from this database. This never happens in 4G, where
the key hierarchy is more complicated and the only key
downloaded from the HSS to the MME is the K-ASME key.
This is also a security improvement in 4G in comparison to
3G, because the CK and IK keys should not leave the AuC,
but only be derived independently by the UICC and HSS. In
both 3G and 4G security architectures, there are multiple AVs
(Authentication Vectors) available in the authentication part of
the subscribers database. All these authentication vectors may
be downloaded initially by the authentication entity (SGSN,
MME respectively), a certain AV being used for a single
round of authentication. The order in which these AVs are
used is determined in both architectures by a sequence
number. The CK]|IK pair is derived by the UICC in 3G, and
the SGSN only selects this pair from the authentication data
received from the AuC. In 4G, the MME receives only its K-
ASME from the HSS, and it then derives, together with the
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UE, the K-NASint and K-NASenc from the K-ASME. The
following figure describes the key hierarchy in the 4G
architecture.

USIM f AuC LU
k
UE / H5S IEE
UE / MME
{k-ASME |
[C-ASMEeng  [E-ASMEint
KeNB
UE / eNB
KRRCint | |KRRCenc

Figure 5. EPS key hierarchy [6]

The keys derived in the classical 4G AKA procedures are
the following: K-NASenc (encryption key for NAS traffic), K-
NASInt (integrity key for NAS traffic), KeNB (derived by
MME and eNB), KUPenc (encryption key for the user-plane
data, derived by MME and eNB from KeNB), KRRCint and
KRRCenc (integrity check, respectively encryption key
derived by MME and eNB from KeNB, used for securing the
Radio Resource Control traffic).

The sections in this figure describe which entities are
involved in a particular key generation process; there are 6
keys derived from the EPS authentication mechanism. This
key generation feature introduced in 4G improves the speed of
the re-authentication procedures and also the refreshing
process of the keys. As the K-ASME may be used a master
key in further service requests authentication, the MME no
longer has to download the authentication data from the HSS
and it can also avoid re-synchronization issues. HSDPA and
HSDPA+ follow the 3G procedures and mechanisms.

The entire authentication information that is stored in the
UICC and its corresponding associates from the network side
is called “security context”; a security context consists of the
NAS (Non Access Stratum) and AS (Access Stratum) security
contexts. The AS security context has the cryptographic keys
and chaining information for the next hop access key
derivation, but the entire AS context exist only when the radio
bearers established are cryptographically protected. The NAS
context consists of the K-ASME with the associated key set
identifier, the UE security capabilities and the uplink and
downlink NAS count values, used for each EPS security
context. The 3G architecture also has the concept of security
contexts, and this becomes very important when 3G and 4G
devices and network entities interoperate. A 3G device that
was initially attached to a 3G network has received a set of
security content that is stored in the UICC. This information is
considered a partial and legacy security context in the 4G
environment. For a security context to be considered full, the
MME should have the K-NASenc and K-NASint keys, which
are obtained when the 3G device handovers to the 4G
network. In this handover case, the legacy security context is
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referred to as mapped security context. A NAS security
context of a mapped security context is always full and it is
current (which means it is the most recently activated context).
A summary of the types of security contexts that exist in the
3G - 4G interoperation is in the following table.

TABLE I. TYPES OF SECURITY CONTEXTS
AGE/EFFECT CURRENT NON-CURRENT
FULL NATIVE / MAPPED NATIVE
PARTIAL X NATIVE

A native security context is the one established at the
EPS-AKA procedure successful completion.

I1l. SECURITY ISSUES AND ASSESSMENT
The security analysis in a mobile network expands from the
radio access network until the core network and services. The
most common threats are related to the following security
prerogatives:

- authentication: the network must be sure that the
person accessing a certain service is the one
pretending to be and paying for this service

- confidentiality of data: the user and the network must
be sure nobody un-authorized is viewing or accessing
the user’s data

- confidentiality of location: the user’s location must
not be known by anybody un-authorized

- denial of service: the user and the network must be
sure that nobody interferes with a user’s session, nor
high-jacks it

- impersonation: the network and the user must be sure
that no other user is pretending to be the actual
registered user, nor this user can access services
available to the actual registered user
The EPS security mechanisms should be able to

enforce the above principles, and everything starts with the
access level. The NDS (Network Domain Security) enforces
these principles as well, but at a different level. When talking
about User Domain Security, the Access Level is the first line
of defense against attacks. For this, the EPS provides mutual
authentication via the EPS-AKA mechanism or EPS-EAP-
AKA (for non-3GPP access types). Using the keys generated
after the AKA mechanism, all the RRC, NAS and user-plane
signaling and data-planes are protected by secure
encapsulation and integrity protected. Even though a flaw of
the EPS-AKA: the transmission of the permanent identity
IMSI over the air at Initial Attach exchange, EPS implements
the GUTI value that is sent over the air instead of the IMSI, so
that the AKA mechanism also provides identity protection.
The only cases that require the transmission of the IMSI are
the first Initial Attach and the attach after the core network
entities are de-synchronized. This vulnerability opens the door
for a man-in-the-middle attack that can take place once the
IMSI is captured. Another vulnerability identified within the
EAP-AKA, but that manifests in consequence with EPS-AKA
also is the lack of PFS support. The PFS — Perfect Forward
Secrecy is an attribute of the mechanism’s that assures the
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secrecy of a set of session keys even if a previous set of keys
has been compromised.

A solution for the PFS vulnerability can be the use of an
algorithm that has the PFS built-in. This algorithm is the
Diffie-Hellman key exchange. Still, DH does not provide
mutual authentication by itself. Another algorithm, based on
the J-PAKE mechanism, can be used. The J-PAKE mechanism
has the following properties — as described in [19]:

- off-line dictionary attack resistance — it does not leak any
password verification information to a passive attacker

- forward secrecy — it produces session keys that remain secure
even when the password is later disclosed

- known-key security — it prevents a disclosed session key
from affecting the security of other sessions

- on-line dictionary attach resistance — it limits an active
attacker to test only one password per protocol execution

One solution for using the Juggling scheme in the UE’s
authentication to the network is to replace part of the AKA
protocol with the J-PAKE protocol.

UE MME HSS
Send IMSI
Auth Date Req
IMSI 5|
PASSWD, K-ASME
J-PAKE run|€
Aprmm—
k A 3
Generate Keys Generate Keys

Figure 6. Simplified J-PAKE usage in 4G authentication

This solution does not cover the first security issue present
in AKA, the identity protection. This aspect will be debated in
a separate article. This solution also assumes the existence of a
secure communication channel between the MME and the
HSS. Once the IMSI is sent to the HSS by the MME, the HSS
will return the shared key it has for this UE, secured via the
S6a interface. Having the password, the MME will run the J-
PAKE protocol with the UE, the eNB serving as simple relay
agent; the UE proves, via the J-PAKE rounds, its knowledge
of the password, and at this moment, the UE is considered
authenticated by the network and it has also authenticated the
network, This is a mutual authentication, resistant to the 4
security aspects listed above. It improves on the AKA
algorithm by providing forward secrecy for the keys resulted
from this negotiation. The generation of the EPS key hierarchy
is not impacted by the authentication mechanism, the
generation remains the same as described by the standard.

A more detailed comparison and simulation on the
effectiveness of the J-PAKE method versus the AKA method
is in progress.

J-PAKE is a password authentication keying agreement
protocol, a method to provide zero-knowledge proof using a
shared key that is never sent over the transmission medium.
One of the first algorithms of this type is the EKE (Encryption
Key Exchange) protocol, which has been proved to have many
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flaws. SPEKE (Simple Password Exponential Key Exchange)
is one of the protocols that improved the EKE variant. SPEKE,
along with EKE and J-PAKE are all balanced versions of
password-authenticated key agreement. This variant uses the
same password to authenticate both peers. There is another
variant of PAKE, called augmented PAKE. This variant is
usable in a client/server environment. Here, a brute-force
attack on the connection is more inconvenient and the
representative protocols for this variant are B-SPEKE and SRP
(Secure Remote Password protocol). J-PAKE improves on the
limitations of S-PEKE, limitations that are already observed in
the BlackBerry implementation. The actual protocol — level
security comparison between J-PAKE and SPEKE are
described in the J-PAKE presentation paper. The conclusions
are that EKE does not fulfill the off-line dictionary attack
resistance requirement, while the SPEKE does not fulfill the
on-line dictionary attack resistance requirement.

IV. CONCLUSIONS AND FUTURE WORK

This paper presented the basic 4G architecture and reviewed
the main security domains used to classify and integrate the
security aspects to this design. The paper focused on the
access-level security issues that may arise at the eNodeB, UE
and MME level. As the connection to the network poses the
most issues when talking about User Domain security, this
paper analyzed the authentication process of the UE
connecting to the 4G network. There are two most common
cases when talking about initial attach, the attach of a plain 4G
device and the attach of non-3GPP device.

The paper identified two issues that appear almost every
time: the lack of identity protection at the first initial attach
and the lack of perfect forward secrecy for the AKA
mechanism, inherited also in the EAP-AKA mechanism
specific to the authentication of the non-3GPP devices. At
least for the perfect forward secrecy issue, we have proposed
the usage of the J-PAKE protocol in the authentication
process, instead of the AKA protocol, which we consider a
flexible and lightweight mechanism, suited for use in the
mobile device environment.

The future articles will describe the comparison and a
possible simulation of the efficiency of J-PAKE in comparison
with SPEKE and other similar balanced PEKE algorithms, as
well as measure the efficiency of this protocol as the main
authentication algorithm in the 4G authentication process.

Further on, this study continues with the analysis of the
IMSI identity protection mechanism and proposes a solution
for the complete identity protection even for the first initial
attach process.
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Abstract—Practical implementations of identity based cryp-
tosystems are faced to key escrow problem, which is not always
a good property in many realistic scenarios. Thus, efficient
key issuing protocols are needed to generate and deliver user’s
private keys in secure manner without leakage. Three major
approaches exist in the literature, we are interested in two of
them. The first one suggested the distribution of the master
secret key over multiple authorities. The second approach,
concerned about user privacy, and proposed to generate and
deliver user’s private keys in an anonymous manner. Each
one of the above approaches has its own drawbacks and key
escrow problem is steal an issue in identity-based systems. In
this paper, we design a new framework that combines the two
approaches above to solve key escrow problem and single point
of failure in Identity-based Encryption systems by allowing
privacy-preserving propriety. As instantiation, we construct
an anonymous key issuing protocol for the distributed sakai-
kasahara IBE scheme presented recently by Kate and Goldberg
based on the anonymous key issuing protocol proposed by
Chow, along with a security analysis.

Keywords-Key issuing protocols; Distributed key generation;
Anonymous IBE.

I. INTRODUCTION

Traditional Public Key Infrastructure PKI, supporting
Public Key Cryptography PKC, provided mechanisms re-
quired for certificate issuing, maintain, and revocation. Thus,
it has succeeded in many applications by managing the
trust between different entities. However, PKI is not a
perfect solution, and many problems steal subsists due to
the administrative burden of certificates, revocation lists or
trees, and cross-domain certification.

In 1984, Shamir [1] proposed a novel concept called
Identity Based Public Key Cryptography (ID-PKC), where
the original motivation is to simplify certificate management
in PKI-based systems. The main idea of so called ID-PKC
is to derive users public key from his identity information
whereas the private key is generated by a third party called
Private Key Generator (PKG) and issued to the user via a
secure channel. Shamir presented an identity based signature
system (IBS) using RSA and conjectured that encryption
systems could be constructed. Compared to traditional Pub-
lic Key Cryptography, ID-PKC present the advantage of
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simplified key distribution and management (no need for
certificates). However, it suffers from an inherent drawback
of key escrow, where the PKG could decrypt any message
addressed to a user by generating that user’s private key.
Moreover, it requires a secure channel for users’ private keys
issuance.

Since the shamir’s challenge, the cryptographic commu-
nity had to wait until the turn of the century to see practical
constructions of ID-PKC systems, considered thus far an
open problem. The first scheme by Cocks [2] using the
quadratic residues, whereas the second one by Boneh and
Franklin [3] using Weil pairings on elliptic curves.

Boneh and Franklin construction have widely opened
doors to an important development in recent years. Thus,
a flurry of schemes have been proposed, improved, proven
secure, and security formal models have been more and
more strengthen. However, the deployment of practical ID-
based systems have not followed the same rhythm of these
theoretical improvements and the few systems’ implementa-
tions proposed deal with a set of particular limited scenarios.
[4] pointed-out that the deployment of an ID-based system
requires an infrastructure as complex as a PKI. Chen et al.
[5] presented a hybrid scheme combining traditional PKI
with ID-PKC in a multi-authority environment.

Interoperability issues of ID-PKC and PKI are also dis-
cussed in [6]. Whereas many works studied key issuing
protocols [3], [7], [8], [9], [10], [11] presenting wide rage
solutions of key escrow problem, but none of the proposed
solution is perfect and key escrow is steal an issue facing
the deployment of ID-based systems. In the same scope [12]
developed an architecture model for distributed PKG, using
PKI, for internet applications. Recently, Chow [10] exploited
the anonymity propriety to fight against key escrow problem
by defining an anonymous key issuing protocol for Gentry
scheme.

We organize the rest of the paper as follows. In Section
II, we give related work and our contribution. In Section
III, we give some preliminaries. In Section IV, we define
the general framework and architecture along with security
requirement. In Section V, we present a construction of a
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distributed AKI for SK-IBE scheme. Finally, we conclude
in Section VI.

II. RELATED WORK

Key escrow problem made the deployment of practical ID-
PKC cryptosystems limited to small and relatively closed
organisations where the trust in PKG is very heigh. To
tackle this restriction and extend the use of ID-PKC in
scenarios equivalent to the ones of PKI-based PKC, key
issuing protocols are studied. These protocols allow the user
to have his key without leakage. We classify key issuing
protocols into three main categories described hereafter.
Multi-authorities and distributed protocols. in addition of
key escrow problem, this approach deal with the problem of
single point of failure. [3], [13], [14], [15], [16] proposed
different but related approaches to split the master secret
key to multiple CGCs. The user obtains a partial private key
from each KGC and reconstructs his private key in threshold
manner. [7], [17] used the concept of key privacy authorities
KCPA to deliver user’s private key in blinded manner using a
single KGC and multiple P A. Recently, Geisler and Smart
[11] proposed distribution version of sakai-kasahara based
systems, Kate and Goldberg [18] developed a distributed
private-key generators for three IBE schemes along with
their security proofs.

Anonymous protocols. Anonymous key issuing protocols
where first considered by Sui et al. [19] where they separate
authentication phase from key issuing by using a database
to store identities and corresponding passwords, whereas the
fact of using the database gives the CGC the capability
to link key requests with user’s identity and break the
anonymity of the proposed protocol. Recently, chow [10]
extended the anonymity notion to fight against adversaries
who hold the master key and proposed an anonymous
key issuing protocol for a modified gentry IBE scheme.
However, as chow pointed out, the proposed protocol has
a major drawback where the CGC can generate all possible
user private keys by guessing user identities according to
some dictionary.

User-chosen secret information. Another approach have
been introduced by [8], [9] who proposed respectively
the concept of Certificate-Based Encryption (CB-PKC) and
Certificateless Cryptography (CL-PKC). These two solutions
avoid successfully the escrow problem by combining ad-
vantages of traditional PKC and ID-PKC to create a hybrid
model. However, as already evoked in [7] these approach
loose the main propriety of an IBE system in which the
user public key is derived from his identity, and thus are not
considered purely IBE systems.

A. Our contribution.

The main idea behind our protocol is to combine multi-
authorities approaches with anonymous protocols in order
to develop a new class of protocols. In [10], the use of

Copyright (c) IARIA, 2011 ISBN:978-1-61208-113-7

an anonymous protocol prevent the KGC, or an adversary
having access to the master key, from linking user’s identity
to the private key generated for that identity. However, the
KGC can still generate private keys for identities of his
choice (ie. by guessing users’ identities) and then proceed
by an off-line analysis of messages flow by trying to
decrypt messages using the key generated. To overcome
this drawback, we propose to extend the anonymous key
issuing protocol in [10] to prevent the XGC from this
capability by distributing the KXGC master secret key over
multiple authorities in conjunction with a certification
authority CA to authenticate users and deliver new kind of
certificates by signing on a committed value of the user
identity, the same way as in [10]. The certificate will be
presented by user to each one of the n KGC to get his
private key. This new architecture, will solve key escrow
problem and single point of failure. Our contribution can
also seen as an extension of the distributed protocols in
[11], [18] to support user anonymity.

III. PRELIMINARIES
A. Bilinear pairings

Let Gy, Gy, G be cyclic groups of prime order g, P;
a generator of G1, and P, a generator of Gs. A bilinear
pairing e is a map defined by e: G1x Gy — G with the
following properties:

1) Bilinear : e(aP,bQ) = e(P,Q)%, VP € Gy, Q € Gy
and a,b € Zj.

2) Non degeneracy : e(Py, P2) # 1.

3) Efficiently computable: there exists an efficient algo-
rithm to compute e(P, Q) for all P € Gy, Q € Go.

B. Distributed key generation

Hereafter we give a quick review of the distributed

computation primitives used in this work, for more details
we refer the reader to [18]. Distributed key generation DKG
is introduced by Pederson [20], who developed a DKG that
requires no dealer. An (n,t) DKG is composed of 7 nodes
that generate a secret z € Z,, in a distributed fashion. Each
node gets a share z; € Z,, such that any subset of size greater
than ¢ could reconstruct the secret.
Shares Generation. depending on weather we use discrete
logarithm (Dlog) or Pedersen (Ped) commitments, nodes use
one of the two protocol (Randompieg(), Randompeq())
to generate shares of a secret z € Z, chosen jointly at
random.

1) CE;)),ZO = Randomprog(n,t,g)

(2,27) | (2) o —
2 (Clon)[cl) NIZKPK=con| 2. 2:) -

Randompeq(n,t, g, h).
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Recall  that (€]} =[o%,g"M,.g?™]  and
(ij’Z;)) _ [g7h g DRt O gompd ()] are
respectively Discret log and Pedersen commitment

victors for z, and ¢, ¢ € Z,[x] are polynomials of degree
t where ¢(0) = 2,0 (0) = 2, ¢(i) = z;, and ¢ (i) = z;.
Distributed Multiplication. for distributed multiplication
we use the second protocol from [18] that uses a
multiplication protocol against computational adversaries
with a non-interactive proof of knowledge defined as
follows.

(C(aﬂ’aﬁ )7 (Oéﬁ)ia (Oéﬁl)i> = MuzPed (n7 ta ga il7

(@.h)

@ BB 5 5
(C<g> ’ al) ) (C@ﬁ) 7/827 ﬂt> )
By this each node computes locally the share of the product
of two shared secrets «, 3.

C. Sakai-Kasahara-IBE

SK-IBE Setup()): Given the security parameter A, the
parameter generator follows the steps.

1) Generate three cyclic groups Gi,Go, G of prime
order g, a bilinear pairing map e : G; x Gy — Grp
and random generators (g, §) for respectively G1, Go.

2) Pick four -cryptographic hash functions H;
{0,1}* — Z,, H, Gy — {0,1}™, Hs :
{0,1}"x{0,1}" — Z3 and Hy : {0,1}" — {0,1}"
for n > 0.

3) Pick a random s € Z; and compute pk = g*

The public parameters are params =
(Q7G17G25 GTa 6,7’?;,9,9795, H17 H27 H37 H4)

SK-IBE Extract(msk, ID): the private key d;p c1>f user
having ID as identity is computed bay:d;p = g=+#1UD)

SK-IBE  Encryption(mpk, ID,m) : to encrypt
a kbit length message M, the sender picks at
random o € {0,1}*, computes r = Hs(o, M),
hip = Hy(ID) and sends the cyphertext

C = (u,v,w) = ((¢°g"?)", 0 & Ha(e(g,9)"), M & Hy(0))
to the recipient.

SK-IBE Decryption(d;p, ¢): to decrypt the cyphertext C' =
(u,v,w) with the private key d,4, the receiver successively
computes 0 = v & Ho(e(u,d;q)), M = o @ Hy(o), r =
Hs(o, M). If (g°g"1P)" # u then C is rejected else M is a
valid message.

D. Anonymity in IBE

Anonymity against user attacks for IBE was introduced
first by Abdella et al. [21] similarly to semantic security.
The attacker’s goal is to distinguish the intended recipient
of a ciphertext between two chosen identities.The previous
definition of anonymity cannot provide security against
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IKCGC attacks. Recently, this notion was strengthen and
extended to handle KGC attacks by two independent
works [22], [10]. Izabachne and pointcheval [22] called
it KwrtA-Anonymity (Key Anonymity with respect to
the Authority) and applied it in password-authenticated
key exchange. Whereas, Chow [10] called it ACZ — KGC
(Anonymous Cyphertext Indistinguishability) and used it to
fight against key escrow.

IV. GENERAL FRAMEWORK

We extend the framework given in [10] to support the
distributed architecture. We assume the existence of a certi-
fication authority C.A and multiple key generation centres.

A. Entities and Their Roles
The entities involved the new architecture are as follows.

o CA: certification authority is a trusted authority in the
standard PKI based model. The CA is responsible for
checking users identities and certificate issuing, it is
clear that CA holds the identity list of all users in
the system. C.A has a master secret key sk¢e,; and the
corresponding public key pkeet.

e n KGC: multiple authorities for user key generation
using (n, t) threshold secret sharing scheme and without
knowing the identity of the user. Each KGC has a secret
key s; and the corresponding public key pk;. We make
the assumption that C.A doesn’t collude with KGCs,
otherwise the user anonymity can be broken.

« User: he should first present authenticate himself to the
CA which issue a certificate on a commitment on the
user identity. Then he presents his certificate to each
one of the t KGCs to get partial private keys. Finally,
the user compute his private key by interpolation.

B. AKI for distributed IBE

Définition 4.1: (AKI for (n,t) IBE) an anonymous key
issuing protocol for (n,t) IBE scheme consists of compo-
nents (SZGN, P — SIGN ,DKG,C) specified as follows:

1) SIGN: signature scheme run by CA to generate
user certificate. The certificate is delivered to the user
securely and is presented by user to XGC. Note that
the certificate doesn’t contain user’s name and not used
anywhere else in the system.

2) P — SIGN: p-signature scheme [23] that allows the
user, with a private input, to get a signature on a
commuted value of the identity without revealing it to
the signer. Note that p-signature is a primitive that uses
secure two-party computation protocol on committed
values.

3) DKG: Distributed key generation protocol, that takes
as input the security parameter A\ , the threshold
parameters (¢,n) and outputs for each player P; (for
1 =1,...,n) a share s; of the master secret key s and
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a public-key vector K., of a master public key and
n public-key shares.;
4) C: non interactif commitment scheme.
More formally, An AKI-protocol for (n,t) IBE scheme
is defined by the following algorithms as follows:

(pkca, skca,certca) < SetupCA(M): probabilistic
algorithm executed by CA, it takes as input security
parameter A and returns C.A public key pkc 4, master secret
key skca, and CA certificate certe .

(certy,open) <« Certlssue(skca,D): probabilistic

algorithm executed by CA to deliver certificates
to users. It takes as input CA secret key skca,
user identity ID and returns user certificate
certy = (sig,comm,open), where open is chosen at

random from the decommitment-string space and sig is a
signature on comm = Commit(H(ID),open), where H
is a hash function.

(s1,0k1, vy Sy Dk, DK) — DKeyGen(\, ¢, n):
distributed key generation protocol runs between the
n KGC and results in each KGC obtaining a share s; € Z,
of the master secret s. The tuple (pk,pks,...,pk,) is the
system public-key.

ObtainKey (U (params, id, certy, open)) <«  IssueKey
(KGC;i(params, s;,certy)) ¢ an interactive protocol, using
a secure two-party computation protocol, executed between
user U and KGC; fori =1,..t +1 (t+ 1 out of n KGC).
U takes as input master public key mpk, the identity id,
certificate cert, opening information open and gets a partial
secret key dgfi) as output. GC, takes as input master secret
key s;, user certificate certy and gets nothing as output.
ReconstructKey(dE;), s dl(.f;rl)): upon receiving ¢ + 1 par-
tial private key, user reconstructs his private keys in threshold
manner.

C. Security requirements

Définition 4.2: (Secure AKI :) an anonymous key is-
suing protocol for (n,t) IBE is secure if: (1) p-signature
scheme is unforgeable and satisfies signer privacy and user
privacy; (2) DKG protocol satisfies correctness and secrecy;
(3) commitment scheme is perfectly binding and strongly
computationally hiding.

V. CONSTRUCTION

chow [10] argued that SK-IBE can be made ACZ — KGC
the same way as gentry scheme by separating parameters
generation from key generation. Admitting this fact, here-
after we modify SK-IBE to support anonymity against XGC
and give an anonymous key issuing protocol. p-signature
scheme from [23] is used in [10] to construct an anonymous
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key issuing protocol for modified gentry scheme, assuming
the same framework architecture, we adapt this protocol
to a modified version of SK-IBE scheme that supports
ACT — KGC.

A. AKI for SK-IBE scheme

Setup public parameters are
trusted initializer as follows.
(Q7 Gla G27 GTv €, nvgvga H17 H2a H37 H4)

generated by
params =

SK-IBE KeyGen: the KXGC randomly chooses an exponent

s and computes ¢°. (s, ¢®) is the private/public key pair of
the KGC.

Encrypt(), Decrypt(): these algorithms remain as in
the original version, whereas the private key extraction
algorithm Extract() is modified as follows.

ObtainKey (U (params, id, certy,open)) <+
(KGC( params, msk, certy)) @

IssueKey

o User presents his certificate certy to KGC, the latter
verifies certificate signature using the C'A public key
pkeert if certificate verification fail it aborts the proto-
col.

o The user chooses at random p in Zg;

e The user and KGC engage in a secure two-party
computational protocol[24], where the user’s private
input is (p, H1(ID),open), and the KGC’s private
input is msk. As result, the GC gets a private output
which is either x = (x + Hi(ID))p if comm =
commit(Hy(ID),open) or L in this case the KGC
aborts.

o if # #1 the KGC send o = g% to the user;

« the user computes, upon receiving o,o =
Piaznus

(0)F =

B. Security analysis

Recall the definition of p-signature, which is a signature
on a committed message without revealing the message
using a secure two-party computation protocol on committed
inputs, the user private key in SK-IBE scheme can be seen as
the first p-signature [23]. Thus, the above protocol is a direct
application of the weak p-signature scheme proposed in [23],
proven secure, and having properties: Signer Privacy, User
privacy, Correctness, Unforgeability, and Zero-Knowledge.

Intuitively, security in the above protocol concerns two
entities GC and user. Following the same analysis in [10]
the above protocol is secure if the underlying p-signature
scheme is secure and the Signer Privacy, User privacy
properties hold. In one hand, Signer Privacy ensures that
a malicious user interacting with the KGC can’t get any
information on KGC master secret key other than user
private key. On the other hand, the certificate presented by
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the user to a malicious KGC reveals no information about
the real identity of the user.

VI. DISTRIBUTED ANONYMOUS SK-IBE
A. AKI for distributed SK-IBE

Smart el al. [11] presented a distributed version of Sakai-
Kasahara scheme, in this section we give a modification of
this scheme combined with the IND-ID-CCA scheme from
[18], which we call DSK-IBE, assuring user anonymity
when generating his private key by XGC. As in Chow [10],
master key generation is separated from the Setup stage,
reducing further trust required in the KGC.

DSK-IBE Setup : We first define explicitly the system’s
public parameters. Let G1, G2 and G denote groups of
large prime order ¢, which are equipped with a bilinear
pairing, e : G; x G — Gp. We assume that Gy, Go
are respectively generated by g and §. We define four
hash functions, Hy : {0,1}* — Z, Hy : G — {0,1}",

30 {0,1}"x{0,1}" — Z; and Hy : {0,1}" — {0,1}"

for n > 0.
DSK-IBE KeyGen : distributed protocol runs between the
n ICGC and results in each KGC obtaining a share s; € Z,
of the master secret s. The tuple CE;; = [g%, g°, ..., g°]
is the system public-key. Note that a coalition of upto ¢
entities should gain nothing about s, whereas ¢ 4 1 entities
could reconstruct the secret s.

ObtainKey (U (params, id, certy,open)) <>  IssueKey
(KGCi(params, s;, certy)) : DAKI protocol run between
m KGCs (t < m < n) to produce m outputs dz(.zl) which
are shares of private key d;;. We modify the distributed
SK-IBE Private key extraction [18] by adding steps 1 to 3
which made the protocol anonymous as follows:

1) User presents his certificate cert; to each one of the
t+1 KGC, the latter verifies certificate signature using
the C'A public key pk.., if certificate verification fail
it aborts the protocol.

2) The user chooses at random p in Zg;

3) The user and KGC; (for i = 1,...,t) engage in a
secure two-party computational protocol [24], where
the user’s private input is (p, H1(ID), open), and the
KGC;’s private input is s;. As result, the KGC; gets a
private output which is either S/P = (s; + H1(ID))p
if com = commit(Hy(ID), open) or L in this case
the KGC; aborts.

4) KGC; runs (CE;:;;),zi,zz’) = Randompeq(n,t,§,h),

where h € Go
commitments  precomputed

(C(T)) = Randompreg(n,t,§),
h - (cg;“g)o - 4. KGC
( (S; )) _ gl HIUD)P for () <

is a generator for Pedersen
by KGCs using

and set
also computes

7 <n.
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5) KGC;  runs cg" w wi,w;) —  Mulpey
.7 (8{P) oID (z,2) .
(n,t,g,h, C<g> ,S; ) (C@m,zz,zi)), where
w = s'P2 = (s + Higp))pz, w = s'Pz» =
5 ( ’w,) . 1

(s +(I){1(1D))pz and sends (C< i ,1:;12 along(w1t2
PEY = NIZK PK—com(w;,w z,((,’@’))i,((,’<g”h>
to the user. -

6) KGC; sends to (the) user (C(g>) =
g% and C (k) along with

PESY) = NIZKPK—com(z;, 2, (cgg)>) , (c

ReconstructK_ey(wi,gZ"',PKY),PKQ(i)): Upon receiving
(w;, §7, PK PE{") for (i = 1,...,t + 1) the user do
the following computations:
1) verifies (Cg;;) using PK.”;
2) reconstructs (wl, g%) using Lagrange interpolation;
3) if w = 0 it aborts else it computes w™! =
1 .
(s+H1(ID))pz>

4) computes his private key

by:
di,d _ (gz)w_lp — (g(m+H11(ID))p)p — gm+Hi(1D)

B. Analysis

The above (n,t) SK-IBE scheme, without the anonymity
propriety, was proven IND-ID-CCA secure in [18], assuming
a standard t-limited Byzantine adversary in a system with n
nodes, where any ¢ nodes are compromised by the adversary.
In contrast of this, and by adding steps (1) to (3), the
obtained protocol is a distributed form of the p-signature
scheme given in [23]. We argue that the new anonymous
(n,t) SK-IBE scheme is IND-ID-CCA secure assuming the
three following statements: (1) (n,¢) SK-IBE scheme in [18]
is IND-ID-CCA, (2) the underlying distributed p-signature
scheme is unforgeable, satisfies issuer and user privacy, (3)
the signature scheme used by C.A is unforgeable.

Two primitives in the above construction are concerned by
this analysis. Firstly, p-signature security follows the same
rules as in Section (V.B) and results on user privacy, where
a malicious KGC can’t get any information about the real
identity ¢d of the user contained in the certificate certy
(this is ensured by the C.A signature scheme proprieties
that signs on a strongly computationally hiding commitment
of id). For KGCs privacy, due to the proprieties of the
underlying secret sharing scheme, a malicious user can’t
get any information about KGC partial private key because
shares he obtain (w;, §**) reveal no information. Secondly,
the signing algorithm of the certification authority is not
specified, so the use of an unforgeable signature scheme, that
signs on a perfectly binding and strongly computationally
hiding commitment of the identity included in the certificate,
should be fine for our purpose of security.

))

(2,27)
(g.h) )z)
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VII. CONCLUSION

In this paper, we proposed an architecture for developing
new class of distributed key issuing protocols that have the
privacy-preserving propriety. Assuming this architecture, we
proposed a new anonymous key issuing protocol for the
distributed SK-IBE, which belongs to the exponent-inversion
family, along with a informal security analysis.

Our construction is based on the recently proposed dis-
tributed private key generator [18], [11] combined with
the anonymous key issuing protocol [10] thus coupling
advantages of the two approaches. The proposed protocol
aims to solve key escrow problem and single point of failure
in IBE systems, which will reduce trust needed in XGC.

Further work is required to extend the proposed protocol
to other IBE frameworks (i.e. commutative-blinding IBEs
and full-domain-hash IBEs), and to define a formal security
model.
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Abstract—Onion routing is the most common anonymous com-
munication channel. Usually onion routing is specified through
asymmetric cipher and thus is inefficient. In Tor (the second
generation onion router), it is suggested to employ symmetric
cipher to encrypt the packets in onion routing. Obviously,
symmetric cipher is much more efficient than the asymmetric
cipher employed in the original onion routing. However, whether
this idea can really work depends on whether an efficient (both in
computation and communication) key generation and exchange
mechanism can be designed for the symmetric cipher to employ.
The suggestion in Tor is simple and it is a direct employment
of Diffie-Hellman handshake to generate the secret keys for
the routers’ symmetric cipher. In this paper we show that
direct application of Diffie-Hellman handshake to implement key
generation and exchange in onion routing is not efficient in com-
munication as multiple instances of Diffie-Hellman handshake
needs a lot of additional communication. Moreover, its efficiency
improvement for the sender is not satisfactory. So we design
a more advanced application of Diffie-Hellman key exchange
technique, Diffie-Hellman chain. This new technique greatly saves
a sender’s cost and needs very few communication for Diffie-
Hellman key exchange. With the efficiency improvement in this
paper, Tor can be applied to communication networks with
weaker computational capability and smaller communicational
bandwidth.

Index Terms—TOR; efficient key exchange; Diffie-Hellman
chain

I. INTRODUCTION

Anonymous communication channel is a very useful tool in
e-commerce, e-government and other cryptographic applica-
tions, which often require anonymity and privacy. In an anony-
mous communication channel, the messages are untraceable,
so can be transmitted anonymously. A common method to
implement anonymous channels is onion routing [1], [3], [4],
which employs multiple nodes to route a message. A node in
an onion routing communication network can send a message
to any node in the network. The sender can flexibly choose
any route from all the connection paths between him and
the receiver. Each message is contained in a packet called
an onion. In the packet, a message is encrypted layer by layer
using the encryption keys of all the routers on its route and the
receiver. Each layer of encryption is just like a layer of onion
bulb. In onion routing, given a message packet, each router
unwraps a layer of encryption by decrypting the message
packet using its decryption key, finds out the identity of the
next router and forwards the unwrapped message packet to the
next router. Unless gaining collusion of all the routers on the
routing path of his received message, the receiver cannot trace
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the message back to the sender, who then obtains anonymity.
When a packet is routed together with a large number of other
packets, onion routing prevents it from being traced, even if
the whole onion network is monitored.

An obvious advantage of onion routing over other specifica-
tions of anonymous communication channel (e.g. mix network
[5], [6], which sends multiple messages from a unique sender
to a unique receiver through a unique path) is that each of
multiple senders can send his message to any of multiple
receivers and freely choose a dynamic routing path and
so higher flexibility and applicability are achieved. Another
advantage of onion routing will be illustrated in this paper
in our new routing protocols: feasibility to get rid of costly
asymmetric encryption and decryption, which are inevitable in
mix networks.

The key technique in onion routing is encryption chain, in
which a message is successively encrypted with multiple keys.
More precisely, multiple keys form a chain and are employed
one by one to encrypt a message. Not only the message,
the identity of each router on its routing path is encrypted
in an encryption chain using the encryption keys of all the
routers before it. When an onion packet is routed, each router
unwraps it by removing one layer of encryption from each
encryption chain. So each router can recover the identity of
the next router and forward the partially decrypted packet. In
onion routing, the encryption chains are usually implemented
through asymmetric cipher. Namely, the message and identities
of the routers are encrypted using the routers’ public keys
and the routers unwrap the onion packet using their private
keys. An advantage of using asymmetric cipher is that with the
support of PKI or ID-based public key system no special key
exchange operation is needed. As there are multiple encryption
chains (one for the message and one for each router) and the
there are O(n?) encryption and decryption operations (where
n is the number of routers), such an implementation through
asymmetric cipher is inefficient.

Tor [2] is the second generation of onion routing. It pro-
poses a few optimisations for onion routing. A suggested
optimisation in Tor is to replace asymmetric cipher with much
more efficient symmetric cipher to improve efficiency of onion
routing. It is a commom sense that symmetric cipher is much
more efficient than asymmetric cipher. The key point in using
symmetric cipher is how to distribute the session keys using
public key operations, while a simple solution to the key-
exchange problem in application of symmetric cipher is the
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Diffie-Hellman key exchange protocol recalled in Section II-B.
So it is suggested in Tor [2] to employ “Diffie-Hellman
handshake” to implement key changes and generate session
keys for the roueters. As the idea is only simply mentioned
and not specified in details in [2], it is specified in Section IV
in this paper to assess its effect. Our assessment illustrates that
although improving computational efficiency of the routers
the suggested efficiency improvement in Tor [2] is not very
satisfactory. Firstly, it greatly increases communicational cost.
Secondly, even using it the sender’s computational cost is still
high.

The symmetric-cipher-based key chain in Tor [2] is opti-
mised in this paper. Firstly, we optimise the “Diffie-Hellman
handshake” and reduce the number of communication rounds
in Tor and obtain a simple optimisation. As it is still a direct
application of Diffie-Hellman key exchange, its efficiency
improvement is still not satisfactory. So Diffie-Hellman key
exchange is then extended and adapted for onion routing in a
more advanced way such that a sender can efficiently distribute
the sysmmetric sessions keys to the routers through the onion
packet. The new key exchange technique is called Diffie-
Hellman chain, which chain up the Diffie-Hellman handshakes
for the routers and receiver such that they are much more
efficient then separate Diffie-Hellman handshakes. An efficient
onion routing protocol is designed in Section V using Diffie-
Hellman chain. It employs Diffie-Hellman chain and block
cipher encryption chain to improve computational and com-
municational efficiency of Tor. The new onion routing protocol
is more appliable than most onion routing implementations
including Tor. Network with smaller bandwidth and lower-
power routers can employ them to achieve anonymity.

II. PRELIMINARIES

Symbol denotions and background knowledge to be used in
this paper are introduced and recalled in this section.

A. Parameter Setting and Symbols

The following symbols are used in this paper.

e p and ¢ are large primes and ¢ is a factor of p — 1. G is
the cyclic subgroup with order ¢ in Z. g is a generator
of G.

« Encryption of m using key k is denoted as Fj(m) where
block cipher (e.g. AES) is employed.

o Encryption chain of m using block cipher and key
ki,ko, ..., k; is denoted as Ey, ...k (m). The encryp-
tions are performed layer by layer. k; is the the key used
in the most outer layer; ko is the the key used in the
second most outer layer; ...; k; is the the key used in
the most inner layer.

« In onion routing, the routers are Pi, Ps, ..
receiver is denoted as the last router P, 4.

e The private key of P; is z;, which is randomly
chosen from Z,. The corresponding public keys are
Y1,Y2, .- -,Yn Where y; = g* mod p fori =1,2,...,n.

., P, and the
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B. Diffie-Hellman Key Exchange

Symmetric ciphers like block cipher are very efficient. How-
ever, unlike asymmetric cipher they depend on key exchange
protocols to distribute keys. The most common key exchange
protocol is Diffie-Hellman key exchange protocol. Two parties
A and B can cooperate to generate a session key as follows.

1) A randomly chooses o from Z, and sends his key base
w=g“ modp to B.

2) B randomly chooses 3 from Z, and sends his key base
v =¢” mod p to A.

3) A can calculate the key & = v® mod p, while B can
calculate the key k = % mod p.

The famous Diffie-Hellman problem is recalled as follows.

Definition 1: (Diffie-Hellman problem) Given u and v, it
is difficult to calculate k if the discrete logarithm problem is
hard.

III. SPECIFYING AND ASSESSING THE SUGGESTED
EFFICIENCY IMPROVEMENT IN TOR

The suggestion to employ symmetric cipher in Tor [2] is
quite simple. To precisely assessing its cost and comparing it
with our new design of key exchange, we need to specify it in
details. For simplicity of description, our specification focuses
on efficiency improvement through symmetric cipher as it is
the focus of this paper, while the other optimisations of onion
routing in Tor are ignored. The suggested efficiency improve-
ment in Tor is specified in details as follows where a message
m is sent by a sender through n routers Py, P»,..., P, to a
receiver P4 1.

1) For the receiver and each router P; where 1 <7 < n+1,
the sender randomly chooses an integer s; from Z, and
calculates k; = g°* mod p.

2) The sender sends 1%1 to P, which returns l%{ = gsll mod
p where s} is randomly chosen from Z,. Both the sender
and P; obtains their session key k; = gslsll mod p.

3) The sender sends Ej,(P:) and Ej, (1%2) to P;, who
decrypts the two ciphertexts using his session key and
then sends ko and 12:’1 to Ps.

4) P, randomly chooses s} from,Zq and obtains his session
key with the sender ky = ]%;2 = ¢*>%2 and his session
key with P;, K15 = . He sends E

5) The sender encrypts the message m, the key base list
g%, g°%,...,g°~*" and the route list py, 2, ..., Pn4+1 as
follows.

a) He calculates e = Ej, iy, 1,y ().

b) He calculates K; = Ey, k... k. ,(g°) for i =
1,2,...,n+ 1.

c) He calculates p; = Ek, ky....k; (Pit1) for ¢ =
1,2,...,n+1 where P 19 = P, 41.

d) He sends out the initial onion

0, = (al, 51,1, 51,27 ey bl,n+1,
Cl,la 61727 e 7cl,n+1)
= (67K17 K27 cee Kn+1ap17p27 cee 7pn+1)
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to Pl .
6) Each router P, routes the onion as follows
where the onion is in the form O; =
(ai, bi71, bi,g, ey bi,n-i-l: Ci,l, Ci72, e 7Ci,n+1) When

it is sent to P;.
a) P; generates his session key k; = bf’l mod p.
b) P; uses k; to decrypt ¢; ; for j = 1,2,...,n+1
and obtains P11 = Dy, (¢;1).
c) P, uses k; to decrypt a; and obtains a;41 =
d) Finally, P; sends

Oi+1 = (ai+17 bi+1,17 bi+1,27 R

bit1,n41s Cit1,15Cit 1,25+ Citlnt1)

to P41 where bi+17j = Dki (bi7j+1) and Citl,j =
Dki(ci,j+1) fOI‘j = 1,2, ., n and bi+1,n+1 and
Ci+1,n+1 are two random integers in the cipher-

text space of the employed symmetric encryption
algorithm.

7) Atlast, P,y receives

On+1 = (an+17 bn+1,17 bn+1,2a ceey
bn+1,n+1, Cn+1,1,Cn41,25 -+ Cn+1,n+1)

and operates as follows.

a) P,y generates his session key k,y1 =
brmtt mod
n+1,1 p.

b) P,41 uses kp41 to decrypt c,i1,; and obtains
P7L+1 = DknJrl (Cn—&-l,l)‘

¢) P,41 knows that itself is the receiver as P,y i
its own identity.

d) P,+1 uses ky41 to decrypt a,+1 and obtains m =
Dkn+1 (an+1>'

IV. A SIMPLE OPTIMISATION OF TOR AND ITS
DRAWBACK: SIMPLER BUT STILL DIRECT APPLICATION OF
DIFFIE-HELLMAN KEY EXCHANGE

A simple optimisation of Tor is proposed in this section.
Like in the original onion routing (and many other cryp-
tographia protocols), it assumes that every router and the
receiver have discrete-logarithm-based public key encryption
algorithms (e.g. ElGamal encryption) and already set up their
public keys so that half of the preparation work in Diffie-
Hellman key exchange can be saved. Moreover, multiple
rounds of communication between each pair of participants are
combined to improve communication efficiency. It still employ
Diffie-Hellman handshakes in the staightforward way and is
described as follows.

1) For the receiver and each router P; where 1 < i < n-+1,
the sender randomly chooses an integer s; from Z, and
generates a session key k; = y;*.

2) The sender encrypts the message m, the key base list
g°t,g%%,...,g°**" and the route list p1,p2,...,Pn+1 a8
follows.

a) He calculates e = Ej, k... k., ().
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b) He calculates K; = Ey, g, .k _,(9%) for i =
1,2,....n+1.
c) He calculates p; = Ejy, g,... k (Pig1) for i =

1,2,...,n+1 where P19 = P,4;.
d) He sends out the initial onion

01 = (al, b1,17 Z)1727 ey b17n+1,
C1,1,€C1,25- - - 7cl,n+1)
=(e,K1,Ka, ..., Kpnt1,01,025 - Pnt1)
to Pl.
3) Each router P; routes the onion as follows
where the onion is in the form O; =
(ai, b1',717 bi72, ey bi,n+17 Ci,1,Ci 25 7Ci,n+1) when

it is sent to P;.
a) P, generates his session key k; = b7} mod p.
b) P; uses k; to decrypt ¢; ; for j =1,2,...,n+1
and obtains P11 = Dy, (¢i1)-
c) P; uses k; to decrypt a; and obtains a;11 =
Dki (al)
d) Finally, P; sends
Oi+1 = (ai+17 bi-{—l,l; bi+1,27 ceey
Dit1,m41s Cit1,15 Cit1,2, - - - 5 Cit1,n+1)
to Pi+l where bi+1,j = Dkl (bi,j+1) and Ci+1,5 =
Dy, (cijy1) for j =1,2,...,n and b;y1 41 and
Cit+1,n+1 are two random integers in the cipher-
text space of the employed symmetric encryption
algorithm.
4) At last, P, receives
Oﬂ+1 = (an—i-l, bn+1717 bn+1,2a cey
brt1,m415 Crd 1,15 Cngb 1,25 - - 5 Crt1,n41)

and operates as follows.

a) P,y generates his session key k,y1 =
Tn41
b\ 1 mod p.

b) P,41 uses kp41 to decrypt c,y1,; and obtains
Poi1 = Dan(Cn-s-l,l)-

¢) P41 knows that itself is the receiver as P,y is
its own identity.

d) P,+1 uses k41 to decrypt a,+1 and obtains m =
Dkn+1 (an-i-l)'

This modified Tor protocol only employs symmetric cipher
in encryption and decryption operations. The only public
key operations in it are n + 1 instances of Diffie-Hellman
key exchange. So although more encryption and decryption
operations are needed than in traditional onion routing, it
is still more efficient in computation. However, it is less
efficient in communication than traditional onion routing as
its onion packet contains additional encrypted key bases
bi1,bi2,...,bint1. Soits advantage in efficiency is not obvi-
ous. Therefore, it is only a prototype, while our final proposal
is based on it but has higher requirements on efficiency: only
using symmetric cipher in encryption and decryption while in
comparison with traditional onion routing
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« very little additional communication (e.g. one more inte-
ger) is needed;

« no more additional encryption or decryption operation is
needed.

V. A NEW AND MORE ADVANCED TECHNIQUE:
DIFFIE-HELLMAN CHAIN

The simple optimisation protocol in Section IV has demon-
strated that direct application of Diffie-Hellman key exchange
to onion routing (including original onion routing and Tor)
cannot achieve satisfiactory advantage in efficiency. To reduce
additional communication and encryption and decryption op-
erations, a novel technique, Diffie-Hellman chain, is designed.
The Diffie-Hellman key bases for all the routers and the
receiver are sealed in the Diffie-Hellman chain, which appears
in each onion packet in the form of a single integer. For each
router, to generate his session key, he needs his private key
and a key base initially sealed in the Diffie-Hellman chain
by the sender and then recovered by cooperation of all the
previous routers in the course of routing. As only one single
integer is needed in each onion packet to represent the Diffie-
Hellman chain and commit to all the Diffie-Hellman key bases,
a very small amount of additional communication is employed
and no more encryption (decryption) operation is needed in
comparison with traditional onion routing.

A new onion routing protocol, called compressed onion
routing, is proposed. In compressed onion routing, a packet
(onion) consists of three parts: message, route list and key
base. Route list contains the identities of all the nodes on
the route. Key base is the base to generate the session keys
(symmetric keys) distributed to the nodes. The message part
in compressed onion routing is similar to that in most onion
routing schemes. The message is encrypted in a encryption
chain using the sessions keys of all the nodes. The readers
only need to note that efficient block cipher is employed in
the encryption chain. In compressed onion routing, the route
list is the same as in other onion routing schemes. It consists
of all the routers’ identities. One encryption chain is used to
seal each router’s identity using the session keys of the all the
routers before it. The readers only need to note that efficient
block cipher is employed in the encryption chains for the route
list.

The most important novel technique is generation and
update of the key base, which enables key exchange. Each
router builds his session key on the base of the key base using
his private key and update the key base for the next router.
The key generation function is similar to Diffie-Hellman key
generation, but we do not employ separate Diffie-Hellman
key exchange protocols to distribute the session keys to the
routers. Instead the key base updating mechanism actually
generates a key base chain and so all the session keys and
their generation functions are linked in a chain structure. So
the key exchange technique is called Diffie-Hellman chain.
After obtaining his session key, each router can extracts the
identity of the next router from the route list using his session
key, removes one layer of encryption from the message using
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his session key and then forwards the onion to the next router.
The Diffie-Hellman chain only needs the bandwidth of one
integer, and thus is much more efficient than separate key
distribution in communication. Novelty of the new compressed
onion routing protocol is that distribution of the sessions keys
and encryption of the routers’ identities are compressed such
that fewer computationally-costly public key operations and
communicationally-costly encryption chains are needed.

Suppose a message m is sent by a sender through n
routers Py, Ps, ..., P, to the receiver P, 1. Firstly, the sender
generates the session keys ki, ks,..., k,41 respectively for
P, Py, ..., P,4 as follows.

1) The sender randomly chooses an integer s; from Z,.
2) The sender calculates P;’s session key k1 = y;* mod p.
3) The sender calculates so = s1 + k1 mod q.
4) The sender calculates Py’s session key ko = y5> mod p.
5 ...
6) ......
7) The sender calculates s, 1 = s, + k,, mod q.
8) The sender calculates P, ;i’s session key k,i1 =
y, 1 mod p.
Generally speaking, for ¢ = 1,2,...,n + 1, the sender

1) if i > 1 then calculates s; = s;_1 + k;_1 mod ¢ as his
secret seed in the Diffie-Hellman chain for generation
of kl

2) calculates k; =y}’

where s is randomly chosen from Z,. In summary, the sender
uses the sum of the previous node’s session key and his secret
seed in the Diffie-Hellman generation of the previous node’s
session key as his secret seed to generate a node’s Diffie-
Hellman session key. The other secret seed to generate the
node’s session key is the node’s private key.

The route list consists of pi,pa,...,pn+1 Where p; =
Ek ko...k;(Pig1) and P,yo = P,4q. The message is en-
crypted into e = Ej, k... k., (m). The onion is in the
form of O; = (a;,bi,ci1,¢i2,...,Cint1) When it reaches
P; where a; is the encrypted message, b; is the key base
and ¢; 1,¢;i2,...,Cint1 1S the encrypted route list. Note that
although the encryption chain for the next router’s identity is
completely decrypted and discarded by each router, the length
of the encrypted route list is kept unchanged for the sake
of untraceability. If an onion packet becomes shorter after
each router’s routing, its change in length can be observed
and exploited to trace it. So we keep the length of each
encrypted route list constant to maintain the size of onion
packets. This can be implemented by inserting a random
tag into the onion packets after they discard an encryption
chain. The initial onion O1 = (a1,b1,¢1,1,¢1,2, .-+, Clnt1) =
(e, g%, p1,p2,...,Pn+1). Note that e may actually contain
multiple symmetric ciphertext blocks as the message may be
long and is divided into multiple blocks when being encrypted.
For convenience of description encryption of the message is
still denoted as a single variable and the readers should be
aware that it is the encryption of the whole message and may
contain multiple blocks.
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Py receives O1 = (a1,b1,¢1,1,¢1,2,...,¢1,n41) from the
sender and then operates as follows.

1) P; generates his session key k1 = b mod p.

2) P; uses k; to decrypt ¢; ; for j =1,2,...,n+1 and

obtains Py = Dy, (c11).

3) P; uses k; to decrypt a; and obtains ags = Dy, (a1).

4) P, calculates the new key base by = by g’cl mod p.
Finally, P; sends Oy = (ag, ba, 21,22, -, C2,n+1) to Py
where ¢z ; = Dy, (c1,441) fori =1,2,...,n and cg 41 is @
random integer in the ciphertext space of the employed block
encryption algorithm.

More generally, for ¢ = 1,2,...,n each P; receives O; =
(@i, biy¢i15Ci 2, .., Cint+1) and operates as follows.

1) P; generates his session key k; = b)* mod p.

2) P; uses k; to decrypt ¢; ; for j = 1,2,...,n+ 1 and

obtains P, 1 = Dy, (c;.1)-

3) P; uses k; to decrypt a; and obtains a;11 = Dy, (a;).

4) P; calculates the new key base b, = bigkf mod p.
P, sends O;41 =
(@it1,0i41,Cit1,15Ci1,25 -+, Cit1ne1) o Pipp where
Cit1,5 = Dki(cm_«_l) for ] = 172,...771 and Ci+1,n+1 is
a random integer in the ciphertext space of the employed
symmetric encryption algorithm.

Finally,

At last, Pt receives On+1 =
(@n41,bn415Cng1,15Cng1,2,- -, Cnging1) and  operates
as follows.

1) P41 generates his session key ky 41 = b} mod p.

2) P41 uses k,11 to decrypt ¢p41,; and obtains P, =
Dl‘v‘n+1 (Cn+1,1)'

3) P,+1 knows that itself is the receiver as P, is its own
identity.

4) P,+1 uses kn41 to decrypt a,41 and obtains m =
Dkn+1 (anJrl)'

VI. ANALYSIS AND COMPARISON

Security of the compressed onion routing scheme depends
on hardness of Diffie-Hellman problem as its key exchange
mechanism is an extension of Diffie-Hellman key exchange. Its
main trick is combining key exchange with encryption chain
such that every router can obtain his session key with the
help the previous router. As security of Diffie-Hellman key
exchange has been formally proved and hardness of Diffie-
Hellman problem is widely accepted, no further proof of
security is needed except for Theorem 1, which shows that
the session keys can be correctly exchanged.

Theorem 1: For j = 1,2,...,n+ 1, the same session key
k; is generated, respectively by the sender as k; = y;* mod p
and by P; as k; = b;* mod p.

To prove Theorem 1, a lemma has to be proved first.

Lemma 1: For j =1,2,....,n+ 1, b; = ¢° mod p.

Proof: Mathematical induction is used.

1) When i =1, by = ¢°* mod p

2) When i = j, suppose b; = ¢g° mod p. Then a deduction

can be made in next step.
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TABLE I
COMPARISON OF THE ANONYMOUS COMMUNICATION CHANNELS

Scheme public key exponentiation | flexibility and
applicability
Mix network >6n+4 No
AOS 2(n+1)(n+4) Yes
Tor 2(2n — 1) Yes
COR 3(n+1) Yes
TABLE II

COMPUTATIONAL EFFICIENCY COMPARISON FOR THE SENDER

[ Scheme [[ public key exponentiation | block cipher encryption ||

AOS m+ D(n+4) 0
Tor n+1 (n+ 1)1+ (Bn+2)/2)
COR n+1 (n+ 1)1+ (n+2)/2)

3) Wheni=j+1,bj4q1 = bjgkj = g% g* mod p as it is
supposed in last step that b; = g% when ¢ = j. So

bjs1 =g%g" =g~ t* = g®+ mod p
Therefore, b; = ¢g°* mod p for j =1,2,...,n+ 1 as a result
of mathematical induction. |

Proof of Theorem 1:
According to Lemma 1,

y;t = ¢%"% = b7 mod p

forj=1,2,...,n+1. O

Efficiency comparison between our new onion routing pro-
tocol and the existing anonymous communication channels is
given in Table I, Table II, Table III and Table IV where AOR
stands for asymmetric cipher based onion routing and COR
stands for compressed onion routing. The first table shows the
advantage of our new technique over the existing anonymous
communication channels including onion routing and mix
network. The last three tables show our optimisation of onion
routing. It is assumed that the employed block cipher is 256-
bit AES. For simplicity, it is assumed that the message is one
block long, while the size of one block of the employed block
cipher should be large enough for a router’s identity. So all the
ciphertexts are one block long in our analysis, which does not
lose generality and can be extended to long message cases in
a straightforward way. As for asymmetric cipher in AOR, it is
supposed that ElGamal encryption, which is the most popular
with onion routing, is employed. More precisely, it is assumed
that the ElIGamal encryption algorithm uses 1024-bit integers.
Comparison in the four tables illustrates that great efficiency
improvement is achieved in the two compressed onion routing
protocols.

VII. CONCLUSION

The new onion routing scheme proposed in this paper
greatly improves efficiency of onion routing by using symmet-
ric cipher and Diffie-Hellman chain. It needs smaller packet
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TABLE III
COMPUTATIONAL EFFICIENCY COMPARISON FOR A ROUTER (RECEIVER)

Scheme || average public key | average block cipher
exponentiation decryption
AOS n+4 0
Tor 3 2(n+1)
COR 2 (n+4)/2
TABLE IV

COMMUNICATIONAL EFFICIENCY COMPARISON

[[ Scheme [ number of bits in an onion packet | rounds i
AOS 2048(n + 2) n+1
Tor 256(n + 2) (n+1)(n+3)
COR 256(n + 2) + 1024 o

size and less computation than the existing onion routing
schemes including TOR.

An open question in the future work is how to further
compress the size of onion packets. The route list chains
occupy most room in an onion packet. Can they be compressed
to further improve communication efficiency?
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Abstract— According to the 3GPP standard architecture up to
Release 9, a Charging System is not supposed to interact
directly with a Policy Server. The Charging System is
responsible for rating and charging, while the Policy Server is
responsible for determining the right policy depending on the
kind of traffic. In reality, it appears that the decision about the
right policy might be influenced by some real-time subscriber
information, which might also be relevant for charging, and
therefore stored in the Charging System. In this context, a
direct interface between the Charging System and the Policy
Server might be required. The goal of this paper is to study
what such an interface would look like, based on an actual
implementation. The main achievement is to validate a
scenario where the policy should change in real-time during a
data session because a volume threshold has been crossed.

Keywords- Rating; Policy; IMS; OCS; PCRF; PCC; QoS

I. INTRODUCTION

According to the 3GPP IP Multimedia Subsystem (IMS)
standard architecture, rating and charging takes place for
online charging in a so-called Online Charging System
(OCS) [1]. The latter contains rating and charging rules
depending on all traffic typology criteria. The decision
regarding policy falls to the Policy and Control Resource
Function (PCRF) [2]. The latter contains policy rules
depending on all traffic typology criteria.

In the standard Policy and Charging Control (PCC)
architecture [3], the core network, which knows the actual
traffic properties, asks the PCRF which policy it should
apply, and the OCS (in case of online charging) which
charging scheme it should apply. The Policy and Charging
Enforcement Function (PCEF) at core network level,
included in a Packet Data Network (PDN) Gateway, which
can be for example the Gateway GPRS Support Node
(GGSN), is then responsible to apply the proper policy and
the correct pricing structure to the actual traffic, according to
the input from the PCRF and the OCS.

However, there are some scenarios where the decision on
policy might be influenced by the OCS. In Section II, we
shall describe such scenarios, and check whether some of
them have been studied already in the literature. In Section
III, we will describe an approach in which the OCS interacts
with the PCRF. Finally, in Section IV, we will present an
actual implementation.

Please note that we focus on online charging in this
paper, not on offline charging, because we are interested in
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rating respectively policy decisions / changes in real-time
while a data session is running.

II.  PURPOSE OF THE INTERACTION BETWEEN THE PCRF
AND THE OCS

Going into more details in the IMS standard architecture
for online charging [1], the OCS relies on two databases:

. The database in the Rating Function (RF), which
contains generic tariff information at service level,

. The database in the Account Balance Management
Function (ABMF), which contains subscriber-specific
information relevant for the rating.

Actually, searching the literature, an interface between
the policy decision function and external databases is
mentioned in [4], but it does not relate specifically to an OCS
database. And the dynamic mid-session interaction is not
studied in detail either. A direct interaction between the
PCRF and the OCS has already been studied in [5], but it
restricts to an interaction of the PCRF with the Rating or
Tariff Function of the OCS. It means that the policy decision
might indeed depend on tariff rules, but it still does not
depend on subscriber-specific information such as his/her
current consumption or life cycle state.

Moreover, reducing the subscriber tariff information to a
single tariff class ID might be restrictive given newer tariff
schemes, where multiple charging options might be applied
individually on top of a default tariff. Such charging options
are for example usage-based discounts, subscriber bonus, or
individual buckets e.g., free minutes, that the subscriber can
book in addition to his/her default tariff, or that he/she gets
as a reward for high consumption or recharge.

Basically, one of the functions of the OCS is to perform
account balance management towards external systems
through the ABMF. For this purpose, the OCS might store
subscriber’s pieces of information applicable for rating like
usage counters. Furthermore, it might store additional
information like his/her life-cycle state e.g., validity dates, or
the status of his/her valid tariff options.

According to [1], in order to support the online rating
process, the Rating Function necessitates counters. The
counters are maintained by the Rating Function through the
Account Balance Management Function. Assuming that
these counters are maintained at subscriber level, storing
them together with other real-time subscriber information in
the ABMF makes sense.
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According to [3], in order to support the policy decision
process, the PCRF may receive information about total
allowed usage per user from the Subscription Profile
Repository (SPR). Going further in this direction, some
additional subscriber information might be relevant to the
PCREF in order to determine the right policy: not only static
data like an allowed usage threshold specific to a subscriber,
but also subscriber dynamic data like the value of some
counters at a certain point in time, his/her life-cycle state, or
the status of his/her valid tariff options.

Such an approach supports scenarios like the following:
as long as the subscriber consumption within one month does
not exceed a certain limit, he/she is eligible for a better
Quality of Service (QoS) than once the threshold has been
exceeded. Alternatively, a scenario might occur in which a
specific subscriber bought on top of his/her standard tariff an
option for data traffic so that he/she is eligible for a better
policy than “normal” subscribers.

Consequently, the SPR would have to store such
information as well. However, this information is still
mandatory in the OCS because it might influence ratings.
For example, the high value of a usage counter respectively
having subscribed to a certain tariff option might lead to a
reduced or negligible price for data traffic. Or taking the
example above again, once the subscriber consumption
within one month exceeds a certain limit (not necessarily the
same limit as for policy decision), the subscriber might enjoy
cheaper rates for data traffic.

This shows that some subscriber data is meaningful both
for the SPR and the ABMF. There could be here a kind of
overlapping between the SPR and the ABMF as represented
in Figure 1.

S
PCRF s
Gx
PCEF Gy
PDN-GW

Figure 1. Potential overlapping between the SPR and the ABMF

Replicating the information both in the SPR and in the
ABMF would be an option. But this would assume efficient
synchronization mechanisms between the two databases,
since the number of subscribers respectively their data traffic
in today’s telecommunication networks might be substantial.
Furthermore, the involved pieces of information consist of
real-time data. If the policy should change when the
subscriber’s consumption reaches a certain limit, the change
would happen in real-time and without delay. In the same
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way, if the rating should change when a certain limit is
reached, the change should happen in real-time too.

Duplication of databases, which store a great deal of real-
time data, could increase the complexity of the
implementation. If the relevant subscriber information is
already present in the OCS, why should not the PCRF
retrieve it directly from the OCS? This is represented in
Figure 2.

.
PCRF | ---=--1} .

Gx SPR /
ABMF

PCEF Gy
PDN-GW ocs

Figure 2. OCS acting as an SPR

II1.

The proposed approach consists of a framework where
the PCRF and the OCS exchange in real-time subscriber
information, which is necessary not only for charging, but
also in order to determine the right policy. The goal is to
support such scenarios where the policy might be changed
based on the value of some subscriber data volume counters.

The latter are stored in the OCS as master copy in any
case because they are relevant for charging, in order to
support offers like the following: after a subscriber has
consumed 1MB within one week, he/she gets 10 free SMS,
or he/she is allowed free data traffic till the end of the week.
Furthermore, these counters are relevant to the PCRF in
order to support similar offers where, for example, the data
speed is throttled once the subscriber has reached 10MB
consumption within one month. In the context of the present
contribution, we shall focus on volume counters. However, it
could be another piece of subscriber data, which would be
relevant for the policy server, for example, the life-cycle
state of the subscriber. For example, if a prepaid data card is
near expiry, the surfing speed may diminish.

In the context of the implementation described in the next
section, these are the values of subscriber volume counters,
which should be reported in real-time from the OCS to the
PCRF. More precisely, the counter values will be reported
when they exceed some predefined thresholds. The latter
might be defined either for a certain subscriber marketing
category, or for all the subscribers in the same tariff, or
individually at subscriber level. Since these thresholds might
be reached in the middle of a session, the OCS might have to
notify the PCRF in the middle of a data session too.

Nevertheless, the PCRF should retrieve latest subscriber
information like the tariff plan ID and the values of the

PROPOSED APPROACH
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volume counters at the beginning of the session as well in
order to determine correctly the initial policy. Alternatively,
the PCRF could replicate this subscriber information,
meaning again that some synchronization mechanisms would
have to be implemented.

In general, the message flow when a data session is
established would resemble Figure 3. In (1), the PCEF asks
the PCRF about the policy that should apply to the session,
which is about to start for this subscriber. For this purpose,
the PCRF retrieves latest subscriber information from the
OCS in (2) and (3). Consequently, the PCRF can notify the
initial policy to the PCEF in (4). This would happen through
the Gx interface in accordance with [2].

@
PCRF = 0CS
A .
M| 6x |@ ®| 6y |©
PCEF

Figure 3. Message flow with PCRF/OCS interaction

Once the policy has been determined, the PCEF requests
the OCS for a volume slice in (5). After checking the
current subscriber consumption, the subscriber’s default
tariff respectively available options, and current balance, the
OCS allocates a slice in (6). This would happen through the
Gy interface in accordance with [2]. In order to allocate the
proper slice, the OCS takes into account charging-relevant
thresholds, but it should take into account policy-relevant
thresholds as well: this will ensure a timely charging or
policy change. Depending on the duration of the session,
there might be several volume slices requested i.e., several
messages like (5) and (6).

The arrow in (7) is represented in dotted line because it
may or may not occur during a session: the OCS would
notify the PCRF only if a policy-relevant threshold is
exceeded during the on-going data session.

As stated above, the protocol for (1) & (4) respectively
(5) & (6) is Gx respectively Gy. The protocol for (2) & (3)
respectively (7) will be discussed in the next section. Since
(2) & (3) respectively (7) are not fully covered by standard
bodies yet to the best of our knowledge, the protocol which
is the most convenient will be assessed.

An alternative approach, trying to stick to existing
standards, would have been for the PCRF and the OCS to
exchange information through the PCEF i.e., through the Gx
and Gy protocols. But this would imply an extension of the
existing protocols as well. In fact, since the present
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implementation, various alternatives are being discussed in
[6]. They focus on the exchange of information about
volume or monetary counters. Additional pieces of
information such as the subscriber’s life cycle state or
his/her optional tariff options may become relevant too.

Iv.

Regarding the protocol for (7) in Figure 3, since Gx and
Gy rely on Diameter, and Gy on Diameter Credit Control
Application [7], it was decided to use Diameter Credit
Control Request (CCR) Event. The reader might have noted
that in (5) & (6), the OCS acts as a Diameter Server towards
its client i.e., the PCEF, while in (7) the OCS acts as a
Diameter Client toward the Diameter Server, which is the
PCREF in this case. As there might be several PCRF nodes,
the OCS should support an N+K PCRF architecture in order
to ensure a good scalability. The OCS should be able to send
CCR Event messages to the PCRF nodes in round-robin way
in order to ensure high-availability, meaning that the
functionality can still be supported, even if one PCRF node
is down.

Regarding (2) and (3), it is about the PCRF’s retrieving
subscriber profile data from the OCS database at the
beginning of a session. Therefore, it is not really about Credit
Control, nor Authentication / Accounting. Consequently,
Diameter was not chosen, but SOAP/XML instead, because
it is a simple protocol to let applications exchange
information over HTTP in a platform-independent manner.
For more information on SOAP/XML, the reader might refer
to [8] and [9].

Within this framework, the following scenario can be
supported: let us assume that a subscriber is entitled a
downlink/uplink speed of 768/384 Kbps as long as he/she
has not exceeded 10MB within a month. Once he/she
reaches 10MB, he/she should be throttled to 128/64 Kbps.
Let us assume that at the beginning of a session, the
subscriber has a consumption of 9.9MB in the current month.

Consequently, when the session is established, the PCRF
communicates a QoS corresponding to 768/384 Kbps to the
PCEF. In addition, the OCS allocates a quota of only 0.1MB
(10-9.9) in the initial Credit Control Answer (CCA)
message. That way, when the threshold of 10MB is reached,
the PCRF can be notified in real-time. This is represented in
Figure 4.

| PCEF

CCR Tnitial, Get Policy

IMPLEMENTATION

PCRF

Query subscriber profile

Retrieve subseriber profile

CCA, QoS = 768/384 Kbps

CCR Initial, Get Quota

CCA, Quota = 0.1MB

Figure 4. Initial slice granted by the OCS at session start
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In case the PCRF has a local database duplicating the
OCS database, and containing subscriber information that is
not outdated, the query from the PCRF to the OCS may be
skipped.

When the allocated quota of 0.1MB has been used up, the
PCEF should request another volume quota. If the subscriber
balance is sufficient, the OCS will allocate another quota so
that the data session can carry on. The allocated quota might
be bigger than 0.1MB this time, for example 0.5MB.

Simultaneously, the OCS will notify through a Diameter
CCR Event message as suggested previously that the volume
threshold of 10MB has been reached for this subscriber, so
that the PCRF can calculate the new QoS and notify it to the
PCEF. This is represented in Figure 5.

| PCEF | PCRF

CCR Update, [Used Quota = 0.1 MB

OCS

CCA Update,| New Quota = 0.5 MB

CCR Event, Counter = 10MB

CCA Event

RAR, QoS =128/64 Kbps

RAA

Figure 5. Mid-session notification from the OCS to the PCRF

In order to further notify the policy’s change to the
PCEF, the PCRF uses Diameter Re-Authentication Request /
Answer messages (RAR/RAA) [10].

In case of multiple parallel sessions, the policy change
should apply to all on-going sessions. For example, let us
assume that one session — Session 1 — starts when the counter
value is 9.9MB. Given the threshold of 10MB, the OCS
should allocate initially a slice of 0.1MB. Before the latter is
used up, another session — Session 2 — starts. The OCS also
allocates 0.1MB as initial slice because the counter value is
still 9.9MB in the OCS database. This is represented in
Figure 6.

| PCEF

CCR Initial, Get Quota

PCRF OCs

CCA, Quota = 0.1MB mesian.1

CCR Initial, Get Quota

Session 2
CCA, Quota = 0.1MB

Figure 6. Initial slice for parallel sessions
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As soon as the initial slice of 0.1IMB of Session 1 or
Session 2 is used up, the PCEF will request another slice.
The OCS will grant a new slice, but it will update the volume
counter value to 10MB, which should trigger the notification
to the PCRF. This is represented in Figure 7, where the first
session using up the 0.1MB quota is Session 1.

| PCEF

PCRF OCS

CCR Update, | Used Quota = 0.1 MB

Sessionl oA Update, | New Quota = 0.5 MB

CCR Event, Counter = 10MB

CCA Event

RAR, QoS = 128/64 Kbps

The PCRF notifies the
PCEF to change the QoS
for Session 1 & Session 2

RAA

Figure 7. Mid-session QoS notification for parallel sessions

Consequently, the PCRF should notify the PCEF to
change the QoS obviously for Session 1, but for Session 2
too, since the volume threshold is applicable to both Session
1 and Session 2, even if it was triggered by Session 1 only.

V. CONCLUSION

The 3GPP defines a valuable framework in order to grant
different traffic policies applicable to different kinds of data
traffic typologies. The policy server has the ability to retrieve
subscriber information from a subscription repository in
order to make individual policy decisions. However, the
policy server could interact directly with an online charging
system in order to support scenarios where the policy
depends on subscriber real-time information, which is
mandatory for rating and charging too. For this reason, we
allowed ourselves to extend the 3GPP framework available
at the time of the design, and implemented the described
proposal.

In the IMS standard in Release 10, subscriber data is still
present in different network elements depending on the
application for which this data is required. When it comes to
dynamic subscriber data required by different applications,
dispatching might not always be suitable. Therefore, as in the
approach presented in this paper, it will lead to the
specification of new interfaces.

TERMINOLOGY
3GPP  3rd Generation Partnership Project
ABMF Account and Balance Management Function
CCA  Credit Control Answer
CCR  Credit Control Request
GW Gateway
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GGSN GPRS Gateway Support Node

GPRS  General Packet Radio Service

GW Gateway

Gx IMS reference point between PCEF & PCRF
Gy IMS reference point between PCEF & OCS
IMS IP Multimedia Subsystem

P Internet Protocol

Kbps  kilo bit per Second

MB Mega Byte

OCF  Online Charging Function

OCS  Online Charging System

PCC  Policy and Charging Control

PCEF Policy and Control Enforcement Function
PCRF Policy and Control Resource Function
PDN  Packet Data Network

QoS Quality of Service

RAA  Re-Authentication Answer

RAR  Re-Authentication Request

RF Rating Function

SOAP Simple Object Access Protocol

Sp IMS reference point between PCRF & SPR
SPR Subscription Profile Repository

XML  eXtended Markup Language
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Abstract—Congestion-aware routing protocols require
network statistics which are timely and as precise as possi-
ble. Consequently, there is a need to represent congestion
information efficiently and in a scalable manner. Based
on our previous work, we propose a routing protocol,
called StepRoute, which achieves these objectives, while
retaining the functionality of routing according to local
and remote network conditions. By classifying congestion
values into different categories, we are able to deliver
timely information to routers while retaining a meaningful
estimate of the original statistical value. We compare our
results with our previous work (MultiRoute) as well as
shortest path only routing. We show that our new variant
outperforms both shortest path and MultiRoute in terms
of throughput. The protocol itself is media independent,
but for test purposes we have employed Ethernet.

Keywords—Communication systems, Protocols, Monitor-
ing, Computer network performance, Communication system
routing.

I. INTRODUCTION & PREVIOUS WORK

Redundant connections are common in modern net-
works. While these connections provide varying de-
grees of resiliency, they also deliver an opportunity for
multipath protocols. Currently deployed routing proto-
cols only consider shortest paths between any source-
destination pair and seldom do they consider the con-
gestion present within the network. Historically, attempts
to deploy congestion-aware routing with the Arpanet
[1] failed because of route flapping which would lead
to out of order packets and therefore drastic perfor-
mance degradation. Nevertheless, it has been shown that
congestion control has a significant positive impact on
routing performance [2].

Protocols, such as Open Shortest Path First (OSPF)
[3], Routing Information Protocol (RIP) [4], or Interior
Gateway Routing Protocol (IGRP) [5], all rely on the
existence of a single path between any source-destination
pair. Doing so causes them to always route packets for a
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given destination on the same path and thereby increase
the build up of congestion. We consider networks where
multiple paths exist, whether they are of equal length or
within an acceptable margin of the shortest path. Traffic
flows are then assigned to a particular path according
to the congestion indication received from neighboring
routers. In essence, we consider that both local and
remote congestion information should be considered
when performing a routing decision.

StepRoute is a multipath routing protocol which pro-
vides a lightweight mechanism to represent both local
and remote congestion in a scalable and precise manner.
The three components which make up StepRoute are:

1) Path Construction: By relying on the existence
of a shortest path between any source and desti-
nation point, we have developed our multiple path
discovery process. After establishing the shortest
path cost (the reference cost), each alternate path
is computed whose cost is within a reasonable
delta of the reference cost. This ensures that the
latency versus throughput trade off is respected.
This process has been described in [6].

2) In-Network Monitoring: To ensure fresh and
timely statistics the routers poll themselves, rather
than having an external monitoring process poll
them. The precision at which the congestion is rep-
resented is discussed in Section II-A, but we can
safely say that our representation is significantly
lighter than the one used in [7]. These statistics are
then sent to neighboring routers via an aggregation
protocol similar to [8], which enables the statistics
to be distributed within the network efficiently.

3) Routing Table Representation: Each router is
responsible for maintaining its own routing vector
based on the congestion information of its local
links and of neighboring routers. The congestion
information sent, via the In-Network monitoring
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protocol, by neighboring routers must be inter-
preted correctly by the recipient router. We present
a data structure, called a routing mask, which
allows routers to interpret information correctly
while enabling flexibility on the precision of the
information it contains.

Based on the above components, routers initially dis-
cover the paths that are available to the different net-
works. Then, using the In-Network Monitoring protocol
and the routing masks, routers are able to construct
their routing table for each destination. It is important
to notice that besides the path discovery the only fac-
tor in the routing decision is the congestion statistics,
this enables the routers to update the routing tables
as statistics become available. Therefore, we can pre-
compute the routing tables which enables rapid next-
hop lookups. Traffic is then grouped into flows which
are identified by several parameters, and assigned to the
port corresponding to their next-hop. The assignment
of a flow to a port is immutable for the duration of
that flow’s lifetime. This simple approach avoids path
oscillations and thus out of order packets.

Currently, routing protocols make inefficient or no use
of congestion to route onto alternative paths. That said,
there has been significant research in this field. Using
Constrained Shortest Path First [9] over Multiprotocol
Label Switching (MPLS) [10] is a traffic engineered [11]
approach to load balanced routing, which requires the
a priori knowledge of the traffic matrix. Our approach
is generic and requires no a priori knowledge about
the network topology nor traffic distribution. In [7],
the authors propose a method which is similar to our
approach but in which all the router-router link statistics
for a given device are packed into a single value. We
believe that such an approach causes a significant loss of
precision and propose a method for providing statistics
for all router-router links. In [12], the authors mainly
address the problem of route oscillations and propose to
route long-lived IP flows on different paths than short-
lived ones, whereas we propose no such distinction.

The remainder of this paper is structured as follows,
first we will give more detail about the components that
make up StepRoute. Then, we will detail StepRoute’s
routing algorithm. Finally, we present StepRoute’s re-
sults when compared to Shortest Path Routing and
MultiRoute.

II. COMPONENT DESCRIPTION

Each of the components described above handles a
different area of the overall routing protocol, some are
performed at the initialization time while others run
continuously.
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A. In-Network Monitoring

When designing a congestion-aware routing protocol,
it is crucial to deploy a mechanism which delivers
statistics as quickly as possible. Clearly, using standard
centralized monitoring tools like SNMP [13] or sFlow
[14] would not be appropriate as the time to gather
the statistics and redistribute them to the router would
exceed any timing constraints.

In order to guarantee the freshness requirement ex-
pressed above, we have decided to implement our own
monitoring protocol based on the idea presented in [15].
The main advantages of our approach are expressed
below:

o Distributed: Each router polls itself locally and
generates a value representing the current level of
congestion.

o Update on change: Updates are only sent when
a change in congestion occurs, similarly to [15],
thereby reducing the overhead needed by the pro-
tocol.

o No Flooding: All updates are only sent to neigh-
boring routers which do not forward them.

Relying on the property that routers update their
interface counters frequently (based on our research,
interface counters can be safely queried at one second
intervals [16].), we compute the difference between two
consecutive updates and use the following formula to
derive a congestion value.

A

7= % (1)

where A is the difference between two consecutive
updates, I' represents the capacity of the link and finally
® is a constant, which represents the sensitivity of this
measure; the larger it is, the more rapidly the congestion
measure will increase.

Taking the result obtained from Equation 1, we clas-
sify the congestion value into a number of categories
according to the degree of precision required (shown in
Table I). This classification simplifies the route calcula-
tion process [17]. In particular, as we will see in Section
I, it allows for a very simple routing algorithm.

Class 1 0.0 <y <a(l)

Class 2 a(l) <v < a2)

Class i a(i—1) <y < al)
Class P a(P—-1)<y<a(P)=1.0

TABLE I: Congestion Classification.

Classifying the congestion values allows us to sim-
ply represent the status of the network to neighboring

53



Copyright (c) IARIA, 2011

ICN 2011 : The Tenth International Conference on Networks

routers. Consider the situation where we would want to
have m classes of congestion where m can be expressed
as 2", then we only n bits per router-router link are
needed to represent these four possibilities. Therefore as
the number of possible classes grows exponentially, the
space required to represent them only grows linearly.
This approach allows us to describe many different
congestion levels while employing a lightweight method
for describing them. Moreover, routers which receive this
information do not need to know any extra information,
such as link speed or duplex status, about the sending
router.

A router then packs all the values corresponding to
its router-router links into a data structure which will be
represented in Section II-B.

B. Routing Table Representation

The statistics which are received by a router take the
form of a sequence of bits. While this representation is
extremely space efficient, it poses one major issue: how
does a receiving router interpret this information? More
precisely, each router may present multiple links to a
destination and varying precision for any given router-
router link, therefore a mechanism is needed to allow
routers to accurately interpret this information.

We propose the notion of a routing mask, which relies
on the ordering of the routing tables. The actual ordering
relation can be arbitrary as long as all participating
routers use the same one, for example our implemen-
tation orders entries in the routing table by destination
network. Initially, each router sends its routing mask to
all its neighbors and this is only done once unless there is
a failure in which case the entire algorithm recomputes.

Fig. 1: The experimental network.

A routing mask consists of a sequence of zeros sepa-
rated by ones. A consecutive sequence of zeros indicates
remote links (plus the number of bits to represent the
congestion class) which can be used to send packets
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to the same destination. A one indicates a transition
to the next network in the routing table. The routing
mask indicates to the receiving router the sequence of
bits to expect for update messages received from remote
routers.

Destination

A[B|C]|D]J|E]|F

A L 1 1 2 1212

o | B 1 L 1 1 1 2
g C 1 1 L 1 1 2
3| D 1 1 1 L 1 1
E 2 1 1 1 L |1

F 2 2|2 1 1| L

TABLE II: The connectivity table. Each entry shows the
number of possible paths.

Considering the network given in Figure 1 and the
connectivity map given in Table II, where each entry
represents the number of paths to a destination network
and L stands for locally connected, and finally assume
that there are four classification classes and thus two bits
are required to represent them. Under these condition
router A would send the following routing mask to its
neighbors 0100100100001000010000, which indicates
that A has two paths for networks D, E, and F. All
updates send from routers will follow the same format,
thereby enabling routers to immediately be able to inter-
pret the incoming information and know exactly which
part of the update vector is of interest to them.

III. PROTOCOL DESCRIPTION

None of the components described above solve
the main problem encountered by multipath protocols,
namely, out of order packets which cause a drastic
performance deterioration as is explained in [18]. We
use the same approach that was used in MultiRoute [6]
and in the OSPF variant Equal Cost MultiPath, where
packets are classified into a flow by hashing the packet
headers. We then use this classification to bind the flow
to a given path. Once a flow is assigned to a path, it is
bound to it for the duration of its lifetime and cannot be
moved. Therefore, it is impossible to obtain out of order
packets at the destination.

The three components described previously rely on
each other to perform the objective function of the
algorithm. The Routing Table representation depends on
the In-Network monitoring protocol to deliver its mes-
sage, and the monitoring protocol depends on the Path
construction component to know to whom to send the
statistics. All these components deliver their information
to the routing algorithm, which takes routing decisions
based on the available paths and their congestion status.
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StepRoute’s routing algorithm requires the knowledge
of the available paths (provided by the path construction
component), local and remote statistics (provided by the
In-Network Monitoring), and finally the routing mask
(from the Routing Table Representation). The algorithm
executes whenever new statistics are available, and re-
populates the routing table for each destination. This
pre-calculation enables rapid next hop lookup during the
routers operation.

The routing algorithm consists of three cases corre-
sponding to the state of the links local to a router:

o Case I - All local paths uncongested. In this case,
the algorithm only looks at the statistics received
from neighboring routers. Assuming there are mul-
tiple paths available, the router searches for the
least congested path which is simple due to the
classification of the congestion values discussed in
Section II-A. Clearly, if the algorithm finds a remote
path with is not at all congested, it immediately
selects this path for forwarding. On the other hand,
if all the remote congestion counts are equal or if
none is found, the shortest path is selected.

o Case Il - Some local paths are congested while
others are not. This case is slightly more complex
because a local path, even if it is carrying some traf-
fic, may still be amongst one of the better options.
This is due to the fact that remote paths, which
lay beyond a completely uncongested link, may be
completely congested. In this case, the algorithm
ranks the candidate paths by summing their local
congestion with the remote congestion. The path
with the lowest congestion value is then selected.
As with Case I, if there are multiple candidates, the
shortest one is selected.

o Case III - All local paths are completely congested.
This case is very much similar to the first case.
The idea here is to look at the congestion values of
remote routers and determine the least congested
path, in an effort to use up all the available band-
width. Again, if multiple candidates are found, the
algorithm defaults to the shortest path.

Let us consider, as an example, the network given in
Figure 1 and its associated Table II, when multiple flows
enter at router F destined for network A. We also assume
that each flow is long lived and that it immediately
consumes half of the available bandwidth. There are four
paths between networks F and A, namely F-D-B-A (1),
F-D-C-A (2), F-E-C-A (3), and F-E-B-A (4), path (1) is
considered to be the shortest followed by path (2) and so
on. As there are only two distinct paths we can expect to
double the network throughput with expect to a shortest
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path algorithm. It is important to note that, with respect
to the real implementation the routing tables are pre-
computed as statistics become available and not when a
flow arrives.

When the first flow arrives, it is bound to path (1) as
this path is considered to be the shortest, and due to Case
I, this then causes an update from the routers F, D, and B
indicating that their links are partially congested. When
the next flow arrives, the decision is taken by Case II of
the algorithm, and therefore the algorithm will consider
the paths with next hop E as this link is not congested.
The path (4) is excluded, because the link between B
and A is congested due to the first flow. Therefore the
second flow is bound to path (3). Upon arrival of the
third flow, Case II will rank the available paths according
to the congestion level and will choose path (2) as the
link between D and C is not congested. Similarly, when
the fourth flow arrives, Case II ranks the available paths
again and picks path (4). As subsequent flows arrive at
router F, Case III attempts to find available bandwidth
to send the flow on and if this is not possible it sends it
onto the shortest path.

IV. RESULTS AND DISCUSSION

In this section, we present results obtained from our
real world implementation. The experimental setup is
shown in Figure 1 which operates at 100Mb/s and all link
costs are equal to one. It was achieved using commodity
routers running an OpenFlow [19] enabled firmware
and using NOX [20] as the OpenFlow controller. The
tests are performed by running 30-second UDP streams
simultaneously between hosts connected to routers F
and A using IPerf. The streams are run at 30 Mb/s
and their number is increased to observe the behavior
of StepRoute. We compare StepRoute (SR) (using four
classes of congestion) with shortest path routing (SP),
and MultiRoute(MR). Due to space requirements we are
only able to present one set of results.

Figure 2 shows the performance of shortest path
routing, MultiRoute and StepRoute under the scenario
described above. Shortest Path routing is first to be
limited, this is because for each flow SP routes onto the
same path which means that by the third flow the path
is nearly at saturation. MultiRoute performs better than
SP, but still worse that SR. This is due to the fact that
MR only uses a single bit to represent congestion and
therefore a link may be marked as congested while it still
has ”’spare” bandwidth and thus the protocol avoids using
it. Finally, StepRoute does not suffer from this problem,
because it classifies congestion into several classes, it has
a finer control over the congestion levels of the different
paths from F to A.
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1 2 3

Number of Flows

Fig. 2: StepRoute versus Shortest Path Routing and MultiRoute.

V. CONCLUSION AND FUTURE WORK [7]

In this paper, we have shown that by using congestion
values, we can increase the overall throughput of a  [8]
network. By using an in band monitoring protocol, we
are able to deliver statistical information to routers in a  [9]
timely manner. The use of classes of congestion greatly
increases the performance of a protocol. More impor-
tantly, we are able to represent these classes efficiently (g
with respect to a minimal one-bit marking. Our routing
mask approach reduces to a minimum the amount of
overhead required to signal router with detailed infor-
mation about the network. [12]

The results show that StepRoute performs significantly
better than shortest path routing, and to our previous
work; MultiRoute. Our results show that StepRoute is
a promising protocol, but more work is needed to de-
termine how well StepRoute scales when deployed onto  [14)
a large-scale network. Also, it would be interesting to
experiment with full-mesh traffic to observe StepRoute’s
behavior. [15]

Future work is required to better understand the effects
of the different parameters which make up StepRoute.
Also, a future implementation of the routing masks [16]
would be to extend them to describe entire paths, from
a source to a destination.

[11]

[13]

[17]
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Abstract—Many researchers agreed that splitting the IP-
address into a locator and an identifier seems to be a promising
approach for a Future Internet Architecture. Although this so-
lution addresses the most critical issues of today’s architecture,
new challenges arise through the mapping system which is
necessary to resolve identifiers into the corresponding locators.
One interesting question is how the naming of identifiers is
achieved. In this work we give an overview of a naming scheme
for identifiers based on the HiiMap locator/ID split Internet
architecture. The naming scheme supports user-friendly iden-
tifiers for hosts, content and persons and does not rely on DNS.
We furthermore give a possible solution for a lookup algorithm
that can deal with spelling mistakes and typing errors.

Keywords-Locator/ID split; Future

schemes; Content Addressing

Internet; Naming

I. INTRODUCTION

Today’s Internet architecture has been developed over 40
years ago and its only purpose was to interconnect a few
single nodes. No one expected that the Internet and the
number of connected devices would grow to the current size.
Measurements show that the Internet continues growing at a
tremendous high rate [1]. The address space of the current
IPv4 addresses is already too small to address every single
node in the Internet and the growth of BGP routing tables
sizes becomes critical for the Internet’s scalability [2]. While
IPv6 is a promising solution for the shortage of addresses, it
will probably increase the BGP routing table problem. Be-
sides that, more and more devices connected to the Internet
are mobile, such as smart phones or netbooks. However, the
current Internet architecture has only very weak support for
mobility as the IP address changes whenever a device roams
between different access points.

Separating the current IP address into two independent
parts for reachability and identification is a possible solution
to many problematic issues with today’s Internet [3]. With
this approach a known identifier (ID) can always be used to
reach a specific host, no matter where it is currently attached
to the network. However, not only the number of hosts has
developed differently than initially expected, but also the
way people use the Internet. Today, the focus of the Internet
is on accessing a specific piece of information and the host

'G. Kunzmann is now working for DOCOMO Communications Labora-
tories Europe GmbH, Landsberger Strasse 312, Munich, Germany.
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that stores the information os of minor interest. Furthermore,
the emergence of social networks, Web 2.0 applications,
Voice over IP (VoIP) and instant messaging applications
additionally put the person in the focus of interest.

The split of locator and ID thereby offers perfect prereq-
uisites for the support of addressing schemes for content,
information and persons. Using this paradigm, an ID is
assigned for every host, content and person. A highly
scalable and flexible mapping system translates IDs into
the corresponding locators. Note that the mapping system
is mandatory a part of each locator/ID split architecture.

A crucial question is how to name and assign IDs. As IDs
are used as control information in communication protocols
and packet headers, they are mostly fixed-length bit strings
that can be hardly memorized by humans. In this work we
present a flexible and adaptable naming scheme for IDs that
can be used to identify hosts, content, persons and is open
for future extensions. Our approach is based on the HiiMap
Internet architecture [4]. HiiMap provides a highly scalable
and customizable mapping system. It does not rely on the
Domain Name System and allows each entity to calculate
the requested ID on its own.

The paper is structured as follows. In Section 2 we
discuss related work and different concepts of locator/ID
split architectures. Section 3 describes our approach of a
new naming scheme for IDs while Section 4 deals with a
lookup algorithm that tolerates spelling mistakes. Section 5
summarizes the results.

II. RELATED WORK

Many proposals dealing with the split of locator and ID
have been published so far, but only a few of them discuss
how to name IDs. However, almost all of them use a bit-
representation of constant length as ID.

A. Host-based approaches

LISP: In contrast to other architectures that are examined
in this work, LISP [5] does not separate the identifier from
routing purposes. Within an edge network, the normal IP-
address still serves as so called Endpoint Identifier (EID)
and routing address at the same time. While the EID is only
routable inside a LISP-domain, an additional set of addresses
is used for the routing between different LISP-domains,
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which are called Routing Locators (RLOC). RLOCs are
the public IP-addresses of the border routers of a LISP-
domain, globally routable, and independent of the nodes’
IP addresses inside the domain. Whenever a packet is sent
between different LISP-domains, the packet is first routed to
the Ingress Tunnel Router (ITR), encapsulated in a new IP
packet, and routed to the Egress Tunnel Router (ETR) ac-
cording to the RLOCs. The ETR unpacks the original packet
and forwards it to the final destination. A mapping system
is necessary to resolve foreign EIDs (EIDs that are not in
the same domain) to the corresponding RLOCs. However,
as in normal IP networks, the EID changes whenever a node
changes its access to the network. Furthermore, DNS is still
necessary to resolve human readable hostnames to EIDs.

HIP: The Host Identity Protocol [6] implements the
locator/ID split by introducing an additional layer between
the networking and the transport layer. For applications
from higher layers the IP address is replaced by the Host
Identity Tag (HIT), which serves as identifier. The IP address
is purely used as locator. The main focuses of HIP are
security features. This is why the HIT is a hash value from
the public key of an asymmetric cryptographic key pair.
Encryption, authenticity and integrity can be achieved in this
way. However, the coupling of ID and public key is a major
drawback, as the ID changes whenever the key pair changes.
Furthermore, HIP solely is a host based protocol and is not
suitable for addressing content or persons.

HIMALIS: Like HIP, the HIMALIS (Heterogeneity In-
clusion and Mobility Adaption through Locator ID Sep-
aration in New Generation Network) [7]approach realizes
the locator/ID split by introducing an extra layer between
network and transport layer, the so-called Identity Sublayer.
HIMALIS can use any kind of addressing scheme for
locators and supports security features based on asymmetric
keys. However, it does not burden the ID with the semantic
of the public key. HIMALIS uses domain names as well as
host IDs to identify hosts. In contrast to other approaches,
a scheme how to generate host IDs out of the domain name
using a hash function is shown. However, they use multiple
databases for resolving domain names and hostnames to
IDs and locators. Furthermore, it is again only a host based
protocol.

B. Content-based approaches

Contrary to the host based approaches, the NetInf (Net-
work of Information) architecture shows how locator/ID
separation can be used for content-centric networking [8].
By introducing an information model for any kind of
content, NetInf allows fast retrieval of information in the
desired representation. Thereby, each information object
(I0) includes a detailed description of the content and its
representations, with locators pointing to the machine that
stores the information. The ID is assigned to the IO and is
composed out of hash values of the content creator’s public
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key and a label created by the owner. In order to find a
specific 10, the creator’s public key and label must be known
exactly.

Another Future Internet Architecture focusing on content
is TRIAD [9]. One key aspect of TRIAD is the explicit
introduction of a content layer that supports content routing,
caching and transformation. It uses character strings of
variable length as content IDs and uses the packet address
solely as locator.

C. Hybrid approaches

A proposal for a Next Generation Internet architecture
that supports basically any kind of addressing scheme is the
HiiMap architecture [4]. Due to the locator/ID separation
and a highly flexible mapping system, HiiMap allows for
addressing hosts as well as content and is still open for
future extensions and requirements. In the following we use
the term entity for any addressable item.

The HiiMap architecture uses never changing IDs, so
called UIDs (unique ID) and two-tier locators. One part
of the locator is the LTA (local temporary address) that is
assigned by a provider and routable inside the provider’s
own network. The other part is the gUID (gateway UID).
This is a global routable address of the provider’s border
gateway router and specifies an entrance point into the
network.

HiiMap splits the mapping system into different regions,
whereby each region is its own independent mapping system
that is responsible for the UID/locator mappings of entities
registered in this region. The mapping system in each region
consists of a one-hop distributed hash table (DHT) to reduce
lookup times. As DHTs can be easily extended by adding
more hosts, the mapping system is highly scalable. In order
to query for UIDs which regions are not known, a region
prefix (RP) to any UID is introduced. This RP can be queried
at the so-called Global Authority (GA), which resolves UIDs
to RPs. The GA is a centralized instance and acts as root of a
public key infrastructure, thus providing a complete security
infrastructure. As RP-changes are expected to be rare, they
can be cached locally.

Like other approaches, HiiMap uses fixed length bit
strings of 128 bits as UID. As plaintext strings are not
feasible as UIDs due to their variable length, a naming
scheme is necessary to assign UIDs to all kinds of entities.
Thereby, the existing Domain Name System is to be replaced
by the more flexible HiiMap mapping system.

III. NEW NAMING SCHEME FOR IDENTIFIERS

In this section we introduce a naming scheme for IDs
that is suitable to address basically any entity and that can
be generated out of human friendly information. Although
we use the HiiMap architecture exemplarily, this approach
can also be adapted to other locator/ID split architectures.
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’ Type \ input to Hash(name) \ Ext 1 Ext 2 ‘
static host plain text domain name hash of local hostname service
non-static host | global prefix assigned by provider | hash of local hostname service

content
person

plain text content name
first + last name

version number
communication channel

child content
random

Table I: Content of UID fields corresponding to different types

A. General Requirements for Identifiers

When introducing a Future Internet Architecture based on
locator/ID separation, the ID has to fulfill some mandatory
demands. In the following we sum up general requirements
for IDs proposed by the ITU [10]:

o The ID’s namespace must completely decouple the
network layer from the higher layers.

o The ID uniquely identifiers the endpoint of a communi-
cation session from anything above the transport layer.

e The ID can be associated with more than one locator
and must not change whenever any locator changes.

o A communication session is linked to the ID and must
not disconnect when the locator changes.

In addition to the ITU we add further requirements:

o An ID must be able to address any kind of entity, not
only physical hosts.

o Every communication peer can generate the ID of its
communication partner out of a human readable and
memorable string.

o The ID is globally unique, but it must be possible to
issue temporary IDs.

o The registration process for new IDs must be easy.

o IDs must be suitable for DHT storage.

While some of these aspects mainly affect the design of
a Future Internet Architecture based on a locator/ID split,
some issues are directly related with the naming of IDs.

B. Generalized Identifier

As IDs are used in the transport layer protocol to de-
termine the endpoint of a communication, we cannot avoid
using fixed-length bit strings to realize packet headers of
constant size. In combination with DHTSs, which also require
fixed-length bit strings, the usage of a hashing function is
obvious. In contrast to other approaches, which compose the
ID of one hash value only, we split the ID in several prede-
termined fields whose purposes are known to all entities.

In the following we introduce a generalized scheme how
to compose global unique IDs (UID) for any entity and
give concrete examples how to name hosts, content and
persons. Our scheme allows storing all these IDs in the
same mapping database and is yet flexible enough to support
different databases for different types of IDs.

Figure 1 shows the generalized structure of an ID, which
is composed of a region prefix (RP) and an UID. The UID
consists of a type field (T), the hash value of a human
friendly name for the entity to be identified as well as two
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extension fields (Ext 1 and Ext 2). The UID is stored in the
mapping system of a specific region, denoted by the RP.

The type field T denotes to which type of entity the UID
belongs to. As T contains the most significant bits (MSB) in
the UID, it is possible to map different ID types to different
databases in the mapping system. We suggest 128 bits for the
UID, whereby 4 bits are used to determine the type, 76 bits
are assigned for the hash value, 32 bits for Ext 1 and 16 bits
for Ext 2. In the following we show realizations for applying
UIDs to different types: host, content and persons. Table I
gives an overview how the UID is composed according to
the type of entity. Each part is described in detail in the
following subsections. Note that our scheme is not limited
to these types, but can easily be extended.

RP|T Ext 2

Hash(name) |[Ext 1] uiD

Figure 1: UID with regional prefix RP

C. Identifiers for Hosts

IDs for hosts are the most common use case today and
DNS is used to resolve hostnames to IP addresses in order
to access a specific machine. The hostname, or FQDN (full
qualified domain name), which specifies the exact position
in the tree hierarchy of the DNS, can be roughly compared
to the ID in a locator/ID separated Internet architecture.
However, the FQDN is not present in any lower layer
network protocol and is solely used in the application layer.

Similar to today’s hostnames, we introduce a hierarchy
to our UIDs. However, contrary to FQDNs, our scheme
is limited to two hierarchical levels: a global part and a
local part. While the global part is used to identify a whole
domain, e.g. a company or an institute at a university, the
local part is used to identify single machines within this
domain. Note that the term domain does not refer to a
domain like in today’s DNS hierarchy. A domain in our
solution has a flat hierarchy and simply defines an authority
for one or more hosts. We differentiate between two different
types of host UIDs:

1) Static Host Identifier: Static host UIDs are never
changing IDs that can be generated by hashing a human
readable hostname. Their main purpose is for companies or
private persons that want to have a registered UID that is
always assigned to their host or hosts.

Hash: The domain name part of the plain text hostname
is used to generate the hash field of the UID.
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Ext 1: The hash value of the local host name is used
to generate this field. A local hostname is unique inside a
specific domain. An example for a local hostname could be
pc-work-003 and mydomain.org as its domain name.

Ext 2: The Ext 2 field is used to identify a specific service
on the host. It can be compared to today’s TCP or UDP ports.
However, specifying a value in Ext 2 is not necessary when
requesting the locator for a specific host from the mapping
system and can therefore be set to zero. As the host is
precisely identified with the global and local UID part, it
is not necessary to store identifiers for each service of the
host as they would all point to the same locator. Instead,
Ext 2 is set to zero in the UID when querying the mapping
system and filled with the specific service identifier when
actually accessing the node.

For privacy reasons it is possible not to publish the UID
for a private host in the global mapping system but only in
a local database. For a single point of contact it is possible
to use an UID with Ext 1 set to zero, which points to
e.g. a login server, router or load balancer which forwards
incoming requests to internal hosts.

Note that the host has to update its mapping entry pointing
to new locator(s) upon a locator change.

2) Non-static Host Identifier: Contrary to static host IDs
and the basic idea of never changing UIDs there will always
be the need for non-static host UIDs, i.e. IDs that do not have
to be registered, that are assigned to a host for a specific time
and that are returned to the issuer if no longer needed. An
example can be a private household with a DSL or dial-
up Internet connection and a few hosts connected through
a router. Each host needs its own, distinct UID to make
connections with other hosts in the Internet, but it does
not need to have a registered, never changing UID if no
permanent accessibility is needed.

Hash: The global part is assigned to the router or middle-
box that provides Internet access to the other hosts during the
login process. It can be compared to the advertisement of an
IPv6 prefix. The global part is valid as long as the customer
has a contract with its provider. A new global part is assigned
if the customer changes its provider. Yet, the transfer of
a global UID part between different providers should be
possible. In order to assign non-static UIDs to customers,
each provider holds a pool of global UID parts. The mapping
entry for a specific dynamic host UID is generated by
the corresponding host immediately after assignment and
whenever its locator changes. However, each host with no
static UID assigned must proactively request a non-static
host UID, either by its provider or router and middlebox,
respectively. Note that the global part of a non-static host
UID does not consist out of the hash value of a plaintext
string and can therefore not be computed.

Ext 1: The local part of the dynamic UID is generated
from the local hostname of a machine.

Ext 2: Identical to the static host UIDs.
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D. Identifiers for Content

As the focus of the users in the Internet is shifting from
accessing specific nodes to accessing information and con-
tent, different approaches towards a content-centric network
have been made as shown in Chapter II. By applying the
idea of information models, like the Netlnf approach, to
our naming scheme, each content, which can be e.g. a
webpage or an audio or video file, gets its own distinct UID.
Hereby, the UID does not point to the data object itself but
to the information model of the content that has a further
description and metadata stored.

Hash: For generating the UID of content we have to
use a meaningful name that can describe the corresponding
content or information. While this is indeed quite a difficult
task, possible solutions could be e.g. the name of a well-
known newspaper like nytimes which refers to the front page
of the New York Times online version. Similar, the name of
an artist could refer to an information object where albums
or movies are linked.

As the spelling of the content description is not always
exactly known, we suggest a lookup mechanism that can
cope with minor spelling mistakes in the next chapter. In
our proposal this plaintext name is used as input to a known
hash function to generate the hash part of the UID.

Ext 1: This field is optional and can be used to access
some more specific parts of the content or information that
is directly related with the main object. This can be e.g. one
specific article from a newspaper site or one specific album
or piece of music from an artist. Ext 1 can help to avoid
downloading a maybe bigger object description of the main
content to gather the desired information. Another benefit is
that each child object has its own locator and therefore can
be stored on different locations while still being accessible
through its parent UID. This is not possible today as e.g.
the URL of a newspaper article is directly coupled with the
host storing the information.

Ext 2: This field can be used to access a specific version
of the desired content or information. Like in a versioning
system, the Ext 2 field allows the user to easily access any
earlier version and the changes made to the information. The
actual version can be obtained by setting Ext 2 to zero.

Unlike with host addressing, we cannot simply connect
to a locator returned by the mapping system. As the infor-
mation object is a description of content or information, the
requesting application or user has to evaluate the information
object and select the desired representation according to the
users needs. Thus, the network stack will not evaluate the
data received from the mapping system for a content UID
query but forward it to the corresponding application.

Note, n case a name, e.g. nytimes, refers to both a host
(company) as well as content (webpage), the type field is
used to differentiate whether a host or a content locator is
returned.
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E. Identifiers for Persons

With the emergence of social networks, Internet-capable
devices, Voice-over-IP (VoIP), etc., the need for personal IDs
arose, as the person inself is moving in the focus of interest.
Whenever somebody wants to contact a specific person he
is interested in the communication with that person and
does not want to care about the device, e.g. which phone or
computer the person is currently using for communication.
However, the user must have the possibility to choose the
communication channel. That can be an email, a phone call,
a message on a mailbox, a chat with an instant messenger
or a message in a social network and so on.

Hash: The main part of a person’s UID consists of a hash
value calculated from the person’s full name, i.e. first name
plus last name. As many people have the same first and
last name, the hash value is ambiguous and we need further
information to distinguish between different persons.

Ext 1: For this purpose we use a random number for Ext 1
when initially generating a person’s UID [11]. This initial
generation is not done by the person itself, but is issued by
a federal authority and valid for lifetime.

Ext 2: This field is used to specify the communication
channel to the corresponding person and has a set of prede-
termined values, e.g. for email, VoIP, or instant messaging.
Note, there are still enough unused values for future needs.
According to each Ext 2 value, different locators can be
stored in the mapping system, i.e., the Ext 2 value referring
to the VoIP account can point to the locator of a VoIP
provider or directly to a VoIP phone, the value referring to
the mailbox can point to a mail server. The mapping entry
for Ext 2 set to zero includes the person’s full name and,
depending on the person’s privacy settings, further details
about the person like birth date or current residential address.
Ext 2 set to one is used to get the locator of the machine
the person is currently working on if the corresponding
person agreed to publish this information. Thereby, the
communication channel can be signaled in a higher layer.

However, to contact a specific person, not only the per-
son’s name but also Ext 1 must be known. There are two
possibilities: First, the initiating person knows the correct
UID of its communication partner because they have ex-
changed it (like email addresses today). Second, the holder
of a personal UID can agree to be indexed in a directory that
is accessible through a personal UID with Ext 1 and Ext 2
set to zero. This directory can be compared to a phone book
and stores additional information about all persons that have
the same name including their random Ext 1 values.

IV. IDENTIFIER ASSIGNMENT AND LOOKUP

As each UID is globally unique by definition, it must
be ensured that only one entity at a time has a specific
UID assigned. It must be further prevented that any entity
is hijacking an UID for malicious purposes.
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A. Registration and assignment

The registration process for a static host UID can be
compared to today’s domain names. Whenever a new static
host UID shall be registered, the corresponding mapping
region checks, like the NIC today, if a specific UID is already
registered. If the UID is unused, the mapping region creates
an initial entry in the mapping system, including the host’s
public key. From now on, the host can update its mapping
entry at any time, e.g. when it changes its access point. The
update message to the mapping system must be signed with
the host’s private key, thus avoiding the UID to be hijacked.
The UID at the node is configured via a system file like
/etc/hostname. The owner of a host must proclaim changing
the key-pair of a node at the mapping region.

The purpose of non-static UIDs is that they do not need
a registration process, as their prefixes are assigned by a
provider and therefore belong to that provider. However, it
must be possible for hosts with non-static UIDs to change
their mapping entries due to roaming although they have
not been individually registered. Therefore, whenever a new
non-static host UID is assigned, the provider creates the
initial mapping entry on behalf of the corresponding host
using the host’s public key. Then, the host can directly
update its locator at any time in the mapping system.
However, if a host wants to change its key pair, the node
must directly be connected to the provider. Only the provider
can verify that this host is allowed to update the public key
because the provider can verify the login data. If a host is
permanently relocated to another provider, it has to request
a new non-static host UID at its new access point. After that
it has to initiate the clearance of its old UID.

The procedure for content UIDs is basically the same like
for static host UIDs. The content creator has to initially
register the hash part of the UID at the mapping system.
However, it does not need to register each single content
that is provided. Then the content provider can freely create
new content that only differs in Ext 1 and Ext 2. A special
case is content that is free to public changes like Wikipedia.
Here, everybody is allowed to create a new version of the
corresponding content that differs in Ext 2 but changes must
be verified with the person’s key pair.

Unlike with UIDs for hosts or content, UIDs for persons
are assigned by an authority of the state. As the personal
UID can be used to make transactions and legal contracts,
it has to be guaranteed that the UID cannot be abused.
Furthermore, it has to be guaranteed that values for Ext 1
are unambiguous. That would not be the case if everybody
would generate its own random value for Ext 1. Thus, during
the registration process, an authority creates the mapping
entry for the person requesting a UID and deposits the
person’s public key. Then, the person can update and create
any entry for Ext 2 on its own. Changing the key pair must
be accomplished through the issuing authority.
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B. Lookup mechanism

The idea of our naming scheme for IDs is based on the
fact that each UID can be generated out of a known plain text
string with a known hash function and without an additional
naming system like DNS. However, as the main part of any
UID consists of a hash function, the desired entity can only
be found if the plain text string that builds the UID is exactly
known and no spelling mistake or typing error occurred. To
overcome this drawback, we suggest a lookup mechanism
that is based on n-grams in addition to the pure UID lookup.

1) n-gram generation: Although DHTs only support
exact-match lookups, it is possible to use n-grams to perform
substring and similarity searches. Hereby, each plaintext
string is split up into substrings of length n, which are called
n-grams. The n-gram and its hash value is then stored as
key/value pair in the DHT [12].

A typical value for n is two or three. With n = 3, the
content name nytimes e.g. is split up into I = 5 trigrams
h; with ¢ = 1,...,I: nyt,yti, tim, ime, mes. Additional to
the actual mapping entry indexed by the UID, the hash
value H(h;) of each n-gram h; is inserted in the mapping
system together with the corresponding plain text name P.
Thereby, the mapping entry for an n-gram consists of the
tuple (H (h;); plaintext string) [11]. Although these tuples
are stored in the same mapping system like the UID, we
suggest using a different database within the mapping system
for performance reasons. Whenever the entity changes its
location, no updates of the n-grams are necessary, as they
do not contain any locator information but only the entitie’s
plaintext name.

2) Querying UIDs: Whenever querying the mapping sys-
tem for a specific UID, the first step in the lookup process
is using the precalculated (or already known) UID as query
parameter. Only if the mapping system is not able to find a
mapping entry to the corresponding UID, e.g. because of a
spelling mistake, the n-gram lookup is executed. It is up to
the user or application if an n-gram based query request is
initiated.

In doing so, the second step is to calculate the cor-
responding n-grams out of the plaintext string and query
the mapping system for each n-gram. The mapping system
sorts all matching n-grams according to the frequency of
the plaintext string and returns the list to the user. With
high probability, the desired plaintext has a high rank in the
returned list. By further correlating the input string with each
returned plaintext string, the result is even more precise [13].

As the user must evaluate the results returned by an
n-gram query, the network stack will forward that data
directly to the application, which is responsible for correct
representation. However, although this feature is similar to
Google’s ”Did you mean...?”, the mechanism is not suitable
to handle complex queries with semantically coherent terms
as Google can do.
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V. CONCLUSION

In this work we presented a new naming scheme for IDs
in locator/ID separated Future Internet Architectures. The
generalized ID scheme is suitable for basically addressing
any kind of entity. We showed examples for hosts, content
and persons. Because each UID can be computed out of
a human readable plaintext string, an additional naming
system like DNS is not necessary any more. Due to the
extendible type field, we have the possibility to assign ID-
types for e.g. mobile phones, sensors or even cars or abstract
services that provide any functionality to a user. Because IDs
are independent from locators, a communication session is
not interrupted upon an access point change. Furthermore,
by introducing an n-gram based extended lookup mechanism
we are able to cope with spelling errors and typing mistakes,
thus improving the quality of experience for the user.
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Abstract — Two network-virtualization architectures, namely,

network segmentation and network paging, were invéigated.

They are analogical to two memory-virtualization achitectures:

segmentation and paging. Network paging, which isetatively

new and is based on a type of network-address tralasion

(NAT), is focused on. This architecture requires s@ler packet

size and has several more advantages over the contienal

architecture (i.e., network segmentation). Intranet and extra-

net-type communication methods based on this archdtture are

described. An address translators is placed at eaatdge router
in the WAN and used to evaluate client-server comrmmication

under wide-area virtual-machine (VM) live migration as a case
of extranet-type communication.

Keywords — network virtualization; segmentation; paging; ne-
work address translation; NAT; extranet.

|. INTRODUCTION

Network virtualization (NV) isolates multiple commities
while using the same hardware, namely, computetsyark
nodes, and network links. It enables users to ertwtir own
wide-area networks. Virtual networks (VNs) are oustza-
ble and programmable. Because the developers of 04Ns
exclude the complicated and unnecessary featuresrien-
tional internet-protocol (IP)-based networks, theicture of
a VN is much simpler. The developers can use sfiegliP

protocols such as IP-[Oht 10] or can introduce non-IP pro-

tocols that are simpler, more powerful, and mofieieft.
One of the complicated functions performed by reattd
IP-based networks is network-address translatiodT{N
[Zha 08] [Ege 94]. Using NAT is limited and comglted, so
many engineers and scientists would prefer to avoid
using it. However, it plays an important role iralre

tion in main-memory virtualization is explained atweb NV

architectures, namely, network-paging-based or esddr
translation-based architecture and network-segrtienta
based architecture, are described in Section Ie frmer
architecture is explained in detail in Section 8hd a com-
munication method using this architecture is désctiin

Section IV. An application of address-translatiaséd vir-
tualization, namely, wide-area VM live-migratiors pre-

sented in Section V. Related work is briefly revéelin

Section VI, and the paper is summarized in Sedfibn

Il. PAGING AND SEGMENTATION

A. Paging and segmentation in main memory

Virtualization technology was first developed fartwalizing
computer memory. In particular, data in memory wead
and written by using virtual addresses. Two memory-
virtualization architectures, segmentation and p@gi
[Tan 08], were developed.

¢ Segmentation A memory-virtualization architecture in

which the memory space is divided into logicallpaeated

and variable-sized segments and each user usegnese

(see Figure 1(a)). Logical and physical memories are

mapped to each other by using segment registerpoirat

to the head of physical-memory segments. A memdry a

dress is represented by a pair consisting of a eag(reg-

ister) number and a displacement in the segment.

« Paging A memory-virtualization architecture in which the
memory space is divided into fixed-size pages dm t
pages of all the users of a computer are mappedisin-

world networks. Conventional NAT [Sri 01] is use! L°g'§SLT§§” o memy;'if,"ace LOQIESLT:? v Physﬁsla?: oy

when the number of available IP addresses is less User 1 User 1

required. It is also useful when there are IP asiulys | Address A P —— | oA Address

that are only used locally or should be hidden fitae |2 N e

global network. . . - ‘ 0200[Page £3]%|  |"|[Page 12]000
Several types of address translation will play imf | 5o, 0300| Page 1-4}/ | JPage 22| 100

tant roles in NV. Although all types of addresstia- [E—C— : “'page 1-3|200

tion can be called NAT, in this paper, the term “NA User 2 User 2 Page 3-1|300

is not used for these types of address transldtir | A% fgg(;esps — Page 3-2|400

cause NAT is usually used for conventional spec |, 1100 [Page 22 | [E0E2R| >0

types of address translation, so it may cause rdissa —l Page 1-2|600

tanding. However, even in the case of conventis UEmi User3 Page 14 ;gg

NAT, the localization and information hiding desed | Address Address Al R

above can be regarded as a virtualization funcm- |0 2000 SRR ||

ilar to dynamic address translation (DAT) used |*® 2100jPage 32|

memory virtualization, address translation is ohéhe |°* 2200 i

two core functions that can be used for virtuaiorat (a) Segmentation (b) Paging

In the remainder of this paper, paging and segme

Copyright (c) IARIA, 2011 ISBN:978-1-61208-113-7

Figure 1. Twc memony-virtualization arcitecture
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gle large address-space (see Figure 1(b)). Logiral

* Network paging(address-translation-based virtualization

physical memories are mapped to each other by using ATV): A VN architecture that distinguishes every neatio
namic address translation (DAT). A memory address i object in all VNs by a single unique address. The<are

represented by a number that indicates a pointhénat-
dress space.

mapped into the address space of a wide-area ¢gbakyl
network (WAN). This mapping is a type of NAT. A tea

These architectures have advantages and disadeantagnetwork address is represented by this single addend

segmentation is conceptually simpler, but paginginspler
to implement. They may also be used in combination.

B. Paging and segmentation in network

We can assume that there are two NV architectinagscor-
respond to the above two memory-virtualization aedtures

virtualization described below. In the case of mgmartua-
lization, memory data are organized into a virtar@mory
structure that differs from a real-memory structiBinilarly,
in the case of NV, objects such as virtual machif\éds)
are organized into a virtual-network structure thlgfers
from a real-network structure. Multiple memory-agkshk
spaces are created by memory virtualization. Sitgjlanul-
tiple network-address spaces (or name spaces)hichwir-
tual hosts, virtual nodes, and other virtual oljeetre
identified, are created by NV. Both memory data padkets
are read and written by using virtual addressesnéones),
and the formats of data addresses and object addrese

each packet contains the sender’'s and the recei@bs
of this type. A virtual-address space may be dididdo
multiple pages and may be mapped to two or more n
contiguous subspaces in the WAN (d&gure 2(b)), al-

on

though the page size may be varied because theve is
hardware restriction. Each VN page must be mappeal t
because of the analogy between memory- and networkion-overlapping range of the WAN address spacéhdf

same OIDs are used in two VNs, they are mappedfio
ferent addresses in the WAN.

d

Most conventional NV methods are based on network

segmentation. Each data frame in a VN is encapslilay a
packet header of the substrate network (i.e., Uyidgrnet-
work), and the segment identifier is in the packeader.
Typical NV methods use IP-based encapsulation ssche-
neric routing encapsulation (GRE) [Far 00], usesfey me-
thods such as VLAN, or use multi-protocol label tsing
(MPLS). With these methods, GRE keys, VLAN tags,
MPLS labels contain the segment identifiers or latibat
correspond to the segment identifiers.

or

similar too. The following two NV architectureseathere-  |n contrast to segmentation, network paging (i4TV)
fore assumed seems to have been seldom used for communicatiarebe
 Network segmentatio NV architecture that distinguish-two or more sites of a VN. Conventionally, eachaloget-
es every network object by a pair, namely, a VNtidier work behind a NAT is an independent network sitejtss
(called asegment identifigr and a virtual address (omotregarded as a VN site.
name), called an objedtlentifier (OID) hereafter. VPN  The format for identifiers is the same as thatrfetwork
numbers or names, or VLAN identifiers, are usedeg Segmentation and network paging; that is, the ades (or
ment identifiers (see Figure 2(a)). A real-netwaddress names) can be structured as a pair, i.e., (P®F)epresents
is represented by a pair of these two identifiars] each the segment or page, and F represents the subsaduréeld
packet contains the sender’'s and the receiver'ss@ib identifier that distinguishes the object from otludsjects in
this type. If identical OIDs are used in two VNBsgy can the same page or segment. Both PS and F may beensioh
be distinguished because their segment identifiegsdif- symbolic names such as a fully qualified domain @am
ferent. This type of virtualization is widely usedVPNs (FQDN). Examples of PS and F are given as follows.
and experimental virtual networks. * Numerical examplePS = 172.16/16 (the first 16 bits of an
IPv4 address) and F = *.*.10.21
(the last 16 hits). PS represents a
network page.

Symbolic examplePS = exam-

Network address
space in the WAN

Virtual network
address spaces

Virtual Network 1

Virtual network
address spaces

Virtual Network 1

Network address
space in the WAN

Segment
ID/number

172.16/15 i%z:gg’t 172.16/15 Piess ple.com and F = www. PS
- Page 1-1| | Tar:lr; represents a segment.
|page 22|1°*?¥¢| » Compound examplePS = Gov-
! B ernment (a segment name) and F
Virtual Network 2 Virtual Network 2 S = 02.01.043 (a sub-address t.h_at
o116 I o] consists of a department, a divi-
’ age 2l sion, and a host number).
10,2716 10,2716 page 2-2| "|Page 21| 150.20n8 Three differences between net-
| {Page31|1502716| Work segmentation and network
Virtual Network 3 Virtual Network 3 paglng are explalned here. The first
ot is the overhead caused by segmenta-
10-1’16|:l— 10-2’151" tion and paging. In segmentation, a

segment identifier is added or re-
moved at LAN-WAN borders. The
packet size becomes larger in the

(a) Network segmentation (b) Network paging
Figure 2. Two networl-virtualization (NV) architecture
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WAN; on the other hand, it is smaller in pagin@.(i.LAN). memory virtualization. For example, because IP eskls
However, the processing overhead of adding or rémgo& are ordered, ATV using IP-to-IP translation is vsimilar to
segment identifier is not large. In contrast, thhecpssing memory paging. The virtual address space can asdib
overhead of address translation may be large. vided into multiple pages and mapped to non-cootigu
The second difference concerns the size and numibeaddresses (see Figure 2(b)). In the case of IPesses, a
segments and pages. In the case of paging, the Addkess subnet can naturally be regarded as a page.
space can be divided into a collection of pagessresthe  In contrast, unordered identifiers may have to aedted
size and number of pages can be altered. Howewethei in a different way; that is, an output address taye to be
case of segmentation, the size and number of segman- specified for each input address. In such a céasetransla-
not be changed because each segment is a logiegérated tion-table size must equal the number of MAC adskssn
address-space. the virtual space. For example, MAC addresses are
The third difference is between the methods fordling represented by a 48-bit number, but the order issigmifi-
non-IP protocols. In regard to network segmentatite cant. Each MAC address may therefore have to bdléén
encapsulated payload may contain a data frame cfrlein separately.
trary format. It may contain a non-IP frame; namelgn-IP o ]
protocols can be handled. In regard to networkmgagion- C- Types and varieties of mapping
IP protocols can also be handled, but the translatoust Address translation is not necessarily restrictethe page-
map non-IP addresses to IP addresses if the WAbIIRse  to-page type; that is, a translator may map cootiguad-
Network segmentation and network paging can be caofesses to non-contiguous addresses. If the vigpate is
bined. For example, paging can be used for datkepmcand symbolic, the mapping is also non-numerical. Howewe-
segmentation can be used for packets of the ICMPttazse merical mapping is focused on here, and it is eaiggd into
of routing protocols. three groups. It is assumed that the original asddisai and
the converted addressas.

Ill. ADDRESSTRANSLATION-BASEDVIRTUALIZATION (ATV) « Contiguous translationThis type of translation maps con-
A. Requirements of ATV tiguous addresses to contiguous addresses. Forpexam

Two conditions are required to enable ATV. a0=ai +100. Figure 2(b) depicts this type.

« Identity of addresses in VN sitesddresses (OIDs) used gltjré%idaggpessl‘gggqg rs“t?ipggeac?;rgsagslsa\t/:/(i)trr]] g?&i’mi;;m'_
for the same object at each site of a VN must ketidal '

: X X . : For exampleao =3 *ai + 1.
in ordinary cases. This means the mapping at tfiteoéx . . . .
the WAN must be the inverse of that at the entrance  © Randomized translationThis type of translation maps

» [solation of VNs The address translator at the entrance Ofc?ntlguous gddressesttc:j rgndomlze%l addrzssesex&ug—
the WAN may not let a packet with a disallowed agdr P 20 Can be generatec by a pseudo-random-number ge-

pass through. Multiple addresses used for a VN rhast nerato.r ora mapp'f‘g table. .
mapped into different addresses in the WAN. In toldj Randomized translation may be useful for securitgppses

the address translator at the exit of the WAN matylet a because it makes address scanning difficult. Stripensla-

packet with a disallowed address pass through.eTbes- 0N may be useful when there is a need to assigndr
ditions are met by dropping a packet when no teditsi more WAN addresses to each virtual address orwecsa.

rule matches either the source or destination addre Three miscellaneous issues concerning mapping @re d
scribed below. First, if the address format usetha VN is

An important difference between memory paging ftuctured, it is possible to map part of the agllrthat is

_”e“’VOF" paging is that, in the latter, t_he add'(@'@) in_ aN functional in the WAN to the WAN address, and torstthe
incoming packet must be translated in the inveisection. o "o "\ hole address, in the payload. For examiplan
Such inverse translation is not required in thenfar because address consists of a locator and a host-identifed the

incoming data, namely, memory content, do not dona WAN is an IP network, the former can be mappedrtdR
address. address, and the latter can be stored in the pdyloa

B. Ordered/unordered addresses Second, an address in the VN can be translateccono
bination of addresses in two or more layers in YHaN;
namely, the WAN address may contain informatiorinofi-
vidual hosts (i.e., MAC addresses). This represiemtgrob-
ably works well in small-scale WANs such as entisgpr
wide networks, but it is difficult to use them inage-scale
network because this representation is not scalable

With memory virtualization, the addresses are adekVith
NV, however, the OIDs are not necessarily ordetkdt is,
there are at least two types of identifiers.

» Ordered identifiersThe relationship between two identifi
ers, il and i2, is given as i1 > i2, il = i2, ordi2. IP ad-
dresses are ordergd identifiers because addregssraor Third, in network paging, if the same type of adsre
subnets, are meaningful. space is used for the VN and the WAN, and themoisd-

* Unordered identifiersNo order between two identifiers i&jress Conﬂict, address translation is unnecesm an
defined. The MAC addresses are unordered idergifier access control may be required) between them. Ample
In the case of ordered identifiers, addressesmage (in a of this case is given in Section V; however, tlsisaispecial

certain range) can be translated using the samieodhets in case, and address translation is usually required.
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D. Advantages and disadvantages of ATV sites can thus be connected through the WAN u$ing.|

The advantages and disadvantages of ATV compared tf the WAN is a closed network, it is possible tatm
segmentation-based virtualization are listed hEhe advan- translator at every external interface of the WAdge rou-
tages are as follows. ters to inhibit any unauthorized access to the ViNs set up
« No overhead and less redundancy in packetere is no 'S Similar to a memory-paging architecture, becaaseess

overhead in terms of packet size and less redurydianccontm' is a function of DAT, and usually no memagcess

the WAN. For example, in the case of IP-to-IP ttatisn, Can Pypass the DAT. In contrast, if the WAN is gre net-
the packet is the normal IPv4 packet. In contristhe work, such as the Internet, it is difficult to exde unautho-

network-segmentation-based method, the packet hawgt [12€d accesses. Because host addresses are mappleel t
a tunnel header, which contains the segment identih WAN address space, unauthorlzed users at a t“'f'fdmy
the WAN. illegally access the hosts. This can result incussy risk, so

« Availability of WAN functionsVirtualized packets maySLICh access must be inhibited.

utilize WAN functions because the behavior of tRelets  \;,q nework NI waN
depends on the WAN addresses; e.g., if the WAMifPa
network, the functions of ICMP or routing may befus.

e Availability of NAT implementationsAlthough conven-
tional NAT and address translation required fotualiza-
tion are different, implementations of the formeayrbe
enhanced to include functions required for theefattn
particular, because of the IPv4 address exhaugtiob-
lem, a high-performance carrier-grade (large-scala)r [Address—translation rules for Virtual Network 1: ]
[Nis 09] will be deployed. It may be used for vatiza- LAN :172.16/15<— 150.24/15: WAN -~ 1)
tion, and it will enable wire-rate translation perhance. ~ Figure 3. Intranet-type communication between ATY-

The disadvantages of ATV are listed as follows. based VN sites

* Potentially large memory size and slow rate of ps®ing  Figure 3 shows a translation rule that is requfceccom-
Address translation requires rule memory (or trai®h- munication between two sites, S1 and S2, throughaThe
table memory) and long? processing time. The requikame rule is used for both sites. It is appliecotth the
memory size may be large. In that case, it mayiffiewlt source and the destination addresses of a packet.
to process address translation at the wire rate. Only one page (a single rule) is used in this examp

* Restriction on OID formatsThe OIDs of hosts or nodes irHowever, there may be multiple pages; for examgites S1
the VN must be mapped to addresses in the WAN. Thisd S2 may use different pages that map to noriguants
may restrict the syntax and/or semantics of thesOID pages in the WAN. If there are two or more rulégytare

+ Possible conflict with WAN functio’?N functions may conceptually applied sequentially; namely, thetfitde that
cause conflict with WAN functions; e.g., if the WAB an matches the packet is used. However, the datasteucf the
IP network, address translation may make routingkvio rules can be optimized, and indexing or hashing beaysed.
an unexpected way on the VN. The meaning of the rule is described as follows.
Although the segmentation-based method seems ¢adbe * If a packet comes from the LAN, and if the sourceles-

ier and simpler in many cases, ATV has several mdges tination subnet (the first 16 bits of the address)

such as smaller packet size, flexible page sizé,page-by- 172.16/16 (or 172.17/16), it is translated to 180L8 (or
page processing. Several examples of network pagieg 172.25/16); i.e., the rule is applied from leftright. The

Site S1

Subnet 172.16/16
H1=172.16.10.21
Subnet 172.17/16
H2=172.17.11.32

presented in the next section. sub-address (the last 16 bits) is invariant (sgar€i2(b)).
« If a packet comes from the WAN, and if the sourcees-
V. COMMUNICATION THROUGHA WAN tination subnet is 150.24/16, it is translated 7@.16/16;

Two types of communication method between two Vidssi i.e., the same rule is. applied inversely (from “9*"9‘70'
through a WAN are shown in this sections. The figgte 25 described in Section W. The sub-address is invariant.
involves intranet-type communication (i.e., twoesitare in Since there are no other rules, a packet with acsoor des-
the same VN) and the second type involves extrgypet- tination address that is not specified in any rsildropped.
communication, where the two sites are in differéNs, but ~ Data packets are processed as follows. When hositH1

they are allowed to communicate with each other. site S1 sends a packet to host H2 at site S2,dhece ad-
dress (172.16.10.21 in the figure) is translated an WAN
A. Intranet-type communication address (150.24.10.21) at ingress edge-router R&.dEsti-

A paging-based intranet-type communication (i.emmuni- nation address (172.17.11.32) is also translateddrWAN
cation in a virtually closed network) is illustrdtéere. It is address (150.25.11.32). This means Twice NAT [8}ii8
assumed that there is a VN with at least two f¢egFig- applied to the packet. A Twice NAT is a type of NATat
ure 3), which are connected through a WAN. It is alse a®odifies both the source address and the destmatidress.
sumed that IPv4 is used in the WAN, but other mot® These addresses are IP addresses if the VN usbstithey
such as IPv6 or Ethernet (i.e., VLAN) can also beds The may be another type of identifier if it uses a nBrprotocol.
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The simple contiguous translation described aboes wnal addresses. Hosts at S1 can also communicdtehasts
used. However, as described in SectionCllithe address inat S4. Rule 1 and rule 3 for VN3 are used at edgeters R1
VN1 can be separated into a subnet and a sub-adfirest and R2.
address), which are handled separately. Namelystibeet  On the contrary, hosts at S3 and S4 cannot commtenic
can be mapped into a WAN address, and the subssldem with each other because there are no rules for teenmuni-
be put in the payload. This type of address tréioslas more cation in edge-routers R3 and R2. Namely, R3 do¢have
like the conventional NAT that distinguishes loealdresses rule 3, and R2 does not have rule 2. For example, hiost
by port numbers. address at S3 (10.1.3.5) is specified in a padiet comes

If dynamic routing is used in the VN, routing-protd from S4, the translator in the ingress edge-roR2rdrops
messages should be passed through the LAN-WAN bardthis packet because R2 does not have a rule thahesathis
The messages will probably work well if dynamic tiog is address.
also used in the WAN. In this case, the edge reutérthe  This type of access control can be specified pageage.
WAN must translate the subnets in the messages tegn This means that if a virtual-address space is dividito mul-
pass through the address translation. When impgprtintes tiple pages, access to each page from outsidetthea be
from the WAN to a VN site, they must be properlygefied. controlled by the existence or non-existence afla for the
No routing-protocol extension is usually requiredcbnvey page because each rule is defined for one page.

routes in the VN. If there is no need to control access, rules 23kdn be
L replaced by a single rule with doubled addressasnghich
B. Extranet-type communication is similar to the rule used in the intranet examplewever,

A paging-based typical extranet-type communicat{pe., they are separated for the purpose of access-toiftiie
between intranets with access control) is illusilahere. WAN is the Internet, hosts in the VNs can commuteiaaith
There are assumed to be three VNs, i.e., VN1, @,3a(see hosts in the Internet if each router holds rulest thap the
Figure 4). Each VN has only one site. Hosts at site S1 dassts’ addresses.

communicate with hosts at the other two sites, &3 34.

Hosts at site S3 can communicate only with hostSlaand V. APPLICATION TO VM MIGRATION

S3, and hosts at site S4 can communicate only hatts at Toi th ; f client aitio
S1 and S4. Figure 4 shows the translation rule®, dnd 3 0 Improve the performance ot cient-server comroanon

: P under wide-area live migration of server virtual ahimes
g?ézespfgg;)ér:gqued for communication betweerthree (VMs) (i.e., when server VMs are migrating betwedata

centers [Kan 11]), the extranet-type communicatioethod
virtual Nework N2 Was applied. This method is briefly outlined in foBowing.

Wide-area VM live-migration between data centera ca
solve problems such as load balancing, disasteidawoe
and recovery, and power saving. However, to enatifga-

Subnet10.1/16 tion between distant locations, other problems minst

H3=10.135 gplved. One problem isaddress warping”. When a server
Virtual Network VN3 \/M is moved from one location to a more distantaliban,

Site S4 the IP and MAC addresses “warp” from the sourceeseto
the destination server. This confuses or complictie status
of both the WAN and LANSs in a short time. This ple
may cause a serious failure in the case of rea-tiraffic
such as that involved in conferencing or on-linenga.

This problem is solved by putting two data centerdif-
LAN : 10.1/16 <—— 150.26/16: WAN -*- 2) rules for Virtual ferent VNs, VN1 and VN3, as shownfingure 5. This set up
LAN : 10.2/16 —— 150.27/16: WAN ---3) /) \Network 3:1,3 allows the VMs before and after migration that halentical
Figure 4. Extranet-type communication between M- |p and MAC addresses to briefly coexist. The IPrasises of

based VN sites the VMs are mapped to different addresses in theN\Wgo
no confusion occurs when the VM moves.

Users of the VM belong to another VN (VN2). Whee th
VM is in source data center DC1, the address of\thk

method (see Figure 2(b).) When host H1 at site Sts a (172.16.10.21) in the users’ VN is mapped to the bdfore

packet to host H3 at site S3, the source addregsegiacket the migration from DC1. However, Wher} the VM moves
(172.16.10.21) is translated by using rule 1 forlVito a destination data center DC2, a translation rulehat edge

" . ters connected to the users’ sites, R2 andsR8witched
WAN address (150.24.10.21) at ingress edge-routerTRis rou . o ) ’ '
translation is the same as in the intranet casevener, the 2nd the address of the VM in the users’ VN is mappethe

> . . VM after the motion in DC2.
destination address (_10.1.3.5) is translated bgguanother The feasibility of ATV was tested by using IP-basidu-
rule, rule 2 for VN2, into a WAN address (150.26)3.The lated WAN and VNs. The WAN consisted of three lager
source- and destination-addresses are translatbd mreverse L3 itches. tran I.t s (Linux PC nnect dhkeaL%
direction at egress edge-router R3, so host H3 theesrigi- (L3) switches, translators (Linux PCs) connecte

Address-translation
rules for Virtual
Network 2: 1, 2

Address-translation
rules for Virtual

Network 1: 1,2, 3
Virtual Network

VN1
Site S1

Subnet 172.16/16
H1=172.16.10.21

Subnet 10.2/16
H5=10.2.7.9

Address-translation rules

LAN : 172.16/15+— 150.24/15: WAN - 1) Address-translation

Hosts at S1 can communicate with hosts at S3 athess
WAN. Rules 1 and 2 are used at edge routers RIR@nfbr
this purpose. Data packets are processed usinpltbeing
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Virtual Network VN2
Virtual Network VN1

Data Center DC1

Subnet 10.1/16
H3=10.1.3.5

Virtual Network VN2
Site S5

Subnet 172.16/16
VM1=172.16.10.21

Migration

4 Virtual Network VN3
Data Center DC2
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Figure 5. Wide-area VM migration using ATV-baseNd/

switches, two sets of servers managed by VMware@®vat
simulated data centers, and a client PC at a stedilaser

site. The page size was®2After the VM motion, RARP

(reverse address resolution protocol) messages gegrerat-
ed by VMware and detected. The VN was then switdhed
tool developed by an author [Kan 11].

In the current version of the translator, addregs¢€MP
packets are not fully translated, so the functibthe VNs is
still limited. However, a UDP packet generator vessbed-
ded in a VM, and packets were captured at uses.site a
result, it was confirmed that a VM motion switchibé VN
and that the VNs worked correctly without any caidn.

VI. RELATED WORK
NAT has been used to connect to the Internet hygusnly

at each edge router in the WAN, and extranet-tgremu-
nication during wide-area live migration of VMs wasa-
luated as a special case of extranet-type commitimica
Segmentation has been widely used for NV, and segme
tation-based methods would seem to be easier oz eftr

cient in many cases. However, ATV-based methods hav

several advantages, such as less packet overHexit)|ef
page size, and page-by-page processing. As indke of
memory virtualization, segmentation and paging ratsp
be used in combination to combine advantages df bot
chitectures. Network paging is therefore a prongishiv
architecture. The authors will continue to devetou eva-
luate ATV-based methods, ways of utilizing the uhdeg
network function in VMs, and a method for develapjro-
grammable networks based on ATV.
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Abstract—Telecom infrastructures are facing unprecedented
challenges with increasing demands on network capacity. Next
Generation Networks (NGN) allows consumers to choose
between different access network technologies to access their
service environment. The arrival of NGAN (Next Generation
Access Network) has implications for the competitive
conditions in access markets that are still uncertain (for
example: access to ducts, dark fiber, equipment, etc.). The
definition of the access price is a critical question, particularly
when the incumbent also has activity in the retail market. In
some regions, the regulatory authorities need to define the max
price for wholesale access. In this context, the paper is divided
into two main parts: 1) First we make a review of the main
broadband access technologies (NGANs), and we propose a
techno-economic model to support the new requirements of
fixed and nomadic users. 2) In the 2" part we propose a tool,
developed in c language, which simulates the impact of retail
and wholesale services prices variation in the provider’s profit,
consumer surplus, welfare, etc.

Next Generation Networks, Next Generation Access
Networks, Geographical Segmentation, Segmented Regulation,
Nash Equilibrium

l. INTRODUCTION

The move towards Next Generation Networks (NGN)
has begun to transform the telecommunication sector from
distinct single service markets into converging markets [1].
Telecom infrastructures are facing unprecedented challenges,
with increasing demands on network capacity. NGN allows
consumers to choose between different access network
technologies to access their service environment. In our
work, the architecture of NGN will be limited to the current
and future developments of network architectures in the
access network (local loop), called Next Generation Access
Network (NGAN). The NGAN can use technologies as fiber,
copper utilizing digital subscriber line (xDSL) technologies,
coaxial cable, powerline communications, wireless solutions
or hybrid deployment of these technologies (Figure 1).

The choice of a specific technology for NGAN can be
different between countries, geographic areas and operators.
In recent years there has been an increase in the number,
coverage and market share of “alternative” networks or
operators such as resellers, unbundling operators, cable
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network operators, operators using frequencies for Wireless
local loop (WLL), or operators deploying optical fiber in the
local loop [2]. This has resulted in differences in competitive
conditions between geographic areas, and this, in turn, has
led to increasing argument (especially from incumbent
operators) that geographical aspects be recognized in
market/competition analysis and in regulatory decisions.
There are several factors that can be responsible for this
discrepancy [3]: state and age of the existing network
infrastructure, length of local loop, population density and
structure of the housing market, distribution of number of
users and number of street cabinets for Local Exchange,
level of intermodal competition in the market, willingness to
pay for broadband services and the existence of ad hoc
national government plans for broadband development.

The arrival of NGAN has implications for the
competitive conditions in access markets that are still
uncertain, including the role of bitstream, Sub-Loop
Unbundling (SLU) access to ducts, etc. However, operator’s
investments in networks face different types of uncertainties.
For example, when the incumbent operator has the monopoly
in the access network and, simultaneous, has activity in retail
market, the price regulation is an important question.
Without price access regulation the incumbent can use his
power in the market to stop or hamper the entrance of new
operator in the retail market. However, if regulatory
authority makes a very rigid control of the access price may
reduce the incentive of the incumbent to make investments in
the network. The regulatory authority should not increase
uncertainties and has to provide clear incentives and
guidance for the investment required for deploying NGANs
[4]. Regulators should ensure that Local Loop Unbundling
(LLU) and SLU, bitstream, the transition to NGAN, access
to ducts and dark fiber, inside (building) wiring, collocation,
and backhaul are defined in a transparent, efficient, and
technologically neutral manner [2]. Segmented regulation
has been identified as a regulatory framework that can
potentially provide both incentives and controls for the
deployment of NGNs [5].

Regulatory authorities in most OECD countries have
traditionally adopted a national geographic area focus when
framing the geographic scope of telecommunications
markets [2]. The increase in the number, coverage and
market share of new networks or operators has resulted in
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differences in competitive conditions between geographic
areas. Results from market analysis economics suggest that
differential regulation be considered between geographic
areas where facility-based competition has developed and
where it haAs not.
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Figure 1. NGAN architectures (Block diagram) [6]

Competition can be promoted at many levels and
locations through contestability and innovation [7]. After the
decision of several countries to implement geographic
regulation, the interest in these questions has been an
increase. In the literature on the regulation of future access
networks the discussion on regulation and investment has
gained center stage given the pending infrastructure
investments in many countries [1]. The geographically
segmented regulation should aim not only at facilitating
deregulation but also at strengthening regulation in those
regions where competition is assessed to be ineffective.
Then, segmented regulation can assist regulators to ensure
that the regulatory framework they apply is appropriately
tailored to the competition situation [2]. Local decisions of a
national regulator may lead to inefficiencies deriving from
discrepancies between local and global cost-benefit
evolutions [8]. Segmented regulation may be helpful because
it allows different solutions for the deployment of NGNs in
urban and rural areas to evolve at different paces [5]

Figure 2 illustrates a scenario of the differences in
competitive circumstances that may warrant geographically
segmented regulation. There are geographical differences in
conditions of competition: number of suppliers, market
shares, etc. [9].
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The deregulation of high-density areas may avoid
unnecessary protection of access-based competitors and
strengthen incentives to invest in infrastructure, and that
maintaining regulation of low-density areas may promote
competition with national offers, because alternative
operators are enabled to extend geographical coverage

Example:
WBA

Households in
low-density areas

Households in
high-density areas

o3 22 11 i No
i suppliers | suppliers! supplier | supply

Coverage of networks (% of households passed)

4-suppliers

0,
0% 100%

Figure 2. Geographically segmented regulation [9]

The analysis of some regulatory inquiries [1, 2, 7] on the
national level shows that access providers (usually the
incumbent operators — the former monopoly operators) are
generally in favour of geographic differentiation. For
example: the Spanish operator (Telefonica) claims that (see
[2]) “...the geographical segmentation model will push
investments and gradual deregulation and users will always
enjoy the best possible scenario, either with a sustained or a
regulatory supervised market...Differentiated regulation
would prevent the increase of the digital divide.” In
Australia, Telstra argued that geographically segmented
regulation (see [2]): “...will promote competition by giving
service providers the appropriate incentives to use and
extend alternative infrastructure, and will also promote
competition in the upstream local services market by
encouraging other carriers to offer wholesale local services.”

In case of consumers, the geographic differentiation
impact has an important consideration especially in view of
the often-repeated statements by politicians and regulators
that policy and regulation are designed to be in the long-term
interest of consumers [1]. For business users, the breakup of
market analysis to sub-national level is a source of
significant  alarm, especially  concerning wholesale
broadband access services. For multinational business users,
inconsistency of national regulations, and a consequent
inability to obtain seamless international network services
without service quality, costs and administrative
disadvantages, is already a serious problem.

Il. A TECHNO-ECONOMIC MODEL FOR BROADBAND
ACCESS TECHNOLOGIES

A. Overview

In this part we present the economics of next generation
access networks, focusing on several broadband access
technologies (fiber to the home - FTTH, DSL, hybrid fiber-
cable - HFC, power line communication - PLC and
worldwide interoperability for microwave access - WiMAX)
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and propose a techno-economic model to support the new
requirements of fixed and nomadic users.

We present an economic model designing and deploying
access networks for both fixed and mobile users. The type of
networks for fixed users includes, FTTH, DSL, HFC, PLC,
while the nomadic user is assumed to use WiMAX. This
model could serve as a good starting tool for the design of
access networks, as it includes all the major capital expenses
involved in the deployment of access networks such as
equipment costs, installation costs, etc. The costs resulting
for our model is grouped into 3 main categories: A)
Infrastructures: in our work we subdivide this category in 2:
civil works (trenching and ducting) and cable costs (cost of
the fiber and cost to pass the cable in the ducts). As we can
see in Figure 1, in all solutions the fiber costs are necessary
to connect central office to the street cabinet. Normally, this
is the category that has more costs, depending on the
existence/share of an infrastructure. This means that if an
operator has the infrastructure (or part), the costs can be
lower. B) Equipment: includes the costs such as optical
network unit (ONU), optical line termination (OLT) ports
and chassis, splitters, digital subscriber line access
multiplexer (DSLAM), etc. Also includes the cost of street
cabinets and the equipment installation costs. C) Customer
Premises Equipment: includes the modem and other
electronics — like splitters. For FTTH architecture includes
the ONU equipment.

B. Description

The proposed model considers that in the static layer,
users are stationary and normally require data, voice, and
video quality services (these subscribers demand great
bandwidth). In the nomadic layer (or mobility layer), the
main concern is mobility and normally the required
bandwidth is smaller than in the static layer. The focus of the
wireless networks was to support mobility and flexibility,
while for the wired access networks is bandwidth and high
QoS. However, with the advances in technology, wireless
solutions such as WIMAX have capacity to provide
wideband and high QoS services and in this way competing
with wired technologies [10]. Then, we propose a new model
to support the new needs of the access networks: bandwidth
and mobility (see Figure 3).

For the nomadic layer we chose the WiMAX solutions.
This technology enables long distance wireless connections
with speeds up to 75 Mbps per second. WiMAX can be used
for a number of applications, including "last mile" broadband
connections, hotspot and cellular backhaul and high-speed
enterprise connectivity for businesses. This technology can
offer very high data rates and extended coverage.

As we can see in Figure 4, the framework is separated
into three main layers [12]: (Layer 1) First, we identify for
each sub-area the total households and SMEs (Static
analysis), and total nomadic users (Mobility analysis).The
proposed model initially separates these two components
because they have different characteristics. (Layer 2) In this
layer, it is analyzed the best technology, for each Access
Network, the static and nomadic component. For the static
analysis we consider the following technologies: FTTH-PON
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(passive optical networks), DSL, HFC, and WiMAX PLC.
To the nomadic analysis we use the WiMAX technology.
Then, the final result of this layer is the best technological
solution to support the different needs (Static and homadic).
The selection of the best option is based in four output
results: NPV, IRR, Cost per subscriber in year 1, and Cost
per subscriber in year n. (Layer 3) The next step is to create a
single infrastructure that supports the two components. To
this end, is necessary the analysis of the best solution (based
on NPV, IRR, etc.) for each Access Network. Then, for each
sub-area we verify if the best solution is: a) the wired
technologies (FTTH, DSL, HFC, and PLC) to support the
static component and the WiMAX technology for mobility;
or b) use the WiMAX technology to support the Fixed and
Nomadic component.

Layer 3

Layer 2

rt users mobilty

Layer 1

Static (Buildings) Mobility / Nomadic (People)

Figure 3. Cost model framework [11]

The Capital Expenses (CAPEX) costs referred above are
divided into: equipment costs, installation costs, cable costs,
housing costs and civil works. Besides the annual capital
costs, which are derived from the relevant values for directly
and indirectly attributable investments, other costs also need
to be taken into account, for instance those incurred for the
network’s operation and maintenance (OPEX -Operational
Expenses).

IIl.  SEGMENTED REGULATION

A. Overview

One of main goals of regulated access is to prevent the
incumbent from abusing a dominant market position. It is
necessary make sure that alternative operators can compete
effectively. It is fundamental that incumbent operators give
access to the civil works infrastructure, including its ducts,
and to give wholesale broadband access (bitstream) to the
local loop (be it based on copper, new fiber, etc.). However,
at the same time alternative operators should be able to
compete on the basis of the wholesale broadband input while
they progressively rolling out their own NGAN
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infrastructure. In some areas, especially with higher density,
alternative operators have rolled their own infrastructure and
broadband competition has developed. This would result in
more innovation and better prices to consumers.

Many Europeans incumbents and some alternative
operators are starting to plan and in some cases deploy large
scale fiber investments, which results in important changes
for European fixed line markets [3]. The risk of alternative
operators will take longer to deploy their own infrastructure
will give to incumbent the possibility to create new
monopolies at the access level. The technologies used and
the pace of development vary from country to country
according to existing networks and

Input Parameters. Retail Modeling

not directly to consumers. UNE loop is defined as the local
loop network element that is a transmission facility between
the central office and the point of demarcation at an end-
user’s premises.

Providers incur in fixed costs to build network
infrastructure to provide access to a region and in marginal
costs to connect each consumer separately. As we can see in
Figure 4, our tool has several input parameters (one of them
come from the techno-economic model described in the
previous section), compute several results and find the
strategies that are Nash equilibrium. The results are
represented in tables and graphics.

Wholesale Modeling Costs Revenues Profit cs Welfare
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Infrastructure lease Costs v

local factors. Based on the different
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Array 4 Prov per Region

underlying cost conditions of entry
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geographically differentiate the access
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Provider
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Array 37
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i
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g
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jon o)
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Total Wholesale
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Array 26

This part of the work focus the

development of a tool using c¢
language (with multiprocessing ) that
simulates the impact of retail and
wholesale prices in provider’s profit,

General
Parameters
Array 1

Services
Parameters
Array 3

welfare, consumer surplus, costs,

Wholesale
Price (P")

Market served, network size, etc.

B. Description

In the proposed model “Retail
Prices” represents the set of retail
prices charged by providers for each
service to consumers in a given
region/area. We assume that retail
providers cannot price discriminate in
the retail market. “Wholesale Prices”
represents the prices that one provider charges to other
provider to allow the later to use the infrastructure to reach
consumers. We assume that wholesale price can be different
in each area. Also, we assume that when a provider buy
infrastructure access in the wholesale market, cannot resell to
another provider. The shared infrastructure consists of (Table
1): Conduit and collocation facilities; Dark fiber leasing (dark
fiber requires active equipment to illuminate the fiber — for
example repeaters); and Bit stream.

TABLE I. INFRASTRUCTURE LAYERS (MAIN COMPONENTS)

Access Network

co

Feeder Network

Street Cabinet

Secondary Network

Customer

Conduit and
collocation
facilities

Trenching and Ducting

Cabinet / Closure

Trenching and Ducting

Dark Fiber

Fiber cable

LC
-] wi

FTTH: Fiber

XDSL: Copper

HFC: Coaxial

PLC: LV Current
Ax: —

Equipment

Infrastructure Layer

Primary Spitter

OLT Ports and Chassis

Optical Repeaters

FTTH: Secondary S
XDSL: ONU and DSLAM (")
HFC: ONU and RF Combiner
PLC: ONU and Coupling Unit ()
WIMAX: ONU and BS ()

FTTH: Optical Repeaters
XDSL: Copper Regenerator
HFC: RF Amplifier

PLC: Repeater for LV Network
WIMAX: —

FTTH: ONU
XDSL: DSL Modem and Splitier
HFC: Cable Modem

PLC: PLC Modem

WIMAX; WiMAX Modem

() DSLAM include: Line-Cards, Splitter, Chassis, and Racks
() Local MVILV transformer station equipment include: O/E converter device at a pole or ground, and coupling unit (injection point)
(") Base Station include: Antenna masts, PMP equipment (multiplexer + total sectors)

For example, Wholesaler provider can sell Layer 0 access
(conduit and collocation facilities) and/or Layer 1 access
(dark fiber leasing) or Layer 2 access (bitstream — network
layer unbundling — UNE loop) only to retail providers and
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Figure 4. Simulation Tool architecture

The input parameters can be divided into 7 main groups:

e ldentify the number of providers, regions, services and
layers. We used layers to represents the shared
infrastructure (Layer O — conduit and collocation
facilities; Layer 1 — Dark Fiber leasing; and Layer 2 —
Bitstream).

e Region parameters: for each region/area we need to
define the total homes, Avg. Feeder length (central
office (CO) — aggregate node (AGN)), Distribution
Length (AGN - End User), and Geographical Area
Description (Rural, Sub-urban, or Urban).

e Service parameters: Bandwidth required for each
Service in the different regions.

o Willingness to pay for services per Region: Consumers
have different willingness to pay for each service
(voice, video and data). So, is necessary the definition
of the willingness for each region and each service.

e Providers Retail Prices for the different services. One
assumption is that consumers always buy one service
when their willingness to pay is higher than the price at
which some provider sells service. If there are two or
more providers, consumers choose the service from the

equillorium
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provider with the lowest price. If several
providers have the same price, then we
use the provider ranking.

e Providers Wholesale Prices for the
different layers in the several regions.
We assume that each part of the
infrastructure can had different leased
prices in the each region.

e Fixed and Marginal costs. These costs
are computed in the tool presented
above. The cost model uses the
parameters defined previous to compute
the costs. For example: total homes,
length CO-AGN, length AGN-End User,
bandwidth required for each Service, etc. .

Based on the several input parameters
described, our tool computes several results
(profit, consumer surplus, welfare, market
served, network size, costs, and revenues) and
finds the strategies that are Nash equilibriums.

1) Results

Next table show the structure of the results correspondent
to a scenario of 2 providers, 2 retail services, 2 infrastructure
layers (Layer 0: Conduit; Layer 1: Cable + Equipment) and 3
regions. Each line is a strategy (We consider a strategy a set
of retail and wholesale prices)
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For each combination of prices, the tool computes: Profit,
Consumer Surplus, Welfare, Market Served, Network Size,
and Total Costs. The results are presented in several graphics
(see Figure 5 and Figure 6).
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2) Nash equilibriums

Nash equilibrium is a fundamental concept in the theory
of games and the most widely used method of predicting the
outcome of a strategic interaction in the social sciences. A
game (in strategic or normal form) consists of the following
three elements: a set of players, a set of actions (or pure-
strategies) available to each player, and a payoff (or utility)
function for each player. The payoff functions represent each
player’s preferences over action profiles, where an action
profile is simply a list of actions, one for each player. A
pure-strategy Nash equilibrium is an action profile with the
property that no single player can obtain a higher payoff by
deviating unilaterally from this profile (International
Encyclopedia of the Social Sciences — 2nd Edition).

The next paragraphs explain the algorithm used in our
work for finding Nash equilibriums - Finding each
provider’s best response to the other provider’s strategy: 1)
Select a specific provider and a specific strategy. For

example, select strategy A from provider 1.

Next, find the provider 2 best response (column
+ 4) for the strategy A from provider 1. This means
* that the best response of provider 2 to strategy A
from provider 1 is 6 (see Figure 7 — step 1). 2)
For provider 2 select strategy A (the same
strategy selected in step 1), and find the provider
1 best response (column 3) for the strategy A
from provider 2 (see Figure 7 — step 1). 3)
Repeat step 1 and 2 for strategy B. 4) When we
finished, we will get the following table. Any
line with a box in column 3 and 4 is a Nash
equilibrium. In other words, when both providers

100

e are playing their best response at the same time,
. - that is a Nash equilibrium (provider 1 plays
Yo o ) et P Prov2 Senv ) strategy B and provider 2 plays strategy B) (see
. Ny - ~40 Figure 7 —step 3).
Retail Price Prov 1 (Serv 1) 90 10530

Figure 5. Total Profit (Retail Price)
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Figure 7. Finding Nash equilibrium (steps)

For the scenario presented above, our tool identified the
combinations that are Nash equilibrium.

TABLE IlI. NASH EQUILIBRIA
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IVV.  CONCLUSIONS

The definition of the access price is a critical question
when the incumbent also has activity in the retail market.
Without the access price regulation the operator owner of the
network can obstruct or hinder the access to the network.
But, by other side, the exaggerated control of the access price
can discourage the investments of the incumbent in the
network quality. The investment in the network quality
increases the services value to the existent consumers (for
example: access with higher quality and speed to services
like e-mail, www, video, etc.) and attracts new consumers.

So, regulatory authority can use the access prices
definition to: induce the entrance of new providers in the
retail market- concurrency in the retail market; incentive to
investment; and consumer’s welfare. The regulatory
authorities need to define the max price for wholesale access.
So, the main decisions are: Decision about the wholesale
access price for each layer; and Decision about the price for
each service in retail market.

The tool pretends support regulatory authorities to
determine whether it is appropriate to delineate markets more
narrowly than on a ‘national’ basis, and if so, how they
should be segmented is a complex task. The experience of
several OECD countries demonstrates that identifying
relevant criteria for the definition of geographic markets and
the segmentation of the market is possible and can be
effective, but can be complex [2]. It is important that
regulators accurately determine whether geographically
segmented regulation is appropriate. When effectively
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implemented, geographic segmentation will promote
competition and investment and serve the long-term interests
of end-users. In addition, it may make sense for some
countries to utilize geographically segmented regulation and
for others to decline to do so. Also, to the extent that
different technologies have different geographic footprints,
the possibility arises that this could lead to distortions if
different technologies of increasing substitutability (because
of convergence) are regulated differently under a geographic
regulation regime.

It is possible that investment in areas which remain
regulated (e.g., sparsely populated rural areas) will be
adversely affected by geographic regulation. This is because
the incumbent’s priority could become investment in areas
open to competition to enhance its competitive prowess, and
this could, in turn, result in competitive operators also
focusing more attention to these areas rather than in rural
areas.
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Abstract—This article argues that cloud computing matters
through interactions between organizations, IT, and cloud
services. It illustrates the cloud computing value generation
processes of Amazon, Google, IBM, and Microsoft and
examines their strategies. Furthermore, this paper proposes
value networking concepts and an ANT lens for future
research on cloud computing and business values.

Keywords-cloud computing; IT value, actor network theory

l. INTRODUCTION

Since Carr [1] published his article “IT Doesn’t Matter”
in the Harvard Business Review, scholars have started to
reconsider the business value of information technology.
Carr [1] argued that IT has become a kind of commodity like
water or electricity, and is thus no longer specific strategic
value to enterprise. The introduction of cloud computing
partly reinforces Carr’s claims, by potentially outsourcing
certain IT functions to a third party service. However, cloud
computing is also considered as a strategic weapon, helping

enterprises lower the costs and increase their competitiveness.

Does cloud computing matter or not?

Past literature on IT and business value divides IT value
into two types. One, called technology determination, views
IT as a strategic resource or innovative tool, and states that a
specific IT can create value for organizations. Another,
organization determination, claims that IT increases
competitiveness when it’s aligned with organizational
strategy.

With this perspective, cloud computing appears to offer
technical innovation, but not all organizations can enjoy the
benefit immediately. It seems that IT and organizational

value generation do not share a simple causal relationship [2].

Furthermore, cloud computing is not only a technological
innovation but also a service innovation. Thus, any
evaluation that fails to consider the service advantages of
cloud computing neglects an important characteristic.

In this article, we consider the IT business value
generated through dynamic interactions of organizations, IT
artifacts and services. We use the cloud computing
development cases of Amazon, Google, IBM, and Microsoft
to demonstrate how different business values emerged
through the dynamic interactions within these companies.

We argue that while IT is more service-oriented, a
network view is needed to fully understand the relationship
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between IT, services, and business values. As a result, we
employ actor network theory (ANT) as a lens to illustrate the
value of cloud computing and the implications of further
research.

In the following sections, we first review the literature of
cloud computing and IT business value, and then propose an
analytical framework. Next, we describe our methodology
and use our research framework to illustrate four business
case studies. Finally, we discuss our conclusions and identify
contributions, limitations and suggestions for future research.

Il.  LITERATURE REVIEW

A. Cloud Computing

Cloud Computing generally refers to applications or IT
resources delivered as services over the Internet, and the
datacenter hardware and system software that provides those
services. Definitions of cloud computing are diverse [3, 4].
Vaquero et al. provide one careful definition [4]:

Clouds are a large pool of easily usable and accessible
virtualized resources (such as hardware, development
platforms and/or services). These resources can be
dynamically re-configured to adjust to a variable load
(scale), allowing also for an optimum resource utilization.
This pool of resources is typically exploited by a pay-per-use
model in which guarantees are offered by the Infrastructure
Provider by means of customized SLAs (p.51).

From this definition, cloud computing functions not only
as an enabling technology but also as a service model. From
the beginning, cloud computing has co-evolved as both a
service and technology innovation (see Figure 1).

This implies that evaluations of cloud computing such as
Carr [1] cannot only examine its IT characteristics, but also
its service of economic model. Evaluations of cloud
computing must consider both aspects.
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Figure 1. Co-evolution of Cloud Computing

B. IT and Business Value

Past literature on IT and business value focuses on three
perspectives: assets, investments, and alignment (see Table
1). The asset perspective views IT as a strategic resource or
an innovation tool that when introduced to organizations
generates value. For example, Lynntien argues that Internet
computing technology brings the disruptive nature of
innovation to organizations [5]. Additional studies claim that
IT generates business value through its combination with
other complementary organizational resources, such as
human resources or business relations [6, 7].

The investment perspective looks past organizational
characteristics or strategy and instead focuses on financial
models, such as the real option model or productivity factor
counting [8, 9]. This perspective is problematic however, as
existing literatures increasingly argues that organizational
characteristics  influence IT investment and firm
performance relations [10].

The alignment perspective considers how IT may
improve a firm’s performance by fitting certain
organizational needs or aligning with organization strategy
[11][12]. However, this viewpoint largely fails to explain
why certain Internet characteristics or cloud computing
increase  opportunities to strengthen a company’s
competitiveness.

TABLE I. LITERATURE REVIEW OF IT AND BUSINESS VALUE
Perspectives IT and Business Value Literature
assets IT as strategic resource [5116][7]
IT as innovation tool
investments IT as investment [8][9] [10]
IT as productivity factor
alignment IT organizational fit [11] [12]
information processing
IT aligned to business
strategy
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In summary, the potential relationship between IT and
business value generation is not straightforward, but rather
emerges through interactions between organization and IT

2.

C. Research Framework

Based on the literature described above, we design a
framework for examining the cloud computing value
generation process within different organizations. A diagram
of this framework is presented in Figure 2.

I1l.  METHODOLOGY

In this paper, we use case study methodology [13] to
examine cloud computing and business value. We selected
four firms: two Internet service firms (Amazon, Google), and
two technology vendors (IBM, Microsoft). These four firms
are famous for their use of cloud computing. Our data
sources include documentation on their cloud computing
development histories, news reports, company reports,
successful cases, and independent analysis reports such as
IDC, Gartner, and Ovum [14]. We also interviewed high-
level managers to discuss their strategies and their
perceptions on the values of cloud computing. All interviews
were recorded. From this data, we use event analysis and our
research framework to understand their value generation
processes.

IV. CASE STUDIES

A. Amazon

Headquartered in Seattle, Amazon was established in
1994 as primarily an online bookstore. They soon expanded
to flowers, software, electronic goods, toys, and eventually
general retail items. Amazon was the first top 500 online
retail business in the United States, with recorded profits in
2009 of roughly 24 billion dollars.
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The development of cloud services at Amazon began in
2003, when it first offered web services for its e-commerce
partners. For example, partners who used Amazon’s online
store to sell music CDs could use Amazon’s services to rank
the latest music purchases and examine customer comments
in order to better market and sell their products. These web
services helped partners use Amazon as a promotional site
for their goods.

To better facilitate their small electronic store partners,
Amazon gradually transferred their internal IT infrastructure
to cloud services. This included such functions as storage
(S3), server computing resources (EC2) and even e-
commerce business processes, such as fulfillment processes
(FWS), payment processes (FPS), and personnel matching
processes (Mechanical Turk).

Through the development history of cloud computing at
Amazon, we understand that Amazon first offered website
design and development tools to help partners sell goods
through Amazon’s online store. After integrating various
kinds of services with partners, Amazon strengthens the
competitiveness of its whole supply chain operation (see
Figure 3).

B. Google

The largest online Internet search engine in the world,
Google is headquartered in California and was established in
1998. Relying on advertising revenue from its search engine
business, Google earned 23.6 billion dollars in 2009. For
several years now, Google has moved beyond online
searching, as represented by its acquisition of YouTube, the
development of the Android open source operating system,
the Google Chrome Internet browser, Google Earth, and
various cloud services.

Google first announced its cloud services in 2005. The
primary purpose of the Google API is to let consumers log
into their websites frequently, increasing web traffic, and
thus encouraging advertisers to place their ads on Google
websites.
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Later, Google developed various types of cloud services
for both consumers and website designers, such as Google
Docs, Google Financial, Google Spreadsheets, Google APE,
and so fourth.

For Google, search engine traffic is revenue (traffic=%).
That is, services are developed and branches are merged to
help improve traffic. For example, YouTube or Open Social
API were acquired and merged or linked with other social
community websites in order to increase their popularity and
thus increase traffic. Through the new Android operating
system and Google Chrome, Google hopes to connect cell
phones and browsers directly to its search service, and make
this service more convenient.

As Figure 4 shows, cloud services support Google’s
“traffic equals money” strategy, which attracts more
consumers to its search engine and thus increases advertising
revenue.

C. IBM

Established in 1924, IBM started with making enterprise
information hardware, such as electronic calculators, large-
scale mainframes, and the first generation of personal
computers. Recently, IBM has shifted its business towards
services and software provided to large enterprises.

IBM started developing cloud services to help its small
independent software vendor (ISVs) partners located
worldwide use IBM’s servers or storage capacity. This
obviated the need for ISVs to invest in hardware/software,
and allowed them to develop software through IBM’s own
platform. Later, IBM developed their cloud computing
technology into products that support their large enterprise
customers in building their own cloud data center. IBM’s
online cloud services help showcase their cloud computing
technology solutions.
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IBM attempts to use the cloud computing technology
products and leverage their consulting services and software
implementation experiences in the large-scale enterprise and
then explores to small and medium enterprises and on-line
service companies market.

Take her cloud services implementation experiences in
UPS for example, IBM combined cloud services with their
software implemented in UPS. IBM supported their
customers, UPS and also touched UPS’s online partners. It is
so-called two-sided market strategy includes the large-scale
enterprise software service market (on-promise market) that
IBM has already deeply engaged and new developing
medium and small-scale online service companies (cloud
service market).

For IBM, cloud services and technology play a bridge
role to explore on-line and small medium enterprise (SME)
markets (see Figure 5).

D. Microsoft

Established in 1983, Microsoft was an early leader in
computer operating systems and suite software on the
personal computer with both its MS-DOS operating system
and MS-Office software suite.

Microsoft earned 58 billion dollars in profit in 2009. Its
personal and commercial Office series accounts for more
than 90% of the market.

Despite its dominant market position, Microsoft realizes
the growing trend towards online services, and that PC or on-
promise software are no longer the only choices. It is thus
finding ways to combine its software expertise with online
services.

This is the concept of “software plus services” or “3
screens and a cloud” that Microsoft announced in 2009. For
Microsoft, cloud services or cloud computing technology
helps the company smoothly transition to a new "network
operating system" by combining their traditional on-promise
software with these services (see Figure 6).
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Figure 6. Microsoft’s Cloud Computing Strategy

V. LANALYSIS AND DISCUSSION

A. Networking IT/Service Value

The four cases described above demonstrate that different
companies view different opportunities with cloud
computing, and align their strategies accordingly to generate
value.

For these firms, cloud computing is not only a
technology artifact, but also a part of their service model. In
this way, it represents a techno-economic network (TEN)
[15].

Callon described TEN as “a coordinated set of
heterogonous actors which interact more or less successfully
to develop, produce, distribute and diffuse methods for
generating goods and services.” From Callon’s point of view,
the economic value is generated from actors, intermediaries
(nonhuman), translation and their relationships [15].

In Amazon’s case, cloud computing services stemmed
from their internal IT and originally supported their business
processes. Then, Amazon enrolled their e-commerce partners,
adopting their web services, and then embedding their cloud
services within their daily business operations. Amazon thus
used IT and cloud services to form their partners’ networks
and strengthen their own business value (Figure 7).

Amazon
partner’s partner’s
web site business
cloud services process
Internal IT 4  Cloudservices
3
1

Internal

business operation

process performance

Figure 7. Amazon’s Value Networking
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In Google’s case, their cloud services, IT products, and
tools all support their advertising revenue business strategy.
Moreover, these services and products leverage each other
and thus intensify the value of their whole network (see
Figure 8).

In IBM’s case, cloud services originally helped IBM’s
small independent software vendor (ISV) partners leverage
IBM’s software/hardware resources through the Internet.
Then, IBM strengthened and transferred their technology
products to the cloud in support of their secondary market:
online/SME customers. Clouds services acted as a bridge to
a new market network [6] (see Figure 9).

In Microsoft’s case, Microsoft leveraged cloud services
to complement their on-promise software, and strength their
product’s value. Microsoft then hopes to enroll its
customers into this new value network (see Figure 10).
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According to our analysis, IT/services generate business
value dynamically, and thus not only through strategy
alignment or IT determination, as suggested by previous
literature. Value is generated through networking activities
between heterogeneous actors and IT/services. We refer to
this as “Networking IT/service Value.”

With cloud computing, internal IT artifacts are
transferable to cloud services (as with Google) or
strengthened by cloud services (as with Microsoft).
However, in considering IT value, we should both discuss
the properties of IT artifacts and the service models they
serve.

B. ANT Lens and Cloud Computing Value

Actor Network Theory (ANT) was developed in the
sociology of science and technology [16]. ANT helps
describe how actors form alliances, involve other actors and
use non-human actors (artifacts) to strengthen such alliances
and secure their interests. ANT consists of two concepts:
inscription and translation.

Inscription describes what characteristics an engineer
designs, develops, and diffuses into a technical artifact. For
translation, when an actor-network is created, it consists of
four translation processes [17]:

e problematization: The focal actor defines the
interests that others may share, establishes itself as
indispensable, and sets the obligatory passage point
through which all the actors in an actor-network
must pass.
interessement: The focal actor convinces other actors.
enrollment: Other actors accept the interests as
defined by the focal actor.

e mobilization: The focal actor uses a set of methods
to ensure that the other actors act according to their
agreement and do not betray this agreement.

Regarding the cases in this study, what do these
companies inscribe into their cloud computing technology or
services? For example, Amazon designed its cloud
computing technology and services for strengthening its e-
commerce partners’ business processes. Are the properties of
a technology or service model transferable to a brick-and-
mortar enterprise?

Second, how do our case companies mobilize their
partners to join the network? How do they set the obligatory
passage point through which all actors pass?

In Table 2, we analyzed the translation and inscription
characteristics of our four case companies’ cloud computing
actor-networks.

ANT assumes the properties of actors or non-humans are
static. However, in the case of cloud computing, IT artifacts
may transfer to services, and services also can strengthen IT
artifacts. These dynamic interactions and transformations
need to be considered in future research.
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TABLE II. TRANSLATION AND INSCRIPTION OF CLOUD COMPUTING
Focal Translation Inscription
Company
Amazon Problemaitziaion, efficient supply
Interessement, chain process
Envrollment
Mobilization
Google Problemaitziaion, online services
Interessement,
Envrollment
IBM Problemaitziaion, smart services
Interessement connection
Microsoft Problemaitziaion, software plus
Interessement services
TABLE Il CLouD COMPUTING VALUE RESEARCH IMPLICATIONS
THROUGH ANT LENS
ANT Lens Research Implications

Inscription 1. Does the originate design of cloud computing
technology/service impact their networking and value
generation?

Translation 1. What are actors’ translations of cloud computing?
2. How do they negotiate their interests of cloud
computing?

Obligatory 1. What are the obligatory passage points of different

passage point | actors?

2. Are the obligatory passage points different in every
actor-network?

Technology/s | 1. How the non-humans (IT or services) convert each
ervice other characteristics impact actor-network?
Competitive 1. Why and how do these companies generate
networks different network values?

2. How do these different actor-networks compete or
collaborate?

Finally, in our case analysis, these companies generate
different value networks. Do these networks compete? How
do they compete?

In Table 3, we list additional issues and implications that
are interesting for further research on the value of cloud
computing, as seen through the ANT lens.

VI. CONCLUSION

In this article, we discuss cloud computing value
generation through four company case studies. We argue that
cloud computing value is generated through the interactions
of organization, IT and services. We further analyze their
value networking activities, and then propose ANT as a lens
to interpret the cloud computing value generation process.
ANT provides research implications for further research on
cloud computing value and competitive strategy.

The analysis of this paper is limited to the four major
company cases. Future research may investigate smaller
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firms, and analyze firm activity, actor responses, and their
translation within the actor network in more detail.

(1]
(2]

(3]

(4]

(5]

(6]

(7]

(8]

(9]

[10]

(11]

[12]

[13]
[14]

[15]

[16]

[17]

REFERENCES

N. G. Carr, “IT Doesn’t Matter”, Harvard Business Review, 2003, pp.
41-49.

M. L. Markus and D. Robey, “Information Technology and
Organization Change: Casual Structure in Theory and Research”,
Management Science, 1988, pp. 583-598.

M. Armbrust and UC Berkeley RADSL, “Above the Clouds: A
Berkeley View of Cloud Computing”, http://radlab.cs.berkeley/edu/,
2009, pp. 1-23.

L. M. Vaguero, and L. Rodero-Merino, J. Caceres, and M. Lindner,
“A Break in the Clouds: Toward a Cloud Definition”, ACM
SIGCOMM Computer Communication Review, 2009, pp. 50-55.

K. Lyytinen and G. M. Rose, “The Disruptive Nature of Information
Technology Innovations: The Case of Internet Computing in Systems
Development Organizations”, MIS Quarterly, 2003, pp. 557-595.

N. Melville, K. Kraemer, and V. Gurbaxani, “Review: Information
Technology and Organization Performance: an Integrative Model of
IT Business Value”, MIS Quarterly, 2004, pp. 283-322.

T. Ravichandran and C. Lertwongsatien, “Effect of Information
Systems Resources and Capabilities on Firm Performance: A
Resource-Based Perspective”, IMIS, 2005, pp. 237-276.

M. Benaroch, S. Shah, and M. Jeffery, “On the Valuation of
Multistage Information Technology Investments Embedding Nested
Real Options”, JMIS, 2006, pp. 239-261.

P. E. D. Love and Z. Irani, “An Exploratory Study of Information
Technology Evaluation and Benefits Management Practices of SMEs
in the Construction Industry”, 2004, pp. 227-242.

L. Motiwalla, M. R. Khan, and S. Xu, “An Intra- and Inter-Industry
Analysis of E-business Effectiveness”, I&M, 2005, pp. 651-667.

J. F. Fairbank, G. Labianica, H. K. Steensma, and R. Metters,
“Information Processing Design, Choices, Strategy, and Risk
Management Performance”, JMIS, 2006, pp. 293-319.

T. A Byrd, B. R. Lewis, and R. W. Bryan, “The Leveraging
Influence of Strategic Alignment on IT Investment: An Empirical
Examination”, Information and Management, 2006, pp. 308-321.

R. K. Yin, Case Study Research, Design and Methods, 2nd Edition,
Sage Publications, CA, 1994.

G. McCulloch, Documentary Research in Education, History and the
Social Sciences, Routledge Falmer, London, 2004.

M. Callon, “Techno-economic Networks and Irreversibility”, in: Law
J. (ed.), A Sociology of Monsters: Essays on Power, Technology, and
Domination, Routledge, New York, 1991, pp. 132-164.

M. Callon, and B. Latour, “Unscrewing the big Leviathan”, in:
Knorr-Cetina, K., Cicourel, A.V. (eds.), Advances in Social Theory
and Methodology. Routledge & Kegan, London, 1981, pp. 277-303.

M. Callon, “Some Elements of a Sociology of Translation:
Domestication of the Scallops and the Fishermen of St. Brieuc Bay”,
in: Law, J. (ed.), Power, Action and Belief, Routledge and Kegan
Paul, London, 1986, pp.197-233.

80



ICN 2011 : The Tenth International Conference on Networks

Motivations and Challenges of Global Mobility with Universal Identity:

A Review

Walaa F. Elsadek, Mikhail N. Mikhail
Department of Computer Science and Engineering, the American University in Cairo,
P.O. Box 74, New Cairo 11835, Egypt
walaa.farouk@aucegypt.edu, mikhail@aucegypt.edu

Abstract — Researchers are directing enormous efforts to
achieve the aim of global mobility by enhancing the standard
mobile IP with various routing schemes focusing on best routes
and least cost while ignoring the facts of the organizations
usual use of private IP’s and the presence of firewalls.
Nevertheless, existing Mobile IP models are still missing three
basic concepts that hinder their applicability in real
environment. First, global mobility must be independent of the
different infrastructure technologies (e.g., Wi-Fi, WIMAX,
UMTS, etc.). Second, a secure authentication mechanism for
guiding the access of mobile nodes to the corporate network’s
resources is certainly needed. Third, the capability of
correlating the mobile node’s activities to a real world identity
is a requirement of security in a wider since i.e., network, web,
and national security. This paper defines the role of global
mobility in facilitating and improving mobile business
performance. It, also, presents a review of literature for the
existing standards and schemes of mobility and analyzes their
limitations. Finally, a reference is made to a practical approach
for secure global mobility without the current limitations.

Keywords- Mobile Computing;
Mobile IP; Security; Wireless.

Interworking; Mobility;

l. INTRODUCTION

Mobility in the enterprise is derived by both technology
availability and the increase in user demand. The merging of
4G and WLAN networks prompts the needs of operators to
increase their coverage with a blended service offering that
makes best use of their old investments in legacy
infrastructure, low price technology and new technology at
least price to address the higher volume of delivered rich
data services [1]. Many people think of wireless and
mobility as plumbing — focusing only on infrastructure and
the fundamental technical security challenges, privacy,
platform standardization, and legacy system integration [2].
However, the real target should be the ability to drive
business improvement, and that requires vision in scoping
mobility to fit the enterprise while preserving the privacy
and security of mobile users accessing critical applications
and identifying them with unique universal digital identities.
For true global mobility, the following key features need to
be emphasized:

e Seamless roaming between heterogeneous wireless,

wired, and ad-hoc networks as illustrated in Figure 1.
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No restriction on the type of the hardware (mobile sets,
PDA, laptop, etc.) or their operating systems.

The connection between different mobile operators and
internet service providers must be smooth without the
need of complex reconfiguration.

Enhanced security mechanism to facilitate the creation
of e-commerce, banking services as well as any other
services that need strong authentication.

Transparency to end-user that does not need complex
application or am increase in power consumption.
Scalable routing mechanism that is flexible in adopting
large-scale macro-mobility and local scale micro-
mobility.

Minimum  handover interruptions to enhance
availability and reliability of the services provided
either to or by roaming clients.

The capability of correlating the user activities to a
unique universal digital identity.

Steady
W4 Handover

Public Hot Spots UMTS

Network

Home UMTS
LAN Network

Figure 1. Overview of Global Mobility

Subscribing Organization LAN
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Il.  MOTIVATIONS FOR GLOBAL MOBILITY WITH
UNIVERSAL IDENTITY

A. Carriers’ Motivations

Threats such as distributed-denial-of-service (DDoS)
attacks, turbo worms, phishing, viruses and e-mail spam
generates a huge amount of infected traffic that lead to
subsequent outbreaks and disrupt the normal operation of a
modern network. The primary challenges faced by today’s
service providers are maintaining service availability in the
presence of such outbreak of malicious traffic. Security has
become a critical characteristic of all services due to the
direct effects reflected on the profit line of service providers.
Universal digital identity can help in identifying the real
identity of sources of threats then blocking their traffic or
redirecting it to fake destinations.

Carriers are, also, challenged to meet the demand of their
subscribers of enhanced mobility. They have to do so while
avoiding new huge investment in remote areas by signing
service level roaming agreements (SLRA) with other
operators to make use of other infrastructure.

B. Subscribers’ Motivations

New devices and business practices, such as PDAs and
the next-generation of data-ready cellular phones and
services, are the driving interest in the ability of a user to
roam while maintaining two-way network connectivity:
¢ Roaming employees need to remain connected to their

home corporate accessing local resources without any

change to the corporate security policy and with least
cost.

e Corporate employees need to keep accessing resources
or services hosted by their roaming colleagues
independent of their physical location using the same
local private addresses.

In addition, the Mobile Nodes should remain
transparently accessible to any corresponding node.
Corresponding nodes are able to keep using the same
addresses and with no need to any additional software.

C. Governments’ Motivations

Criminals and terrorists are migrating to the digital world as
it is tremendously lucrative and has less risk. They are
willing to commit identity fraud and eager to sell it for
profit. Negative impacts are induced on trusted transactions
in online commerce, cyber investigations, authenticated
individuals, or organizations, who want to gain access to
services, systems, and facilities. Protection of assets and
critical infrastructure such as telecommunications, public
health, and the power grid, are necessary for the functioning
of society [3]. In battle, war fighters must be able to identify
people and determine if they are friend or foe, as well as if
and how much of a risk they present. The challenge is to
provide the war fighter with real time accurate information
[4].The resultant escalation of cyber crimes and cyber
attacks has resulted in the need for improved cyber
investigations, security, and cyber defense. Grouping the
network activities by universal digital identities enhances
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the cyber crime investigations with a tool that can simply
reveal the real-world identities.
1) The Cyber Threats [4]

- Account take-over fraud in banking sectors, retailer,
and healthcare provider.

- Access fraud on credit and financial information.

- ldentity fraud in thin file situations and attack on an
identity database.

- Cyber threat to enterprise attribute-based controls.

- Internal abuse of corporate assets and information.

- Wrest or hijack identity using Zombie networks.

2) The Cyber Challenge [4]

- Cyber security includes data protection, fraud detection,
and preventions.

- Policy management that relies on security policies
legislation to protect from identity theft.

- Breach detection by monitoring unauthorized system
access or data acquisition using intrusions detection
systems.

- Tracing and monitoring the usage of identities to detect
unauthorized usage.

- Strong authentication methodology that correlates the
identity user to the real identity owner.

I1l.  REVIEW oF STANDARD MOBILE IP IN IPv4

Mobile IP (MIP) is an open standard, defined by the
Internet Engineering Task Force (IETF) RFC 3344. Mobile
IP enables users to keep the same IP address while traveling
to a different network, ensuring that a roaming individual can
continue communication [5]. Mobile IP does not drop the
network prefix of the IP address of the node. Consequently,
IP routing will succeed to route the packets to the node after
movement to the new link [6]. RFC 3344 is considered the
base for MIP. It defines the various entities involved in
Mobile IP protocol and how they interact together to enable
the registration of a roaming mobile node (MN) to the home
network thus the home agent can forward the packet
destined to MN to its care-of-address obtained from the
foreign network.

RFC 4721: “Mobile IPv4  Challenge/Response
Extensions” updates RFC 3344 by including a new
authentication extension called the Mobile-Authentication,
Authorization, and Accounting (AAA) Authentication
extension. This new extension enables a mobile node to
supply credentials for authorization, using commonly
available AAA infrastructure elements. This authorization-
enabling extension may co-exist in the same Registration
Request with authentication extensions defined for Mobile IP
Registration by RFC 3344 [6].

RFC 3344 assumes that tunneling is required for packet
from the home agent to the mobile node's care-of address,
but rarely in the reverse direction. It assumes that routing is
independent of the source address and MNs can send their
packet through the router in the foreign network. This
assumption is not valid. This raises a need to establish a
topologically correct reverse tunnel from the care-of address
to the home agent [7]. RFC 2344: “Reverse Tunneling for
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Mobile IP” proposes backwards-compatible extensions to

Mobile IP in order to support topologically correct reverse

tunnels. When the mobile node joins a foreign network, it

listens for agent advertisements and selects a foreign agent
that supports reverse tunnels. It requests this service when it
registers through the selected foreign agent. At this time, and
depending on how the mobile node wishes to deliver packets
to the foreign agent, it also requests either Direct or

Encapsulating Delivery Style.

e In the Direct Delivery Style: the mobile node
designates the foreign agent as its default router and
proceeds to send packets directly to the foreign agent,
that is, without encapsulation. The foreign agent
intercepts them, and tunnels them to the home agent.

¢ In the Encapsulating Delivery Style: the mobile node
encapsulates all its outgoing packets to the foreign
agent. The foreign agent decapsulates and re-tunnels
them to the home agent, using the foreign agent's care-
of address as the entry-point of this new tunnel.

The MIP RFC3344 standard falls short of the promise in
fulfilling the need of an important customer segment,
corporate users (using VPN for remote access), who desire to
add mobility support to have continuous access to Intranet
resources while roaming outside the Intranet from one subnet
to another, or between the VPN domain (i.e., trusted domain)
and the Internet (i.e., un-trusted domain). Both firewall and
VPN devices typically guard access to the Intranet. The
Intranet can only be accessed by respecting the security
policies in the firewall and the VPN device. In addition, any
solutions to be proposed would need to minimize the impact
on existing VPN and firewall deployments [8]. IP-in-IP
tunneling does not generally contain enough information to
permit unique translation from the common public address to
the particular care-of address of a mobile node or foreign
agent, which resides behind the NAT; in particular, there are
no TCP/UDP port numbers available for a NAT to work
with. For this reason, IP-in-1P tunnels cannot in general pass
through a NAT, and Mobile IP will not work across a NAT
[9].
RFC 3591: “Mobile IPv4 Network Address Translation
(NAT) Traversal” enables mobile devices in collocated mode
that use a private IP address (RFC 1918) [10] or foreign
agents (FAs) that use a private IP address for the care-of
address (CoA) are able to establish a tunnel and traverse a
NAT-enabled router with mobile node (MN) data traffic
from the home agent (HA) [9]. However, if the network
does not allow communication between a UDP port chosen
by a MN and the HA UDP port 434, the Mobile IP
registration and the data tunneling will not work. Only the
IP-to-UDP encapsulation method is supported.

The need is increasing for enabling mobile users to
maintain their transport connections and constant reach
ability while connecting back to their target "home"
networks protected by Virtual Private Network (VPN)
technology.  This implies that Mobile IP and VPN
technologies have to coexist and function together in order to
provide mobility and security to the enterprise mobile users.
RFC 4093: “Mobile IPv4 Traversal OF Virtual Private
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Network (VPN) Gateways” addressed the previous limitation
by forcing any MN roaming outside the Intranet to establish
an IPSec tunnel to its home VPN gateway first, in order to be
able to register with its home agent. This is because the MN
cannot reach its’ HA (inside the private protected network)
directly from the outside. This implies that the MIPv4 traffic
from the MN to a node inside the Intranet is forced to run
inside an IPSec tunnel. This in turn leads to distinct
problems depending on whether the MN uses co-located or
non-co-located modes to register with its HA

In co-located mode, successful registration is possible but
the VPN tunnel has to be re-negotiated every time the MN
changes its point of network attachment, as the MN's IP
destination address changes on each IP subnet handoff,
IPSec tunnel needs to be re-established. This could have
visible performance implications on real-time applications
and in resource-constrained wireless networks [11].

In foreign agent care-of address, MIPv4 registration
becomes impossible. This is because the MIPv4 traffic
between MN and VPN gateway is encrypted, and the FA
(which is likely in a different administrative domain) cannot
inspect the MIPv4 headers needed for relaying the MIPv4
packets. The use of a 'trusted FA' that is actually a combined
VPN GW and FA can work fine in this case, as the tunnel
end-points are at the FA and the VPN gateway as shown in
Figure 2.

Limitation:

(i) However, due to security limitation, this scenario is not
realistic in the general mobility case. It is not expected
that the FA in access networks (e.g., wireless hot spots
or CDMA 2000 networks) will have security
associations with any given corporate network to apply
‘trusted FA'".

(ii) This solution would leave the traffic between FA and
MN unprotected. This is clearly undesirable as this link
in particular may be a wireless link

VPN Domain (Intranet)

Foreign Network

Figure 2. The use of a ‘trusted FA' In foreign agent care-of address
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IV. REVIEW oF STANDARD MOBILE IP IN IPv6

3775: “Mobility Support in IPv6” specifies a protocol,
which allows nodes to remain reachable while moving
around in the IPv6 Internet. This protocol allows a mobile
node to move from one link to another without changing the
mobile node's "home address”. Packets may be routed to the
mobile node using this address regardless of the mobile
node's current point of attachment to the Internet. The
movement of a mobile node away from its home link is thus
transparent to transport and higher-layer protocols and
applications [12]. A mechanism, known as "dynamic home
agent address discovery" is added in Mobile IPv6 to provide
support for multiple home agents and the home network
reconfiguration. This mechanism allows a mobile node to
dynamically discover the home agent IP addresses on its
home link, even when being away from home. Mobile nodes
can also learn new information about home subnet prefixes
through the "mobile prefix discovery" mechanism.

A. Comparison between Mobile IPV4 and IPv6

1. There is no need to deploy special routers as "foreign
agents”, as in Mobile IPv4. Mobile IPv6 operates in
any location without any special support required from
the local router.

2. Support for route optimization is a fundamental part of
the protocol, rather than a nonstandard set of
extensions.

3. Mobile IPv6 route optimization can operate securely
even without pre-arranged security associations

4. Support is also integrated into Mobile IPv6 for allowing
route optimization to coexist efficiently with routers
that perform “ingress filtering™ [13].

5. The IPv6 Neighbor Unreachability Detection assures
symmetric reachability between the mobile node and its
default router in the current location.

6. Most packets sent to a mobile node while away from
home in Mobile IPv6 are sent using an IPv6 routing
header rather than IP encapsulation, reducing the
amount of resulting overhead compared to Mobile IPv4.

7. Mobile IPv6 is decoupled from any particular link
layer, as it uses IPv6 Neighbor Discovery instead of
ARP. This also improves the robustness of the
protocol.

8. The use of IPv6 encapsulation (and the routing header)
removes the need in Mobile IPv6 to manage "tunnel
soft state".

9. The dynamic home agent address discovery mechanism
in Mobile IPv6 returns a single reply to the mobile
node. The directed broadcast approach used in IPv4
returns separate replies from each home agent.

B. Summary of Mobile limitations

Unluckily, standard MIP faced many limitations that
hindered its applicability in real environments as:
1. Ignoring that the Mobile Node (MN) can exist behind a
Firewall or NAT device.
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Considering only Forward Tunnel; that Corresponding
Node (CN) packets has to be forwarded by Home
Agent (HA) to MN while Ignoring Reverse Tunnel; that
MN needs to access the corporate services.

3. With updated RFC 2344, that includes Reverse Tunnel;
MIP becomes subjected to DoS and Session Hijacking
due to the lack of a secure method for authenticating
MN [7].

4. Ignoring the corporate security policy, during the tunnel
establishment phase or the MN’s registration with the
HA.

5. Ignoring that the DNS domain name is used for locating
and addressing devices worldwide.

6. The VPN tunnel has to be re-negotiated every time the
MN changes its point of attachment.

7. Ignoring the Scalability Factor; Home agent and
Foreign agents are a single point of failure.

V. NEW MOBILITY ARCHITECTURE

In the paper: “Universal Mobility with Global Identity
(UMGI) Architecture” [14], a new mobile IP concept has
been introduced to address the limitations of previous
proposed mobile IP. The UMGI correlates mobile users’
credentials as IP, hostname, and network equipment
identifiers (ex. network cards or mobile sets) with their
(UW)SIM (Universal subscriber identity module) cards .Not
only this corelation provides a strong method for
authenticating subscribers but also it acts as the foundation
of the newly proposed mobile IP protocol. The extracted
“Country codes” and “Carrier Code” stored in the (U)SIM
enable the dynamic discovery of the home agent thus
facilitate routing the traffic to the home network. In addition,
this paper has discussed the integration of the MN
authentiation with the standard methods of authentionation in
the UMTS network. This architecture extends the
capabilities of standard mobile IP, solves its applicability
problems, and links mobile users’ activities to unique
universal identities

A. Advantages of the suggested UMGI:

1. Not like the standard MIP, which runs on the mobile
node and keeps monitoring the network prefix, the
UMGI Architecture makes the mobile node unaware of
any procedure. All UMGI services and modules run on
distributed servers administrated by the carriers or the
corporate networks thus enhancing the performance of
mobile subscriber while decreasing the battery
consumption of the MN.

2. Standard MIP has not considered any handover
procedure. It focuses on stationary hosts that moved to
different location other than the home network. UMGI
MIP inherits its mobility from the wireless technology
adopted. It opens rooms for programmers to enhance
the handover procedures thus movement can be
unnoticeable.
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3. The security policy of the corporate network is
preserved:

a. By restricting the Home UMGI IPSec tunnel
establishment to authorized the carrier gateways
and the predefined UMGI Tunnel Subnet.

b. The corporate firewall can be configured with an
advanced security policy controlling the UMGI
roaming subscribers’ access and privileges.

4. DHCP Classification: preserves the UMGI roaming
subscriber’s CoA during the movement inside Hot Wi-
Fi spots covering one or more buildings that have
multiple APs but with a single border gateway and
during the movement between multiple Node B or
BTSs connected to the same access point on the GGSN.
The UMTS or (E) GPRS access point can cover a
country region.

5. Automatic private IP addressing procedure: Preserves
the mapping of UMGI subscriber public address and
private addresses as well as the DNS domain name
while roaming in the foreign network. This enables
MNs, in either foreign carrier, to handoff between
multiple Wi-Fi hotspots and multiple UMTS or (E)
GPRS access point even if the CoA obtained from the
DHCP server is changed. The only challenge is the time
required to update the mapping on the FG of the
network to which the subscriber is attached. The FA
should be capable to update the FG in few seconds. In
TCP traffic, no packet will be lost as this will be
regarded as congestion and retransmission will occur.
For UDP, any packet lost in range of few seconds will
not be noticed.

6. The combination of “UMGI Trust Relation” and the
“Hierarchical Discovery Routing Procedure” increases
the scalability and the security of the new mobile IP
architecture while preserving the security of
communication between foreign and home networks.
The combination makes the architecture extremely
customizable fitting small ISPs and large carriers. In
addition, it increases the architecture flexibility to adopt
several designs and different types of agreement
starting from small ISPs inside the country and ending
with regulators agreements cross-countries boundaries.

7. The carriers can freely add or modify the configuration
of its gateway even the IP addresses without any need
to update any other carrier under UMGI SLRA.

8. The architecture solves the current MIP applicability
limitation. With UMGI, it is simple to create dynamic
IPSec tunnel on demand with the home VPN gateway
and to path through any firewall security policy.

9. Added a security layer that is boasted by a strong client
authentication mechanism as EAP. This provides a
strong protection against session hijacking and Denial
of Service attack.

10. Using a single path between remote and local carrier,
UMGI Remote Tunnel, to carry the MNs’ traffic from
multiple corporate networks connected to the same
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carrier gateway, decreases the UMGI subscriber’s
joining time by avoiding the process of “Tunnel setup
Procedures” for MNs belonging to the same carrier.

11. The synchronization between both foreign and home
carrier through AAA and HLR enforces the status
consistency and increases the security by restricting
access to only one UMGI subscriber per IMSI at time,
even if having multiple registered equipments.

12. Mobile IP leaves transport and higher protocols
unaffected. Other than mobile nodes/routers, the
remaining routers and hosts will still use current IP
address format without any modification. Unlike,
Standard MIP, UMGI MIP does not need enabling
jumbo frames or any change in the IP frame format.
Thus, UMGI suits LAN/WAN topology.

13. UMGI is Multi-Vendor Interoperable. It can be
considered as an organized setup of the standard
protocols thus, no need to any software upgrade or any
major change to the existing infrastructure.

VI.CONCLUSION

Enhancements to the standard Mobile IP techniques are
being developed to improve mobile communications and to
overcome the existing limitations by making the process
more secure and more efficient. Researchers are
continuously adding achievement to augment its
applicability to the new business needs. In this paper, the
importance of secure global mobility as motivated by the
needs of corporate organizations, service providers, and
governments is highlighted. State of the art schemes and
standards dealing with facilitating and managing mobile
computing both in the current IPv4 and the coming IPv6 are
reviewed.

A reference is made to a suggested architecture that is
aimed at overcoming the current practical limitations. As it
should be, the suggested scheme is transparent, secure,
scalable, independent of any communication protocol, and
valid for hybrid infrastructure. This shows that designing an
architecture for global mobility with universal identity that
satisfies the requirements of service providers, governments,
and corporate organizations is a challenge and needs an
enterprise secure cooperations between the various entities.
This architecture has proposed a new mobile IP that solves
the standard mobile IP scalabilty limitations by proposing a
solution that can be easily deployed with the presence of
firewalls and VPNs. Also, the proposed solution has shown
that a mobile user can handover hybrid infrastructure with
very short delay without changing its real IP address or DNS
domain name. Solving the challenges that hindered the
applicability of standard Mobile IP becomes possible by
adopting the new mobile IP protocol as it has correctly
analyzed all the obstacles in standard mobile IP and proposes
a complete solution fitting the different wireless technologies
and the new business needs. Finally, the proposed correlation
of the mobile users’ credentials as IP, hostname, and network
equipment identifiers with their (U)SIM cards provides a
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strong method for authenticating and authorizing mobile
users while creating a unique universal identity that can
reveal the real world identity. Without doubt this can
facilitate the cyber crime investigation and enhance the cyber
security
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Abstract—Dynamic bandwidth allocation (DBA) is a key issue
of Ethernet PONSs. In order to get higher resource utilization and
lower packet delay, the problem is always dissolved into grant
sizing and grant scheduling. In this paper, we explore grant
scheduling techniques. We propose a modified hybrid online and
offline scheduling with the shortest propagation delay (SPD) first
policy (we named HSPD) which can compensate for the idle time
under light or medium loaded traffic. Meanwhile, the last ONU
in offline set is adaptively indicated to transmit REPORT frame
first (called LRF), so the idle time can be eliminated especially
under heavy loaded traffic. We evaluate the cycle length and av-
erage packet delay through analysis and simulations. Compared
with the offline SPD first scheduling (we named it OSPD), and
online and offline scheduling with excess bandwidth distribution
(so-called M-DBAL1), we find out our algorithm HSPD-LRF can
achieve significant improvements in terms of average packet
delay and channel utilization.

Keywords—DBA,; Online; Offline; Hybrid SPD-based Schedul-
ing (HSPD); Last REPORT First (LRF).

1. INTRODUCTION

Passive optical network is a point-to-multipoint (P2MP)
optical network without active elements in the path, where an
optical line terminal (OLT) at the center office (CO) is con-
nected to many optical network units (ONUSs) at remote nodes
through passive elements such as 1:N optical splitters. The
network use a single wavelength in each of the two direc-
tions—downstream and upstream, and the wavelengths are

multiplexed on the same fiber through coarse WDM (CWDM).

In the downstream direction, packets are broadcast by the
OLT and extracted by the destination ONU. While in the up-
stream direction all the ONUs share a single wavelength
channel by time division multiple access (TDMA). Since the
passive optical splitters are not able to inspect the upstream
collision, it is the OLT who acts as the arbiter that grant time-
slots (transmission windows) to the ONUs by a certain
scheme. In order to avoid packets collision and to utilize the
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upstream channel efficiently, a dynamic bandwidth allocation
(DBA) is required. Ethernet PONs (EPONSs) technology has
been standardized by the IEEE 802.3ah Ethernet in the First
Mile (EFM) Task Force, which aims at combining the
low-cost equipment, simplicity of Ethernet, the low-cost fiber
infrastructure and high bandwidth of PONs. However IEEE
802.3ah does not prescribe any scheme of the upstream data
transmission, but devises the multipoint control protocol
(MPCP) which defines message-based mechanism to control
information exchange between the OLT and ONUs. The
shceme of upstream data transmission is left for choice of
vendors. Dynamic bandwidth allocation (DBA) algorithms for
EPONs have become a key issue and have been paid consi-
derable attention from both industry and academia in recent
years.

Basically, DBA algorithms that have been presented in lite-
ratures for EPONSs can be divided into grant sizing and grant
scheduling. The grant sizing determines the size of the up-
stream transmission window granted for an ONU. While the
grant scheduling determines the beginning time of the up-
stream transmission granted for an ONU. These two aspects
can be not separated. Grant sizing algorithms have been pro-
posed in [5]-[9]. In [9], Kramer et al. proposed the IPACT
algorithm in which the OLT polls the ONUs in a round-robin
way and dynamically assigns them bandwidth according to
different approaches and indicated that the limited service has
the best performances. Many literatures proposed excess
bandwidth allocation algorithms [2][5][6], or prediction me-
chanisms, based on the limited service [7]. Grant scheduling
techniques have been proposed in [1]-[4]. The authors in [4]
partition the scheduling problem into (1) a scheduling
framework and (2) a scheduling policy operating within the
adopted framework. McGarry et al. [3] outlines two basic
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grant scheduler as online and offline. In an online scheduler
any ONU is scheduled for upstream transmission as soon as
the OLT receives its REPORT message. In an offline schedu-
ler the ONUs are scheduled for transmission of the next cycle
once the OLT has received all REPORT messages from all
ONUs. So online scheduling has great efficiency but lacks
QoS control since the OLT makes scheduling decisions based
on individual request without global knowledge of the current
bandwidth requirements of the other ONUs. Offline schedul-
ing allows OLT to take into consideration of the current
bandwidth requirements from all ONUSs, thus, it enables the
wide variety of QoS mechanisms. On the other hand, it con-
ducts idle time in upstream channel since OLT has to wait all
REPORT frames from all ONUs.

In this paper, we aim at resolving the idle time issue of of-
fline scheduling. In order to shorten or eliminate the fixed idle
time of offline scheduling, we combine the online & offline
scheduling based on limited service and sort the overloaded
ONUs in ascending order by their propagation delays before
scheduling in offline framework. Meanwhile in our proposed
scheduling the last ONU is put into the offline scheduling set
and the ONU with the largest propagation delay in the offline
set transmits REPORT frame before its data in the next cycle.
Since the ONUs in offline scheduling always have large
enough data transmission window, the idle time can be com-
pensated especially under heavy traffic. Importantly, the whole
algorithm is very simple to implement.

The rest of this paper is organized as follows. In Section Il,
we discuss the related work on dynamic bandwidth allocation
algorithms. In Section 111, we analyze the idle time problem in
offline scheduling and present the HSPD-LRF scheduling. In
Section 1V, we provide the performance result of simulations.
In Section V, we conclude the paper.

1. RELATED WORK

Assi et al. [5] proposed an excessive bandwidth distribution
that left from the underloaded ONUs amongst the overloaded
ONUs (so-called DBA1). In order to implement the excessive
bandwidth distribution, it for the first time employ a combined
online and offline scheduling in which ONUs with requests
smaller than its minimum guaranteed window sizes are sche-
duled immediately while those with larger requests would be
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scheduled when OLT have received all of the REPORT
frames. Since DBAL grants the total excess bandwidth to the
overloaded ONUEs, it sometimes mistakenly leaves most of the
available bandwidth idle. Based on DBAL, Shami et al. in [6]
proposed an improved dynamic bandwidth allocation algo-
rithm called M-DBA1 which grants bandwidth to overloaded
ONUs based on a comparison of total excess bandwidth saved
by underloaded ONUs with total extra demand bandwidth of
the overloaded ONUSs. Bai et al. [8] improved the procedure
for allocating excess bandwidth. Nevertheless, the algorithms
mentioned above only focus on the grant sizing but not grant
scheduling. They did not present any optimal scheduling pol-
icy but employed the simple first come first schedule (FCFS)
scheme in the hybrid online and offline scheduler.

In [2], J. Zheng proposed a mechanism in which OLT al-
ways schedules underloaded ONUs before overloaded ONUs
as well as possible. OLT maintains a time tracker to record the
ending time of last scheduled ONU. When the upstream
channel is going to be idle, an overloaded ONU is scheduled
without extra excessive bandwidth if necessary. Thus, the
upstream transmission channel is not idle between granting
cycles.

In [1], McGarry et al. presented a scheduling algorithm that
employs the shortest propagation delay first (SPD) policy in
offline framework. OLT sorts all ONUs in ascending order by
their propagation delays before scheduling. Thus, the long
round trip propagation delay can be masked by scheduling the
near-by ONUs first.

ll.  HSPD-LRF ALGORITHM

Since an offline scheduler makes scheduling decision for all
ONUs at once, this requires that the scheduling algorithm be
implemented after the OLT receives the end of the last ONU’s
REPORT frame. Thus, as illustrate in Figure 1(a), a fixed idle
time between scheduling cycles is introduced. It is composite
of the followings:

e The computation time of the scheduling in OLT T

sche *
e The transmission time for the grant (64 bytes) frame

which can be regarded as part of scheduling time T,

sche”

*  The processing time of the ONU scheduled in the next
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e The RTT of the first ONU scheduled in the next
cycle RTT,"".
So, we get:

Tigie =T

i sche

+ T, + RTT =T, (1)

where T, is the guard time between two consecutive trans-

mission windows of two different ONUs. When the ONUs are
scheduled based on SPD first policy, the RTT of the first ONU
can be reduced to the minimum value. So, idle time in offline
scheduler is shortened. Described as:

Ti(’ivlléN = Tsche +Tonu +RTT MIN _Tg (2)

However, the SPD based offline scheduling still has a fixed
waste of idle time in upstream channel which reduces the chan-
nel utilization. In this paper, we employ a hybrid online and
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offline scheduling based on limited service and make changes in
some aspects to address the idle time issue. First of all, all
ONUs are divided into two sets according to their bandwidth
requests which is given by (3). Those having bandwidth re-
quests smaller than their minimum guaranteed windows are
ascribed to light loaded set K and scheduled as soon as OLT
receives their REPORT messages, the others are ascribed to
over loaded set M and scheduled all at once according to their
propagation delays sorted in ascending order after OLT receives
the last REPORT message. Thus, the excessive bandwidth of
underloaded ONUSs can be used to meet the bandwidth demand
of overloaded ONUs in each transmission cycle.

K, R <BMN

M, R, >BM"

ONU, e{ ©)

As illustrated in Figure 1(b), if the first ONU who has re-
quest smaller that its minimum guaranteed window in the nth

cycle is the k"th to come. So, we get (4), which means the

upstream channel idle time caused by the large RTT of the
first ONU that belong to set K in the (n+1)th cycle and (5)
which means the upstream channel idle time caused by the

large RTT of the first ONU that belong to set M in the (n+1)th
cycle. In the following, w, is the transmission window length

(time length) of the ith ONU in the nth cycle. R i is the re-

quest length (time length) of the jth ONU. If both (4) and (5)
are obtained simultaneously, we can achieve shorter idle time

than the minimum idle time TMof the SPD based offline

idle
scheduling.
N
W, T, )+ THN 4T ST 4T, + RTT 4
i=k"+1
SR, T, )+ TN 4T =T, o +T,, + RTT ()
jek ™
Here, we get:
N
> W, +T, )+ RTTY™ > RTT," ©)
i=k"+1
3 (R, +T, )+ RTT™ > RTT, @)
J-EKml

A specific situation is whenk" = N, that means only the
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last ONU (the Nth ONU) has smaller request, so, the trans-

mission window (W, +Tg) in (6) is nothing. Thus, only when
RTT," =RTT™™ could we get no longer idle time than
T. MV if the last ONU is scheduled in online set. Due to this,

the last ONU is always put into offline set. That means
ONU,, € M . Also we can see from (7) that the more elements
in set K, the better.

When the traffic is getting heavier, more and more ONUs
belonged to overloaded set M. So, the underloaded ONUs
may not be able to compensate the idle time. In this situation,
the last ONU of set M is indicated to transmit REPORT frame
before its data, see Fig. 1(c). Since the ONUs in set M always
has long enough data transmission window, it can always
compensate the idle time. Specifically, this is easily executed
by redefining the MPCP GATE frame granting to the ONUs. It
is assumed that the general GATE frame can offer no more
than 3 grants to an ONU, which means the valid range of the
GATE number is from 0~3. As shown in Figure 2, the com-
bining of the most significant bit and the third bit from the
right of the Number/Flag byte in GATE frame can be defined
as the indication of transmitting REPORT first.

IV. PERFORMANCE EVALUATION

To evaluate the performances such as the average cycle
time, the average packet delay and channel utilization of the
proposed LRF-based hybrid scheduling which we call
HSPD-LRF, a simulation model comprising an access net-
work with one OLT, and 16 ONUs was developed using C++.
Here, channel utilization was defined as the ratio of the sum of
pure data transmission windows to the cycle time. The pure
data transmission window did not include the overheads, such
as Preamble, IPG and the REPORT frame that attached. In the
simulation, the equal weighted limited grant sizing with
excess bandwidth distribution [6] is employed. In addition, the
traffic of each ONU was generated with the properties of
self-similarity and long-range dependence, and the Hurst pa-
rameter was set to 0.8. The maximum cycle time was assumed
to be 2ms. The guard time between two consecutive transmis-

sion windows of two different ONUs was 1us. The corres-
ponding minimum guaranteed window size, BM", was set
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t015500 bytes. In order to explicit the impact of the diversity
of propagation delays, the one-way propagation delays be-
tween the ONUs and the OLT were randomly generated ac-
cording to a uniform distribution with a minimum value of
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10us and a maximum value of 200us to represent the distance
between 1km and 20km. Among others, one ONU had the
minimum propagation delay, 10us, and another had the max-
imum propagation delay, 200us. The performances of the of-
fline SPD based scheduling (OSPD) and the so-called
M-DBAL1 algorithm were also illustrated as comparison.

Figure 3 shows that the overall cycle time of the proposed
algorithm is shortened compared with OSPD scheduling.
When the traffic load is getting heavier (load > 0.4),
HSPD-LRF has the shortest cycle time because it efficiently
eliminates the idle time. Figure 4 shows the average packet
delay versus offered load. Again the proposed algorithm has
the best performance for all traffic load. Figure 5 is the
channel utilization. Under heavy traffic load, the proposed
algorithm achievs about 98.6% channel utilization which
actually means there is no idle time wasted because the chan-
nel utilization was calculated using the pure data transmission
windows without the overheads and the REPORT frames,
which in fact occupy the upstream channel.

V.  CONCLUSION AND FUTURE WORK

This study has presented a modified hybrid online and of-
fline scheduling algorithm for EPONSs, in which the under-
loaded ONUs are scheduled instantaneously without any delay,
and the idle time issue is solved by adaptively employing the
last REPORT first scheme when the traffic load is getting
heavier. Specifically, the whole algorithm is executed simply
since it only needs to sort the overloaded ONUs once before
they are scheduled in offline mode as well as the OLT indicate
the last ONU in overloaded set to transmit REPORT before its
data based on slightly modified MPCP GATE frame when
necessary. Through simulation results, the proposed algorithm
has demonstrated that it can significantly improve the network
performance in terms of packet delay and channel utilization
as compared with the SPD-based offline scheduling and the
well known M-DBA1 algorithm proposed in [6]. However,
this study only investigated the network performances of the
single channel EPON system. In the future work, the authors
will investigate the issues in the multi-channel EPON, such as
WDM EPON system.
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Abstract—Protocol design and development is not a straight-
forward process. Each approach must be validated for inter-
actions and side-effects in the existing network environments.
But the Internet itself is not a good test environment, since its
components are not controllable and certain problem situations
(like congestion or error conditions) are difficult to reproduce.
Various testbeds have been built up to fill this gap. Most of these
testbeds also support link emulation, i.e. using software to mimic
the characteristic behaviour of certain kinds of network links
(like bandwidth bottlenecks or error-prone radio transmissions).
The most popular link emulation systems are the Linux-based
NETEM and DUMMYNET, which are e.g. applied on the IP layer
of Planet-Lab and various other testbeds. However, the restriction
to the OSI Network Layer (here: IP) is insufficient to test new
non-IP Future Internet protocols.

In this paper, we first introduce DUMMYNET and NETEM.
After that, we will present our approach of adapting DUMMYNET
for Linux to support link emulation on the Data Link Layer.
Finally, we evaluate the applicability and performance of DUM-
MYNET and NETEM for link emulation on the Data Link Layer,
in a Planet-Lab-based testbed environment. Qur goal is to outline
the performance and limitations of both approaches in the context
of Planet-Lab-based testbeds, in order to make them aPplicable
for the evaluation of non-IP Future Internet protocols.

Keywords: Link Emulation, Data Link Layer, Future Internet
Testbed, NETEM, DUMMYNET

I. INTRODUCTION

The protocol development for the current Internet bases on a
strictly hierarchical structure, which has been standardized as
the OSI reference model [1]. This model covers classic Internet
applications like e-mail and file transfer quite well. However,
the rapid technological developments driven by the needs of
new applications (e.g. mobility, e-commerce, VoIP) show the
conceptual limitations of this approach. Solutions like cross-
layer optimization weaken the hierarchical structure and make
the resulting protocol implementations difficult to develop and
maintain. This makes the realization and deployment of new
features and protocols, e.g. multipath TCP [2], difficult. On
the other hand, clean-slate service-oriented frameworks try
to solve such conceptual issues by completely getting rid of
the hierarchical structure. Multiple large research projects like
FIRE and G-Lab in Europe, GENI and FIND in the U.S.A.
and AKARI in Asia examine such approaches.

IParts of this work have been funded by the German Federal Ministry of
Education and Research (Bundesministerium fiir Bildung und Forschung) and
the German Research Foundation (Deutsche Forschungsgemeinschaft)
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In every case, protocol design and development is more
than a theoretical procedure. Over the years, protocol and net-
work developers strike new paths to validate their approaches
and concepts. Long-term experience shows that protocol de-
velopment involves several more steps besides requirement
formulation, specification, verification and documentation. In
particular, it also includes the test of implementation and con-
formance as well as analysing and optimizing the performance
for special applications and architectures. This requires the
integration of the new ideas and approaches into real hardware,
emulation and also into simulation testbed environments. That
is, each new approach and proof of concept needs an adequate
testbed. But each research community has its own specific
requirements on its testbeds, resulting in many different vari-
ants. Examples of such testbeds are Emulab [3], VINI [4],
One-Lab [5], G-Lab [6] and Planet-Lab [7].

Link emulation (i.e. using software to e.g. apply delay
or bandwidth limitations of a satellite link to certain packet
flows) is a widely used feature in such testbeds. Currently, the
testbeds apply this link emulation feature on IP flows (i.e. on
the Network Layer). While this is sufficient within IP networks
— i.e. the current Internet protocols — it prevents the usage
for new non-IP Future Internet approaches. But if projects
are investigate on clean clean-slate service-oriented framework
below IP — like German Lab project — emulation on a layer
below is needed. Therefore, a link emulation solution on the
Data Link Layer is desirable within testbeds. DUMMYNET [8],
[9] (e.g. used by Planet-Lab, G-Lab and Emulab, see [10]) and
NETEM [11] are popular tools for link emulation on Linux,
which is the operating system used by the majority of the
testbeds. NETEM already supports Data Link Layer usage,
while DUMMYNET under Linux had lacked of this feature. In
this paper, we first introduce our approach of extending the
Linux version of DUMMYNET by Data Link Layer support.
Then, we evaluate the performance of both approaches in a
Planet-Lab-based testbed environment — used in the German
Lab project — which we have extended by the support of link
emulation on the Data Link Layer. The challenge here is to
compare at first time link emulation an data link layer on one
operation system.
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II. LINK EMULATION

The intention of testbeds is to examine concepts and archi-
tectures under different conditions, e.g. nearly optimal condi-
tions for a first proof of concept or more realistic conditions
to analyse specific scenarios like communication over modem,
satellite or other wireless links.

A. Constituting Physical Constraints in a Testbed

Clearly, the physical model (e.g. the underlying transmission
technology) is an important part of such tests, because it
realizes the constraints set by physics and hardware imple-
mentations. The most realistic results on testing a system
with certain hardware constraints is to actually run it on real
hardware. This approach is e.g. used by the G-Lab testbed [6].
However, real network behaviour — like the effects caused
by background traffic or BGP routing in the Internet — are
not easily reproducible in such hardware-centric systems. Ap-
proaches like the Planet-Lab [7] interconnect a large number of
virtualized systems over the real Internet, allowing for overlay
network tests. However, in this case, the hardware itself is not
under the control of the researcher.

For many upper-layer test cases, an emulation model of
the physical constraints is already sufficient, e.g. a satellite
link with its typical delay and bit errors may be emulated
in software. Such an emulation is also easily adaptable to
special cases and allows for easy reproduction of the results,
e.g. to examine the communications protocol performance
over a satellite link during solar wind. Particularly, software
emulation is inexpensive, since special hardware (e.g. a real
satellite link) are not needed. The most well-established em-
ulation systems in the context of testbeds emulation systems
are DUMMYNET [9] and NETEM [11]. These tools emulate
links with variable delay, bandwidth, packet loss and jitter, i.e.
they can be used to model the link characteristics of different
network access technologies. We will introduce DUMMYNET
and NETEM in the following subsections.

B. NETEM

The Linux Advanced Traffic Control Framework [12],
which is part of the Linux kernel, uses filtering rules to map
packets or frames — i.e. data on Data Link as well as Network
Layers — to queuing disciplines (QDisc) of an egress network
interface. QDiscs may be classful, i.e. contain a hierarchy
of subclasses. Filtering rules (denoted as classifier) of the
QDisc itself map packets or frames to the subclasses. Each
subclass may have its own QDisc, which again may be classful
or classless (i.e. no subclasses). NETEM [11] is a classful
QDisc for Linux. This QDisc itself provides packet delay, loss,
duplication and re-ordering.

If bandwidth limitations are required, a secondary queuing
discipline — like the classless Token Bucket Filter (TBF) QDisc
— has to be applied as sub-QDisc of NETEM to control the data
rate. Bandwidth limitations are always based on the Data Link
Layer frame sizes of the egress interface on which NETEM
and subservient QDiscs are configured on. That is, using e.g.
NETEM and TBF on an Ethernet interface, all bandwidth
calculations for packets include the Ethernet headers and
trailers.
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C. DUMMYNET

DUMMYNET [9] provides link emulator functionality in
the FreeBSD kernel. The packet filtering architecture of the
kernel is used to pass packets through one or more queues.
A hierarchy of the queues is realized by so-called pipes. A
pipe represents a fixed-bandwidth channel; queues actually
store the packets. Each queue is associated with a weight.
Proportionally to its weight, it shares the bandwidth of the
pipe it is connected to.

Originally, DUMMYNET had been realized on the Network
Layer to control bandwidth, delay and jitter as well as packet
loss rate, duplication and reordering of IP packet flows. A
recent patch [13] for FreeBSD has added support for the Data
Link Layer, i.e. the patched DUMMYNET implementation is
able to handle frames on the Data Link Layer containing
arbitrary Network Layer traffic. This allows for applying
DUMMYNET to handle non-IP Future Internet protocols. [8]
introduces a port of DUMMYNET to Linux, in order to apply it
for Planet-Lab-based G-Lab Experimental Facility. However,
this port does not support Data Link Layer traffic, due to the
significantly different handling procedures of Data Link Layer
frames in Linux. It is in the end an adaptation of a new packet
filter mechanism on the Data Link Layer.

Bandwidth limitations realized by DUMMYNET always base
on the Network Layer packet size only, even if DUMMYNET
is used to restrict Data Link Layer traffic. That is, using
DUMMYNET e.g. to shape IP traffic over an IEEE 802.11
WLAN does not include the WLAN headers and trailers.

III. DUMMYNET ON LINUX

The link emulation infrastructure of Planet-Lab-based G-
Lab — as well as of its derived testbeds — is based on the
Linux port of DUMMYNET [8]. In order to extend the G-Lab
infrastructure by DUMMYNET-based Data Link Layer support,
we had to extend DUMMYNET for Linux.

Figure 1 presents our concept for extending DUMMYNET
on Linux by the support of link emulation on the Data Link
Layer. The existing DUMMYNET hooks into the Network
Layer packet chains of the Routing Subsystem. Chains are
used by the packet filtering architecture of Linux and provide
mechanisms to intercept and manipulate packets. Before a
packet is routed, it traverses the PREROUTING chain. Packets
to be forwarded to another system then pass through the
FORWARD chain while packets destined for the system itself
are handled by the INPUT chain. Packets sent from the
system itself come from the OUTPUT chain. After routing,
a packet passes through the POSTROUTING chain. The two
hooks used by DUMMYNET are on the PREROUTING and
POSTROUTING chains. DUMMYNET can intercept a packet,
and eventually return it some time later into its original chain.

This Network Layer concept for DUMMYNET can be ex-
tended to the Data Link Layer in the Bridging Subsystem.
Note, that Linux uses the same chain naming (i.e. PREROUT-
ING, FORWARD, INPUT, OUTPUT, POSTROUTING) as for
the Routing Subsystem. Nevertheless, the Routing and Bridg-
ing Subsystems are completely independent. DUMMYNET has
to be extended by the support for hooking also into the
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chains of the Bridging Subsystem to intercept frames on the
Data Link Layer. Furthermore, the internal data handling of
DUMMYNET has to be adapted to handle the frame structures.

The implementation of our approach has been realized as a
patch for the Linux kernel, supporting all functionalities being
necessary for our performance evaluation. After extending
additional filtering features being necessary for real G-Lab
deployment, we will contribute our patch to the G-Lab kernel
development process. In this context it should be noticed,
that this changes are independet from the infrastructure of
planetlab, so that there should no drawbacks for this approach.

IV. TESTBED ENVIRONMENT

In order to evaluate the performance of DUMMYNET and
NETEM, we have set up a G-Lab-based Linux test environment
as shown in figure 2: the sender node “Alpha” is connected via
router “Delta” to the receiver node “Beta” over 100 Mbit/s full-
duplex Ethernet links. Table I provides the technical details
of the systems; their hardware has been intentionally chosen
to be “low performance”, in order to illustrate the effects
of high CPU load on the DUMMYNET/NETEM performance
(which is a likely situation for G-Lab nodes hosting a large
number of active slices). Router “Delta” is configured with
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Our Concept of Extending DUMMYNET on Linux

both, DUMMYNET (including our Data Link Layer support
extension as described in section III) and NETEM. The Planet-
Lab-based test infrastructure has been extended to support link
emulation on the Data Link Layer in addition to the already
existing link emulation on the Network Layer. A configuration
option decides whether to apply DUMMYNET or NETEM.
NUTTCP [14] has been used for throughput and packet
loss measurements using the UDP protocol. Due to the
different traffic measurement bases of NETEM (Data Link
Layer frame size, see subsection II-B) and DUMMYNET
(Network Layer packet size, see subsection II-C), we have
configured the packet output rate R™ P of NUTTCP appro-
priately to achieve a desired on-network Data Link Layer
rate Rnetwork fOr a given payload message size M and
IP header size Hip, UDP header size Hypp and Ethernet
header/trailer size Hgihernet:
Rnuttcp _ M * RNetwork (1)
NetEm M + HIP +HUDP
Rnuttcp _ M % RNetwork (2)
SMmEE M + Hip + Hupp + HEthernet
Our bandwidth results always show the achieved Data Link
Layer throughput at the receiver side.
For measuring delay, we have utilised the standard PING
tool (which uses ICMP Echo Requests and Replies).

V. PERFORMANCE ANALYSIS

In the following analysis, we examine the performance
of DUMMYNET and NETEM based on the studies in [8],
[11], [15]. But unlike former studies, our interest is in the
performance of link emulation on the Data Link Layer, which
has not been examined before — but which becomes crucial
when examining Future Internet protocols on top of it. In the
following subsections, we evaluate Planet-Lab-based setups
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[ Node Name | Processor [ Memory [ Role |
Alpha 700 MHz AMD Duron 512 MiB Sender
Beta 700 MHz AMD Duron 512 MiB | Receiver
Delta 1666 MHz AMD Athlon | 1024 MiB Router

Table 1
TECHNICAL DETAILS OF OUR G-LAB-BASED TESTBED
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Figure 3. Derivation from Configured Bandwidth

with the link emulation varying the basic QoS measures: error
rate, bandwidth limitation, delay and jitter.

A. Bandwidth

Bandwidth is probably the most crucial QoS measure.
Therefore, the accurate adherence of configured bandwidth
limitations — for any kind of traffic pattern — is a highly im-
portant feature of a link emulation system. Figure 3 shows the
deviations from the desired bandwidth of 8389 Kbit/s (setting
based on a DSL media streaming scenario) for DUMMYNET
and NETEM on Data Link (L2 — Layer 2) and Network (L3 —
Layer 3) Layers when varying the packet size. Small packets
particularly occur in multimedia scenarios, leading to a high
per-byte routing/bridging overhead. DUMMYNET and NETEM
handle different packet sizes on both layers quite well, with
an increased deviation for NETEM when using small packets
(about -0.4% for 170 byte packets). However, this deviation
still remains small and should be uncritical for most use cases.

In this context, it has to be mentioned that tests configured
with relatively short traffic duration time and large buffers
— over particularly low-bandwidth emulated links — can lead
to distortions of the measurements by the time necessary to
fully transmit the buffered packets. Furthermore, due to the
bandwidth-delay product, packets with larger size require a
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proportionally longer transmission time on the link. This delay
— depending on the configured bandwidth and used packet
sizes — is not being emulated by DUMMYNET or NETEM. An
example is provided in figure 4, which shows the expected
and measured delays for varying bandwidth using packets of
146 bytes and 1494 bytes. The user should be aware of this
fact if packet sizes differ significantly.

In case of bandwidth limitation, it is important to figure
out the limitation of the testbed hardware. Depending on the
needs of the applications, the traffic pattern could differ in
the size of the messages, e.g. small messages in a multimedia
setup or full MTUs in a download scenario. The resulting loss
rate for enforcing a maximum bandwidth of 100 Mbit/s using
packet sizes of 146 bytes and 1494 bytes is shown in figure 5;
the left-hand plot presents the DUMMYNET results, the right-
hand plot the NETEM results. Since the data rate generated
by NUTTCP is less or equal to the enforced data rate, no
loss should occur. But obviously, small packet sizes result in
packet losses [16], since the hardware (CPU, but also network
interface cards and buffers) are incapable of handling the high
number of packets per second. This side effect — which is
caused by interrupt frequency, timer resolution, the latency
of context-switch operations by the operating system and also
limited queue sizes [17] — has to be considered carefully when
planning experiments in the testbed. These limitations apply
for both, Data Link as well as Network Layer link emulation.
But in comparison to NETEM, DUMMYNET shows these side
effects earlier: at a rate of about 30 Mbit/s and a packet rate
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of 146 bytes, DUMMYNET starts losing packets while NETEM
is capable of handling more than 60 Mbit/s without losses.

B. Error Rate

The loss rate is another important QoS measure for link em-
ulation, e.g. to emulate lossy wireless or satellite connections.
Therefore, it is useful to examine the accuracy of DUMMYNET
and NETEM to adhere to a configured loss rate. For our
measurement, NUTTCP has generated the configured data rate,
while the link emulation has applied a configured loss rate.
Figure 6 shows the absolute deviation from the configured loss
rates for DUMMYNET and NETEM, using Data Link Layer
(Layer 2) as well as Network Layer (Layer 3) link emulation.
Since small packets are the most performance-critical (due to
the high rate of packets/s), we only present the results for a
packet size of 146 bytes here.

While the deviations for a NUTTCP bandwidth of 1 Mbit/s
remain small for both, DUMMYNET and NETEM, a significant
deviation is observable already for DUMMYNET at 40 Mbit/s.
Even higher deviations can be found at a bandwidth of
70 Mbit/s. In this case, also NETEM shows an increased loss
rate deviation, but this is still significantly smaller than for
DUMMYNET. The reason of this deviation for DUMMYNET
is again the limitation of the system resources, as already
observed for the bandwidth limitation in subsection V-A.
Again, NETEM can cope significantly better with these limited
resources and still achieve a reasonable performance in param-
eter ranges where DUMMYNET is unable to work properly any
more. This property applies for Data Link as well as Network
Layer link emulation.

C. Delay

In order to examine the accuracy of the link emulation to
adhere to a configured packet delay, we have varied the desired
delay in a 100 Mbit/s setup for packet sizes of 170 bytes and
1500 bytes (i.e. full MTU on the Network Layer). The results
are presented in table II for DUMMYNET and NETEM on Data
Link (L2 — Layer 2) and Network (L3 — Layer 3) Layers. For
both layers, the differences between the two packet sizes (i.e.
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Hardware Limitations of DUMMYNET and NETEM for Different Packet Sizes

small packets vs. full MTU) are quite small. However, it is
observable that the delay results achieved by NETEM more
accurately reach the configured target delay. For example, the
difference to a target delay of 100 ms is almost 2 ms for
DUMMYNET, but only 0.01 ms for NETEM. Also, the delay
achieved by DUMMYNET is a little bit smaller than the actual
target delay in most cases. This may distort measurements
expecting a hard lower bound on the packet latency.

D. Jitter

While NETEM provides a configuration option to apply
certain jitter distributions to the traffic, jitter is not directly
supported by DUMMYNET. In DUMMYNET, jitter can be
mimicked by configuring a set of pipes with different delays.
Traffic is mapped to these pipes appropriately to reach a
certain delay distribution. Due to these differences, it is not
possible to directly compare the jitter performance of both
approaches. We therefore show the Data Link and Network
Layer performances of both systems separately.

For our jitter examination, we have configured a 100 Mbit/s
setup using 1500 byte packets (i.e. full MTU). NETEM has
been configured with a normal delay distribution of 100 ms
average, while DUMMYNET has been set up with 11 pipes
to mimic a similar distribution. The delay distributions are
presented in figure 7; the left-hand plot shows the DUMMYNET
results, the right-hand plot the distribution for NETEM. The
Network Layer (Layer 3) values are displayed by the bars,
the line depicts the Data Link Layer (Layer 2) values. As
expected, the behaviour for Data Link and Network Layers
is quite similar. Due to the different capabilities of NETEM,
the distribution for NETEM is quite smooth while for DUM-
MYNET the 11 pipes are clearly observable as large peaks. To
achieve a smoother distribution, DUMMYNET could be set up
with a larger number of pipes. However, the complexity and
resource consumption of such a kind of configuration would
be extraordinarily high.
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Figure 6. Derivation from Configured Error Rate for using DUMMYNET and NETEM

Delay in ms for packet size of 1500 Byte

[ Emulation\Parameter 5 [ 10 ] 20 [ 50 [ 100 [ 200 [ 500 [ 1000
Dummynet L2 5.9 10.5 18.3 50 98.3 198.1 498.1 998.1
Dummynet L3 5.9 10.5 18.3 50.2 98.4 198.2 498,1 998.2

NetEm L2 5 10 20 50 100 200,1 500 1000
NetEm L3 5 10 20 50 100 200.2 500.1 1000.1

Delay in ms for packet size of 170 Byte

[ Emulation\Parameter 5 ] 10 ] 20 [ 50 [ 100 [ 200 | 500 [ 1000
Dummynet L2 597 | 11.69 184 | 50.84 | 98.24 198.4 | 498.25 998.35
Dummynet L3 593 | 11.69 | 18.62 | 50.54 98.2 198.41 | 498.26 | 998.22
NetEm L2 5 10 20.01 50 100.01 | 200.01 | 500.01 | 1000.01
NetEm L3 5 10 20.01 | 50.01 | 100.01 | 200.01 | 500.01 | 1000.01
Table 1T
DELAY ON DATA LINK AND NETWORK LAYER
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Figure 7. Emulating Jitter with DUMMYNET and NETEM
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146 Byte Packets 1500 Byte Packets

Bandwidth | Baseline | L2 NETEM | L2 DMYNET | L3 NETEM | L3 DMYNET | L2 DMYNET | L3 DMYNET
1 Mbit/s 0.03% 0.04% 0.96% 0.04% 0.96% 0.10% 0.10%

15 Mbit/s 0.28% 0.39% 13.83% 0.50% 14.51% 1.56% 1.52%
30 Mbit/s 0.75% 0.88% 28.26% 1.01% 30.02% 2.93% 3.07%

45 Mbit/s 1.12% 1.71% 52.44% 1.58% 54.33% 4.46% 4.56%

60 Mbit/s 1.78% 2.15% 60.72% 2.18% 62.97% 5.18% 5.29%

75 Mbit/s 1.57% 2.15% 69.74% 2.19% 73.74% 5.71% 6.02%

Table III
CPU UTILIZATION FOR USING DUMMYNET AND NETEM WITH DIFFERENT PACKET SIZES
E. CPU Load Also, NETEM is able to emulate jitter much more accurately.

Beside the four network QoS measures, it is also important
to examine the CPU load caused by the link emulation. In
particular, Planet-Lab nodes are usually highly loaded by their
slices already. The link emulation should therefore save CPU
resources and — even more important — not exceed the CPU
capacity (which would cause undesired frame/packet loss).

Table III shows the CPU load caused by DUMMYNET and
NETEM for applying bandwidth limitation on Data Link (L2
— Layer 2) and Network (L3 — Layer 3) Layers for packet
sizes of 146 bytes and 1500 bytes (i.e. full MTU). The
link emulation is just used to enforce the configured band-
width by dropping out-of-profile packets. For comparison,
also a baseline measurement for 146 bytes packets (i.e. the
performance-critical case) without link emulation is shown.
Clearly, without link emulation, the CPU utilization remains
quite small: about 1.5% for a 75 Mbit/s bandwidth limitation
regardless of the packet size. Also, using NETEM on Data Link
or Network Layer only slightly increases the CPU utilization to
about 2.2% — regardless of the packet sizes. On the other hand,
the CPU load for DUMMYNET is significantly influenced by
the packet size: for 1500 byte packets, it requires 5.7% (Data
Link Layer) and 6.0% (Network Layer) of the CPU, while the
load rises to 69.74% (Data Link Layer) and 73.74% (Network
Layer) for the small 146 bytes packets. That is, DUMMYNET
requires significantly more CPU power for the same task.

VI. CONCLUSIONS

In this paper, we have evaluated our approach of extending
Planet-Lab-based network testbeds — with fokus on G-Lab —
by emulation on the Data Link Layer of the OSI model. Unlike
the already existing link emulation supported on the Network
Layer (i.e. for the IP protocol) only, our approach also allows
for testing new non-IP Future Internet protocols. Two popular
link emulation approaches have been considered: DUMMYNET
and NETEM. The DUMMYNET approach — which is currently
used by Planet-Lab for Network Layer link emulation — first
had to be extended by us to support link emulation on the
Data Link Layer of Linux-based Planet-Lab setups.

In our evaluation, we have shown that both Data Link
Layer link emulation approaches are usable for Planet-Lab.
The resulting performance of NETEM and DUMMYNET for the
Data Link Layer emulation is quite similar to the performance
of the Network Layer emulation. However, NETEM provides
a slightly better accuracy for delay emulation and requires
significantly less CPU power in comparison to DUMMYNET.

Copyright (c) IARIA, 2011 ISBN:978-1-61208-113-7

As part of our future work, we are therefore going to contribute
a configurable link emulation solution to Planet-Lab, allowing
for switching between the currently used DUMMYNET for
backwards compatibility and NETEM - in order to let ex-
periments choose the best-suitable approach for their specific
requirements.
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User utility function as Quality of Experience(QoE)
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Abstract—The realization of a user-centric paradigm will revo-
lutionize future wireless networks. For this innovative concept to
materialize, a paradigm shift is required from a long-term contrac-
tual based service delivery to a short-term contractual and dynamic
service delivery concept. However this necessitates that translation of
user satisfaction into network technical indices, commonly termed
as Quality of Experience (QoE). In this paper we propose the user
utility function to capture her satisfaction for different services. We
validate the proposed utility function by extensively carrying out the
simulations for VoIP, video streaming and FTP applications using
OPNET simulator. We also suggest three different types of users on
the basis of user preference.

Keywords-utility function; user satisfaction; QoE;

I. INTRODUCTION AND MOTIVATION

The business models of telecommunication operators have
traditionally been based on the concept of the so-called closed
garden: they operate strictly in closed infrastructures and base
their revenue-generating models on their capacity to retain a set of
customers and effectively establish technological and economical
barriers to prevent or discourage users from being able to utilize
services and resources offered by other operators. After the initial
monopoly-like era, an increasing number of (real and virtual)
network operators have been observed on the market in most
countries. Users benefit from the resulting competition by having
a much wider spectrum of choices for more competitive prices.

In its most generic sense, the user-centric view in telecommu-
nications considers that the users are free from subscription to
any one network operator and can instead dynamically choose the
most suitable transport infrastructure from the available network
providers for their terminal and application requirements [7]. One
envisions that in future telecommunication paradigm, the decision
of interface selection will totally be delegated to the mobile termi-
nal enabling end users to exploit the best available characteristics
of different network technologies and network providers, with the
objective of increased satisfaction. The generic term satisfaction
can be interpreted in different ways, where a natural interpretation
would be obtaining a high quality of service (QoS) for the lowest
price. In order to more accurately express the user experience in
telecommunications, the term QoS has been extended to include
more subjective and also application-specific measures beyond
traditional technical parameters, giving rise to the quality of
experience (QoE) concept. QoE reflects the collective effect of
service performances that determines the degree of satisfaction
of the end user, e.g., what the user really perceives in terms of
usability, accessibility, retainability, and integrity of the service.
Until now, seamless communications is mostly based on technical
network QoS parameters, but a true end-user view of QoS is
needed to link between QoS and QoE. While existing 3GPP

or IETF s%eciﬁcations describe procedures for QoS negotiation,
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signaling, and resource reservation for multimedia applications,
such as audio/video communication and multimedia messaging,
support for more advanced services, involving interactive appli-
cations with diverse and interdependent media components, is
not specifically addressed. Such innovative applications, likely
to be offered by third-party application providers and not the
operators, include collaborative virtual environments, smart home
applications, and networked games. Perceived quality problems
in future internet might lead to acceptance problems, especially
if money is involved. For this reason, the subjective quality
perceived by the user has to be linked to the objective, measurable
quality, which is expressed in application and network perfor-
mance parameters resulting in QoE. Technical Report 126 of the
DSL Forum (Digital Subscriber Line Forum) is a good source of
information on QoE for three basic services composing the so-
called triple play services. One way to achieve QoE assessment is
to perform subjective tests with panel of humans, which is not an
attractive solution in online optimization, another approach may
be to use objective testing to predict the MOS value of a service.
However such approaches require original signals (for real-
time applications e.g., ITU-T objective measurement standards
like PESQ, E-model etc.) and are computationally complex. In
addition these approaches do not capture user-satisfaction (user-
preferences) based on the non-technical or economical parameters
specifically pricing, reputation of operators etc.

Several research contributions on meeting the user QoS and
bandwidth requirements are present in the literature, most of
them mainly focus on homogeneous service demands, fairness
etc. by suggesting radio resource management schemes and
scheduling algorithms [17].[6] compares several scheduling al-
gorithms for real-time and non-real time applications, similarly
[14] suggests the QoS aware packet scheduling for real time
multi-media traffic, and a simple priority order queue mechanism
for non-real time applications. [9], [15] discuss the problem of
utility based throughput allocation and load balancing, where the
earlier reference restricts the utility to linear behavior, and the
later formulates the objective as network wide utility function
balancing network throughput and load distribution. User-centric
network selection approaches based on various approaches in-
cluding policy based, fuzzy logic based etc. are discussed in
[2]1, [3], [10], [4]. However most of the research literature either
formulate the network selection problem as a static optimization
problem or theoretically assume that user satisfaction function
for any application follows a function, and these assumptions are
not supported by the validation that represents the realistic user
satisfaction.

To address these issues we propose users utility function,
that captures user satisfaction for real-time and non-real-time
applications with respect to both technical and non-technical
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attributes. The estimated MOS outcome from utility function can
then be used for network selection decision making. The user
network selection decision making can be based on maximizing
the utility function and user utility also drives the operator
strategies. We in this work validate the proposed utility function
by comparing MOS value curves attained from the proposed
utility function to the ones obtained from objective measurement
techniques and study the relationships between them.

II. PROPOSED UTILITY FUNCTION

We capture the user satisfaction using utility function, the
term utility comes from the field of Economics. Utility is an
abstract concept and is derived largely from Von Neumann and
Morgenstern [11]. It is designed to measure the user satisfaction.
A utility function measures users relative preference for different
levels of decision metric attribute values. Thus preference relation
can be defined by the function, say U : X — R, that represents
the preference for all z and y € X, if and only if U(x) > U(y).
Basically a utility function should satisfy non-station and risk
aversion properties [11].

Let U;(bk.c, Qk.c, Ti,c) represents the utility function of user
1, then: Ui(bk,c> Sk,a 71']{’6) =

vilbr,e) [ [ wia(fe) " e+ wiis(Qeyr) M

= jeJ

User utility function is the function of offered bandwidth
by, offered associated satisfaction attributes S}, (where S; =
{Qc.k,tck}), and the service price 7y .. Here k € O represents
the finite set of user types (We consider three types of users
namely Excellent, Good, and Fair). w; € J, w; € L represents
the weights of parameter j and [, these attributes are detailed in
later section.

We decompose the user utility function into four components,
namely i) bandwidth dependent utility component, ii) associated
dependent attributes utility component, iii) associated indepen-
dent attributes utility component, and iv) price dependent utility
component.

A. Bandwidth dependent utility - Availability of bandwidth
/ transmission data rate plays a key role in evaluating the user
QoE, therefore most of the literature work focuses on throughput
optimization. However amount of bandwidth is strictly driven by
the application types and user preferences. Application specific
bandwidth requirements are well studied in the literature and
standards documentation, however user preferences over the
bandwidth requirements is a subjective quantity and depends on
the type and context of users. In this connection, we characterize
the proposed user types as; i) Excellent users - the users who
prefer quality more than the service price, ii) Good users - the
users who stand mid-way between the quality and price, and
iii) Fair User - the users who values the service cost more
than the service quality, indexed by k. The bandwidth dependent
utility component explicitly captures user satisfaction for offered
bandwidth values to different user and service types and is given
by:

0 if b < bF

1_e—Be(bf—b}) ek —c
Mk,cm if bc < bz < bk 2)
if b¢ > b,

ISBN :978-112617208-1 13-7

u;(by) =

/~Lk,c
Copyright (c) IARIA, 2011

where p . is the maximum achievable MOS for the service
class ¢, and user k. 3. represents the sensitivity of application ¢
towards the amount of bandwidth, i.e. Brcqi—time—application >
Bnon—real—time—applications' The value of ﬁ is Scalgd between
the value range [0, 1], and for different & type users, bezceiient >
bgood > bfair and Mezcellent > Hgood > Hfair-

B. Associated dependent attributes utility - The term de-
pendent here refers to the dependency on the bandwidth. This
component of the user utility function is the function of delay
and packet loss QoS metric parameters. Since both the mentioned
parameters can be normalized into the the lower the better
expectancy, therefore we capture the user satisfaction for these
parameters as:

w 1
Huil(tc,k) L= ({ elk.cCh.c(l)

il <lpe \70°
k, - k, ) (3)
leL

if lk:,c 2 lk,c

where t;, . represents the finite set containing / € L dependent
variables namely delay and packet loss. (i .(I) represents the
sensitivity of user satisfaction towards the increasing values of
l. wy,. (driven by the application type) represents the weighted
contribution of utility degradation introduced by attribute . Iy .
is the ideal attribute values for which the user k for any class of
service ¢ has the maximum achievable utility.

C. Associated Independent attributes utility - This component
of user utility is the function of various attributes like reputation
of operator, security, battery life etc. These attributes are of
diverse scope and can be normalized on expectencies of the lower
the better, the higher the better, or the nominal the better. User
satisfaction for this component is purely attribute dependent i.e.,
the decision of using linear, exponential, lograthmic functions and
control parameters depend on the attribute under consideration
e.g., for security parameter, a function like bandwidth dependent
utility may be used.

D. Price based utility - In addition to technical, user
satisfaction is also influenced by the economical parameters.
One can not neglect the importance of this parameter in
decision making for network selection, when it comes to
cost-sensitive user types (e.g., fair users). We capture the
satisfaction of different user types with respect to service prices
as: ug(mec) = fik,ec — 1—#:7“:*‘ e~ ™€, where [ix . represents the
maximum satisfaction level of user type k, and 7" is the
private valuation of service by user, and e represents the price
sensitivity of user.

III. EXPERIMENTATION AND UTILITY VALIDATION FOR
DIFFERENT SERVICES

A. Real-time VolP applications

Streaming and conversational traffic classes can be combined
in real-time applications, which are commonly termed as inelastic
or rigid applications. Generally real-time applications are con-
strained by minimum amount of bandwidth i.e., application is
admitted only when the demand for minimum required bandwidth
is met. Such stringent requirement on bandwidth are represented
by step like function, which results in a very narrow transition
region between the two states (fully satisfied, unsatisfied). Such
transition region is captured by the value of 5 of user utility
function given in equation-2. This transition region represi%rcl)ts
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very narrow required bandwidth range for different real-time
applications e.g., audio broadcasting demands 60 — 80K bs, video
broadcasting demands 1.2Mbs — 1.5Mbs with MPEGI1 coding
standard.

A.l1. VoIP objective measurement - In order to capture
user satisfaction using simulation measurement methodology,
we set up a simulation scenario with heterogeneous wireless
technologies, and run a lengthy rounds of simulations to analyze
the user satisfaction for different values of delay and packet
losses, when she is associated to different codecs using ITU-
T PESQ and modified E-models standard models. It should be
noted service affecting factors [1] in addition to delay and packet
loss are out of the scope of the objective measurements.

A.1.1. OPNET simulation setup - The components involved in
the simulation setup include; i) impairment entity - we develop an
impairment entity that introduces specified packet delay, packet
loss and is also able to limit bandwidth available to a voice
communication by performing bandwidth shaping using token
bucket algorithm. ii) LTE radio access network, iii) WLAN radio
access network, and iv) transport network. The simulation is setup
such that the impairment entity resides between the caller and the
callee, and introduces various delays and packet losses during the
life of a VoIP call.

Note - The packet delay values in the simulation include only
codec delay and transport network delay excluding fixed delay
components e.g., equipment related delays, compression decom-
pression delays and other internetwork codec related delays etc.

A.1.2. Simulation Results - We analyze the results for
three different codecs namely i) G.711, ii) GSM EFR, and
iii) G.729, which are characterized by their data rates. Each
codec in a lossless (lossless is an ideal scenaio, where pack-
etloss and delay values are idealy zero.) condition achieves
the maximum MOS, MOS,., such that MOS. # MOS;.
This characteristic
of codec dictates MOS
that a user, when 5“

MOS gain due to
codec switchover

MOS loss due to
codec switchover

associated ~ with ¥ / HM
a codec c, Wlll 4 “ /‘4.20(5729;«) N

have lossless 3

MOS equal to

MOS. unless he 2
is  switchedover
to the codec c.
Codec switchover
results in step-
function like
MOS value of
user in a lossless
scenario. This is depicted in Figure-1, which clearly shows
that even in a lossless scenario, codec switchover introduces
a marginal gain or loss in the MOS value. We now discuss a
more realistic scenario, where user satisfaction is influenced
by the packet loss and delay values, i.e. user associated with a
specific codec ¢, with the MOS, M OS.., experiences delay and
packet loss in the communication system. The consequence of
system impairments is a degraded service, which in turn has
negative impact on user satisfaction. In simulations, we use
impairment entity to introduce customized delays and packet

losses in the system and study the nlla%act of parameter values on
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Figure 1. VoIP MOS for Loss-less Scenario with
different codecs

Table I
UTILITY CONTROL PARAMETER VALUES FOR VOIP AND FTP APPLICATIONS

Application  Codec/size  vi(bi,c) ¢(pl)  ¢(d) Wi wq
G.711 4.48 0.03 0.0075 0.75 0.25
Voice G.729 4.20 0.03 0.0075 0.75 0.25
GSM EFR  4.44 0.075 0.0033 04 0.6
FTP 20Mb 5.0 0.99 0.0429 0.5 0.5
Video M 3.98 0.031  0.011 0.7 0.3

user satisfaction. Figure-2 shows the impact of delay and packet
loss values on user satisfaction for G.711, GG.729, and GSM
EFR codec, As can be seen that all the codecs lead to different
MOS values for different values of packet loss and delays.
A.2. Proposed utility function for VoIP applications - Although
the proposed utility function in equation-1 captures user satis-
faction for both technical and non-technical aspects, we limit
here the scope of utility function to the technical part only so
that we can validate it against the results obtained from the
objective measurements. Since the objective measurements are
carried out for different codecs and different packet loss, and
delay values, therefore first two components of the proposed user
utility (equation-1) are adequate to capture user satisfaction.

Ui(bk,cs Sk.e) = vi(b.c) H Wi (te,r)™ )
leL

where v; (b, ) represent codec data rate, and this utility is given
by a step like function. v;(by ) is tuned by the H it (e, )™

leL
utility component. The control parameters for this utility compo-

nent take different values for different codecs, which are given
in the Table-I.
A.3. Validation
- In this section
we validate the
proposed utility
function for VoIP
application by
comparing the

plots attained

from the utility  ©72 ..

function to the G711

plots we  get ! )

from objective Figure 2. MOS values for different codecs
measurements

(simulation results), this is shown in Figure-3. As evident
from the figure that most of the points overlap well i.e., few
points map exactly, for few MOS values the proposed utility
function partially underestimates or overestimates the objective
MOS values. This is further elaborated in Figure-4, where the
correlation clearly strengthens the claim that proposed utility
function for VoIP applications estimates the user satisfaction
with appreciable confidence level.

B. Non-real-time applications

Interactive and Background traffic classes can be combined
in non-real-time applications, which are commonly termed as
elastic applications, these applications are further divided into
symmetric and asymmetric non-real-time applications. Generally

non-real-time applications do not have stringent requirements
101
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Simulation based

Figure 3.
application

P "FTP
.. * *G.711 codec
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Simulation based

Figure 4. Correlation of objective and utility function for VoIP application

for bandwidth and delay. Such application can run even with
minimal amount of available bandwidth, therefore, call admission
control may not be needed in this case. TCP based non-real time
applications ensure the error free delivery on the cost of waiting
time introduced by TCP ARQ mechanism. This necessitates the
proper investigation of how much is the influence of packet loss
and packet delay on achievable TCP throughput? According to
literature, TCP throughput is inversely proportional to round trip
time of a network. In case of negligible packet loss rate following
relation holds i.e., throughput < (TCP buffer size) / RTT, where
RTT is TCP segment round trip time. But if there are considerable
packet losses than following relation holds, i.e. throughput <
(MSS/RTT)*(1/sqrt(PLR)), where MSS is the maximum TCP
segment size, RTT is the round trip time and PLR is the packet
loss rate. However above relations only show the upper bound
of achievable TCP throughput. In order to investigate the more
concrete throughput values of TCP in the presence of certain
packet delay and packet loss rate, extensive simulations runs are
provisioned.

User satisfaction metric for Non-real-time application - The
performance metric to measure user satisfaction for non-real-
time applications include throughput, download response time
[13], and MOS. Although different, these performance measuring
parameters are correlated. In this paper, we choose the MOS value
as a performance metric for FTP applications. The motivation for
selecting MOS as the performance metric is to have a generalized
and common metric for different services.

B.1. FTP objective measurements - On the similar lines
to the VoIP application objective measurmenets, we set up
simulation scenario with heterogeneous wireless technologies and
run lengthy rounds of simulations to analyze the user satisfaction
for different values of delay and packet loss.

B.1.1. Simulation Settings and Methodology - This simulation

environment also involves the impairment entity, and LTE in
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the similar fashion as discussed in the VoIP simulation settings,
however in this case, the caller and the callee are replaced by the
FTP server and FTP client. FTP server and client are connected
through LTE access network. In our settings, an FTP client
downloads a heavy file (of 20MB) through LTE access network.
The choice of file size here is dictated by the facts; i) slow start
effect of TCP can be ignored, ii) correlation of TCP throughput
and distribution of packet losses within a TCP can be reduced.
We artificially inject the packet delays by using the impairment
entity, packet delays follow Normal distribution. A bandwidth
shaping of 8Mbps is performed at a router in LTE transport
network. We use the most widely used TCP flavor New Reno
with receiver buffer size of 64KB. Moreover windows scaling
option of TCP is disabled, window scaling option allows TCP
maximum congestion window size to grow beyond 64KB. Due
to deployment of accumulated acknowledgements, TCP is not
very sensitive to the loss of few percent of acknowledgement
packets in uplink direction, therefore, effect of packet loss is
investigated only in downlink direction. It should also be noticed
that processing delay and packet losses in network components
(other than impairment entity) are negligibly small. Packet losses
are injected based on Bernoulli distribution, packet delays are
actually RTT values.

B.1.2 Simulation results - We analyze the impact of packet
loss and delay values on the user throughput as shown in
Figure-5. However user throughput does not directly show the
user satisfaction, in this connection, we need to translate the
user throughput values into user satisfaction. We carried such
translation using the throughput to MOS mapping approach
detailed below.

Throughput to MOS mapping - For such mapping we assume
that a user of type k is subscribed to an amount of bandwidth by,
such that the user remains fully satisfied (has the MOS = MOS)
as long as he receives the bandwidth by, or by + €, and for any
bandwidth less than by, the user satisfaction degrades and user
reaches the irritated state, when the received bandwidth is b,,. We
term the bandwidth range [by — b,] as feasible bandwidth range
for user k. This further necessitates a function of degradation and
scaling the user satisfaction. We scale the user satisfaction for
FTP applications on the same lines as in the case of VoIP MOS
values i.e., [1-5], whereas the bandwidth dependent component
of utility (equation-1) is used as the degradation function between
fully satisfied and fully irritated states of user. For mapping the
throughput results shown in Figure-5 into MOS scaled results, we
set the control parameters of equation-2 to the following values;
by, = 1.265 x 107kbps, by, = 20250.449kbps, 3 = 0.000006, and
a = 5. The consequence of such mapping is depicted in Figure-
6, which represents the user satisfaction in terms of MOS values
for different achieveable data-rate values.

B.2. Utility function representation of FTP user satis-
faction - We capture the user satisfaction for FTP appli-
cation using the proposed utility function given in equation-
1. From the simulations, what we get is the user throughput
and impact of different packet loss and delay on the through-
put as shown in Figure-5. The vi(bkyc)Huil(tcyk)wl utility

=
components capture the user satisfaction that is comparable

to measurement results obtained from the objective testipgs.
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Figure 5. Overlapping of utility-based data rate values over the simulation-based
data rate for FTP application
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utility function. The resultlseLattained from the utility-based
measurements are overlapped over the objective measurement
results, and it is observed that these map very well, as can
be seen from the Figure-5. We also scaled the throughput by
mapping it over the MOS (remember that similar parameter
values for mapping in utility function based measurement i.e.,
b, = 1.265 x 107kbps,b;, = 20250.449kbps, B = 0.000006,
and o = 5 are used), the scaled result is presented in Figure-6.
The results show that the utility function estimates the user
satisfaction similar to the objective measurement and hence
validate the proposed utility function.

C. Video streaming applications

In video streaming the most commonly used objective eval-
uations produce PSNR (peak signal to noise ratio) and Ssim
(Structural similarity) as output video quality metrics.

PSNR - PSNR defines the ratio between the maximum possible
power of a signal and the power of corrupting noise that affects
the fidelity of its representation. When comparing two video files,
the signal is the original file and noise is the error which occurs
due to compression or during transmission over the network. In
the context of video quality evaluation, PSNR is taken as an
approximation to human eye perception of image quality. It is
measured in decibel units (dB).

Ssim - The Structural Similarity (Ssim) index is a novel method
for measuring the similarity between two images. It takes the
original undistorted image as a reference and provides the quality

measure of the compressed/distorted image. Ssim index value
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ranges from -1 to 1. The higher the Ssim index value the higher
the similarity between the two comparing images. For videos Ssim
index is computed image by image [16].

C.1. Methodology and simulation setup - In this work,
we use PSNR as video quality metric owing to its widespread
use in scientific literature. We calculate MOS value based on
PSNR value. There are several parameters which decide the
sensitivity of end user video quality to network impairments,
such as: i) Type encoding - It is due to the fact that encoding
schemes differentiate among frames based on their importance
in the decoding process. Hence a loss of more important key
frames deteriorates reconstructed video quality much more than
the loss of less important non-key frame. ii) Error concealment
method, iii) Frames per second, iv) MTU size of transport
network, and v) Pre-filtration of codec etc. However a thorough
study of the impact of all other above parameters on video file
transmitted over a wireless network in the presence of additional
IP impairments is beyond the scope of this work. We consider
a reference video sequence called Highway for this work. The
motivation to use this video sequence its repeated reference in
a large number studies in video encoding and quality evaluation
e.g. Video Quality Experts Group[5]. This video sequence has
been encoded in H.264 format using the JM codec [14] with
CIF resolution (352 x 288) using a target bit rate of 256kbps.
H.264 codec has been selected because its widespread use can
be seen in future communication devices. The reference video
sequence has total 2000 frames and frame rate of 30fps. Key
frame is inserted after every 10th frame which provides good
error recovery capabilities. An excellent video quality is indicated
by 38.9dB as an average PSNR value of encoded video sequence.
The video file is transmitted over the IP network considering
MTU size of 1024 bytes. At the receiving end, video file is
reconstructed from received IP packets. The reconstructed video
file might have errors due to packet losses and delays in the
transport IP network. Results presented in this work have been
taken from OPNET simulation setup.

C.1.1 OPNET simulation setup - This simulation setup has
two parts, the first part includes implementation of E-UTRAN,
EPC network entities of LTE access network, and the second part
of the simulation set-up is derived from EvalVid [8]. EvalVid is
a framework which can be used for video quality evaluation. It
provides both PSNR as well as MOS values of reconstructed
video file. The motivation to use Evalvid is its flexibility to
be used in conjunction to simulation environments like ns-2
and OPNET. None of the other available video evaluation tools
provide such an interface. Target of this task is to get video
quality metric for video file which is transmitted over LTE
access network. The transport network part of LTE artificially
introduces IP impairments to the transmitted video file. Here the
IP impairment entity uses Normal distribution for packet delays
and packet delay variations. This choice is based on empirical
study of big IP networks. Moreover packet losses are injected
using Bernoulli distribution.

Following sequence of action leads to video quality metric
for a particular value of mean packet delay and packet loss
rate. EvalVid tools are used to generate a file which includes
information about packets (e.g. packet type, size, count etc).
These are the packet which would carry video frames if video

file is transmitted over an IP network in real world scenario.
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Packet size and type information is used to transmit the same
number, type and size of packets over LTE access network using
OPNET simulator. IP impairment entity injects specified packet
delays and packet loss rate in the above generated packet stream.
Associated information of received packets (e.g. packet end-to-
end delay, jitter, type and sequence number of lost packets)
is used to reconstruct video file. This task is performed using
EvalVid tools. Play-out buffer length of 250ms is used in this
step. The reconstructed video file is then compared against the
raw formatted reference video file to compute PSNR values frame
by frame. It tells about the noise produced by both encoding as
well as transmission errors. Video quality metric is computed
by evaluating the difference between quality of H.264 encoded
video file and reconstructed video file. In MOS of every single
frame of the reconstructed video file is compared to the MOS of
every single frame of the reference video file. In the end average
MOS value of whole video file is output. For PSNR to MOS
translation following table is used [12]. The simulation results
are shown in Figure-7, depicting the video user satisfaction for
different packet loss and delay values.

C.3. Utility function representation of video user satisfaction
- We capture the user satisfaction for video streaming application
using the proposed utility function given in equation-1 on very
similar lines to that of VoIP applications(for details, refer to
VoIP application section) The first two components of user
utility function estimate the user satisfaction for different values
of packet loss and delays. For video application, the control
parameters of the proposed utility function are listed in Table-
I. In order to validate the proposed utility function, we overlap
the results obtained from the utility-based measurement over the
simulation-based measurements. It is observed that the proposed
utility function estimates the video user satisfaction very similar
to the satisfaction values from experimentation, this is evident
from the Figure-7.

Simulation based

Loss Packet 5 Utility function based

Figure 7. Overlapping of utility-based MOS values over the simulation-based
MOS values for video application

Given the validation results in Figures-4,6,5,7, we confidently
claim that the proposed utility function estimates the user satis-
faction similar to subjective and objective measurements.

IV. CONCLUSION

In this paper we translated the user satisfaction in utility func-
tion. The proposed utility function captures user preferences over
both technical and non-technical decision attributes. We carried
out the extensive simulations to compute the user satisfaction for
different service types including voice, FTP, and video streaming.
Factors effecting the user perceived service quality have been

discussed in detail for different test scenarios. We proposed the
Copyright (c) IARIA, 2011 ISBN:978-1-61208-113-

utility function that estimates the user satisfaction for different
applications, and also validated the proposed utility function by
comparing the utility-based results against the results attained
from the objective measurements. We plan to extend this work
to model operator utilities and find the local and global optimum
solution for resource allocation at the operator level and network
selection strategies (using proposed utility function) in different
environments at user level.
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Abstract—The issue of router buffer sizing is an important
research problem and is still open though researchers have
debated this for many years. The research method can be
classified into two kinds: one is based on queuing theory, the
other uses TCP as model. From the point of TCP model, many
researchers concluded that buffer size can be significantly
reduced. It’s desirable that the buffers are so small that fast
memory technology and all-optical buffering can be used. But
queuing model with self-similar incoming traffic suggested that
extremely large buffers are needed to achieve acceptable
packet loss rate. In this paper, we will first exam the
performance of non-TCP and self-similar traffic with small
router buffers, and then address the question how to improve
the packet loss rate performance for self-similar traffic.
Through a combination of simulation and analysis, we found
that packet arrivals’ burstiness has a significant influence on
loss rate performance. We further point out a simple and
effective approach, which smoothes the packet injections to the
network, to improve the performance of small buffers at
Internet core router for self-similar traffic.

Keywords-buffer size; TCP; self-similarity; traffic smoothing.

1. INTRODUCTION AND MOTIVATION

All Internet routers need buffers to hold packets when
TCP connections back off due to the congestion of the
network and buffer the transient bursts that naturally
occurred due to the characteristics of strong bursts and self-
similarity of the Internet traffic, so the router buffers can
keep high utilization of output link and reduce the packet
loss rate. Meanwhile, buffers introduce queuing delay and
jitter, and increase the router cost and power dissipation
inevitably. The issue of sizing router buffer properly has
generated much debate in the past few years. Different
assumptions and objects have led to different conclusion.
However, some of the recent reasearch all claimed that the
router buffer can be significantly reduced in some cases. It is
a good news for manufacturers and the development of all
optical routers considering that recent advanced technology
can at best hold a few dozen packets in an integrated opto-
electronic chip [5].

The rule-of-thumb commonly used by router
manufacturers today was proposed by Villamizar and Song
in 1994 [1]. It claims that in order to make full utilization of
the bottle link, a router needs a bandwidth-delay production
buffering because of the sawtooth-like of TCP’s congestion
control algorithm, i.e., B=RTT X C, where C is the capacity
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of the bottleneck link, B is the buffer of the bottleneck router
and RTT is the average round trip time of a single and
persistent TCP flow that attempts to saturate the link. The
amount of buffers is in direct proportion to C and it will be a
very large value considering that nowadays that backbone
links commonly operate at Gbps magnitude.

In 2004, Appenzeller et al. from Stanford University
challenged role-of-thumb. They concluded that when a large
number of long TCP flows go through a bottleneck link in
the core of the network, the buffer requirement decreases
with the square root of the number of long TCP flows [2],

i.e., B=RTT x C/ \/ﬁ . According to their conclusion, a core

router carrying 10000 long-lived flows needs only 1% of
buffers proposed by rule-of-thumb.

In 2005, Enachescu et al. showed that if the TCP sources
are paced or the access network is much slower than the
backbone, and the maximum widow size has upper bound,
O(logW) buffers (a few dozen packets) are sufficient if we
are willing to sacrifice a small amount of the link capacity
(say 10-20%), where W is the window size of each flow [3].
This result has made a useful exploration for the building of
all optical routers with small integrated optical buffers.

In 2007, authors of [4] used a different metric and
parameter to revisit the issue of router buffer sizing. Instead
of only focusing on aggregate metrics such as link utilization
and packet loss rate, they used average per-flow throughput
to assess TCP performance. They claimed that the ratio of
output/input capacity at a network link largely determines the
required buffers. If the ratio is larger than 1, the loss rate
drops exponentially with the buffer size and the optimal
buffer size is extremely small (a few packets in practice).
Otherwise, if the ratio is lower than one, the loss rate follows
a power-law reduction with the buffer size and significantly
large buffering is needed, especially with long-lived TCP
flows which spend most of their time in congestion-
avoidance.

The sizing router buffer formulas above is concluded
based on closed-loop TCP congestion control model.
Statistics shows that about 90% Internet traffic are TCP
based while the rest traffic is transmitted over UDP and
considered as open-loop traffic. Authors in [15] examined
the dynamics of UDP and TCP interaction at a core router
with few tens of packets of buffering and discovered the
anomaly of UDP traffic’s loss performance. From the view
of queuing theory with specific incoming traffic model, the
buffer sizing for open-loop traffic is quite different from
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TCP. In the open-loop model, the router buffer is often
modeled as a single queue with constant service rate (i.e., the
capacity of the output link) and buffer size. The overflowing
rate of the buffer depends on not only the buffer size and the
capacity of the output link, but also the packet arrivals’
patterns and the traffic’s statistical features [6]. Various
studies [7, 8, 9] have shown that network traffic exhibit
ubiquitous properties of self-similarity. Analysis on video
traffic, which is often transmitted over UDP, shows that self-
similarity is also an inherent feature of VBR video traffic [10,
11]. The self-similar nature of network traffic has a
significant influence on the queuing performance of router
buffer. Authors of [12] pointed out that the packet loss rate in
a network with self-similar traffic might be several orders of
magnitude higher than that predicted by the traditionally
used Markovian traffic models.

In this paper, we will exam how the burstiness of self-
similar traffic affects the queuing performance in the
condition of small router buffers, and propose methods to
improve the performance of small buffers in Internet core
router for self-similar traffic.

The rest of the paper is organized as follows. In Section

II, we compare the loss performances of self-similar traffic
with varied traffic burstiness with Poisson traffic. We study
how the burstiness of data sources influences the queuing
performance of router buffer. In Section III, real video
traces from the Internet and CBR traffic are used to validate
our finding. We summarize our work and point out
directions for future work in Section IV.

II.  THE BURSTINESS OF SELF-SIMILAR TRAFFIC AND
PERFORMANCE

For self-similar traffic, bursts will exist across a range of
scales and the positive correlations in traffic will adversely
affect the QoS provided to network users [13]. Simply
increasing the routers’ buffer sizes will have marginal impact
on the packet loss rate. The heavy tailed nature of the burst
size distribution [11] implies that only extremely large
buffers are effective in reducing packet loss rate [12]. The
queuing delay introduced by large buffers will impact the
transfer delay performance of delay-sensitive traffic such as
streaming media.

To present how the traffic’s self-similar influences
router’s queuing performance, we use NS2 simulator on the
commonly used dumbbell topology to simulate self-similar
traffic and Poisson traffic.

The aggregation of many On/Off sources with heavy-
tailed ON periods exhibits Long-range Dependence (LRD)
[14]. In our simulation, we aggregate many Pareto On/Off
Traffic Generators in NS2 to generate self-similar traffic. We
use Poisson traffic generator in NS2 to generate Poisson
traffic. Because of Poisson process’ additive property, we
can use a single flow to represent the aggregation of many
individual ones passing through the bottleneck link. UDP is
used for both the self-similar and Poisson traffic. The
capacity of the access links is 10Mbps, and the propagation
delays on the access links uniformly distributed between [1,
25] ms. The capacity and propagation delay of the core link
are 10Mbps and 50ms respectively. We employ FIFO queue
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with drop-tail queue management, which is commonly used
in most router today. There are 100 On/Off source nodes
each with the same configuration (burst time 500ms,
idle_time 500ms, rate_ 200Kbps, packetSize 200, shape
1.5). The mean rate during an ON-Off pair is 100Kbps. We
set the Poisson rate to 10Mbps. So, in all simulations, the
output link is lightly saturated. We examine the packet loss
rates of self-similar traffic and Poisson traffic while
increasing the buffer size at bottleneck link.

0.3

—o— Self-similar traffic
' —m— Poisson traffic

0.25 \
0.2 \
0.15

Loss rate

0.1
0.05
0 7 ; : ;
0 5 10 15 20 30 35
Buffer size(packets)
Figure 1. Loss rate for different buffer size

Figure 1 shows that in both cases, packets loss rate falls
rapidly to a low value (5%, when the buffer size is 10
packets) as the buffer increases. After that, the self-similar
traffic’s loss rate curve drops very gently with the increase of
the buffer size, while the loss rate of Poisson traffic falls
faster than self-similar traffic. For self-similar traffic,
increasing the buffer size simply will not get a good gain at
loss rate.

One important reason for the self-similarity of network
traffic is the statistical property of the size of the data blocks
to be transferred, such as Web size, the size of Internet
video’s frames or GoPs. It’s infeasible to change the
statistical properties of the data to be transferred. From the
observation on the loss rate performances’ differences
between the self-similar and the Poisson traffic, we consider
the burstiness of packet arrivals leads to these differences. If
we can make data sources to send data more smoothly, then
what will happen?

In the next simulation, we will check the Iloss
performance with different burstiness of self-similarity. We
keep both the duration of On-Off pair (1000ms in our
simulation) and the mean data rate at a constant value for
self-similar traffic. By changing the length of On period
ranging from 1ms to 1000ms, we adjust the burstiness for
self-similar traffic. Let the mean data rate unchanged. Figure
2 shows the loss rate as a function of mean On time with
buffer size 10 packets. We observe that the loss rate nearly
falls exponentially with the increase of mean On time, which
means that the data sources’ burstiness has a significant
influence on the loss performance. When the mean burst
time is 1000ms, the Off time becomes to Oms and each data
source sends data with a low constant rate, namely with the
lowest burstiness. Correspondingly, the loss rate achieves to
the least value.
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From the above, we can conclude that making the
senders to space out packets evenly to weaken the burstiness
of the data sources can improve the loss performance
remarkably, even though the traffic to be transferred is self-
similar. Therefore, we propose a simple and effective
approach, which smoothes the packet injections to the
network, to improve the performance of small buffers at
Internet core router for self-similar traffic. For self-similar
video streams, we send the frames with a constant rate
continuously instead of sending the whole frame
instantaneously as soon as we receive the frame from the
application program. In the next section, we will validate our
conclusion for co-existing TCP and UDP traffic with small
buffer size routers.

III.  SIMULATION VALIDATION

Let us consider a more realistic case of non-persistent
TCP flows co-existed with UDP flows. We keep the fraction
of UDP traffic fixed at about 8% in our simulations as that in
the Internet. We use TCP traffic as background flows and
focus on the loss performance of UDP traffic. Modified
Harpoon system is used to generate closed-loop TCP flows.
The size of TCP transfers follows Pareto distribution. After
each download, an idle time which follows an exponential
distribution with mean duration of 1 second follows until
next TCP transfer starts [4]. Each TCP source can be seen as
an On/Off model. The aggregation of many these TCP
sources exhibit LRD property.

Access Link

Input nodes

TCP Servers
Q
=}
@
I
B
TCP Clients

Smoothing
“ Node

Figure 3. Simulation topology

Figure 3 shows our NS2 simulation topology. Our
simulation setting has referred to [15], which focused on the
anomalous loss performance of mixed real-time and TCP
traffic. However, we simulate and compare the loss
performance of the Internet video traffic and smoothed
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traffic over UDP. In [15], the TCP traffic was generated from
persistent TCP flows while we use more realistic non-
persistent TCP flows to generate it.

TABLE 1. SIMULATION CONFIGURATION
valge E2raM | Buffer size | Link Capacity | Propogation
Type (packets) (Mbps) Delay (ms)
Core Link variable 10 50
TCP | Access links 0 1 5,7.9...43
SACK | 1nputlinks | 100000 100 5
ubDP Input link 0 10, 0.256 10
Input link means the link that directly connects to the input core node.

TABLE 1 shows parts of simulation configuration. We
employ FIFO queue with drop-tail queue management.
There are 20 servers that are connected to 20 input nodes.
Each of the 100 TCP users at client-side selects a server
randomly to ecreate connections through the core link. The
TCP transfer follows a Pareto distribution with mean
100KBytes and shape parameter 1.5. There are 3 UDP
source nodes connecting to the input core node directly. The
buffers of all the access links are too large to induce loss rate,
so the output link is the single bottleneck. The simulation
duration is 300s.The reported results ignore the first 20s of
each simulation. TCP and UDP packet sizes were fixed at
1000Bytes and 200 Bytes respectively.

In what follows, we compare the loss performance of
self-similar video traffic with that of smoothed video traffic.
We insert a smoothing node between the UDP source nodes
and the input core node with very large buffers (1 million
packets) to ensure no dropped packet and 256 Kbps capacity
of output link. The smoothing node buffers video trace
packes and sends them smoothly to the input core node.
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Figure 4. Video trace over UDP: Loss rate for different buffer size
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We use video traces of Jurassic Park I, Silence of The
Lamb and Star Wars IV encoded by H.263 to generate UDP
traffic [16]. Each video trace’s mean rate is about 256 Kbps
and the capacity of each UDP’s input link is set to 10 Mbps.
Previous study has shown that VBR video traffic is self-
similar. So the UDP traffic generated from video traces is
much bursty. We plot the bottleneck link utilization and loss
rate of TCP and UDP as functions of the buffer size in
Figure 4 and Figure 5.

We observe that loss rate of TCP are nearly identical.
While there are vast differences between the UDP loss rate
of Figure 4 and Figure 5. In Figure 4, the UDP loss rate
drops linearly with the buffer size, while in Figure 5, the loss
rate of UDP falls rapidly to a low value, then falls gently(but
with high variance). For instance, the loss at 20 packets of
buffering in Figure 4 is approximately 10 times higher than
that of Figure 5.

We can explain with the findings in section II for the
significant differences between the UDP loss rate curves in
figures. In Figure 4, UDP traffic is generated from video
traces. If the video frame to be transferred is larger than UDP
packet size (200 Bytes in our simulation), the frame will be
cut into a few of packets, then transferred simultaneously.
But after smoothing, packets are sent in an approximately
constant rate. So, UDP traffic generated from video traces is
burstier than smoothed traffic though it originated from self-
similar traffic. Therefore, our approach smoothing the packet
injections to the network can improve the loss performance
of small buffers at Internet core router for self-similar traffic.

IV. CONCLUSION AND FUTURE WORK

The study of sizing router buffer has generated much
debate over the past few years. Researchers have questioned
the commonly used rule-of-thumb which leads to a huge
packet buffers in core routers today and have argued that
small buffers at core routers are sufficient to meet acceptable
performance. Various studies have shown that network
traffic exhibit ubiquitous properties of self-similarity, from

the point of queuing theory, extremely large buffer is needed.

In this paper, we exploit how to improve the queuing
performance of self-similar traffic at a bottleneck link router
equipped with small buffers.

Through a combination of simulation and analysis, we
found that there exists huge difference of loss performance
between Poisson traffic and self-similar traffic due to the
different bursty strength of packet arrivals. We can smooth
packets injections at the edge of the network for self-similar
traffic. Our realistic simulation mixed with TCP and UDP
traffic shows that smoothed video traffic has a much better
loss performance than VBR video streaming. We suggest
that to adapt self-similar traffic to the small buffers at
Internet core router, a simple and effective way to improve
the queuing performance is smoothing the packet injections
to the network.

As an important part of our future work, we will design
the algorithm for our approach and implement the algorithm
to test the performance in real network. After all, the
“smoothing node” in our simulation was primary and used to
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make qualitative analysis. We will also revisit the issue of
sizing router buffer with comprehensive consideration of
TCP model and queuing model for self-similar traffic.
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Performance evaluation of Burst deflection
in OBS networks using Multi-Topology routing
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Abstract — This paper evaluates the combination of Optical
Burst Switching (OBS) and Multi-Topology (MT) routing.
Using MT routing, a source router has a choice of sending IP
packets on several different paths to the destination. In OBS
networks, deflection may reduce burst loss rate. We evaluate a
deflection method that is based on MT routing and that
ensures that deflected bursts will not loop indefinitely in the
network. The performance of the method is evaluated by
simulation and compared to two other deflection methods as
well as just discarding burst that can not be scheduled.
Performance is evaluated in three irregular networks with
different topology characteristics. Our main load is IP-packets
that arrive according to a self similar process. These packets
are assembled into bursts that are transmitted either when the
burst buffer is full or a timer expires.

Keywords: Optical burst switching, Multi-Topology routing,
Performance modeling, Burst loss rate, Burst deflection, Self-
similar and Poisson arrival processes.

L. INTRODUCTION AND MOTIVATION

In Optical Burst Switched (OBS) networks [1], packets
(e.g. IP packets) are assembled into bursts in the optical
network ingress nodes, and the complete burst is transmitted
either when the burst buffer is full or when a timer expires
(hybrid burst assembly). A control packet precedes the burst
in the network and reserves resources for the succeeding
burst. In this paper “Just Enough Time” scheduling is used
[2]. The burst is kept in the optical domain, while the control
packet is converted from optical to electrical (and back) in
each switch.

When the time slot that a burst needs on the output fiber
is not completely available, there is a contention on the
output line. The simplest approach is then to discard the
burst. However, by deflecting the burst and send it out on
another line, the burst may later arrive safely at its
destination [4].

In general, deflection methods have three main
drawbacks [5,6,7]: Some methods deflect bursts in a random
direction, which might be counterproductive when
considering the destination of the burst. The burst may also
return to the point from which it was originally deflected,
which may cause indefinite looping and even more
contention. Some deflection methods try to deflect the
packet on an alternative (loop free) path towards the egress.
With connection-oriented routing, this will always be
possible (given that the topology is bi-connected). In this
paper we assume connection-less routing, and then an
alternative loop free path may not be readily available [8].

Multi-Topology (MT) routing is developed within the
Internet Engineering Task Force (IETF) [9]. MT routing is
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used in IP networks so that different streams, different traffic
classes or different services (eg. multicast and unicast) can
be forwarded in different topology images, and hence take
different paths to the network egress node. These different
topology images are subsets of the original topology. In each
subset (topology) all routers are still present, but some links
are removed. However, links should only be removed such
that the network is still fully connected. The IETF “Request
for Comments” for MT routing ([9]) specifies that a packet
is forwarded in one and the same topology from ingress to
egress. When used as a method for burst deflection, as will
be described in the sequel, this will not be the case, but
topology changes must be restricted in order to avoid
indefinite looping.

In this paper we evaluate burst deflection in OBS
networks based on MT routing by simulating traffic in three
networks. The arrival process of bursts into the OBS-
networks [10] is made up from self-similar IP-packets, and
simulate a hybrid burs assembly method. At the end of the
paper we compare these results to results achieved by an
arrival process using Poisson distributed bursts.

The deflection method used in this paper was proposed
in [20]. The contribution of this paper is a much more
thorough discussion and evaluation of its performance.

This paper is organized as follows. In the next section we
present MT routing and our deflection method based on MT
routing that guaranties freedom from (indefinite) looping in
any (bi-connected) topology. In section 3 we describe our
performance evaluation method. In sections 4 we compare
the performance of the different methods using three
different irregular network topologies and self similar IP-
traffic. In section 5 we compare our results with Poisson
distributed burst arrivals. Finally in section 6 we conclude.

II.  MULTI-TOPOLOGY BURST DEFLECTION

In an MT-capable IP-router there is (conceptually) one
forwarding table for each topology image. One topology is
the original topology, usually called the default topology,
while in this paper we call the other topologies backup
topologies. These backup topologies are subsets of the
original topology, where some links are removed in each
topology, while the network is still fully connected. In order
to identify the topologies and the forwarding tables, the
original (default) topology/table is numbered 0, and the
backup topologies/tables are numbered from 1 and up.

MT routing is developed for shortest path, connection-
less forwarding, and we assume that the switches in our
OBS networks forward the bursts the same way. However,
more sophisticated routing algorithms e.g. based on
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knowledge about the traffic matrix, may be used instead of
shortest path routing (e.g. [11]).

All bursts are initially routed in the default topology.
When the control packet that precedes the burst, arrives at a
switch, the switch first tries to forward the burst (and the
control packet) on the primary output link as decided by the
default forwarding table. By installing wavelength
converters, the probability of finding an available time slot
increases [3]. In this paper we assume full wavelength
conversion.

If there is a contention on the primary output link, the
burst (and the control packet) is deflected according to one
of the backup forwarding tables. As in MT routing, all
switches contain one pre-calculated forwarding table for
each topology. In order to be able to handle contention on
any link, we need each link to be removed from at least one
topology. We define a complete set of backup topologies as
a set of topologies in which all links in the original topology
are removed at least once. Figure 1 shows a full (the original
network) topology on top left, and a complete set of 3
backup topologies.

We have devised algorithms to find complete sets of
backup topologies for a given network [12,13]. The sizes of
these sets have been shown to be surprisingly small; we
have never come across a (normal) network that needs more
than 5 backup topologies. When a complete set of backup
topologies are found, each switch calculates one (loop free)
forwarding table for each topology. In the network in figure
1 each switch will have four forwarding tables: One default
forwarding table (according to the full topology) and three
backup forwarding tables (These tables might be optimized
to fill less space than four times what is needed for one
table). MT routing does not specify what type of traffic
maps to the different topologies, although the Type of
Service (TOS) field in the IP header might be used if
available.

In our burst deflection mechanism based on MT routing,
a number in the control packet header tells which topology
the burst (and the control packet) is currently forwarded in.
Whenever a control packet arrives at a switch, this topology
number is extracted and the corresponding forwarding table
is used to find the bursts primary output link. If a switch can
not send a burst out on a primary link because of contention,
it deflects the burst by sending it out in any of the backup
topologies that does not contain this link. Because of the
way the complete set of backup topologies is constructed, at
least one such topology does exist. The number in the
control packet header is then set to this new topology
number, and the burst is forwarded all the way to the egress
in this topology (assuming no more deflections). If the burst
experience a second (or third etc.) contention, it may
conditionally be deflected once more. However, in order to
avoid indefinite looping, we restrict all bursts to be routed in
each topology at most once. This is achieved by only
allowing a burst to be deflected to a topology with a higher
number. When there is no higher numbered topology
available, the control packet and the burst is discarded.

All backup topologies are fully connected, and loop-less
forwarding tables are precomputed for all topologies. When
deflected to another topology, the burst may return back to a
node in the network it has visited before. However, because
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of the restriction that the burst is routed in each topology at
most once, the burst will never loop indefinitely in the
network.

Figure 1.

Original network top left, and a complete set of three backup
topologies. Removed links are dashed. Notice that all links are dashed at
least once.

III. PERFORMANCE EVALUATION

We have implemented a full OBS discrete event
simulation model in the J-sim framework [14]. The data
sources and burst assembly modules, as well as the OBS-
switches and schedulers are built from scratch. Topologies,
link propagation times and forwarding tables for the specific
scenarios are read from files at system start up time.

The traffic load onto an OBS core network may come
from IP-subnets and Ethernets. It is well known that
Ethernet and IP traffic exhibit self similar properties [16].
We generate a self similar arrival process using a large
number (100) of Pareto sources, with Hurst parameter 0.9, in
each ingress node [17]. Whenever a Pareto source starts a
new on period, a destination address is chosen according to
the probability given by the traffic matrix, and IP packets are
generated and sent to the same destination with constant
intervals of 10 us for the duration of the on period.

The size of the IP packets is varied from 80 to 1600
bytes, with a mean of 500 bytes. IP packets are assembled
into bursts by a hybrid burst assembly method, meaning that
a burst is transmitted when it is full, or a timer expires,
whatever comes first (a 2 ms timer value is used in this
paper). In this paper fixed burst size (50 000 bytes) is used.

When, at the end of the paper, we generate network load
using Poisson distributed bursts, each ingress node runs one
Poisson process per optical egress node, generating fixed
sized bursts (50 000 bytes). The mean arrival rate is
determined by load in the traffic matrix.

While the bursts are kept in the optical domain, and use
very short time through a node, the control packet delay
used in this paper is 10 us in each node. The control packet
lead time (CPT, i.e. how long ahead of the burst the ingress
sends the control packet) is varied from 90 to 200 us,
depending on the diameter of the network (in number of
switches). Hence, if a burst loops in the network, it will
overtake the control packet (and they both become
discarded) in between 9 to 20 hops. All experiments
reported in this article are set up with equal capacity links.
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Each link has 10 channels (lambdas) and each channel has a
capacity of 1 Gbit/sec.

We compare deflection based on MT routing (denoted
Multi-Topology in the plots) with two other well known
deflection methods: Hot Potato that chooses an alternative
output link at random and Second Shortest path that tries to
output the bursts to the output link where the next switch has
the shortest distance to the destination (excluding the
primary output link). Notice that for both methods a packet
may be deflected back to where it came from, and hence in
general these methods can not guarantee freedom from
looping. Indefinite looping in the network is only prevented
by the fact that when the burst is overtaking the control
packet they are both discarded. In the case that the control
packet is not able to reserve the needed resources for the
data burst at all (deflection is not possible), the burst (and
the control packet) is discarded by the switch.

In addition to comparing MT deflection with Hot Potato
and Second Shortest, we also compare it with Regular burst
dropping, i.e. when a burst may not be scheduled on the
primary output link, it is immediately discarded (no
deflection). The performance evaluation is carried out using
three realistic and irregular networks with different
characteristics; the Pan-European COST 239 network [18]
and two networks from the Rocketfuel project from
Washington University [15]; the Exodus network and the
Sprint US network.

The COST 239 network is a proposed Pan-European
core network topology consisting of 11 nodes (European
cities) connected by 26 (bidirectional) links. The
propagation delays are estimated based on the distances
between the cities. The control packet lead time used by the
ingress nodes is 90us. The Exodus network is described by
the Rocketfuel project and is AS number 3896. By
collapsing switches in the same cities, and also collapsing
parallel links, we have reduced the network to 17 nodes
connected by 29 links. The link latencies vary from 2 to 15
ms. Initial control packet lead time is set to 120 us. The
second network from the Rocketfuel project is the Sprint US
network (AS 1239). Also this network we have reduced, this
time to 45 switches and 95 links. Link latencies vary from 2
to 64 ms. Initial CPT is set to 200 us. All nodes are ingress
nodes (generating traffic), egress nodes and internal
switching nodes in the network. The traffic matrix is
symmetric all-to-all. For each experiment we have made a
one-second run for each load value.

Iv.

In this section we report simulation results from running
the three deflection methods, Multi-Topology, Hot Potato
and Next Shortest as well as no deflection (Regular). The
burst arrival process is a hybrid burst assembly of simulated
self similar IP traffic.

SIMULATION OF IP-TRAFFIC

Copyright (c) IARIA, 2011 ISBN:978-1-61208-113-7

0 100 200 300 400 500 600 700

0,1

Burst loss rate
o
o
=<

——Regular

—=— Multi-Topology

0,001 /

0,0001

- Hot Potato

—— Next Shortest

Network Load (1000 bursts/sec)

Figure 2. Burst loss rate in the Cost network with increasing network

load.

A. The Cost network

The results are depicted in figure 2. With 100 Pareto
sources per ingress node, the maximum load it is possible to
send into the network from the 11 ingress nodes is
approximately one M bursts/sec. As long as the total traffic
generated is below 150 000 bursts/sec (i.e. each of the 11
ingress nodes generates about 5.5 Gbit/sec), there is no
packet loss anywhere in the network.

When the load has increased to 300 000 bursts/sec, the
burst loss rate for the Regular method is above 1%, while all
the other methods still yield very good results. There is a
very distinct change in the increase for the Hot Potato
deflection method compared to the other methods at about
3% loss rate. Here the loss rate of this deflection method
starts to increase steeply, while the loss rate of Multi-
Topology and Next Shortest continue with a much smaller
increase.

Also observe that Multi-Topology and Next Shortest
perform almost identical for all load values, although Next
Shortest seems to always perform slightly better. These
methods are the most stable ones, meaning that they perform
quite well for all loads.

B. The Exodus network

The simulated performance of the Exodus network is
depicted in figure 3. Again, notice how Hot Potato
deflection performs badly at high loads, and good at low and
medium loads.

Also in this network, Next Shortest and Multi-Topology
perform about the same, but this time Multi-Topology is
mostly the better of the two. Above about 4% loss rate,
Multi-Topology also performs better than Hot Potato
deflection.
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Figure 3. Burst loss rate in the Exodus network with increasing network
load.

C. The Sprint network

The performance in the Sprint network is seen in figure
4. Here the Hot Potato method is not performing so badly
for high loads; in fact it seems that the difference in
performance decreases for high loads. In the Sprint network,
Multi-Topology deflection is clearly the best method for all
load values.
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Figure 4. Burst loss rate in the Sprint network with increasing network
load.
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V. POISSON DISTRIBUTED BURST ARRIVALS

We have also run the experiments described above using
Poisson distributed burst arrival processes. Figure 5 shows
the burst loss rate in the Sprint network, and figure 6
compares simulated performance of the Multi-Topology
method in all the three networks. For low loads, there are
only few losses in a second, and then the results are of
course less statistical significant.

In our experiments there is not much difference between
the performances caused by aggregated self similar traffic
and Poisson distributed traffic. First we see this by
comparing the plots in the figures 4 and 5. In fact these two
plots seem almost identical for burst loss values above 1%.
In figure 6 we see that in the Exodus and Sprint networks,
Poisson distributed burst loads performs a little better than
aggregated self similar traffic, while in the Cost network the
situation is reversed. For low loads, however, simulated self
similar traffic seems to perform better than Poisson
distributed burst load in all three networks, although here we
have very little data.

If we assume that a bursty load performs worse (have
more burst losses in the network) than a smooth load, and
we compare the performance of aggregated self similar
traffic (assembled into bursts) with Poisson distributed burst
traffic, there is nothing in our experiments that indicates that
one of these arrival processes produces smoother burst loads
than the other. In future work we will look closer into this
problem scenario [10].
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VI. CONCLUSIONS

In this paper we have made a thorough evaluation with
realistic traffic of a burst deflection method based upon
Multi-Topology (MT) routing. As outlined in the
introduction, deflection in OBS networks has been
extensively studied before. Also forwarding in sub-graphs of
the original optical network has been proposed in order to
handle link failures, but, among other things, then the source
must know in which sub-graph to forward [19].

MT routing is a novel way to do burst deflection, and
hence a way to decrease burst loss probabilities in OBS
networks. We have developed a special way to find backup
topologies where all links are removed from at least one
topology. By pre-calculating shortest paths in these
topologies, a burst that can not be scheduled on the primary
link, is deflected to an alternative path to the optical egress.

The performance of the MT deflection method is
evaluated by comparing it with “Next Shortest” path and
“Hot Potato” deflection, as well as with no deflection (just
discarding bursts that can not be scheduled on the output
link). Three irregular topologies with  different
characteristics have been used, with number of switches
varying from 11 to 45 and ratio between links and switches
varying between 1.7 and 2.3.

For high network loads our experiments confirms
previous results [5], i.e. that deflection, and in particular Hot
Potato deflection, creates more network traffic, and hence
makes the burst drop probability higher than Regular routing
with immediate dropping of packets when the primary
output link is congested.

The arrival processes of bursts have been generated by a
hybrid burst assembly method, fed by simulated self similar
traffic with variable sized IP packets. At the end of the paper
we re-evaluated the performance using a Poisson distributed
burst arrival process. The results from these new tests are,
for medium and high loads, very similar to the results
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obtained using self similar IP traffic, and hence strengthen
the results from section 4.

Except for very high loads, when Hot Potato routing
performs very badly, Multi-Topology seems to be
comparable in performance with the two other deflection
methods. In the Sprint network, Multi-Topology performs
best for all network load values. Next Shortest deflection
may (and will in some cases) loop the burst immediately
back to the point of congestion, and as long as the original
output link is congested, the burst may continue to loop in
the network (until discarded when overtaking the control
packet). Deflection based on Multi-Topology routing
guarantees that such indefinite looping never occurs, and
may hence be a viable alternative to other deflection
methods in OBS networks.
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Abstract—Size-based scheduling policies have been shown to be
effective resource allocation policies in computing and networked
environments. One of the recently proposed size-based scheduling
policy is called SWAP. It is a non-preemptive, threshold based
policy that was proposed to approximate the Shortest Job First
(SJF) policy by introducing service differentiation between short
and large jobs such that short jobs are given service priority
over the large jobs. Original study of the SWAP scheduling
policy was based on only simulations, which are known to have
a number of restrictions. In this paper, we derive SWAP models
and evaluate the scheduling policy using workloads that have
varying distributions. In contrast to simulations, the models
enable fast analysis of the scheduling policy under a wide range
of input parameters. Numerical results obtained from the derived
models show that SWAP approximates SJF better for heavy-tailed
workloads than for exponentially distributed workloads. We also
show that SWAP performs significantly better than First Come
First Serve (FCFS) and Processor Sharing (PS) policies regardless
of the distribution of the workload.

Keywords-Size-based scheduling; conditional mean response
time; temporal dependence.

I. INTRODUCTION

Motivated by the persistent evidence of heavy-tail distribu-
tion of stored and transferred file sizes, size-based scheduling
policies have been widely studied for efficient resource al-
location in time-sharing computing environments. Most size-
based scheduling policies however require the knowledge of
job sizes, which present a major limitation to their practical
implementations. Examples of common size-based scheduling
policies include Shortest Job First (SJF), which is a non-
preemptive scheduling policy that gives service to the shortest
job immediately after the job in service completes. Shortest
Remaining Processing Time (SRPT), on the other hand, is
a preemptive variant of SJF. It favors short jobs by giving
service to the job in the queue that has the shortest remaining
processing time. In order to know the remaining processing
time however, one needs to know the total service required
by the job (i.e., the size of the job). SRPT is known to
be the optimal policy in terms of providing the minimum
mean response time [3], [1]. Despite its optimum performance,
SRPT scheduling is not widely used in practice particularly
in network environments due to lack of information on flow
sizes [2]. Some authors have as a result investigated the use
of SRPT without accurate knowledge of job sizes [4], [5].
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Blind scheduling policies, which are policies that don’t
require job sizes, are therefore often preferred in practice due
to their implementation simplicity. Some popular examples
of blind scheduling policies include Processor Sharing (PS),
First Come First Served (FCFS), and Round Robin [3]. There
also exist blind size-based scheduling policies; which are blind
scheduling policies that take into account a notion of size. The
most popular example is Least Attained Service (LAS) first,
which is a preemptive scheduling policy that favors short jobs
by giving service to the job in the system that has received the
least service [3], [7], [8]. LAS doesnt require the knowledge
of job sizes, and therefore can be used in network routers.
However, its implementation requires a router to keep track of
states of each flow that traverses the router, which may be a
very daunting task in high speed networks.

In this paper, we study another recently proposed size-based
scheduling policy called SWAP [6]. SWAP is size-based policy
that was proposed to improve on the response time of short
jobs while reducing the overhead required in identifying job
sizes. The basic idea behind SWAP is to use the measured
serial correlation of the service times to estimate the missing
information of job sizes. Once these reliable estimates of the
job service times are available, large jobs are delayed by
putting them at the tail of the queue whereas short jobs are
kept at the head of the queue for immediate service. SWAP
uses a threshold value to decide which jobs are to be delayed.
In such a way, delayed long jobs are served after most short
jobs in the queue have completed their service. We review
SWAP policy in detail in Section III-A.

In an effort to improve the performance of systems, studies
have shown that the recent past is indicative of the near
future. It is a generalization of the idea of locality which can
be exploited to leverage the need for knowing sizes of all
jobs. Furthermore, it can be observed that the real workload
data is far from independently and identically distributed.
Instead, similar jobs tend to arrive within bursty periods.
This observation is vividly true when the workload exhibits
heavy tailed distribution. SWAP was originally proposed to
take advantage of this observation in accomplishing its goals.
Authors in [6] proposed SWAP to approximate the behavior of
the optimal SJF scheduling policy by using workload temporal
dependence to forecast job service times without any a priori
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knowledge of upcoming job demands.

Original study of SWAP was conducted through only
simulations of the policy. Simulations techniques however
have some limitations; they are restrictive in the sense that
often only programmers can comfortably adopt them, and it
often takes long to obtain results for a wide range of input
parameters. To complement the original work on SWAP, in
this paper, we derive analytical models of SWAP in terms of
the conditional mean response time of jobs. The models can
be used for quick performance evaluation of the policies. We
investigate the performance of SWAP in terms of approximat-
ing SJF under varying job size distributions, and numerically
compare the performance of SWAP to FCFS and Processor
sharing (PS) policies.

The rest of the paper is organized as follows: in the
next section, we present mathematical background that guides
models derivation of SWAP policy. In Section III, we review
SWAP scheduling and derive its models. We evaluate SWAP
in Section IV, and finally conclude the paper in Section V.

II. MATHEMATICAL BACKGROUND

Let’s denote the probability density function (pdf) of a job
size distribution as f(x). The cumulative distribution function
(F(x)) is obtained as F(z) = [, f(t)dt, and the survival
function (or reliability function) is given as F(z) = 1— F(x).
We define 27 = [ t" f(t)dt to be the n'™ moment for jobs
that are less than or equal to . Therefore, x, is the mean and
E is the second moment of the job size distribution due to job
sizes less than or equal to x. The mean and second moments
are obtained when the value of subscript x is infinity.

Let z; be a large job under SWAP scheduling, i.e., any job
that is greater than a specified threshold (z;). It follows that
ry = f;o t" f(t)dt is the n'" moment for job sizes greater
than z;.

The load due to jobs with sizes less than or equal to x is
given as p; = A foz tf(t)dt while the load due to jobs with
sizes greater than x; is given as p,, = )\f;lo tf(t)dt. Also
Pz, = p— Pz, Where p is the total load in the system. We next
define the expressions for the conditional mean response time
under FCFS and SJF, which we shall use when deriving the
models for SWAP policy.

An arriving job to a FCFS queue has to wait for all jobs it
finds in the queue upon its arrival. Therefore, the conditional
average response time of a job of size x in an M/G/1/FCFS
system is given as

T(x) =x+ W(x), (1)

where W (x) = 2(’}—””_213) is the mean waiting time due to jobs in
the system. Assume that an arriving job x finds only the jobs
that are less than or equal to a job size z; in the M/G/1/FCFS
queue. Its conditional average response time 7'(x) is given as

T(xt) =« + W), (2)

2
kmmt

where W(.It) = m
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Under SJF, the shortest job in the queue is given non-
preemptive priority. Thus, at every completion instant of a job
in the server, the next job to receive service is the smallest
job in the queue. A job of size z is therefore delayed by only
jobs in the system that are less than or equal to its size. The
conditional average response time of the job size of z under
SJF is given as

T(xy) =x+ W(x,),Va >0, 3)

where W (z,) = %

We will numerically evaluate the SWAP models under job
sizes with exponential distribution and job sizes with Bounded
Pareto distribution to mitigate workloads with varying vari-
ances. The variability of a job size distribution is determined
by its Coefficient of Variation (C), which is defined as the
ratio of the standard deviation to the mean of a distribution.
Exponential distribution has a low variability since its C' = 1,
whereas a Bounded Pareto distribution has a high variability
(C' > 1). In this paper, we specifically use exponential distri-
bution and Bounded Pareto BP(10,5 % 10°,1.1) distributions
with mean values of 72.7 to numerically evaluate SWAP
models. Similar distributions have been used in [1], [7]. The
probability density function of an exponential distribution is
given as:

“

Bounded Pareto distributions have commonly been used
to evaluate the performance of systems under heavy tailed
workloads with high variance [1], [7], [8]. In contrast to
Pareto distributions which assume infinite largest job size,
Bounded Pareto distributions can be used to represent realistic
workload with known largest values. We denote Bounded
Pareto distribution by BP(k, P,«) where k and P are the
minimum and the maximum job sizes and « is the exponent
of the power law. The pdf of the Pareto is given as:

aka —a—1
= ———57
1—(k/P)" ’

In the next section, we discuss SWAP scheduling and derive
its models.

flx) = pe ™, x> 0,420,

f(x) Ek<z<P 0<a<2 (5

III. SWAP SCHEDULING MODELS
A. A review of SWAP Scheduling

SWAP is a class-based, non-preemptive, size-based schedul-
ing policy where jobs are classified into two classes based on
their sizes, namely short (x5) jobs and large (x;) jobs classes.
SWAP uses a rather naive definition of job size based on
threshold (z;), which can be dynamic. All jobs that are less
than or equal to x; are classified as short whereas jobs that
larger than x; are classified as large jobs. The main goal of
SWAP scheduling policy is to approximate the SJF scheduling
policy so as to favor short jobs without apriori knowledge
of job service requirements or job sizes. It reduces the mean
response time for short jobs by designating higher priority to
short jobs compared to large jobs.
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SWAP starts by serving all arriving jobs to a queue in FCFS
manner, and compares the service given to each job to the
threshold value. If a large job is served, next the entire queue
is scanned whereby size of each job in the queue is computed
and jobs in the queue are classified and marked as large or
short. Once classified, short jobs are moved at the head of the
queue and receive service before large jobs that are kept at
the tail of the queue. We shall term these scanned large jobs
as (delayed). Jobs within a class are serviced in their order of
arrival using FCFS scheduling. Once a job has been classified
under SWAP scheduling it will belong to that class for all
duration of its stay in the queue.

YUK XXX KK | —— XXX XK XXX

Unscanned Queue Scanned Queue

Fig. 1. Tllustration of unscanned and scanned queues in SWAP(1)

It can be seen that compared to FCFS scheduling, SWAP
favors short jobs to the expense of delaying large ones within
the queue. Intuitively, SWAP policy should provide significant
performance improvement in terms of reducing mean response
time of short flows particularly for highly varying workloads
where only a tiny fraction of jobs contribute to more than half
of the system load.

Jobs that arrive to a scanned SWAP queue are buffered
in order of their arrival and are eventually served in FCFS
order once all scanned jobs in the queue have completed their
service. We call the state where served jobs in the queue are
not scanned an unscanned state of the queue. SWAP therefore
alternates between scanned and unscanned states.

Large jobs under SWAP scheduling can be delayed more
than once. We denote SWAP(i) as SWAP scheduling policy
which delays large jobs ¢ times. Consider SWAP(1), the
service time of a large job that arrives to an unscanned queue
is interrupted by the short jobs that were in the queue upon
its arrival and the one large job that triggers the scanning of
the queue. The scanning evet will delay the large jobs once.
They will receive service immediately after the short scanned
jobs have completed their service. It can be seen that under
SWAP(1), the newly arriving short jobs in a scanned queue
have to wait until all scanned large jobs in the queue complete
their service before they can receive any service. Figure 1
illustrates SWAP(1) scheduling at scanned and unscanned
states where Xg and X} denote a short job and large job
that has been delayed 1 time.

Unscanned Queue Scanned Queue Short Jobs

R KoK K X KKK,

DO oy o m— YR XN R,

Scanned Queue Large Jobs Scanned Queue Large Jobs

Fig. 2. Tllustration of SWAP(2)

Increasing delays of large jobs under SWAP improves the
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service of short jobs further by avoiding disruptions of their
service due to some large jobs that arrived in the queue before
them. Consider SWAP(2), for instance, once the first short
scanned jobs are served, the large scanned jobs wont receive
service immediately. Instead, the server will serve the arriving
unscanned jobs in the queue until the scanning is triggered
again by an unscanned large job. At that point, the entire queue
will be scanned to classify the jobs. The server will then give
priority to the scanned short jobs in the queue before it can
serve the large jobs that have been delayed twice.

Once large jobs have been delayed 2 times under SWAP(2),
they receive service immediately after all classified short
jobs in the queue have completed their services. Figure 2
demonstrates SWAP(2), where again X and Xg denote large
and small jobs, and X! are large jobs that have been delayed
1 times. Note that we represent SWAP with two queues where
the second queue hosts delayed large jobs after they are
scanned. Delayed scanned jobs wait in the second queue until
they are delayed for ¢ times equivalent to ¢ — 1 new scanning
events since the time they were scanned.

B. Modeling SWAP Scheduling

In this section, we derive models of SWAP scheduling
in terms of conditional mean response time of short jobs
and large jobs. We consider a tagged job that arrives to
an M/G/1/SWAP(i) system at scanned and unscanned states
separately.

1) Models for arrivals at unscanned state: Assume a
tagged job arriving to a SWAP queue in an unscanned state,
but just before a large job receives service. Recall that such a
large job will trigger the scanning of the queue. If the tagged
job is short it will be placed at the tail of the short jobs class,
otherwise it will be placed at the tail of the queue.

Let’s consider SWAP(1), the tagged short job will be
delayed by the mean residual life of the large job that triggered
the scanning and will then wait for all scanned short jobs
it finds in the queue before it receives service. The waiting
time of the tagged job due to these jobs is given by W (xy)
defined in Section II. On the other hand, the tagged large
job will be delayed by all jobs it finds in the system upon
its arrival by the mean waiting time denoted by W (z). Note
that W (z) represents the delay of short and large scanned
jobs. The corresponding delays due to separate jobs classes are
denoted as (W (x;)) for large jobs and W (x;) for short jobs.
The resulting conditional mean response times under SWAP(1)
at unscanned state are given as:

T(x):{ W (xe) +x x < ax

W(z) + Wixy) +x x>y
Note that the conditional mean response time for a large job
here is the same as the conditional mean response time of the
job under the FCFS queue (Equation 1).

We now derive the models for SWAP(2), under which large
jobs are delayed twice before they receive service. We assume
the steady state case of the queueing system at which arriving
jobs will always find scanned large jobs that have been delayed
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once waiting in the queue. These delayed jobs will receive
service immediately after the newly scanned short jobs have
completed their service.

Again, assume a tagged job as the last job that arrives to the
queue before the queue turns from unscanned state to scanned
state. Let the tagged job be a short job; it will be delayed by
all short jobs it finds in the queue plus the remaining service
of the large job it finds in the server when it arrived. The
expression of its conditional mean response time is the same
as the conditional mean response time of short job arriving
at SWAP(1) at unscanned state shown in Equation (III-B1). If
the tagged job is a large job, it will be delayed by all jobs
it finds in the queue, which include all the short and large
jobs that have just been scanned, and the large jobs that were
scanned in the previous scanning event and the large jobs that
were delayed in the queue upon its arrival. Since itself has to
be delayed twice, the job will also be delayed by arriving new
short jobs, both unscanned and scanned. The conditional mean
response time of the tagged job arriving during unscanned state
of SWAP (2) is therefore given as follows:

T > Ty

T(a)={ W+,
2W (x)) + 2W (xy) + TFC(2;) + =,
(6)
The general expression for SWAP(i) can be obtained using
iterative method, and is given in Equation (7).
W(z:) + z,x < 2y
W () +iW () + (i — VFF(m) + 2, (7)

T > Ty

<z

T(z) =

Observe that the derived expressions for conditional mean
response times dont show performance gain acquired by short
jobs from delaying large jobs more times. To intuitively see
the reduction on short jobs response times, note that if large
jobs arent delayed, the short jobs would be served after the
scanned large jobs which would in turn increase their mean
response time by W (x;).

2) Models for arrivals at scanned state: We now consider a
tagged job arriving to a scanned queue. We derive models for
the worst case scenario where the tagged job finds in the queue
scanned short jobs being serviced, all scanned large jobs and
other unscanned jobs including at least one large unscanned
job waiting in the queue. This tagged job will experience the
longest mean response time under SWAP. Other scenarios that
we shall skip due to space limitation include the tagged job
arriving just after a scanning event and a tagged job arriving to
a scanned queue with only short unscanned jobs. The analyses
of these skipped scenarios however are straight forward.

Let’s assume the tagged short job is arriving to a scanned
queue of SWAP(1) policy under the worst case scenario
presented above, its service will be delayed by all scanned
jobs it finds in the queue, all unscanned short jobs that it finds
in the queue, and finally one large unscanned job that will
trigger the next scan. The conditional mean response time of
the tagged short job will include mean waiting time due to the
service of the remaining scanned short jobs (W,.(z,t)), mean
service time of scanned large jobs (W (z;)), the service of
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the single large job that triggers the scanning (ZF*°(x;)), and
finally the mean service time of unscanned short jobs it finds
in the queue (W (z;)). If we assume that the tagged job arrives
at the queue at a random point after the queue is scanned, we
can further approximate W, (z;) as W(x)/2.

The tagged large job, on the other hand, will additionally
be delayed by large jobs that were newly scanned along with
itself by a mean waiting time of W (z;). The conditional mean
response time for the tagged job is obtained as follows:

T(z) = {

For SWAP(2), the tagged short job arriving after scanning
will see in the queue scanned short jobs, scanned large jobs
that have been delayed once, and unscanned short jobs and
large jobs. In contrast to a short job under SWAP(1), the
service of the tagged short job here will not be interrupted
by the delayed large jobs since they have to be delayed once
more. Therefore, the job’s response time will be due to the
remaining scanned short jobs by approximate of W (x;)/2,
unscanned short jobs it finds in the queue by mean waiting
time of W(x;), and the one unscanned large jobs that will
trigger the next scanning event.

For a tagged large job, it will be additionally delayed by
the scanned large jobs it finds in the queue by mean waiting
time of W (x;), all short jobs that will arrive until the next
scanning event by mean waiting time of W (x;), the large job
that will trigger the next scanning event, and any large jobs that
it finds in the queue by their mean waiting delay of W (a;).
Using similar arguments as before, we obtain the expression
for conditional response time for the job as follows:

7(0) = {

The general expression for SWAP(i) model for short jobs
isnt very obvious to derive. We present instead the general
model large jobs arriving at scanned states as follows:

W(xy) 4+ 3W (1) /2 + = + TF(xy),
2W () + 3W (24)/2 + & + TF (1),

T < T
xr > Ty

3W(x)/2 + x +TF(xy),
2W (z1) + 5W () /2 + = + 2TF (1),

<z
T > Tt

T(z) = W (x))+(@+1/2)W () +x+iTF(x;),1 > 1, > 24

In the next section, we present numerical results showing
the performance of SWAP and its comparison with SJF and
PS scheduling policies

p =0.5 p =0.9
107 10%
--- FCFsS b [--- FCFs
—— SJF « | ——SsJF
---PS =---PS
1P 1 Se o
= 10" h =10t . _Tas.
E * E o
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= PR = (
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Job size (x)

Fig. 3. Ratios of T'(z) vs x exponential workloads, z; = 75
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IV. PERFORMANCE EVALUATION

In this section, we use the derived SWAP models to evaluate
its performance. We look at how SWAP approximates the SJF
for short and large jobs, and we also compare its performance
with that of FCFS and PS policies. We also investigate the
impact of threshold values (x;) to the performance of SWAP.
Processor sharing (PS) is one of the mostly studied policy
in time-sharing operating systems. It is also known as a fair
scheduling policy providing conditional mean response time
of /(1 — p) for a job with size x.

We use exponential and Bounded Pareto distributions pre-
sented in Section II at low and high system load values of
p = 0.5 and p = 0.9 respectively. For each set of result,
the threshold values were chosen such that p,, under both
considered distributions are close to each other. Due to space
limitations, we numerically evaluate SWAP models for jobs
that arrive to unscanned state only which we derived in Section
1I-B1.

Ratio of T(x)

—— SJF
---PS

—— SJF
---PS

500 (o] 500

Job size (x) Job size (x)

Fig. 4. Ratios of T'(z) vs z for exponential workloads, z; = 500

Figures 3 and 4 show the ratios of conditional mean
response time of short jobs under FCFS, PS, and SJF policies
to that of SWAP for threshold values of z; = 75 and
x; = 500 respectively for the case of exponentially distributed
workload. It can be observed from the figures that SWAP
indeed approximates the SJF for low load and short threshold
values where the response time ratio of SWAP to SJF is always
close to one. The approximation is more accurate for larger
jobs compared to short jobs. The estimates under SWAP are
less accurate for larger thresholds and higher loads as seen in
Figure 4 at p = 0.9.

We can also see from the figures that SWAP performs much
better than FCFS and PS for small threshold values regardless
of the load. At high threshold values, SWAP offers similar
mean response time as FCEFS since the scanning event is
triggered by very large jobs which makes SWAP scheduling
for even short jobs the same as SJF. This can be seen in Figure
4 where x; = 500 and p5p9 = 0.89.

Similarly, Figures 5 and 6 show results of SWAP in compar-
ison with SJF, FCFS, and PS under Bounded Pareto distributed
workloads presented in Section II. Compared to the results
for exponential workloads, we can quickly see that SWAP
approximates SJF better under Bounded Pareto distribution for
all load values and varying threshold values. Bounded Pareto
workloads are heavy tailed meaning more than 99% of their
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Fig. 6. Ratios of T'(z) vs x for Bounded Pareto workloads, z: = 50000

jobs are short and constitute to only half of the total load.
Consequently, most of the jobs under Bounded Pareto work-
loads are classified as short, and by delaying the few very large
ones, the performance of short jobs is improved significantly.
However, at large thresholds, regardless of system load, very
short jobs under SWAP experience longer mean response times
than under SJF (see Fig. 6), meaning SWAP is inaccurate in
approximating SJF.

We also observe that the mean response time provided by
SWAP compared to that of FCFS and PS under Bounded
Pareto job size distributions follow similar trends to the
performance under exponential distribution. In general, SWAP
performs much better than FCFS for short jobs. SWAP also
performs better than PS except for very few short jobs under
SWAP with large threshold values such as in Fig. 6.

Exponential s Bounded Pareto

6

10 10
10°%} 10°%h
= 10" = 10*
— —
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10°%; - - -SWAP(2) |0
--- SWAP(1)
10% 10 10° 10° ° 10"

Job size (x) Job size (x)

Fig. 7. T(x) vs x, for exponential with z; = 200 and Bounded Pareto
with z¢ = 5000, p = 0.9

We finally investigate the conditional mean response time
of large jobs under exponential and heavy tailed workloads
for SWAP system with high and low loads. We specifically
compare the performance of large jobs under SWAP and SJF
to see how well SWAP approximates SJF for large jobs, and
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under SWAP() for 7+ = 1,2,3 to see how much additional
response time large jobs experience as a result of being
delayed further. We exclude results that compare SWAP to
PS and FCFS for large jobs due to space limitation.

We observe from Figure 7 that for the considered pa-
rameters, all SWAP(i) offers similar performance and all
approximate SJF well for the very large jobs under exponential
workload. We also observe that some shorter jobs experience
longer mean response time under SJF than under SWAP
policies. The situation is however very different for heavy
tailed workloads where SWAP with larger 7 offering notice-
ably worse conditional mean response time than SWAP with
smaller 7. The performance of SWAP also significantly differs
from SJF specifically for shorter jobs where SWAP performs
worse and for the largest jobs where SWAP instead performs
better that SJF. The largest jobs under SJF are interrupted by
all jobs in the system which is not the case for SWAP. On the
other hand, shorter jobs under SWAP are interrupted by large
jobs of any size compared to only jobs that are less than their
sizes under SJF.

Exponential SBounded Pareto

10 10
10* 10*
= =
== —
107 - SWAP(3) 10%
- - - SWAP(2)
--- SWAP(1)
—— SJF .
e — 10
10
10° 10° 10" 10° 10° 10'°

Job size (x) Job size (x)

Fig. 8. T'(x) vs x, for exponential with ; = 75 and Bounded Pareto with
z¢ = 300, p = 0.5

Figure 8 shows the results at low load of p = 0.5, and
smaller threshold values of z; = 75 and z; = 300 for
exponential and heavy tailed workloads respectively. We can
easily see that the performance of all SWAP() policies is
similar for the case of exponential distribution. In this case,
we also see that SWAP approximates SJF very well. However,
for heavy-tailed workloads the performance of shorter jobs is
still worse under SWAP than under SJF but is just slightly less
than for the case of p = 0.9. The performance of the largest
jobs however is the same under all policies showing better
approximation of SJF by SWAP for the largest jobs compared
to the case for high load and large threshold shown in Figure
7.

We conclude therefore that the performance of SWAP in
terms of jobs mean response time depends on the distribution
of workloads. Similarly, its accuracy in approximating SJF also
depends on the distribution of the workloads. In particular,
SWAP performs well under both respects for short jobs that
arrive to unscanned queue for heavy-tailed workloads. In
contrast, SWAP performs poorly in terms of offering higher
mean response time than SJF to large jobs just above the
threshold value regardless the load and threshold value. SWAP
scheduling is also inaccurate in approximating SJF for large
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jobs except for low load and shorter thresholds.

V. CONCLUSION

We modelled and evaluated the recently proposed SWAP
scheduling policy under varying workload distributions. The
numerical results that we obtained from the derived models
show that SWAP can be used to approximate Shortest Job First
(SJF) however it is more accurate for workloads with highly
varying job sizes such heavy-tailed job size distributions.
This is because heavy-tailed distributions exhibit expectation
paradox that is a clear manifestation of temporal dependence,
which is the basic assumption under which SWAP was pro-
posed. The comparison of SWAP with FCFS and PS also show
that SWAP is a more superior policy in terms of reducing the
mean response time of short jobs. We further observed that in
contrast to exponentially distributed workloads, especially at
high threshold and load values, large jobs under SWAP suffer
very negligible penalty.

In this paper, we presented numerical results of SWAP at
unscanned state only due to space limitations. In the future,
we will numerically investigate SWAP at scanned state as
well. We will also explore the use of SWAP for networked
environments with Internet flows as transferred entities. In
contrast to jobs, flows don’t arrive at a system all at once,
making it very hard to immediately infer their sizes. We
will check to see if per-connection buffer occupancy will
approximate SWAP in such environments. Finally, we intend
to validate the SWAP models derived in this paper using
simulations of the policies.
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Abstract—In this paper, we consider provisioning protection protection switching time for a dedicated path protection
in WDM optical networks with pre-configured backup paths. In  scheme and protection approaches which share backup re-
the traditional protection approach, backup resources are not sources. Dedicated protection for traffic grooming of sub-
shared among pre-configured backup paths, and thus resourcesI bd i . . . d hi h
are not utilized efficiently. We propose a protection approach am _atra _'C usm_g a generic groommg_-no e architecture . as
with the use of a switch architecture, which allows limited Deen investigated in [3]. In [4], a comparison of schemes which
sharing of backup resources among pre-configured backup paths include path and segment based protection for differentiated
(referred to as pre-configured backup protection with limited availability-guaranteed services is given. The recent work in
sharing (PBPLS). The architecture uses switching components [5] investigates dedicated protection approaches considering

with a flexible feature of splitting optical power on need basis . t . t f | th ch |
in addition to directing the power towards one output port various transmission rates of waveiengtn channeis.

only. Further, configuration can be done which connects two A major drawback in provisioning pre-configured backup
(or more) input ports to the same output port at the same time. paths using the traditional protection approach is its inefficient
These features allow sharing backup resources while provisioning resource usage. Unlike the optical layer shared protection
pre-configured backup paths. This approach can be adopted in gn5r65ch in this approach backup resources are not shared

networks in small geographical area such as metro networks th fi d back th d th
since the power splitting feature is used. While sharing backup among the pre-configured backup paths an us resources

resources in this approach, we consider power loss particularly are not utilized efficiently. The traditional optical shared
due to potential repeated power splitting. Amplifiers can be used, protection has long recovery time, in which backup paths

at additional cost, to compensate the power loss. Instead, wegre not pre-configured and backup wavelength links can be
adopt an approach of limiting the number of power splitting 10 ghareq by other backup paths. The work in [2] shows that,
small values to reduce the power loss. Constraining the number . . . . . .
of power splitting limits the degree of backup sharing. Through W'th_ 10ms switch conflguratlpn time, the recovery times of
simulation experiments in a single class and multi-class traffic dedicated and shared protection approaches are 3ms and 56ms
scenarios, we demonstrate that, even with the small number of respectively under a distributed protocol (for a random demand
power splitting such as one or two, significant improvement in  of 30 connections on a representative network topology). The
blocking performance can be achieved. configuration time of switches widely used could be several
Keywordsoptical networks; wavelength-division-multiplexing; 10’s of ms and the difference in recovery time for the two
survivability; approaches would, therefore, be even more significant. Several
mission critical applications require short recovery time. Pre-
configured backup protection is suitable for such applications.
Survivability or fault tolerance is an important requirementhe shared protection approach may not satisfy their stringent
in wavelength-division-multiplexing (WDM) optical networks.recovery time needs.
Among the several survivability approaches, provisioning op- We propose a protection approach which allows limited
tical layer protection with pre-configured backup paths sudaring of backup resources among pre-configured backup
as optical dedicated protection (or 1:1 protection) is preferr@aths (referred to apre-configured backup protection with
for traffic which require short recovery time. In this approachimited sharing (PBPLS) The proposed approach can be
a backup path is configured at the time when the connectiorused under single component failure scenarios. To allow such
established. In the event of a component failure on a primamgsource sharing, we use the switch architecture proposed in
path, this approach requires no further switch configurati¢@]. The architecture has the following flexible features. In
to set up the backup path. This protection approach has beeidition to directing the input power towards one output port
investigated in research works under several scenarios soaoly (like the traditional switches), the power can be split on a
as path, segment, and link based protection, protection wihsired sub-set of output ports on need basis. When the switch
traffic grooming, differentiated survivability services, and pras pre-configured to split power on two output ports, the traffic
tection with multi-line-rate consideration. In [1], two 1:1 pattcan be switched on one of the ports with the split power which
protection methods, static and dynamic have been investigatestjuires no further configuration. Further, the switch can be
The static method provides fixed primary and backup pathenfigured to connect two (or more) input ports to the same
and the dynamic method allows rearrangement of backoptput port at the same time. With this pre-configuration, the
paths. The work in [2] investigates capacity utilization anttaffic can be switched from one of the input ports to the

I. INTRODUCTION
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. . . . DEMUX MUX
same output port which requires no further configuration. In Wa 1.
the proposed approach, when backup paths are set up, similar a vi /1 N J— c
pre-configurations can be done so that backup resources can wo CoLmbiner

VOSs

be shared. The recovery time in this case is equivalent to the Yn Ll
case of the traditional dedicated protection approach since no b{w‘ (| N }“ d
further configuration is needed at intermediate nodes. This wo vosﬁj Combiner
protection approach can be adopted in networks in small

geographical area such as metro networks since the power Control Processing Unit

splitting feature is used when sharing backup resources.

In the proposed approach, we consider limited sharing
of backup resources. This is because of power loss when a ¢ vos 0% = 50% — 100%
power splitting is used for backup sharing. Particularly, when (Y < 100% — 50% — 0o ™!
repeated or cascading of power splitting occurs, power will b d " Port2
be reduced significantly. One solution is to compensate power (@) (i
using amplifiers at additional cost. In this paper, we adopt

the approach of limiting the number of power splitting on a
backup path to reduce the power loss. Constraining the number

of power splitting limits the degree of backup sharing. Wgur work, we consider unicast only and the proposed approach
investigate for small values for the maximum number of powegoids reconfigurations when failure occurs. In the following
splitting (one to three). sections, we illustrate the switch architecture first, and then

As explained above, the proposed protection approach Ufigstrate our proposed protection approach.
lizes the flexible features of the switch architecture used in

this paper. The widely used traditional optical switches such Il. OPTICAL SWITCH ARCHITECTURE
as MEMS switches [7] do not support these features becaus@he proposed switch architecture [6] is shown in Fig. 1(i).
of architectural limitations, and therefore similar protectiom [6], we have investigated the transmission of bursty traffic.
approach cannot be adopted. The proposed approach carmlbe switch can be used for the transmission of circuit level
employed in broadcast-and-select based architectures whiclffic also (transmission through lightpaths). We consider the
are widely considered in optical burst/packet switching neswitch for a node with two input and two output links as shown
works [8] [9]. These architectures generally consist splittens Fig. 1(ii). Each link carries a control wavelengtt, and
and semiconductor optical amplifiers (SOAs). Since SOAs anedata wavelengthgw;, ws, .., w,). The basic architectural
used, power loss due to power splitting would be compensatmponent is a 1x2 variable optical splitter (VOS). Other
and the need for limiting the number of power splitingomponents are combiners, multiplexers (MUX), demulti-
may not arise (or reduced). However, we do not use thesiexers (DEMUX), receivers (Rx), transmitters (Tx), and a
architectures in this paper because of their high power lossntrol processing unit. In Fig. 1(i), the components VOSs,
and high cost. Splitters used in these architectures always sptimbiners, receivers, and transmitters are shown for the data
power towards all the output ports and thus significantly \mavelengthw,. VOSs are cascaded and linked to combiners
large amount of power is wasted. Further, these architectusesl receivers as shown in the figure. Additional VOSs and
are expensive since a large number of SOAs are requiredmbiners can be cascaded and linked in the similar manner
The switch architecture used in this paper uses componettsaccommodate more links. Fét number of fiber links and
with the flexibility of controlled power directing and splitting N data wavelengths, a total 8f £'2 VOSs andN F combiners
as explained above. Therefore, it reduces power wastggach is of typg F' + 1)X1) are required.
significantly. In addition to this, we do not use amplifiers in We use the 1x2 VOS component presented in [14] [15] [13]
the architecture in order to reduce the cost. in our switch. The self-latching VOS is based on magneto-
In [10], an approach has been proposed to improve rmptical technology. The VOS is designed using mainly a
source usage in which a pre-configured backup path can shaagable faraday rotator and a walk-off crystal. In the VOS,
resources of non pre-configured backup paths. Unlike thigout optical power can be distributed (or split) on the two
approach, this paper investigates sharing backup resoureetput ports with various ratios (states) such @2 — 100%),
among pre-configured backup paths. Power splitting has b€é0% — 50%), and (100% — 0%) as shown in Fig. 1(iii).
considered in [11] [12] when provisioning protection. In [11]The component requires an electric pulse to switch states
a 1+1 dedicated protection approach (traffic is simultaneouglye. increase/decrease the power on a port). By applying the
sent via the two alternate paths) has been investigatedeiectric pulse appropriately the various states can be achieved.
which splitters are used in broadcast-and-select OADMs foitatakes 0.25ms time to switch betweéf% — 100%) and
ring topology network. This work does not consider backu(®0%—50%) states. We assume the same time period to switch
sharing. In [12], splitters are used in tree-based protection foetween(50% — 50%), and (100% — 0%) because of near
multicast traffic. In this work, backup sharing is considered arsymmetrical power splitting pattern seen in [15]. We denote
nodes may require reconfigurations in the event of a failure. flme 0.5ms configuration time required to change the split power

(@)

Fig. 1. Switch architecture with two input and two output links
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® =, link a to link ¢ on the wavelengthu; as shown in Fig. 2().
a }@i It is considered that, at= —Twvos, the control message has
b d been processed and the switch configuration is .initiated. The
i i Qefaylt ste}.tus of VOSs in our switch (@& —Twvos) is shown
0 . 100 . in Fig. 2(ii). _VO_S-p_and VO_S-q shovyn are the two_ VQSS
Al —d %4’ d connected with linka in our switch architecture shown in Fig.
00 0 5 0 13). We do_ not §hovy the oth_er VOSs connected with link
gggtlryicpulse 100 100 as no configuration is done in these VOSs.tAt —Twvos,
Rx(Local drop) Rx(Local drop) the default power splitting status of both VOS-p and VOS-q is
(t=-Tvos) t=0) (0% — 100%) with 0% power directed towards links and d.
That is, paths within the switch fromto ¢ anda to d are shut
Fig. 2. Switch configuration initially. Once the control message has been processed, the

node identifies the output port of the connection and selects the

) VOS which is connected to that port (i.e. VOS-p). An electrical
on an output port frond% to 100% (i.e., from (0% — 100%) pulse is applied to the selected VOS, i.e. VOS-,-at—Tvos
to (100% — 0%)) as Twos. The states(0% — 100%) and 54 shown in Fig. 2(ii). It changes the power splitting state of
(100% —0%) can be used to direct the full power towards ONGOS-p to(100% — 0%) att = 0 (i.e. it requiresTvos time to
output port only (like the traditional optlc_al switches). _Furthe'bhange the state) with00% power directed towards links.
the state(50% —50%) can be used to split power. Particularlyrys i shown in Fig. 2(iii). That is, power directed towards
unlike the traditional switches, the power can be split on Ik ¢ increases frond% (att = —Twos) to 100% (att = 0).
desired sub-set of output ports on need basis by appropriatge efore, at — 0, the patha — ¢ is connected/opened. When
changing the state of VOSs in the switch. We use this featygiica| signals arrive on the lightpath they are switched with
in our protection approach, which is illustrated in Section Ilk input power directed towards link. Pathsa — d remains
The low-cost magneto-optic component available in [16] caflt Note that, at the receiver node (egress), the optical signals

also be used in our architecture. . can be received at the default state as full power is directed
Average insertion loss (IL) of the VOS is 0.6dB (foryquards the local receiver (RX).

(0% —100%) and (100% — 0%)) and 4dB (for(50% — 50%))
and polarization-dependent loss (PDL) is less than 0.1dB. The
VOS energy consumption is very low(120uJ) [14]. For
a typical nodal degree such as two and three, the insertion

loss at core components (VOSs and combiners) is in theTne traditional optical layer dedicated protection has short
range of 6.6dB to 7.2dB and 6.6dB to 7.8dB respectivefucovery time because of pre-configured backup paths. Achiev-
(VOSs: 1.2dB and 1.8dB when traversing up to 2 and 3 VO{§y short recovery time by pre-configured backup paths and at
with (0% — 100%) and (100% — 0%) states, and combiners:ihe same time employing backup sharing are not done. This
6dB when two cascaded combiners (each of 3dB type) g&pecause of the limitations in the traditional OXCs. Consider
traversed with these nodal degrees in a 4X1 type). When gyt a switch configuration is done to connect an input port to
VOS is used with(50% — 50%) state (used when failure 54 output port within a widely used OXC such as a MEMS
recovery only), slightly more power loss occurs. Thereforgytical switch. While maintaining this connection, another
the architecture is suitable for networks in small geographiC@énﬁguraﬁon to connect (1) the same input port to a different
areas because of the power-loss. Otherwise, amplifiers g{fput port, or (2) a different input port to the same output port
required to compensate the power-loss. is not done. This is because, this later configuration disrupts
the existing connection. The configuration is, therefore, done
only after the existing connection is over or released. This
An optical connection/lightpath can be set up by configuringpnstraint does not allow setting up two backup lightpaths
intermediate nodes along the lightpath. Generally, contrehich are pre-configured and at the same time they share one
messages are sent (on the control waveleagihusing a two- or more wavelength links.
way reservation approach for establishing the lightpath (on aAs explained in Section I, the switch architecture consid-
data wavelength, say,). The control message is processedred in this paper has increased flexibility of how optical power
electronically at the control processing unit at intermediateceived on an input port can be directed or split on need basis.
nodes. The control message carries the details about Tes flexibility can be used to overcome the above constraint.
connection which are used to configure VOSs at intermedi®ewer splitting allows connecting an input port to two (or
nodes. Below, we illustrate how VOSs are configured at a nog®re) output ports within the switch. In addition to this, the
which connects an input port to an output port for establishim@mponents are cascaded in the architecture such that they
the lightpath. We consider a node with two input and twallow configurations which connect two (or more) input ports
output links as shown in Fig. 1(ii) for illustration. to the same output port. We illustrate how these features are
We consider that a lightpath is set up which traverse froosed in our protection approach below.

Ill. PRE-CONFIGURED BACKUP PROTECTION WITH
LIMITED SHARING (PBPLS

A. Switch configuration
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Fig. 3. Shared protection Fig. 4. Switch configuration at nodé- Fig. 5. Switch configuration at nodg-

The protection approach allows provisioning pre-configured
backup paths with limited backup resource sharing. Such
backup sharing is possible in single component failure scenar-
i0s. We assume single link failures which are the predominant
type of component failures. The proposed approach is illus-
trated in Fig. 3. It shows two primary lightpaths (P1 and P2)
and their backup lightpaths (B1 and B2). Each of the backup
lightpaths is link-disjoint with its primary lightpath. Further, Fig. 6. A backup sharing scenario
primary lightpaths P1 and P2 are also link-disjoint as shown.

Links d—e ande— f are shared among the backup paths. When
using the proposed switch, configurations can be done at nddeLimited backup sharing

d such that the linki—e can be opened for both the links-d  Backup sharing while provisioning pre-configured backup
and g — d for transmission at the same time. This is showpaths is limited because of power loss due to power splitting.
in Fig. 4 (The same switch shown in Fig. 1(i) is used for thigie mainly consider splitting loss at VOSs. Repeated or
illustration. Only the VOSs and combiners for wavelength cascading of power splitting may occur when backup links
are shown in Fig. 4. The additional output link which is nojre shared by many backup lightpaths. This is illustrated in
labeled in the figure is not used). In this configuration, VOS+pig 6. Three primary lightpaths (P1, P2, and P3) are protected
and VOS-r are configured such that their power splitting sta§§ their pre-configured backup paths (B1, B2, and B3). Links
becomeg100% —0%) with 100% power directed towards link g — ¢ and f — ¢ are shared by backup lightpaths B1 & B2,
d—e. The configurations are done by applying electric pulsesd B1 & B3 respectively. In case of failure on P1, traffic is
as explained in Section II-A. Further, at notlepower from rerouted via B1. In this case, power splitting occurs at nodes
e — f can be split onf — c and f — . This configuration is ¢ and ¢ (at VOSs). To reduce the power loss due to such
shown in Fig. 5. In this configuration, VOS-p is configured t@epeated power splitting, we adopt the approach of limiting the
the splitting state(50% — 50%) and VOS-q is configured to nymber of power splitting at intermediated nodes (at VOSs)
the splitting state(100% — 0%) (100% directed towards link on a backup lightpath. Limiting the number of power splitting
[ —1). As a result of these configurations, the power frofmits the degree of backup sharing. We denote the maximum
e— fis splitonf—candf—i. While sharing backup links huymber of power splitting at intermediate nodes on a backup
d—e ande— f, these configurations allow transmission over gghtpath ask. For instance, the three backup lightpaths can
backup path without needing further configuration. No powgfe provisioned in Fig 6 whedl = 2. However, if K = 1,
splitting occurs at VOSs at nodesande (at nodee, similar  only primary lightpaths P1 & P2 can be set up with backup
configuration illustrated in Section II-A is done). Note that, thﬁaths B1 & B2 respectively. Lightpath P3 has to be rejected
above configurations are done at the time when the primagince B3 would, otherwise, cause additional power splitting at
connections are established. nodeg. Similarly, once P1 and P2 have been admitted with

In case of failure on P1, traffic can be immediately reroutdfeir backup lightpaths, consider admitting a future request
through B1 since it is pre-configured. The traffic will beVith its primary and its backup lightpaths (say, P4 and B4
switched fromu—d to d—e because of the switch configuration(not shown)). Assume that B4 shares the same backup link
illustrated above. Further, the traffic will be switched fronf — ¢ and additional power splitting occurs at nodéo a link
e — f to f — ¢ because of the power splitting configuration(Say e — [) in addition to the linkse — f ande — i (the link
Hence, it provides short recovery time which is equivalent to— ! is not shown). In this scenario, with’ = 1, this new
the case of dedicated protection. When rerouting the traffic’@fluest is rejected since additional power splitting occurs.
copy of traffic is routed on the linf — i also due to power i L )
splitting. Similar rerouting can be done when failure occurs di Protection with fixed splitters vs. VOS
P2. Note that, in Fig. 5, power from— f is split towards the  Our proposed protection approach can also be implemented
desired output linkg — ¢ and f — i only, and power wastage with traditional (fixed) splitters and shutters instead of using
can be reduced by not splitting on unwanted ports (if any).VOSs. (Similar splitter-shutter type switches are broadcast and
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10°

select based switches [8] considered for optical burst/packet & [adtona dedeaedpoceion
switching networks) A major drawback with fixed splitters RS k-2
based switches is their high power loss. This is because power

is always split towards all the output ports. Therefore, only

a small portion of power is used to transmit data and the
remaining power is wasted. This small power may not be
enough for transmission over long distance. In addition to
this, additional shutters are required. With VOSs, even with a
large number of ports, optical signals are switched Wiib%
power directed at VOSs towards the output link during normal
working conditions. In case of failure-recovery using shared - ‘ ‘ ‘
. . . . 25 30 35 40 45 50
backup lightpaths, optical power is split towards necessary Traffic Load (Eriang)

output ports only. Therefore, power-wastage is significantly

reduced. In addition to thiS, additional shutters are not requiré@. 7. Performance for the traditional and proposed protection approaches
when VOSs are used. Because of these reasons, we use VOSs

instead of traditional splitters. O Crass1. Tradiional dedioated protecion
- Class-1, PBPLS, K =1

0.16r| Class-1, PBPLS, K =2
Class-2, Traditional shared protection
I V' P E R F O R M A N C E ST U DY (O Class-2, Traditional shared protection, K = 1
L| 4 Class-2, Traditional shared protection, K = 2

Blocking Probability

We evaluate the performance of the proposed protection
approach (PBPLS) on the 14 node and 21 bi-directional link
NSFNET topology. We consider 16 wavelengths per fiber.
We consider sub-lambda connection requests (or LSPs) which
require optical layer protection. A sub-lambda connection can
traverse a number of lambda connections or lightpaths. In
the optical layer protection, each of the lightpaths traversed 004t
is protected by a backup lightpath. Traffic requests arrive
dynamically. Request arrivals follow Poisson distribution and
holding time of a request follows exponential distribution with
unit mean. We assume wavelength capacity to be 10 units. Fig. 8. Performance of class-1 (50%) and class-2 (50%) requests
Bandwidth requests for traffic are uniformly distributed in the
range of (4-10). Each request’s source node and destination
node are selected based on uniform distribution. We usealgo observe whether the performance improvement for class-1
shortest path selection algorithm (Dijkstra’s algorithm) wittraffic due to limited backup sharing penalizes class-2 traffic.
the objective of minimizing the total number of physical hop¥/hen both the PBPLS and the traditional optical layer shared
to route the requests. Each experiment is carried out withpeptection are provided, we consider that backup resources
large number of request arrivals on the order of. associated to these two protections are separated (i.e., pre-

We investigate whether significant performance improveonfigured backup paths and traditionally shared backup paths
ment is seen when limiting the number of power splitting dnot pre-configured) do not share the same resources) in order
intermediate node() to small valuesk = 1, K = 2, and to reduce the complexity.

K = 3). First, we consider that all the traffic requests require The blocking performance for the proposed PBPLS ap-
short recovery time and they are protected with pre-configurptbach with different values of the number of power splitting
backup paths using our proposed protection approach, PBP(S.= 1, K = 2, and K = 3) and the traditional dedicated
We compare the performance with the traditional dedicatgdotection approach are shown in Fig. 7. In this study, a
protection since it also provides pre-configured backup patbisgle class of traffic is considered and all the requests are
(recovery time in PBPLS is equivalent to the case of thedmitted using the same protection method. It can be seen that,
traditional dedicated protection). In addition to this, we alssignificant reduction in blocking is achieved in PBPLS with
study the performance with two classes of traffic when onlff = 1 (more than 74% reduction in blocking when compared
a portion of requests require short recovery time (class-b) the traditional approach). This is because, significantly
while the rest can tolerate slightly longer recovery time (class- large number of requests can find backup resources as
2). For class-1, pre-configured backup paths are providegsources can be shared though it is limited in our approach.
using PBPLS (and compared with the traditional dedicatédirther reduction in blocking is observed with increasing
protection). For class-2, non pre-configured backup paths amgmber of power splitting (with{' = 2 and K = 3, additional
given using the traditional optical layer shared protectioh8% and 23% blocking reduction is seen at high loads).
approach. In this study, two traffic arrival distributions are Figure 8 shows the blocking performance when 50% of
considered. The traffic arrival follows the distribution, class-1requests (class-1) are protected by pre-configured backup paths
class-2 = (1) 50% : 50%, and (2) 25% : 75%. In this study, WBPLS is used. The traditional dedicated protection is used

Blocking Probability

0.02 . . . .
25 30 35 40 45 50
Traffic Load (Erlang)
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2 requests were provisioned using pre-configured and non
pre-configured backup paths respectively) traffic scenarios.
We demonstrated that even with the small number of power
splitting (K), significant performance improvement is seen.
In the single class scenario, our proposed approach with

Blocking Probability

04 e K=1 showed more than 74% reduction in blocking when
008 ggigigigggu 1 compared to the tradmo_nal_ dedication protection approach.
wonl | In the two-class scenario, it showed up to 42% and 15%
& reduction in blocking for class-1 traffic with 50% and 25%
B S & & ] traffic distributions respectively.
0.02 . L . .
® * Tratc Load (Erlang) * * ACKNOWLEDGMENT
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Abstract—There is no doubt that one of the most critical
components of the Internet is the DNS — Domain Name System.
In this paper, we propose a solution to strengthen the security
of DNS servers, namely those associated with Top Level
Domains (TLD), by using a system that identifies patterns of
potentially harmful traffic and isolates it. The proposed
solution has been developed and tested at FCCN, the TLD
manager for the .PT domain. The system consists of network
sensors that monitor the network in real-time and can
dynamically detect, prevent, or limit the scope of the attempted
intrusions or other types of attacks to the DNS service, thus
improving it’s global availability.

Keywords—DNS ; security; intrusion detection system; real-
time;monitoring.

I. INTRODUCTION

The DNS protocol is the basis of a critical Internet
application used for the reliable and trustworthy operation of
the Internet. DNS servers assume a central role in the normal
functioning of the Internet by resolving domain names into
network addresses for IP networks. Any disturbance to their
normal operation can have a dramatic impact on the service
they provide and on the global Internet. Although based on a
small set of basic rules, stored in files, and distributed
hierarchically, the DNS service has evolved into a very
complex system and critical system [1].

According to recent studies [2], there are nearly 11.7
million public DNS servers on the Internet. It is estimated
that nearly 52% of them, due to improper configuration,
allow arbitrary queries (thus allowing denial of service
attacks or “poisoning” of the cache). About 31.1% of the
servers also allow for the transfer of their DNS zones.

There are still nearly 33% of situations where the
authoritative nameservers of an area are on the same
network, which facilitates the attacks of the type of Denial of
Service (DOS), a frequent attack to the DNS. Furthermore,
the type of attacks targeting the DNS is becoming more
sophisticated, making them more difficult to detect and
control on time. Examples are the attacks by Fast Flux
(ability to quickly move the DNS information about the
domain to delay or evade detection) and its recent evolution
to Double Flux.
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One of these attacks, is the conficker [3] worm, first
appeared on October 2008, but also known as Code Red,
Blaster, Sasser and SQL Slammer. Every type of computer,
using a Microsoft Operating System can potentially be
infected. Attempts to estimate the populations of conficker
have lead to many different figures but all these estimates
exceed millions of personal computers. Conficker made use
of domain names instead of IP address in order to make its
attack networks resilient against detection and takedown.

The ICANN - Internet Corporation for Assigned Names
and Numbers, created a list containing the domains that
could be used in each TLD in such attacks to simplify the
work of identifying attacked domains.

A central aspect of the security system that we propose
and have implemented is the ability to collect statistically
useful data about network traffic for a DNS resolver and use
it to identify classes of harmful traffic to the normal
operation of the DNS infrastructure. In addition to collecting
data the system can take protective actions by detecting
trends and patterns in the traffic data that might suggest a
new type of attack or simply to record important parameters
to help improve the performance of the overall DNS system.

The fact that the DNS is based on an autonomous
database, distributed by hierarchy, means that whatever
solution we use to monitor, it must respect this topology. In
this paper we propose a distributed system using a network
of sensors, which operate in conjunction with the DNS
servers of one or more TLDs, monitoring in real-time the
data that passes through them and taking actions when
considered adequate.

The ability to perform real-time analysis is crucial in the
DNS area since it may be necessary to immediately act in
case of abuse or attack, by blocking a particular access and
notifying other cooperating sensors on the origin of the
problem, since several types of attacks may be directed to
other DNS components. The use of a Firewall solution
whose triggering rules are dynamically generated by the
network sensors is a fundamental component of the system,
to filter attacking systems in an efficient way and resuming
to the initial situation when the reason to filter different
traffic patterns has ceased to exist. With this approach we
aim to guarantee an autonomous functioning of the platform
without the need of human intervention.
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The use of network alarms can also help in monitoring
the correct functioning of the whole solution. Special care
has been taken to minimize the detection of false positives or
also false negatives.

The remaining of the paper is structured as follows:
Section II provides background information regarding
related work. Section III introduces out proposed
methodology. In section IV, we describe the solution.
Section V presents a case study for validation of the
proposal. In Section VI, the results gathered in the case study
are analyzed. Finally, Section VII presents some conclusions
and directions for further work.

II.  RELATED WORK

One of the first studies that can be observed in this area
has the authorship of Guenter and Kolar, with a tool called
sqldjbdns [4]. Their proposal uses a modified version of the
traditional BIND [5] working together with a Structured
Query Language (SQL) version inside a Relational database
management system (RDBMS). For DNS clients, this
solution is transparent and there is no difference from classic
BIND.

Zdrnja presented a system for Security Monitoring of
DNS traffic [6], using network sensors without interfering
with the DNS servers to be monitored. This is a transparent
solution that does not compromise the high availability
needed for the DNS service.

Vixie proposed a DNS traffic capture utility called,
DNSCap [7]. This tool is able to produce binary data using
pcap format, either on standard output or in successive dump
files. The application is similar to tcpdump [8] — command
line tool for monitoring network traffic, and has finer grained
packet recognition tailored for DNS transactions and
protocol options, allowing for instance to see the full DNS
message when tcpdump only shows a one-line summary.

Another tool available is DSC - DNS Statistics Collector
[9]. DSC is an application for collecting and analyzing
statistics from busy DNS servers. Major features include the
ability to parse, summarize and search inside DNS queries
detail. All data is stored in an SQL database. This tool, can
work inside a DNS server or in another server that "captures"
bi-directional traffic for a DNS node.

Kristoff also proposed an automated incident response
system using BIND query logs [10]. This particular system,
besides the common statistical analysis, also provides
information regarding the kind of consultations operated. All
information is available through the Web based portal. Each
security incident can result in port deactivation.

III. METHODOLOGY

A.  Architecture

The architecture of the system that we have develop aims
to improve the security, performance and efficiency of the
DNS protocol, removing all unwanted traffic and reinforce
the resilience of a Top Level Domain. We propose an
architecture comprising an integrated protection of multiple
DNS servers, working together with several network sensors
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that apply live rules to a dedicated firewall, acting as a traffic
shaping element.

Sensors located carefully located in the network monitor
all the traffic going to the DNS infrastructure, identify
potentially harmful traffic using a algorithm that we have
developed and tested and use this information to isolate
traffic that has been identified has security threats.

Several networks sensor monitor different parts of the
infrastructure and exchange information related to security
attacks. In this way, as shown in Fig. 1, it should also be
possible to exchange critical security information between
the sensors. In addition to an increase in performance, this
operation should prevent an attack on a server from a source,
identified by another sensor as malicious. This scenario is
relevant since some kinds of attacks are directed to several
components of the DNS infrastructure.

#1 | | #2

Arrival of requests The Sensor evaluate
to the DNS server the request

#3 |

Based on Firewall rules,
the request are allowed
or denyed

Corporate Primary Firewall
Firewall Network
Sensor
The DNS Server
process response
~
Qo
NS
Internet DNS
Server #1
#5

The Sensors may
exchange information

N sensors

Corporate

Firewall Network Sensor

Firewall

Figurel. Diagram of the desired solution

B. Heuristic

One of the crucial parts of our work is the algorithm to
identify traffic harmful to the DNS. In order to implement
the stated hypothesis in the architecture and keep the DNS
protocol as efficient as possible, it is necessary to apply a
heuristic, which in real time, evaluates all the information
collected from different sources and applies convenient
weights to each component and act accordingly.

The components that we have chosen to have impact in
the security incidents of DNS are: the number of
occurrences, analysis of type of queries been made, the
amount of time between occurrences, the number of probes
affected and information reported from intrusion detection
systems.
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Our system uses the following formula to evaluate a
parameter that measures the likelihood of the occurrence of a
security incident:

f(x)=0-02+C-02+G-0,15+N-0,25+17-0,20
Are factors considered in applying this formula:

e Occurrences (O) - Represents the number of times
(instances) that have given source was blocked, so
that the distributed then depicted in Table I.

TABLE I - CONTRIBUTION OF THE NUMBER OF OCCURRENCES OF A
SOURCE IN MALICIOUS HEURISTIC

Occurrences Weight
1 25%
2 50%
3 75%
4 or more 100%

e Analysis (C) - Real-time evaluation of the deviation
of the values recorded in relation to the average
observed statistics, based on the criteria and weights
identified below in Table II.

TABLE II — CONTRIBUTION OF EVENTS TYPIFIED A POTENTIALLY
MALICIOUS SOURCE GIVEN IN HEURISTIC

Event Weight
Entire zone transfer attempt (AXFR) 100%
Partial transfer zone attempt (IXFR) 50%
Incorrect query volume, 50 to 75% on average per | 75%
source
Incorrect query volume exceeding 75% 100%
Query volume, up 50%, the average number of 50%
access by origin

Note that the estimates apply the moving average, for the
determination of reference values, given the ongoing
development of data collected.

e Time between occurrences (G) - time since last
occurrence of a given source, distributed with the

weights associated to the times below are obeisant.

TABLE III — WEIGHT OF DIFFERENT TIME BETWEEN EACH OCCURRENCE

Time Weight
Less than 1 Minute 100%
Less than 1 Hour 75%
Less than 1 Day 50%
Less than 1 Week 25%
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e Incidence (N) - Number of probes that report blocks
in the same source.
For the calculation, we observed expression:

1
#Total _Sensors—# Sensors _ Attacked

e Intrusion Detection Systems (I) - We considered the
use of the Snort platform, being free to use, and
gather a large number of notarized signatures of
security incidents relating to the DNS service.

TABLE IV — INTERCONNECTION WITH TEMPORAL DATA GATHERED FROM
INTRUSION DETECTION SYSTEMS

Metric: Common Vulnerability Scoring | Weight
System (CVSS)
Low level 34%
Middle level 67%
High level 100%

For the activation of a rule in Firewall occurs will

require:
1. The formula shown above take values equal to
or greater than 0.25;
2. The combination of two or more criteria of the
formula.

Exception: when receiving information from all
the other sensors, in which case a single criteria
is sufficient;

3. It respected the existing white list in the
repository, allowing considered privileged
sources that are not blocked.

In this way we avoid compromising the Internet
service, considering the key role played by
DNS, the White List protects key addresses
from being blocked in case of false positives
events.

This list is created from a record of trusted
sources, allowing all addresses listed here to be
protected from being added to the Firewall
rules.

One example is the list of internal addresses,
and the DNS servers of ISPs.

Instead, for the removal of a rule in the firewall will need
to occur simultaneously on the following assumptions:

1. Exceeded the quarantine period, based on the
parameters in use;

2. The expression of activation (heuristic) does
not (still) check the referenced source.
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IV. PROPOSED SOLUTION

A. Diagram

As shown in Fig. 2, this solution is based on a network of
sensor engines that analyze all traffic flowing into the DNS
server in the form of valid or invalid queries, process the
information received from other probes and issue restrictions
for specific network addresses. In case an abnormal behavior
is detected or there is suspicious behavior from a certain
network address, it will be blocked in the firewall and the
other probes notified so they can act accordingly. The system
can also calculate the response time for each operation to
evaluate the performance of the server.

Collect events
from other
sensors

Detected
security
incidents ?

Add rule to Firewall

Create notifications
(using E-mail and
Instant Messaging)

DNS protocol query
received

Start

I

Update statistic
information

1

Notify other sensors

End

Apply heuristic Security incident

Type of
situation?

Security issue
detected?

End

Notify
Abnormal administrators using

no .
behaviour

E-mail and Instant
Messaging

Auditing report .

End

Figure 2. Block Diagram of proposed solution

For each rule inserted in the sensor firewall, there will be
a period of quarantine and, at the end of this time, the sensor
will evaluate the behavior of that source, to evaluate the
needed to remove the rule, as shown in Fig. 3.
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Quarantine
Period

Incident still
active?

Send IM and E-Mail
notifications

Remove firewall
rule

Figure 3. Quarantine procedure over the Firewall

B.  Network data flow

According to our design, all data that flows through the
probe heading for the DNS server is treated according to a
standard set of global firewall rules, followed by specific
local rules regarding to the addresses that are being blocked
in real time. The queries are then delivered to the parser to be
analyzed and stored in the RDBMS. At the top is the system
of alarms and the Web portal (Fig. 4).

#7 |

Trigger E-Mail and

Alarm
#6 Management Web #5
Interface
Triager E-Mail and Sensor Allows the Management
99 = Engine of the Solution
Instant Messaging events
#4 RDBMS

The database
store information

#3
Real time Parser ==

Collect information
about each DNS query
and response

#2 Network Protocol
Analyzer

Sensor |
specific rule34 ‘ #1
Basic set M Traffic is filtered at two levels, based

of rules on a set of rules at first stage and aplying
,,,,,,,,,,,,,,,,,,,,, specific sensor rules

Dump and analyze
DNS traffic

Allowed outgoing
traffic (to DNS server)

Incomin,
— Traffic

Figure 4. Network data flow

All information collected is stored in a database
implemented in MySQL [11]. Taking into consideration the
need to optimize the performance of the queries and to
reduce the volume of information stored, the data is divided
into a number of different tables.

The conversion of the IP address of source and
destination (DNS server) into an integer format, has allowed
for much more efficient data storage, and significant
improvements in the overall performance of the solution.
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The information regarding all queries made, is stored
daily into a log, and kept available during the next 30 days.

Two tables containing the set of rules that are
dynamically applied — add or removed, based on situations
that have been triggered - control the correct operation of the
firewall. For auditing purposes every action is registered.

The information required for auditing and statistical tasks
never expires.

C. Statistical analysis and performance evaluation

The statistical information collected and stored in the
database has a significant amount of detail. It is possible, for
example, to calculate, for each sensor, the evolution of
queries per unit of time (hour, day, etc) badly formatted
requests, DNS queries of rare types and determine the
sources that produce the larger number of consultations. It is
also possible to see the standard deviation of a given measure
so we can relate it to that is seen with the other hits [14].

The performance of the DNS protocol responses is
permanently measured, regarding the response time per
request. Data is constantly registered and an alarm is raised
in case normal response times are exceeded.

V. CASE STUDY

Our proposal have been under development since
September 2006 at FCCN — who has the responsibility to
manage, register and maintain the domains under the .PT
TLD.

At present time, there are two sensors running attached to
the DNS servers (one at the primary DNS and another
working together with a secondary DNS server).

The network analyzer is tshark [15], and the firewall used
is IPFilter [12]. The real time parser was programmed in
Java, collecting the information received from the tshark.
The Web server is running Apache with PHP.

Regarding the Xmpp server [13] we choose the Jive
messenger platform.

All modules are integrated together.

The entire sensor solution, as described above, as well as
the web platform we developed went on-line on the 1st of
January 2007, and the data from the various agents was
collected from the 10th of May 2008 till now.

VI.  RESULTS

We present here the results of the last 12 months of data
collection (between Ist of May 2009 and 31st May 2010).
The Average number of requests to the primary DNS server
is up to 14,459,356 per day (167 per sec.).

The performance of the data analysis program is above
1240 requests processed per sec. (filtered, validated and
inserted in the database).
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Using the data collected by the sensors, during this time
period, we were able to:

e Collect useful statistical information. E.g., daily
statistics by type of DNS protocol registers accessed

(Fig. 5).
60,0% 53.5%
50,0% -
40,0%
30,0% 25,49
20,0% 13.1%
10,0% - 3.8
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Figure 5. Statistical analysis by type of records accessed

e Detect examples of abnormal use (that are not

security incidents). For example we were able to
detect that a given IP was using the primary .PT
DNS server as location resolver.
The number of queries made was excessive when
compared with the average value per source,
reaching values close to some Internet Service
Providers that operate under the .PT domain.

e Detect situations of abuse, including denial of service
attacks, with the execution of massive queries. In last
12 months of analysis there are 17 DOS attacks
triggered.

They were instantly blocked, and addresses placed in
quarantine (Table V).

TABLE V. EXAMPLES WHEN THE SENSOR DETECTED SITUATIONS THAT
REQUIRED THE FIREWALL RULES TO CHANGE.

Source Date / Time Operation Sensor
Address
xx.xx.200.35 2010-04-15 02:05:04 Addrule  xx.xx.44.62
xx.xx.17.212  2010-04-15 03:15:02 Remove XX.Xx.44.63
rule
xx.xx.117.51 2010-04-15 03:47:24 Addrule  xx.xx.44.63
xX.xx.94.139 2010-04-15 04:27:19 Addrule  xx.xx.44.62
xx.xx.13.231 2010-04-15 07:35:58 Remove XX.Xx.44.62
rule
e Improve DNS protocol performance repairing

situations of inefficient parameterization of the DNS
server.

On the DNS server side, considering the capacity of
the probe to determine the processing time for each
consultation, it is possible to detect cases of
excessive delay, which was later confirmed to
coincide with of moments of zone update (Fig. 6).
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Figure 6. DNS query response time

Considering the daily progress of DNS queries, before
and after applying shaping heuristic to the protocol we obtain
an improvement between values of 5.3% (minimum) and
19.4% (maximum), as witnessed in Fig. 7.
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Figure 7. Improvement of DNS performance protocol

Fig. 8 shows the recurrence of same IP sources in
disturbing the proper functioning of the DNS protocol.

Occurrences
0 |- * & @ *
400
*
R T e
’
* * * -
300 * S
¢ e o
250
200 : ‘ ‘ ‘
Figure 8. Occurrences of different sources
VII. CONCLUSIONS AND FUTURE WORK

The solution presented here, builds upon the existing
solutions that collect statistical information regarding DNS
services, by adding the ability to detect and control security
incidents in real time. It also adds the advantage of operating
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in a distributed way, allowing the exchange of information
between cooperating probes, and the reinforcement of its
own security, even before it is threatened.

Currently, the solution presented does not allow the
processing of addresses in the IPv6 format. The technical
aspects that led to this situation are linked to the need to
optimize the performance of the data recorder application
making it possible to store the data from all consultations.
Nevertheless, all queries made to IPv6 addresses are
contained in this solution (AAAA types).

We are also working on extending the data correlation
capabilities of the system by adding information collected
from other sources (intrusion detection systems for instance).
We anticipate that this could be a valuable approach to
reduce considerably the number of false positives and
negatives [16].
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Abstract—This paper deals with the current software
architectures for intermediate systems for Intranet and
small-range wireless interconnection using case studies
founded on real-world applications. The approach
demonstrates  another  contribution to  network
convergence in interconnecting software architecture
development, which stems from a design experience based
on industrial network applications and on metropolitan
networking. The first case study focuses on IEEE 1451
family of standards that provides a design framework for
creating applications based not only on IP/Ethernet
profile but also on ZigBee. Next case study explores how
security and safety properties of Intranets can be verified
under every network configuration using model checking.
The contribution of the paper consists of a new method to
network convergence and network modeling in software
architecture development.

Keywords-network —architecture, sensor networks,
intranets, validation of network configuration

I.  INTRODUCTION

This paper focuses on software architectures for
intermediate system control plane in frame of Intranet
and ZigBee, and then presents new contributions to
network convergence and network modeling in
software architecture development. To facilitate
comprehensible wording, the beginnings of this section
and two following subsections restate basic, standard-
based terminology used in the following text.

According to the 1ISO Open Systems Interconnection
(ISO-0SI) vocabulary, two or more sub-networks are
interconnected using equipment called as intermediate
system whose primary function is to relay selectively
information from one sub-network to another and to
perform protocol conversion where necessary. A bridge
or a router provides the means for interconnecting two
physically distinct networks, which differ occasionally
in two or three lower layers respectively. The bridge
converts frames with consistent addressing schemes at
the data-link layer, or medium access and control
(MAC) sub-layer, while the router deals with packets at
the network layer. Lower layers of these intermediate
systems are implemented according to the proper
architectures of interconnected networks. When sub-
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networks differ in their higher layer protocols,
especially in the application layer, or when the
communication functions of the bottom three layers are
not sufficient for coupling, the intermediate system,
called in this case as gateway, contains all layers of the
networks involved and converts application messages
between appropriate formats.

An intermediate system represents typically a node
that belongs simultaneously to two or more
interconnected networks. The backbone network
interconnects more intermediate systems that enable to
access different sub-networks. If two segments of a
network are interconnected through another network,
the technique called as tunneling enables to transfer
protocol data units of the end segments nested in the
proper protocol data units of the interconnecting
network.

The next section corroborates the basic concepts of
supporting resources, namely (1) IP routers as the most
important means forming the Internet, (2) industrial
network couplers that enable to create hierarchical
communication systems as a basis of various -- not only
industrial -- applications, and (3) design experience
collected by our team in this domain, which influence
unsurprisingly the current research.

Section 111. dealing with network convergence aims
at Ethernet and IP-based industrial networking that
offer an application development environment
compatible with common TCP/IP setting. It stems from
IEEE 1451 family of standards and provides a design
framework for creating applications based not only on
TCP/IP/Ethernet profile but also on ZigBee. The
second part of this section reviews the first case study
based on an application dealing with pressure and
temperature measurement and safety and security
management along gas pipes.

In section 1V., the presented network modeling
approach provides a unifying model suitable for
description of relevant aspects of real IP computer
networks including dynamic routing and filtering. The
rest of this section reviews the second case study based
on an application exploring how security and safety
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properties can be verified under every network
configuration using model checking.

Il. STATE OF THE ART

A. IP routers

Internet/Intranet  router  architectures  have
experienced three generations [7]. The first generaion
router architecture, sometimes called also as software
router, which is based on a monolitic (or centralized)
routing engine, appears just as a simple PC equiped
with multiple line cards.

In a cluster-based architecture, often called as the
second generation, the Routing Engine modules are
distributed on several network communication cards
that share an interconnection, usually through a system
bus, to operation memory and processor on the control
card.

Many current Internet routers, which can provide
high speed switching capacity, are built with switching
fabrics based on a Banyan or analogous self-routing
topology[8]. Not only pure routing, but also additional
network services have enriched router functionalities in
the past few years, for Internet namely packet tagging,
emulating application-level proxies, application-
specific packet dropping, performance monitoring,
intrusion detecting, and assorted filtering and
firewalling. Nevertheless, the routing engine provides
the essential part of router functionality. As a software
component, the routing engine is used to control the
router activities and to build the data forwarding table.

B. Industrial networks coupling

Contemporary industrial distributed computer-
based systems encompass, at their lowest level, various
wired or wireless digital actuator/sensor to controller
connections. Those connections usually constitute the
bottom segments of hierarchical communication
systems that typically include higher-level fieldbus or
Intranet backbones. Hence, the systems must comprise
suitable interconnections of incident higher and lower
fieldbus segments, which mediate top-down commands
and bottom-up responses. While interconnecting
devices for such wide-spread fieldbuses as CAN,
Profibus, or WorldFIP are currently commercially
available, some real-world applications can demand
also to develop various couplers either dedicated to
special-purpose  protocols or fitting  particular
operational requirements, see [12].

The  following  taxonomy  of  industrial
communication and/or control network (ICN)
interconnections covers both the network topology of
an interconnected system and the structure of its
intermediate system, which is often called in the
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industrial domain as coupler. On the other hand, the
term gateway sometimes denotes an accessory
connecting PC or a terminal to an ICN. For this paper,
the expression ‘“‘gateway” preserves its original
meaning according to [1SO-OSI terminology as
discussed above.

The first item to be classed appears the level
ordering of interconnected networks. A peer-to-peer
structure occurs when two or more interconnected
networks interchange commands and responses through
a bus coupler in both directions so that no one of the
ICNs can be distinguished as a higher level. If two
interconnected ICNs arise hierarchically ordered, the
master/slaves configuration appears usual at least for
the lower-level network.

The second classification viewpoint stems from the
protocol profiles involved. In this case, the standard
taxonomy using the general terminology mentioned
above can be employed: bridge, router, and gateway.
Also, the tunneling and backbone networks can be
distinguished in a standard manner.

The next, refining items to be classed include
internal logical architectures of the coupler, such as
source or adaptive routing scheme, routing and relaying
algorithms, and operating system services deployed.

C. Design backgrounds

We launched our coupling development initiatives
in the Fieldbus and Internet domains almost
concurrently, see [10] and [3]. Fieldbus coupling was
studied by our research team originally from the
viewpoint of network architecture of low-level
fieldbuses [10][11]. Next interest was focused on real-
world applications based on network coupling, such as
data acquissition appliance [9], or wireless smart
sensors [14]. And also, the role of Ethernet and TCP/IP
attracted our attention as a means of network
convergence [2][12].

The other branch of our network interconnection
initiative covers IP routing. In this case we launched
with software router design based on a simple Unix
machine [3] and with creation of a routing domain for
academic metropolitan networking [5]. The current
research initiatives deal with the high-speed IP6 router
for optical networks [16], and with modeling of
dynamically routed IP networks and exploration of
their properties such as reachability-based safety and
security [6].

I1l. NETWORK CONVERGENCE

This section deals with network convergence aiming
at Ethernet and IP-based industrial networking that
offer an application development environment
compatible with the common TCP/IP setting. It stems
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from IEEE 1451 family of standards, mentioned in the
subsection 3.2 and provides a design framework for
creating  applications based not only on
TCP/IP/Ethernet profile but also on ZigBee. The last
part of this section reviews the first case study based on
an appication dealing with pressure and temperature
measurement and safety and security management
along gas pipes.

A. IP over Ethernet profile

The attractiveness of Ethernet as an industrial
communication bus is constantly increasing. However
the original concept of the Ethernet, which was
developed during seventies of the last century as
communication technology for office applications, has
to face some issues specific for industrial applications.
The concept of the Ethernet proved to be very
successful and encountered issues are being addressed
by modifications and extensions of the most popular
10/100 BaseT standard. In fact, the switched Ethernet
with constraint collision domains proved to be efficient
real-time networking environment also for time-critical
applications.

Similarly, IP networking support appears as a
rapidly dominating tendency in current industrial
system designs. Namely, when layered over a real-time
concerning data-link protocol, it seams as a best choice
for future applications because of a simple interfacing
within the Internet.

B. IEEE 1451 profile

The design framework, presented in this paper as a
flexible design environment kernel, is rooted in the
IEEE 1451.1 standard specifying smart transducer
interface architecture. That standard provides an
object-oriented information model targeting software-
based, network independent, transducer application
environments. The framework enables to unify
interconnections of embedded system components
through  wireless networks and Ethernet-based
intranets, which are replacing various special-purpose
Fieldbuses in industrial applications [12].

The IEEE 1451 package consists of the family of
standards for a networked smart transducer interface.
The 1451.1 software architecture provides three
models of the transducer device environment: (i) the
object model of a network capable application
processor (NCAP), which is the object-oriented
embodiment of a smart networked device; (ii) the data
model, which specifies information encoding rules for
transmitting information across both local and remote
object interfaces; and (iii) the network communication
model,  which  supports  client/server  and
publish/subscribe  paradigms for communicating
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information between NCAPs. The standard defines a
network and transducer hardware neutral environment
in which a concrete sensor/actuator application can be
developed.

The object model definition encompasses the set of
object classes, attributes, methods, and behaviors that
specify a transducer and a network environment to
which it may connect. This model uses block and base
classes offering patterns for one Physical Block, one or
more Transducer Blocks, Function Blocks, and
Network Blocks. Each block class may include specific
base classes from the model. The base classes include
Parameters, Actions, Events, and Files, and provide
component classes.

The Transducer Block abstracts all the capabilities
of each transducer that is physically connected to the
NCAP 1/0O system. During the device configuration
phase, the description of what kind of sensors and
actuators are connected to the system is read from the
hardware device. The Transducer Block includes an
I/O device driver style interface for communication
with the hardware. The 1/O interface includes methods
for reading and writing to the transducer from the
application-based Function Block using a standardized
interface.

The Function Block provides a skeletal area in
which to place application-specific code. The interface
does not specify any restrictions on how an application
is developed.

The Network Block abstracts all access to a network
employing network-neutral, object-based programming
interface supporting both client-server and publisher-
subscriber patterns for configuration and data
distribution.

C. ZigBee profile

The ZigBee/IEEE 802.15.4 protocol profile [1][15]
is intended as a specification for low-powered wireless
networks. ZigBee is a published specification set of
higher level communication protocols designed to use
small low power digital radios based on the IEEE
802.15.4 standard for wireless personal area networks.
The document 802.15.4 specifies two lower layers:
physical layer and medium access control sub-layer.
The ZigBee Alliance builds on this foundation by
providing a network layer and a framework for
application layer, which includes application support
sub-layer covering ZigBee device objects and
manufacturer-defined application objects.

Responsibilities of the ZigBee network layer
include mechanisms used to join and leave a network,
to apply security to frames and to route frames to their
intended destinations. In addition to discovery and
maintenance of routes between devices including
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discovery of one-hop neighbors, it stores pertinent
neighbor information. The ZigBee network layer
supports star, tree and mesh topologies

The ZigBee application layer includes application
support  sub-layer, ZigBee device objects and
manufacturer-defined  application  objects. The
application support sub-layer maintains tables for
binding, which is the ability to match two devices
together based on their services and their needs, and
forwards messages between bound devices.

D. Sensor network case study

This section describes a case study that
demonstrates deployment of the introduced design
concepts. The application deals with pressure and
temperature measurement and safety and security
management along gas pipes. The related
implementation stems from the IEEE 1451.1 model
with Internet and the IEEE 14515 wireless
communication based on ZigBee running over the
IEEE 802.15.4.

The interconnection of TCP/IP and ZigBee is
depicted on Figure 1. It provides an interface between
ZigBee and IP devices through an abstracted interface on
IP side. Each wireless sensor group is supported by its
controller providing Internet-based clients with secure
and efficient access to application-related services over
the associated part of gas pipes. In this case, clients
communi-cate to controllers using a messaging
protocol based on client-server and subscribe-publish
patterns employing 1451.1 Network Block functions. A
typical configuration includes a set of sensors
generating pressure and temperature values for the
related controller that computes profiles and checks
limits for users of those or derived values. When a limit
is reached, the safety procedure closes valves in charge
depending on safety service specifications.

Security configurations can follow in this case the
tiered network architecture: (1) To keep the system
maintenance simple, all wireless communication uses
standard ZigBee hop-by-hop encryption based on
single network-wide key because separate pressure
and/or temperature values, which can be even-dropped,
appear useless without the overall context; (2) Security
in frame of Intranet subnets stems from current virtual
private network concepts such that the communicating
couples utilize ciphered channels based on tunneling
between each client and a group of safety valve
controllers -- the tunnels are created with the support of
associated authentications of each client.

The example network configuration, see Figure 2.,
comprises several groups of wireless pressure and
temperature sensors with safety valve controllers as
base stations connected to wired intranets that
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dedicated clients can access effectively through
Internet. The WWW server supports each sensor group
by an active web page with Java applets that, after
downloading, provide clients with transparent and
efficient access to pressure and temperature
measurement services through controllers. Controllers
offer clients not only secure access to measurement
services over systems of gas pipes, but also
communicate to each other and cooperate so that the
system can resolve safety and security-critical situati
ons by shutting off some of the valves.

TCP/IP-ZigBee Gateway )

ZigBee

Node

>
>
—

Application (Java, . A

S
] A| Embedded
] Application

—_—

ZigBee Gateway Application

ZigBee Gateway Transport

—_—

~

App. Support

—

DHCP,SNMP ][ App. Support

TCP, UDP. Network Network
O -

Figure 1: Network gateway.

Each controller communicates wirelessly with its
sensors through 14515 interfaces by proper
communication protocol. In the discussed case the
proposed P1451.5-ZigBee, which means ZigBee over
IEEE 802.15.4, protocol was selected because it fits
application requirements, namely those dealing with
power consumption, response timing, and management.
The subscriber-publisher style of communication,
which in this applica-tion covers primarily distribution
of measured data, but also distribution of group
configuration commands, employs IP multicasting. All
regular clients wishing to receive messages from a
controller, which is joined with an IP multicast address
of class D, register themselves to this group using
IGMP. After that, when this controller generates a
message by Block function publish, this message is
delivered to all members of this class D group, without
unnecessary replications.

The WWW server supports each sensor group by an
active web page with Java applets that, after
downloading, provide clients with transparent and
efficient access to pressure and temperature
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measurement services through controllers. Controllers
provide clients not only with secure access to
measurement services over systems of gas pipes, but
also communicate to each other and cooperate so that
the system can resolve safety and security-critical
situations by shutting off some of the valves.

Each wireless sensor group is supported by its
controller providing Internet-based clients with secure
and efficient access to application-related services over
the associated part of gas pipes. In this case, clients
communicate to controllers using a messaging protocol
based on client-server and subscriber-publisher patterns
employing 1451.1 Network Block functions. A typical
configuration includes a set of sensors generating
pressure and temperature values for the related
controller that computes profiles and checks limits for
users of those or derived values. When a limit is
reached, the safety procedure, which is derived from
the fail-stop model, closes valves in charge depending
on safety service specifications.

Internet ! . |
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Group 1 IR
i 1 Controller + Sensors
WWW —
Server "
L Group 2 : ZlgBe :
1 Controller + Sensors | _ _ !
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Figure 2: Example network configuration.

IV. DYNAMIC NETWORK BEHAVIOR

The current goals of our research in frame of
Internet-level routed networks consist of i) creation of a
unifying model suitable for description of relevant
aspects of real computer networks including routing
information, ACLs (access control lists), NAT
(network address translation), dynamic routing policy;
and ii) delivering methods for automated verification of
dependable properties (e.g., availability, security,
survivability). The unique added value of the project is
to specifically merge the research on formal methods
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with the research on network security to devise a new
method for network security verification.

A. Dynamic network model

The recent work has focused on studying models
and analysis techniques based on simulation and
network monitoring [6]. These models, nevertheless,
do not take into account routing and packet filtering
despite the fact that these aspects may significantly
influence the traffic coverage observed in the network.
The intensive research needs to be done in order to find
new models that would include dynamic view on the
network.

Similarly to hardware and software analysis based
on simulation, the network simulation methods are
useful mainly to observe properties given by regular
behavior of the system. Simulation techniques are
incompetent in catching “what if” cases that occur
rarely in the system. However, the real world systems
inevitably exhibit also the unusual behavior. The use of
formal methods is better suited for checking those
situations to uncover hidden problems.

The dynamics of current network models is most
often limited to changes of actual data in time. The
other dimension of dynamics of routed networks comes
from dynamic routing protocols and topology changes
based on the availability of links and link parameters,
e.g., reliability, bandwidth or load. The anticipated
project results characterize a novel approach in the area
of network traffic analysis.

B. Dynamic network case study

The recent work has focused on studying models
and analysis techniques based on simulation and
network  monitoring  [6][13]. These  models,
nevertheless, do not take into account routing and
packet filtering despite the fact that these aspects may
significantly influence the traffic coverage observed in
the network. The intensive research needs to be done in
order to find new models that would include dynamic
view on the network.

In our work we explore how security and safety
properties can be verified under every network
configuration using model checking [4]. The model
checking is a technique that explores all reachable
states and verifies if the specified properties are
satisfied over each possible path to those states. Model
checking requires specification of a model and
properties to be verified. In our case, the model of
network consists of hosts, links, routing information
and ACLs. The network security-type properties can be
expressed in the form of modal logics formulae as
constraints over states and execution paths. If those
formulas are not satisfied, the model checker generates
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a counterexample that reveals a state of the network
that violates the specification. If the formulas are
satisfied, it means, that the property is valid in every
state of the systems, see more detail in [13].

V. CONCLUSIONS

The paper discusses software architectures for
intermediate system’s control planes belonging to
Intranets and Fieldbuses by two case studies derived
from genuine implementations. The interest is focused
both on network convergence and on network modeling
in application architectures development. The applied
solutions stem from design experience both with
industrial network appliances and metropolitan
networking. The first case study focuses on IEEE 1451
family of standards that provides a useful design
framework for creating applications based not only on
IP/Ethernet profile but also on ZigBee over IEEE
802.15.4. Next case study explores how security and
safety properties of interconnected intranets can be
verified under every network configuration using
model checking.

Note that several various methods may fit modeling
and analysis of the properties in the domains of
interest. Most often, the combination of several
methods leads to better results. The emphasis of the
project’s research is put on the formal verification
methods, but other methods are certainly worthwhile to
explore as well. The other methods may be orthogonal
with formal verification, or they may support the
formal methods.

In particular, monitoring may provide a fruitful data
for classification and definition of security-related
properties based on the real traffic. Modeling and
simulation serve as a useful tool to specify and replay
possible dangerous scenarios found by the formal
verification. Therefore, simulators and monitors can
efficiently support network-wide analysis namely
during the design and development.
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Abstract—High-radix networks such as folded-Clos outper-
form other low radix networks in terms of cost and latency. The
2-dilated flattened butterfly (2DFB) network is a nonblocking
high-radix network with better path diversity and reduced
diameter compared to the folded-Clos network. In this paper,
we introduce an adaptive load balanced routing algorithm that
is designed to exploit all the positive topological properties of a
2DFB network. The proposed algorithm achieves load balance
by allowing one non minimal forwarding in each dimension
in case of network congestion. This algorithm provides high
throughput on adversarial traffic patterns and provides better
latency on benign traffic patterns. We have compared the
performance of our algorithm on a 2DFB network with an
Adaptive Clos algorithm on a folded-Clos network and a
Minimal routing algorithm on a 2DFB network for different
traffic patterns. We observed that 2DFB network with the
proposed algorithm provides the same throughput with reduced
latency compared to the folded-Clos network with an Adaptive
Clos algorithm for all the traffic patterns.

Keywords-Routing; adaptive; switching architecture;

I. INTRODUCTION

High performance computing on distributed memory par-
allel processing systems such as clusters are very dependent
on communication between processing nodes. As a result,
the interconnection network that connects these nodes is
a critical part of the performance of the system. For the
past few decades, we have seen improving performance of
processors and memory systems. In order to keep up with
this, the network switch performance must also improve. The
study of interconnection networks has a long history and a
large number of network topologies and routing algorithms
have been studied by researchers. Among these networks,
hypercube [1] and Clos [2] (or its derivatives) are the most
popular networks.

The technological progress in modern ASICs has led to
the availability of routers with high bandwidth in the range
of Tb/s. The improved pin bandwidth of these routers can be
efficiently used to construct high-radix network topologies.
Recent work has shown that high-radix network outperforms
corresponding low-radix network in terms of cost and la-
tency. Folded-Clos and flattened butterfly [3] are two topolo-
gies which can take advantage of the high-radix routers.
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The 2-dilated flattened butterfly (2DFB) is a nonblocking
version of a flattened butterfly network. In previous work [4],
[5], we have introduced the 2DFB network and proved
its nonblocking behavior and shown the implementation of
a 2DFB network switch using the NetFPGA platform. In
this paper we propose an adaptive load balanced algorithm
for 2DFB and observe its performance for different traffic
patterns.

A routing algorithm can be considered as optimal if it
provides low latency on local traffic and high throughput on
adversarial traffic. Most algorithms must compromise one
goal in order to achieve the other. Minimal routing, which
always chooses the shortest path for each packet, provides
minimum latency for local and benign traffic. However, it
provides non acceptable latency for adversarial traffic due
to load imbalance. In order to improve the throughput in
adversarial traffic, the routing algorithm should balance the
load by sending some fraction of packets over non-minimal
paths.

Researchers have been trying to address the issue of
providing high worst-case performance while preserving
locality. Valiant’s randomized algorithm [6] gives good per-
formance in worst case traffic but very poor performance
for local traffic in terms of latency. Minimal adaptive rout-
ing [7] [8] suffers from global load imbalance. GOAL is
a load balanced adaptive routing algorithm designed for
a torus network [9]. It provides better load balance with
improved performance for local traffic. It achieved 58%
throughput of the Minimal algorithm on nearest neighbor
traffic for a torus network. Adaptive Clos [10] is an adaptive
routing algorithm designed for Clos network which provides
optimum performance for a high-radix Clos network. The
adaptive routing algorithm that we propose in this paper
is designed for a 2DFB network and it balances the load
efficiently by allowing one non-minimal forwarding in each
dimension in case of traffic congestion. It senses the traf-
fic congestion from the packet queue. We observed the
performance of this algorithm for local traffic and it has
reduced latency than a Clos network with the Adaptive Clos
algorithm.

The remainder of the paper is organized as follows.
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In Section II we briefly describe 2DFB and few of its
topological properties. Section III describes the proposed
adaptive load balanced algorithm for 2DFB network. In Sec-
tion IV we present the simulation results and we conclude
in Section V.

II. BACKGROUND

In this section we describe the 2DFB network [4] and its
topological properties.

A. 2-dilated flattened butterfly structure

A 2DFB network is derived from a flattened butterfly
structure [3] by either duplicating all the interconnecting
links between the switching elements or replacing it with
links of double bandwidth. Links between the end-terminals
and switching elements remain the same. A 2DFB is com-
posed of N/k routers of radix k'=n(k — 1) + 1 where N is
the number of end-terminals in the network, n is the number
of columns in a butterfly network, k is the number of end-
terminals connected to each router and the radix(k’) is the
number of external ports associated with each router. The
routers are connected by channels in n’ = n— 1 dimensions.
In each dimension d, from 1 to n’, router ¢ is connected to
each router j given by

~ (L) (M

for m from O to k — 1, where the connection from 7 to itself
is omitted. For example a 4-ary 2-dimensional 2DFB for
N=64 is shown in Fig. 1.

j=i+[m mod k)]k*1
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Figure 1.

As we can see in the Fig. 1, each switching element
is connected to k end-terminals (here k=4). k switching
elements in each row are interconnected and it can be
considered as a 1-dimensional system. A 1-dimensional
system is a fully connected ring structure with each link
having double bandwidth. Its bisectional bandwidth is N/2
where N is the total number of end-terminal connected to
the 1-dimensional system. In [4] we have proved that in a
1-dimensional 2DFB system any routing permutation can
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be performed without conflict using a maximum of two
links. Higher dimensional 2DFB systems are constructed by
combining 1-dimensional systems as shown in Fig. 1. For a
k-ary d-dimensional [d=(logpN) — 1] 2DFB system with a
network size (N) of power of k, the bisection bandwidth
s ((k?/2)(k%1)) which is equal to N/2 (same as that
of a hypercube network). Therefore, a properly designed
routing algorithm can route any permutation without conflict
by making use of a maximum of 2d hops (2 hops in each
dimension).

B. Network diameter

-+ hypercube —= -folded-Clos(ary=16) —+—2DFB(ary=16)

H
IS
kY

Diameter
5
t

16 64 256 1024
Network size

4096 16384 65536

Figure 2. Network diameter

Network diameter is a measure of shortest distance be-
tween the source and destination nodes. Since high priority
traffic can be routed through this shortest path, the net-
work diameter plays an important role in a multi-processor
communication system. A comparison of network diameter
of 2DFB with other topologies for different network size
is shown in Fig. 2. The diameter of a hypercube network
is loga N, the diameter of a k-ary folded-Clos network is
2{[(logxN)] — 1} and the diameter of a k-ary 2DFB is
[(logrN)] — 1. As we can observe, 2DFB has the smallest
network diameter compared to other network topologies.

C. Number of hops

Message latency in a network is proportional to the
number of hops required for routing the message. Fig. 3
represents the number of hops needed for routing the mes-
sage for different network topologies with varying network
sizes. Number of hops required in 2DFB is not same as
the network diameter for all source-destination pair. For
example in Fig. 1 if end-terminals 1,2,3 and 4 are sending
messages to end-terminals 5,6,7 and 8 respectively with full
bandwidth, then only messages from terminal 1 and 2 can
be routed through the direct link between Ry and R; and
the messages from 3 and 4 should be routed through Ry or
R3. In this case the number of hops required in the worst
case is 2. In higher dimension 2DFB, in worst case, 2 hops
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Figure 3. Number of hops needed for routing

are required for routing the message in each dimension. The
dimension of a k-ary 2DFB is [(logyN)]—1. So the number
of hops required (worst case) to complete any routing request
in a k-ary 2DFB for k > 2 is 2{[(logxN)] — 1}. For
k = 2, 2DFB becomes a normal hypercube structure with
2 end-terminals connected to each switching element and
with interconnecting links of double bandwidth. In this case
the number of hops required is loga(N/2). In [11] it is
shown that the number of hops required in a hypercube
network is logoIN. The number of hops required for a k-
ary folded-Clos network is 2{[(logiN)] — 1}. From the
comparison we can see that the number of hops required
for a k-ary 2DFB in the worst case is the same as that of
a k-ary folded-Clos network. Unlike folded-Clos, in 2DFB
the number of hops required is not same for all the source-
destination pair. Large amount of source-destination pair
need only one hop to traverse in one dimension. So the
average number of hops in a 2DFB will be always less than
that of the corresponding folded-Clos network. Thus it is
clear that k-ary 2DFB provides better message latency than
corresponding folded-Clos network.

D. Cost Analysis

A key determinant of the effectiveness of a network topol-
ogy is the cost of the network relative to the performance it
delivers. Cost of the network is decided by cost of routers
and links. The number of switching elements and links
required to implement a 2DFB network is less than other
nonblocking networks such as folded-Clos and hypercube
and therefore the implementation cost of a 2DFB network
will be lesser than other nonblocking networks [4].

III. ROUTING ALGORITHM

The proposed routing algorithm is designed to explore
the topological properties of a 2DFB network. A 2DFB
network is similar to a k-ary generalized hypercube (GHC)
except that in a 2DFB k£ end-terminals are connected to
each switching element. A 2DFB can be considered as a
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k-way bristled 2-dilated GHC. If r is the dimension of a k-
ary flattened butterfly, then there will be £™ nodes(switching
elements) in the system and each node can be represented
using a r-digit number, i.e. any node * = x,_1...7;...2¢
where z; € [0,k — 1]. In a 2DFB network any two nodes,
whose numbers differ only in the ¢th digit, are joined by
a duplex channel and it is known as the ith dimension
channel. Thus by comparing the r bit number associated to
the current switching element and the destination switching
element, one can find out the set of dimensions in which
forwarding of the packet is required. Every node contains
(k — 1) channels in each dimension.

The proposed routing algorithm has two phases of opera-
tion, minimal forwarding phase and non-minimal forwarding
phase. In the minimal phase, the algorithm considers the
set of dimensions in which forwarding is required and it
adaptively selects the dimension if the direct link in the
selected dimension is ready to use. We are using a sequential
allocation method in our algorithm which gives maximum
performance. If no direct link is available in any of the
selected dimension in the minimal phase, then the algorithm
will turn in to non-minimal phase of operation.

In non-minimal phase the algorithm will consider all
selected dimension and adaptively check the availability of
any of the non-minimal link in the selected dimension. If
it finds any available non-minimal link, the packet will
be forwarded to that link. We constrain this non-minimal
forwarding by adding one bit flag in the header of each
packet and we call this flag as the priority flag. The algorithm
allows only one non-minimal forwarding in each dimension.
If the switching element sees that the priority flag is set
for the received packet, then that packet will be sent to a
minimal direct link even though all minimal output queue
have packets more than the threshold level. In the next cycle
some portion of the traffic coming from the other switches
will be adaptively rerouted to any non-minimal link which
will reduce the traffic congestion. Thus, by the combined
use of minimal and non-minimal phase of operation the
algorithm will balance the load efficiently and it will reach
the steady state within a few iterations.

The algorithm always gives priority to the minimal for-
warding and therefore for local traffic and benign traffic,
the performance of this algorithm will be very close to the
minimal routing. With the worst case traffic the algorithm
will use at most two links per dimension. In the worst case
also a fraction of traffic is routed through direct links. So
the average latency will be still less than that of a Adaptive
Clos algorithm in a Clos network.

A. Algorithms used for comparison

We have selected Minimal and Adaptive Clos routing al-
gorithms for the performance comparison with our proposed
adaptive algorithm. The Minimal algorithm will always route
packets in the shortest path. Adaptive Clos routing have
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forward and backward phases. In the forward phase any of
the output queue in the forward path is adaptively selected
by considering the number of packets in each output queue.
In the reverse phase routing is deterministic as there exists
only a single path to the destination. The Minimal routing
algorithm is implemented in a 2DFB and the Adaptive Clos
routing is implemented in Clos networks.

B. Terminologies used in the algorithm

The proposed adaptive routing algorithm is shown in the
Algorithm 1. A one bit flag is added to the header of each
packet to indicate the switching priority and it is represented
as hi. An output port is selected by considering the number
of packets already in queue in the corresponding output
queue. The port is selected if the number of packets in
the output queue is less than the threshold value T},. The
preferred output ports are also decided by comparing the
r digit representation of the current switching element and
the destination switching element, where r is the dimension
of the network. r digit representation of current switching
element and destination switching element is represented
as sq[r] and dg[r] respectively. dimsel is a pointer to the
selected dimension and P; is a flag indicating whether a port
is selected or not.

IV. RESULTS

We have modeled 2DFB and folded-Clos networks for
different network sizes using the OMNeT++ simulation
library [12]. These topologies are implemented using inter-
connecting links of 2 Gb/s bandwidth. All the end-terminals
are sending packets with a maximum bandwidth of 1 Gb/s.
We have used a packet size of 121 bytes. Higher size packets
are also following the same trend. The default OMNeT
switch model was modified in order to include a 2 Gb/s
channel. We have compared the throughput and latency of
these network topologies for different traffic patterns. We
assume that the data transmission through the network is
permutation type - i.e. a unique source and destination are
assigned to any data element and the elements are permuted
upon transmission. We have selected three traffic patterns
to consider the best case and worst case scenario of 2DFB
topology which are named as below.

1) Benign : In a 2DFB structure each switching element
is connected to k—1 switching elements using direct links in
each dimension. In benign traffic pattern all the traffic can
be routed through these directed links, that is in this pattern
the number of hops required for the routing of any packet
will be equal to the diameter of the 2DFB network. In this
pattern each pair of end-terminals connected to a switching
element will be sending traffic to different directly connected
switching elements. 2DFB provides minimum latency for
benign traffic pattern.

2) Adversarial : In this traffic pattern all the end-
terminals connected to a switching element S; will be
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sending traffic to end-terminals which are connected to
another single switching element S;i;. If this pattern is
used in a 2DFB only two end-terminals which are connected
to a switching element can send traffic through the direct
link. All the other k£ — 2 end-terminals should send traffic
through indirect links. 2DFB provides worst case latency for
adversarial traffic pattern.

3) Random : In this pattern destination terminals are
selected randomly. Latency provided by 2DFB for this
pattern will be between that of benign and adversarial
patterns.

A. Throughput comparison

We have compared the average throughput of a 8-ary 1-
dimensional network with a network size of 64 for three
different routing algorithms, Minimal, Adaptive Clos and
our proposed algorithm which is named as Adaptive 2DFB.
Minimal and Adaptive 2DFB algorithms are implemented
over a 2DFB network. Adaptive Clos routing algorithm is
implemented over a Clos network with the same size.

B Minimal ElAdaptive Clos & Adaptive 2DFB

120

Average Throughput (%)

Figure 4. Throughput comparison of 1-dimensional networks

The throughput comparison is done for three different
traffic patters as mentioned before. As shown in Fig. 4, like
the Clos network, 2DFB also provides throughput which is
very close to 100% for all the given traffic patterns. The Min-
imal algorithm provides 100% throughput only for benign
traffic and it provides 50% throughput for adversarial traffic
pattern. This shows the benefit of our adaptive algorithm as
it is able to maintain high throughput in both adversarial and
benign traffic patterns.

We have also compared the average throughput of a 8-
ary, 2-dimensional 2DFB with 8-ary, 2-dimensional Clos
network. Both of the network have a network size of 512.
The throughput comparison is shown in Fig. 5. Two dimen-
sional network also provides similar average throughput as
one dimensional network.

B. End-to-end packet delay comparison

We have compared the average end-to-end packet delay of
a 8-ary l-dimensional and 2-dimensional networks for dif-
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Figure 5. Throughput comparison of 2-dimensional networks

ferent routing algorithms. Average end-to-end packet delay
comparison of 8-ary 1-dimensional networks with a network
size of 64 is shown in Fig. 6.

B Minimal B Adaptive Clos & Adaptive 2DFB
1000 -~

End-to-end delay (u seconds)

Benign

Figure 6. End-to-end packet delay comparison of 1-dimensional networks

In Fig. 6 we can notice that the average end-to-end packet
delay of 2DFB for benign traffic pattern is less than that
of adversarial traffic pattern. We can also notice that the
average end-to-end packet delay of the Adaptive 2DFB
algorithm is less than that of Adaptive Clos algorithm for
all the traffic patterns. As would be expected, the Minimal
algorithm shows poor load balancing and provides very high
packet delay for adversarial traffic pattern compared to other
algorithms.

Average end-to-end packet delay comparison of 8-ary, 2-
dimensional networks with a network size of 512 is shown
in Fig. 7. We can observe that 2-dimensional networks
also follow the same trend as 1-dimensional networks. Both
the 1-dimensional and 2-dimensional 2DFB networks with
Adaptive 2DFB algorithm provide maximum end-to-end
packet delay for adversarial traffic pattern. This maximum
value is still less than corresponding Clos network with
Adaptive Clos algorithm. Practical traffic patterns will be
random in nature and the end-to-end packet delay of Adap-
tive 2DFB algorithm in a 2DFB network, for the random
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Figure 7. End-to-end packet delay comparison of 2-dimensional networks

traffic pattern will be in between the end-to-end packet
delay of benign and adversarial traffic patterns. This end-
to-end packet delay comparison reveals the effectiveness of
the proposed Adaptive 2DFB routing algorithm on 2DFB
networks. This comparison also shows the benefit of the
2DFB architecture with respect to Clos in that maintains
high throughput with lower latency costs than the more
expensive Clos architecture.

V. CONCLUSION

In this paper, we have introduced an adaptive load bal-
anced routing algorithm for 2DFB switching network. The
proposed algorithm is designed to exploit the nonblocking
property of 2DFB network. The algorithm also takes full
advantage of the reduced diameter of 2DFB network. It
provides better load balancing by allowing one non-minimal
forwarding in each single dimension of 2DFB which is
a 2-dilated fully connected ring structure. This algorithm
also provides good performance for local and benign traffic
by providing priority to the selection of direct links. We
have compared the performance of the proposed algorithm
running over a 2DFB with the Adaptive Clos algorithm
running over a Clos network and Minimal routing algorithm
over a 2DFB network, and we have observed that our
algorithm provides reduced latency for all the traffic patterns
while maintaining the same throughput of the Adaptive
Clos algorithm. Thus, we conclude that the 2DFB with the
proposed algorithm will be an optimal candidate for a high
performance interconnection system with reduced cost.
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Algorithm 1: Adaptive routing algorithm.

1 begin

2 if s == dy then

3 P,=1

4 port = read (port for the end-terminal)
5 send(frame, port)

6 else

7 % Minimal forwarding phase

8 Set i= msb and db=0

9 dimsel= new int[r]

10 repeat

1 if s4[i] == dg[i] then

12 goto deci

13 else

14 *(dimsel+db)=i

15 port = read (direct port)

16 if h; == 1 then

17 chk:if port == input port then
18 db = db+1 and goto deci
19 else

20 set hq to 0 and P, to 1
21 send(frame, port)

22 goto sel0

23 end

24 else

25 if packets in queue <= T}, then
26 goto chk

27 else

28 db=db+1 and goto deci
29 end

30 end

31 end

32 deci:i=1—1

33 until : >=0

34 sel0:if P, == 0 then

35 % Non-minimal forwarding phase
36 s= ary-2

37 for b — 0 to db do

38 dims = *(dimsel+b)

39 repeat

40 port = (dims*(ary-1))+s

4@ if port == input port then
42 goto decrement

43 else

44 if packets in queue <= T}, then
45 Set hy to 1 and P, to 1
46 send(frame, port)

47 break

48 end

49 goto decrement

50 end

51 decrement: s = s — 1

52 until s >=0

53 end

54 end

55 end

56 end
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Abstract - Multihoming is simply defined as having connection
to the Internet through more than one Internet service
provider. Multihoming is a desired functionality with a
growing demand because it provides fault tolerance and
guarantees a continuous service for users. In the current
Internet, which employs IPv4 as the network layer protocol,
this functionality is achieved by announcing multihomed node
prefixes through its all providers. But this solution, which
employs Border Gateway Protocol, is not able to scale properly
and adapt to the rapid growth of the Internet. IPv6 offers a
larger address space compared to IPv4. Considering rapid
growth of the Internet and demand for multihoming, the
scalability issues of the current solution will turn into a disaster
in the future Internet with IPv6 as the network layer protocol.
A wide range of solutions have been proposed for multihoming
in IPv6. In this paper, we briefly review active solutions in this
area and perform an analysis, from deployability viewpoint, on
them.

Keywords - IPv6, Multihoming

1. INTRODUCTION

The rapid growth of the Internet, during recent years, and
known limitations in its native network protocol have raised
some concerns among experts about the future. IPv4
addresses will run out in the near future. It is a big obstacle
to the development of the Internet. One proposed solution,
and the most promising one, is replacing IPv4 with a new
protocol, which is able to resolve IPv4 issues. Early
deployments and experiments have shown that IPv6 is stable
and reliable enough to replace IPv4, but a practical and
incremental deployment plan and also a reasonable solution
for multihoming seem necessary. Multihoming has been an
open problem for 35 years since the invention of the Internet
[1] and no perfect solution has been proposed for that during
these years.

Multihoming is simply defined as having connection to
the Internet through more than one Internet Service Provider
(ISP). Multihoming can be implemented at host or site level.
A host with two or more independent connections to the
Internet is called a multihomed host. A multihomed host is
able to detect failures and move established communications
from the failed path to one of the available working paths. A
site with two or more independent connections to the Internet
is called a multihomed site. A multihomed site provides
multihoming functionality for its hosts. Hosts are usually
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unaware of the existence of multihoming in this case.
Multihoming is a desired functionality because it provides
fault tolerance and guarantees a reliable connectivity for
users. So many users, all around the world, are interested to
use and benefit from this functionality.

To achieve this functionality in the current Internet,
Border Gateway Protocol (BGP) features are employed. A
multihomed site acquires its Provider Independent (PI) or
Provider Aggregatable (PA) prefix and then announces it
through all its providers [2]. In case of PI addresses, the
site’s prefix appears in the Internet core routing system more
than once. In other words, Internet core routers have to
process more than one entry for this prefix in their routing
tables. An observational study in 2009 [3] showed that
employing techniques like CIDR, which make address
aggregation possible, have been very helpful to keep the
growth of BGP4 table size roughly proportional to the square
root of the public Internet size during past years. According
to another study [4], multihoming and load balancing have
been two major sources of fragmentation and deaggregation
of BGP4 announcements. A study in 2005 [5] showed that
20% of entries in the global routing table are associated
solely with multihoming. So, as the number of multihomed
sites grows rapidly, the routing table size will become a
serious issue in the future. Although using PA addresses can
avoid the routing table explosion problem, hosts need to be
multiaddressed, which creates difficult new issues with
ingress filtering, renumbering and session survivability [6].

One major concept, which is employed by most proposed
solutions is the separation of identity and location. One of
the assumptions in traditional IP design was static topology.
So, an object's identity and location were combined into a
single protocol element called /P address. In IP architecture,
identity is the address, which also describes the location. But,
new studies showed that we need to separate these two roles.
Identity uniquely identifies a stack within an end-point,
where Location identifies the current location of the identity
element within the network. It makes it possible to define a
multihomed end point with one identity and different
locators. The upper layers of protocol stack will deal with
identity whereas lower layers should struggle with set of
locators. In other words, the upper layer does not need to be
aware of multihoming and the service would be transparent
to it.
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A wide range of solutions have been proposed for
multihoming in IPv6. These solutions can be categorized in
five major categories [7]: Routing Approach, Mobility
Approach, Identity Protocol Element, Modified Protocol
Element and Modified Site Exit and Host Behaviors.

There are also other views for classifying the proposed
solutions. They can be classified according to the location of
required modification, i.e. hosts, routing system or both, or
according to the network protocol stack element, i.e.
network, transport or session, which is affected. In host
based solutions, multihoming is implemented in hosts and
the routing system is unaware of it. All required information
is stored and managed by the host. In routing system based
solutions, the routing system is responsible for providing
multihoming functionality and storing and managing
required information. Hosts are unaware of multihoming in
this case. In mixed solutions, multihoming functionality is
split across hosts and routers and each component should
take care of its own functions and information.

The structure of this paper is as follows. Section II
presents a brief overview of related works in the area.
Section III presents proposed solutions, which are active and
have a chance to be selected as the standard solution.
Although some solutions discussed in this paper have not
been proposed specifically for multihoming, in all of them
multihoming is considered as an important feature. Section
IV analyzes these active solutions from deployability view
point. We conclude our work in section V.

II.  RELATED WORK

Pekka Savola et al. presented the result of their survey on
site multihoming in IPv6 in [8]. They presented an overview
of proposed solutions along with motivations and challenges
in this area and tried to show that solutions for IPv4 are not
well structured enough to be applied to IPv6. Cedric de
Launois et al. [9] surveyed main solutions for IPv6
multihoming, which had been proposed to IETF over the
period of 2000-2005. They also compared the solutions and
presented their advantages and disadvantages. The results of
a comparative analysis, by Shinta Sugimoto and et al., of two
host-centric solutions, SHIM6 and SCTP, were presented in
[10]. They specifically focused on architecture, failure
detection and security. Jun Bi et al. [11] presented a
summary of [Pv4 multihoming solutions. They also reviewed
and analyzed a number of IPv6 site multthoming approaches
and chose SHIM6 as the most promising solution. Richard
Clayton [12] analyzed multihoming from an economic
viewpoint.

III.  ACTIVE SOLUTIONS IN THE AREA

Although a wide variety of solutions for IPv6
multihoming have been proposed during past years, there is
no agreement in the research and technical community upon
choosing one of them as the best solution. Scalability has
been the main concern and avoiding huge routing tables has
been one of the most important goals in this area. The
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identifier-locator separation technique is considered as
fundamental for this problem and has been employed by a
majority of the solutions.

Identifier-locator separation can be implemented in
different ways. Deering [13], based on an earlier proposal
[14], proposed dividing IP address space into two portions,
one portion to be used as the set of end-system identifiers
and the other portion as wide-area locators. Hosts put
identifiers, as source and destination addresses, in packets,
and border routers encapsulate these packets with an outer
header, which contains locators. This scheme is generically
called map-n-encap. Mapping identifiers to locators needs
an infrastructure, which needs to be fast and reliable. Map-n-
encap technique also increases the size of packets, which
may cause packet fragmentation, if it exceeds MTU.
Another way to implement identifier-locator separation is
cutting the 16-byte IPv6 address in half and then assigning
one half to identifier and another half to locator. The locator
part can be rewritten by the routing system, while the
identifier part is fixed and unique. Hosts ignore the locator
part and just use the identifier part. This approach was
initially proposed by O’Dell [15] and is referred as “8+8”.
The positive aspect of both approaches is that the delivered
packet would be identical to the sent packet although the
header is rewritten by exit routers. It avoids undesirable side-
effects, which are caused by similar techniques like Network
Address Translation (NAT) in IPv4 [16]. Because of
perceived security issues, the 8+8 proposal was not updated,
but the idea has been widely used in other proposals.

Other approaches like using geographically based
address prefixes [17], transport protocols with multihoming
support like Stream Control Transmission Protocol (SCTP)
[18] and introducing an additional level of identifier above
the IP address, namely HIP [19] have also been proposed.
From 2001 to 2003, more than 35 drafts related to IPv6
multihoming were produced in IETF to cover different
classes of solutions [20]. After reviewing these proposals,
SHIMG6 [21] was selected as a standard solution. SHIMG6 is a
host centric solution, compatible with IPv6 and its routing
architecture, which simulates identifier-locator separation.
SHIM6 is not an attractive solution for service providers
because it does not provide a powerful set of traffic
engineering features. Using PI addresses were considered in
some solutions when Regional Internet Registries removed
restrictions for allocating PI prefixes. Some early IPv6
adopters used IPv4 style solutions, which raised the concern
about routing table explosion problem. So, after an Internet
Architecture Board workshop and report [22], new technical
proposals were produced. Some of them are still active and
under development [23]. LISP, ILNP, NAT66, MPTCP,
continued work on HIP, name-based transport and SHIM6
are the main proposals, which are summarized and analyzed
in this paper.

LISP (Locator/ID Separation Protocol [24]) is a map-n-
encap solution, which is with an active IETF Working
Group. LISP inserts a new network layer below the host
stack network layer. The host network stack works with
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EIDs (End-point Identifiers) while the new layer works with
RLOCs (Routing Locators). EID, which is a non-routable IP
address, uniquely identifies a host while RLOCs are routable
PA addresses, which should be easily aggregatable in the
BGP4 system. LISP has two major components: data plane,
which performs map-n-encap operation, and control plane,
which is the EID-to-RLOC mapping system. The map-n-
encap process is performed by LISP routers, ETR (Egress
Tunnel Router) and ITR (Ingress Tunnel Router). ETRs
perform decapsulation and ITRs are responsible for
encapsulation. A fast and reliable mapping system should
provide assistance for ITRs so that they can encapsulate
outgoing packets in an outer header, which contains RLOCs.
Incremental deployment, which needs interoperability with
existing unmapped Internet, is a tricky issue [25]. One
proposed solution for this problem is using proxy tunnel
routers, which announce a large range of EIDs in an
aggregated form. The communication between LISP and
non-LISP hosts will then become possible through these
proxies.

ILNP (Identifier Locator Network Protocol [26]), a direct
descendant of 8+8 [15], is a network protocol, which has
been designed based on identifier locator separation
approach. To be incrementally deployable, designers propose
building that upon IPv6. Packet headers for ILNP and IPv6
are nearly identical but, like 8+8, 64 bits of address is used as
locator followed by a 64-bit identifier. The identifier names a
node, not an interface, and is in IEEE EUI-64 format and is
not used for forwarding. The identifier is not required to be
globally unique, but a unique identifier would be very
helpful. Hosts should be aware of ILNP to be able to detect
failures and recover from them. ICMP protocol is used for
locator updates and four new resource records should be
supported by DNS.

NAT66 [27] is a stateless version of NAT44 (NAT for
IPv4). Like NAT44, the source address is overwritten by
NAT66 node before sending a packet out and the destination
address is overwritten before sending a received packet in.
NAT66 does not include port mapping, as there is an
external address for every internal address. Employing
NAT66 on the border router of a multihomed site enables
address mapping from different external addresses to the
same set of internal addresses. Switching between providers
is done by changing external address in the NAT66 mapping
process. Address mapping is algorithmic and checksum-
neutral. Thus there is no need to maintain any per-node or
per-connection state; address rewriting keeps the checksum
in the transport layer unchanged. Thus there is no need to
modify transport layer headers. NAT66 also allows internal
nodes to be involved in peer-to-peer communications.

MPTCP (MultiPath TCP [28]) is an extension to
traditional TCP, to enable it to use multiple simultaneous
paths between multihomed/multiaddressed peers. The aim of
MPTCP is to improve resource utilization and failure
tolerance. MPTCP is a set of features on top of TCP, meant
to be backward compatible, so as to work with middle boxes
(e.g. NAT, firewall, proxy) and legacy applications and
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systems without affecting users. A MPTCP connection is
started like a regular TCP connection. Then, if extra paths
exist, additional TCP connections (subflows) will be created.
MPTCP operates such that all these connections look like a
single TCP connection to the application. There are two
major differences between MPTCP and transport protocols
like SCTP. First, MPTCP preserves the TCP socket
interface, so it is fully compatible with existing TCP
applications. Second, it uses all available address pairs
between communication hosts simultaneously, and spreads
the load between working paths using TCP-like mechanisms.

HIP [19] is a host-based solution for secure end-to-end
mobility and multihoming, using an identity/locator split
approach. In HIP, IP addresses are used as locators but host
identifier is the public key component of a private-public key
pair. Host identity is a long term identity so it can be used for
looking up locators. Host identity is created by the host itself
and can be stored in DNS to be searchable by other hosts.
Each host has one host identity but can have more than one
host identifier. [29] proposes a common socket API
extension for HIP and SHIM6 since from upper layer’s
viewpoint, they look similar.

Name-based transport [30] is an evolution of the existing
socket interface, which hides multihoming, mobility and
renumbering from applications. Applications do not need to
struggle with addresses. They can simply use domain names
and leave the management of IP addresses in communication
sessions to the operating system.

SHIMBG6 [21] is a host-centric solution, chosen by IETF as
an engineering solution, for IPv6 multihoming. SHIM6 uses
identity/locator scheme but does not define a new name
space. IPv6 addresses are used as identifier and locator.
Initial connection, similar to non-shim6 connections, uses
one of the available host’s IP addresses. This address will
play the role of identifier, which is called ULID (Upper
Layer ID), during the communication lifetime. ULID is
associated with a list of the host’s other IP addresses,
referred to as locators. SHIMG inserts a shim layer on top of
the IP routing sub-layer and under IP endpoint sub-layer.
This layer performs a mapping between ULID and locator(s).
SHIM6 employs a separate protocol, called REAchability
Protocol (REAP) [31], for failure detection and recovery.
The recovery process is independent from and transparent to
upper layer protocols. To benefit from the mentioned
functionality, both ends of a communication should
implement SHIM6. Also, hosts need to be multiaddressed.

IV. ANALYSIS

Deployability is a key attribute for new Internet
protocols. In this section we analyze the active solutions
reviewed in section III from a deployability viewpoint. We
have considered seven important aspects in our analysis:
scalability, amount of required modifications, security,
traffic engineering, deployment cost, ease of renumbering
and code availability.
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LISP: RLOCs are assumed to be PA addresses, which
are aggregatable in the BGP4 system. So, LISP is considered
as a scalable solution. To deploy LISP, no change is required
within sites or the Internet core routing system.
Modifications are limited to border routers (xTRs). A
mapping system, like LISP-ALT [32], is also required to
maintain EID to RLOC mappings. Communications between
xTRs are protected by using a 32-bit nonce. This technique
only provides a basic protection. In fact, LISP and LISP-
ALT are not more secure than BGP. The mapping system
should support priorities and weights for each locator. Using
this information, LISP is able to provide powerful facilities
regarding traffic engineering and load sharing. Like other
map-n-encap approaches, LISP suffers from encapsulation
overhead. Encapsulation increases the packet size and
probability of fragmentation, which may have negative
impact on performance. IPv6 routers do not perform
fragmentation and drop the packets larger than MTU. So,
there is a possibility that large LISP encapsulated packets are
dropped by IPv6 routers. LISP designers propose some
solutions for this problem although, based on informal
surveys, they believe that majority of Internet transit paths
support a MTU of at least 4470 bytes and there is no need to
be worried about this problem. Depending on the mapping
system technology, a mapping process may impose an
overhead on routing time and traffic. Employing a proper
solution for interoperability, as mentioned in section III,
LISP can be deployed incrementally. Renumbering only
affects xTRs and mapping database. A fast mechanism is
required for updating the mapping database, in case of
renumbering, to avoid out of date responses to mapping
requests. Two implementations are available for LISP:
OpenLISP and LISP for IOS (from Cisco).

ILNP: ILNP is mainly implemented in hosts. Hosts can
be multiaddressed and by using PA addresses, address
aggregation is completely possible. So, ILNP is considered
as a scalable solution. To deploy ILNP, hosts should be
modified. Also, support for new resource records (I, L, PTRI
and PTRL) should be added to DNS. ILNP employs ICMP
protocol for locator change notification. Support for a new
message called Locator Update needs to be added to ICMP.
Although ILNP encourage applications to use FQDNs
instead of IP addresses, legacy applications would still be
able to work with ILNP if required APIs for conversions
between FQDN and IP addresses are provided. ILNP
employs IPSec to improve the security of communications. It
does not include locators in authentication header, so
changing locators does not affect the security of
communications. To provide proper traffic engineering
facilities, ILNP authorizes edge routers to rewrite locators in
packet headers and enforce TE policies. ILNP is compatible
with pure IPv6 so an approach like dual stack seems possible
for incremental deployment. To handle a renumbering, DNS
records should be updated because Identifier-locator
mappings are stored in DNS. Only a research demonstration
implementation of ILNP, from the University of St Andrews,
is available at the moment.
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NAT66: With NAT66, sites are able to use PI addresses
as internal addresses within the site and PA addresses, which
are aggregatable in the Internet routing system, as external
addresses. Although internal addresses are accessible from
outside, but they don’t need to appear in the Internet core
routing tables, thanks to NAT66 two- way mapping
algorithm. So, NAT66 can be considered as a scalable
solution. To deploy NAT66, no modification is required in
hosts and routers. Just a NAT66 device is required to be
installed on the site’s exit border. Two-way address mapping
enables hosts behind a NAT66 device to be accessed from
outside and involved in peer-to-peer communications. It
makes NAT66 less secure than NAT44 but the result is not
worse than regular IPv6 communications. NAT66 does not
offer any specific feature for traffic engineering but NAT66
devices could be improved to enforce TE policies. Address
translation imposes a processing overhead on packet
forwarding. To use NAT66 address mapping algorithm, both
internal and external prefixes should be /48 or shorter to have
at least 16 bits available for subnet; otherwise checksum
neutrality cannot be guaranteed. Renumbering is easy, only
the NAT66 device should be modified to use new prefix(es).
NATG66 is not able to preserve established communications
in case of renumbering and failure. There is no
implementation available for NAT66 at the moment.

MPTCP: MPTCP extends TCP capabilities and allows
hosts to benefit from parallel flows to improve the
performance and network utilization. MPTCP needs hosts to
be multiaddressed and addresses are assumed to be PA
addresses to take care of scalability. To deploy MPTCP, only
hosts need to be modified. MPTCP is backward compatible
with TCP, so TCP applications are able to use it easily
without need to any change. MPTCP designers have tried to
keep MPCTP as secure as TCP but multipath feature has
opened some security concerns [33]. MPTCP allows hosts to
enforce their preferences for spreading their traffic over
different paths, but there is no way for receivers to change
these preferences. Some solutions like ECN and fake
congestion signals [34] have been proposed for this problem.
MPTCP is backward compatible with traditional TCP, so
incremental deployment is possible. But to benefit from
multipath features, both end of communication should
support MPTCP. One of the host’s IP addresses, which is
used for establishing connection, plays the role of identifier
and also locator for one of subflows. In case of renumbering,
such subflows can cause confusion and security problems.
Two versions of MPTCP, based on LinShim6 code base,
have been implemented in Université Catholique de
Louvain. Both are still incomplete.

HIP: HIP allows hosts to be multiaddressed and
addresses are assumed to be PA addresses. So, address
aggregation is possible without any change in routing system
which makes HIP a scalable solution. HIP is a host-centric,
solution and major modifications should be implemented in
hosts. To maintain host identifiers, DNS or a PKI (Public
Key Infrastructure) is required. To benefit from HIP features,
applications should use an extended socket interface, which
has been proposed for this purpose [29]. Another version of
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HIP, opportunistic HIP, has been proposed for situations
where DNS or PKI is not available. HIP employs IPSec to
provide a secure media for communications. There is no
specific facility for traffic engineering in HIP. There are
some issues regarding incremental deployment of HIP [35].

HIP is able to change locators without breaking
communications. To handle renumbering, host identifiers
should be wupdated in DNS/PKI. There are five

implementations for HIP: OpenHIP, HIP for Linux, HIP for
inter.net, InfraHIP and pyHIP.

Name-based Sockets: Name-based sockets implement
an identifier-locator separation scheme by allowing
applications to use domain names instead of IP addresses. IP
addresses are assumed to be managed by the operating
system. Using PA addresses, address aggregation is easily
possible so, this solution can be considered as a scalable
solution. To deploy Name-based sockets, hosts networking
stack should be modified to support required features. No
modification is required in routing system. Name-based
sockets are vulnerable to domain name spoofing, redirection
and flooding attacks. Solutions like using additional forward
lookups in DNS for verifying domain names and exchanging
random numbers, in case of redirection, have been proposed
to protect Name-based sockets against mentioned attacks.
Name-based sockets are not intended to improve IPv6
security; they just try to keep the level of security at the same
level as today’s Internet. This solution does not provide any
specific facility for traffic engineering. Name-based sockets
are backward compatible to traditional socket interface, so
incremental deployment is possible. Name-based sockets
provide required mechanisms for changing locators without
breaking communication sessions. So, renumbering is easy
and just needs an update to DNS. A prototype of name-based
sockets has been implemented as a result of collaboration
between Ericsson, Tsinghua University and Swedish Institute
of Computer Science.

SHIMG6: SHIMG is a host-centric solution, which is able
to provide multihoming functionality for multiaddressed
hosts. If addresses are PA addresses, address aggregation
would easily be possible. So, SHIM6 is considered as a
scalable solution. SHIM6 is implemented in hosts and
doesn’t need any change in the routing system. SHIM®6 is not
intended to improve the security of the IPv6
communications. HBA/CGA, context tag and a 4-way
handshake mechanism for context establishment have been
employed to help SHIM6 not to downgrade the security.
SHIM6 provides some simple mechanisms regarding traffic
engineering. Hosts are able to notify the other end of
communication about their preferences among available
locators. It is a host level mechanism and site administrators
need other mechanisms for enforcing traffic engineering
policies in their sites. [36] proposes some improvements to
SHIM6 for enhancing its traffic engineering capabilities. A
SHIM6 capable host is able to communicate with non-
SHIM6 hosts. Thus, incremental deployment is possible,
although SHIMG6 is unable to activate its capabilities in these
cases. SHIMG6 is able to handle locator changes on the fly, so
handling renumbering is easy. If a renumbered prefix is in
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use, the corresponding context can still continue its work.
But, such contexts are a source of confusion and security
issues. Two implementations are available for SHIMG6:
LinShim6 and OpenHIP.

Figure 1 shows a table summarizing characteristics of the
described solutions. Our analysis can be summarized as
follows: SHIM6, HIP, MPTCP, ILNP and name-based
sockets are, in fact, solutions for host multihoming while
LISP and NAT66 are considered as site multihoming
solutions. The amount of required modifications for
deploying a solution is an important factor. Solutions, which
need fewer modifications would be more desirable since they
offer less deployment cost. LISP offers some precise features
for traffic engineering, other solutions just propose some
general guidelines and possibilities. Traffic Engineering is an
important feature from administrator’s viewpoint as it
enables them to control site’s incoming and outgoing traffic.
LISP and HIP have some issues with incremental
deployment. As the Internet is a widespread network,
incrementally deployable solutions have a higher chance to
be adopted. Only NAT66 is not able to preserve
communications in case of failure and renumbering,
although SHIM6 and MPTCP also have some issues with
renumbering in special cases. Solutions, which make
renumbering simple are more desirable from a site
administrator’s viewpoint because they offer more flexibility
in changing service providers. From a technical viewpoint, it
seems that ILNP and LISP offer a more complete set of
features compare to other solutions. The co-chairs of the
IRTF RRG have recommended the work on ILNP be
pursued toward a routing architecture in which multihoming
will be one of the main features [23].

V. CONCLUSION

This paper presents a review of active multihoming
solutions for IPv6. Although a large number of solutions
have been proposed for this problem, few of them satisfy
necessary technical requirements and therefore have a
chance to be chosen, by the technical community, as the
standard solution. We summarized and analyzed seven
important solutions, which are active in this area. Results of
our analysis show that each solution has its own drawbacks
and weak points so that it is difficult to choose one of them
as “the perfect solution”. On the other hand, some
characteristics, which are positive from technical viewpoint,
do not seem to be easily deployable in the Internet. For
example, considering number of modifications as a
deployability — parameter, host-based solutions need
modifications only in one component: hosts. Technically, it
might be possible to consider this class of solutions as
“simply deployable” but such changes cannot be made
without close cooperation of OS and networking software
vendors. Also, end users should be convinced to pay the cost
of such updates to their hosts. It seems that more research
and effort is still needed for achieving a scalable, deployable,
manageable and secure solution for IPv6 multihoming.

149



ICN 2011 :

(1]

(2]

(3]

(4]

(5]

(6]

(71

(8]

(9]
[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

(18]

Copyright (c) IARIA, 2011

The Tenth International Conference on Networks

................... Solution
................... LISP ILNP NAT66 MPTCP HIP NBS SHIM6
Characteristic ...
Product H, SP, A*, « «
Modifications ER ER* None H H, A, SP H A H A
SBeéll;E)ty(Compare to Similar Stronger Similar Similar Stronger Similar Similar
;lép 4)(C0mpare to Stronger Similar Weaker Weaker Weaker Weaker Weaker
Incremental Possible with . . . Possible with . .
Deployment Conditions Possible Possible Possible Conditions Possible possible
R?ium:)erlni y Possible with Possible
withou reaking Possible Possible Impossible Ossible wi Possible Possible with
established Conditions ..
L Conditions
communications
New Component Mapping None NAT Device None PKI* None None
System
*: optional A: Application ER: Edge Router H:Host SP: Services and Protocols
Figure 1. Summary of characteristics of the discussed solutions
REFERENCES [19] R. Moskowitz, P. Nikander, P. Jokela, and T. Henderson, Host
Identity Protocol, Internet RFC 5201, April 2008.
L. Pouzin, Interconnection of packet switching networks, 7th ‘enly rotocol tntermne - AP .
Hawaii International Conference on [20] List of Internet-Drafts relevant to the Multi6o-WG,

System  Sciences,
Supplement, 1974.

J. Abley, K. Lindqvist, E. Davies, B. Black, and V. Gill, IPv4
Multihoming Practices and Limitations, Internet RFC 4116, July
2005.

B. E. Carpenter, Observed Relationships between Size Measures
of the Internet, ACM SIGCOMM CCR, 39(2) (April 2009).

T. Bu, L. Gao, and D. Towsley. On characterizing BGP routing
table growth. Computer Networks, 45(1):45-54, 2004.

X. Meng, Z. Xu, B. Zhang, G. Huston, S. Lu, and L. Zhang, IPv4
Address Allocation and the BGP Routing Table Evolution, ACM
SIGCOMM Computer Communication Review, 35(1), 2005.

J. Abley, B. Black, and V. Gill, Goals for IPv6 Site-Multihoming
Architectures, Internet RFC 3582, August 2003.

G. Huston, Architectural Approaches to Multi-homing for IPv6,
Internet RFC 4177, September 2005.

P. Savola and T. Chown, A Survey of IPv6 Site Multihoming
Proposals, 8™ International Conference on Telecommunications
(conTEL), 2005.

C. de Launois and M. Bagnulo, The Paths Toward IPv6
Multihoming, IEEE Communications Survey 8 (2006) 38-50.

S. Sugimoto, R. Kato, and T. Oda, A Comparative Analysis of
Multihoming Solutions, IPSJ SIG Technical Report, 2006.

J. Bi, P. Hu, and L. Xie, Site Multihoming: Practices,
Mechanisms and Perspective, Future Generation Communication
and Networking (FGCN) 1 (2007) 535-540.

R. Clayton, Internet Multi-Homing Problems: Explanations from
Economics, Eighth Annual Workshop on Economics and
Information Security (WEIS09), London, UK, June 24-25, 2009.
S. Deering, The Map & Encap Scheme for scalable IPv4 routing
with portable site prefixes, presentation at IETF35, Los Angeles,
March 4-8, 1996.

R. Hinden, New Scheme for Internet Routing and Addressing
(ENCAPS) for IPNG, Internet RFC 1955, June 1996.

M. O’Dell, 848 - An Alternate Addressing Architecture for IPv6,
Internet Draft (work in progress), 1996.

K. Egevang and P. Francis, The IP Network Address Translator
(NAT), Internet RFC 1631, May 1994.

F. Baker, A Business Model For Metro Addressing, Internet
Draft (work in progress), 2001.

R. Stewart, Stream Control Transmission Protocol, Internet RFC
4960, September 2007.

ISBN:978-1-61208-113-7

[21]

[22]

(23]

[24]

[25]

[26]

[27]

(28]

[29]

[30]

[31]

[32]

[33]

[34]

[35]

[36]

http://ops.ietf.org/multi6/draft-list.html (last visited 2010-02-24)
E. Nordmark and M. Bagnulo, Shim6: Level 3 Multihoming
Shim Protocol for IPv6, Internet RFC 5533, June 2009.

D. Meyer, L. Zhang, and K. Fall, Report from the IAB Workshop
on Routing and Addressing, Internet RFC 4984, September 2007.
Li, T. (ed.), Recommendation for a Routing Architecture, Internet
Draft (work in progress), 2010.

D. Farinacci, V. Fuller, D. Meyer, and D. Lewis, Locator/ID
Separation Protocol (LISP), Internet Draft (work in progress),
2010.

D. Lewis, D. Meyer, D. Farinacci, and V. Fuller, Interworking
LISP with IPv4 and IPv6, Internet Draft (work in progress),
2009.

R. Atkinson, ILNP Concept of Operations, Internet Draft (work
in progress), 2008.

M. Wasserman and F. Baker, IPv6-to-IPv6 Network Address
Translation (NAT66), Internet Draft (work in progress), 2010.

A. Ford, C. Raiciu, and M. Handley, TCP Extensions for
Multipath Operation with Multiple Addresses, Internet Draft
(work in progress), 2009.

M. Komu, M. Bagnulo, K. Slavov, and S. Sugimoto, Socket
Application Program Interface (API) for Multihoming Shim,
Internet Draft (work in progress), 2009.

J. Ubillos, M. Xu, Z. Ming, and C. Vogt, Name-Based Sockets
Architecture, Internet Draft(work in progress), 2010.

J. Arrko and I. Van Beijnum, Failure Detection and Locator Pair
Exploration Protocol for IPv6 Multihoming, Internet RFC 5534,
June 2009.

D. Farinacci, V. Fuller, D. Meyer, and D. Lewis, LISP
Alternative Topology (LISP+ALT), Internet Draft(work in
progress), 2010.

M. Bagnulo, Threat analysis for Multi-addresses/Multi-path TCP,
Internet Draft (work in progress), 2009.

K. Ramakrishnan, S. Floyd, and D. Black, The Addition of
Explicit Congestion Notification (ECN) to IP, Internet RFC
3168, September 2001.

T. Henderson, P. Nikander, and M. Komu, Using the Host
Identity Protocol with Legacy Applications. Internet RFC 5338,
September 2008.

M. Bagnulo, A. Garcia-Martinez, and A. Azcorra, BGP-like TE
Capabilities for SHIM6, Proceedings of the 32™ EUROMICRO-
SEAA’06, 2006.

150



ICN 2011 : The Tenth International Conference on Networks

An Analytic and Experimental Study on the Impact of Jitter Playout Buffer on the
E-model in VoIP Quality Measurement

Olusegun Obafemi
School of Information Technology
Lllinois State University
Normal IL 61790 USA
oeobafe@ilstu.edu

Abstract—Over the years, the quality in Voice over IP (VoIP)
applications has been defined from the perspective of VoIP
service providers but not necessarily from the perspective
of end-users. Conversational quality as perceived by end-
users is affected by a wide variety of factors that are not
exclusive to network performance. While service providers
focus their efforts on Quality of Service (QoS) in VoIP, end-
users expect improvement in Quality of Experience (QoE).
The measurement of QoE is significantly challenging due
to the diverse nature of factors that collectively determine
QoE. It is highly desired to have a more comprehensive and
accurate quality measurement model that can provide objective
measurement of QoS in real-time while simultaneously offering
QoE measurement as well. Thus, unveiling the relevance of
various factors in a quality measurement model is crucial. In
this paper, we study a commonly used ITU-T recommended
quality measurement model: the E-model with a focus on
how an important but ignored parameter jitter playout buffer
affects the measurement accuracy by conducting an analytical
and experimental approach. Our study shows that adaptive
jitter playout buffering does affect the measurement of end
user perceived VoIP quality. Thus, the E-Model that excludes
the impact of the dynamic jitter playout buffer cannot provide
accurate measurement on how an user perceives conversational
quality in VoIP application.

Keywords- Quality of Service, Quality of Experience, Jitter
Buffer, Adaptive Playout Buffering, Conversational Quality, VoIP.

I. INTRODUCTION

Quality of Service (QoS) in VoIP prioritizes voice traffic
at the expense of traffic from other packet types. The factors
of QoS mainly include jitter, packet loss and latency. Jitter
reflects the delay variation that affects voice IP packets as
they travel through a network. Packet loss occurs when
voice packets are dropped due to various reasons (e.g.,
congestions) in the network. Latency or delay is due to
several factors, including physical distance between a sender
and a receiver, the number of router hops the packets have to
pass through, and the packet processing time in the network.

The QoS provisioned by VoIP service providers is not
necessarily proportional to the Quality of Experience (QoE)
perceived by end users [4]. VoIP QoE describes the sat-
isfaction of end users with respect to conversations using
VoIP technology. The tremendous increase of VoIP users in
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the recent years makes the satisfaction of users an equally
important metric, compared to the QoS related network
performance metrics.

The measurement of QoE is significantly challenging due
to the diverse nature of factors that collectively determine
QoE. Several ITU recommended methods are commonly
used, namely Mean Opinion Score (MOS) [4], Perceptual
Evaluation of Speech Quality (PESQ) [5] and E-Model [9],
which we will discuss later. However, the MOS based user
satisfaction measurement has several inherent shortcom-
ings [1], including the unrepeatable nature of the tests and
the fact that the tests are not scalable. Similarly, the PESQ
and E-Model cannot provide accurate objective measurement
on user perceived quality as well as user satisfaction [8].
PESQ does not consider several factors such as end-to-
end delay in its computations. On the other hand, the E-
Model, although it includes conversational voice quality
measurements perceived by end-users, it still ignores the
dynamic nature of IP networks and subsequently excludes
the impairment caused by inappropriate playout buffering.

It is highly desired to have a more comprehensive and
accurate quality measurement model that can provide objec-
tive measurement of QoS in real-time while simultaneously
offering QoE measurement as well. Thus, unveiling the
relevance of various factors in a quality measurement model
is crucial.

In this paper, we study a commonly used ITU-T rec-
ommended quality measurement model: the E-model with
a focus on how an important but ignored parameter, the
jitter playout buffer, affects the measurement accuracy by
conducting an analytical and experimental approach. Our
study shows that adaptive playout buffering does affect the
measurement of end user perceived VoIP quality. Thus, the
E-Model that excludes the impact of the dynamic playout
buffer cannot provide accurate measurement on end user
perceived conversational quality in VoIP applications.

The rest of the paper is organized as follows. Section II
first presents a comprehensive literature review. Then, Sec-
tion III discusses the three ITU-T recommended models
that can provide subjective and objective measurements of
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conversational quality. Section IV analyzes several objec-
tive measurement factors that determine quality of service.
Section V provides the experimental study via simulations.
Section VI concludes our study and briefly discusses our
future work.

II. RELATED WORK

There are numerous approaches proposed to objectively
measure speech quality in VoIP. Robinson and Yedwab [10]
proposed a Voice Performance Management system to mon-
itor call quality in real-time by proactively monitoring,
alerting, troubleshooting and reporting network performance
problems. Robinson and Yedwab [10] concluded that only
packet loss, jitter and latency show the correlations between
QoS and QoE.

Gierlich and Kettler [11] provided insight into the impact
of different network conditions and the acoustical environ-
ment on speech quality. Testing techniques for evaluating
speech quality under different conversational aspects were
also described. Gierlich and Kettler [11] argued that there is
no single number that can objectively indicate speech qual-
ity; and pointed out that overall speech quality is a combina-
tion of different single values from different speech quality
parameters. Wang et. al., [12] designed and implemented a
QoS-provisioning system that can be seamlessly integrated
into current Cisco VoIP systems. Wang et. al., [12] also
described Call Admission Control (CAC) mechanisms (Site-
Utilization-based CAC and Link-Utilization-based CAC) to
prevent packet loss and over-queuing in VoIP systems.

Myakotnykh and Thompson [13] described an algorithm
for adaptive speech quality management in VoIP commu-
nications, which can show a real-time change in speech
encoding parameters by varying voice packet sizes or com-
pression (encoding) schemes. The algorithm involves the
receiver making control decisions based on computational
instantaneous quality level (which is calculated per talkspurt
using the E-Model) and perceptual metric (which estimates
the integral speech quality based on latency, packet loss
and the position of quality degradation period in the call).
Myakotnykh and Thompson [13] calculated the maximum
achievable quality level for a given codec under specific
network conditions, packet playout time, packet delay before
jitter buffer and degradation in quality caused by traf-
fic burstiness and high network utilization. The algorithm
however results in an increase in average quality without
increasing individual call quality.

Raja, Azad and Flanagan [14] designed generalized mod-
els to predict degradation in speech quality with high
accuracy, in which genetic programming is used to per-
form symbolic regressions to determine Narrow-Band (NB)
and Wide-Band (WB) equipment impairment factors for a
mixed NB/WB context. Zha and Chan [15] described two
algorithms for objective measurement of speech quality:
single-ended (needing only to input the degraded speech
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signal) and double-ended (needing both the original and
degraded speech signals). The algorithm developed by Zha
and Chan [15] can objectively measure in real-time speech
quality using statistical data mining methods.

Several algorithms have also been proposed to optimize
some of the existing ITU-T models. The goal of optimization
is to enhance existing models by correcting weaknesses that
are identified in the models. Gardner, Frost and Petr [16]
proposed an algorithm to optimize the E-Model by con-
sidering coder selection, packet loss, and link utilization.
The authors however stated that the algorithm would have
to be enhanced if used in a wide area network involving
multiple users. Mazurczyk and Kotulski [17] proposed an
audio watermarking method based on the E-Model and the
MOS, which provides speech quality control by adjusting
speech codec configuration, playout buffer size and amount
of Forward Error Correction (FEC) mechanism in VoIP
under varying network conditions.

One of the limitations of the E-model is the fact that the
model does not consider the dynamic nature of underlying
networks that support VoIP. This limitation is addressed
by several authors designing adaptive playout buffering to
improve voice quality in VoIP. Most of these studies either
optimize the E-Model, the PESQ or combine the PESQ and
the E-Model to propose a more holistic solution. Mazurczyk
and Kotulski [17] highlighted two problems that are associ-
ated with adaptive playout buffering: how to estimate current
network status and how to transfer network status data to the
sending or receiving side. Wu et. al., [18] admitted that VoIP
playout buffer size has long been a challenging optimiza-
tion problem, as buffer size must balance the dynamics of
conversational interactivity and VoIP speech quality. Wu et.
al., [18] stated that the optimal playout buffer size yields
the highest satisfaction in a VoIP call. Wu et. al., [18]
investigated the playout buffering dimensions in Skype,
Google Talk and MSN Messenger. Wu et. al., [18] concluded
that MSN Messenger produces the best performance in terms
of adaptive playout buffering, while Skype does not adjust
its playout buffering at all. Narbutt and Davis [19] stated
that the management of playout buffering is not regulated
by any standard and is therefore vendor specific. Narbutt and
Davis [19] proposed a scheme that extends the E-Model and
provides a direct link to perceived speech quality. Narbutt
and Davis [19] evaluated various playout algorithms in order
to estimate user satisfaction from time varying transmission
impairments including delay, echo, packet loss and encoding
scheme.

III. THE ANALYSIS OF QUALITY OF EXPERIENCE
MEASUREMENT MODELS

In this section we briefly review three commonly adopted
ITU-T recommended QoE measurement methods: Mean
Opinion Score (MOS), Perceptual Evaluation of Speech
Quality (PESQ) and E-Model.
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A. Mean Opinion Score

Mean Opinion Score or MOS has been endorsed by ITU-T
as a subjective method to evaluate voice transmission quality.
The MOS test involves using a group of testers (listeners) to
assign a rating to a voice call. The quality is rated on a scale
of 1 to 5, with 1 = bad, 2 = poor, 3 = fair, 4 = good and 5 =
excellent [2]. The arithmetic mean of the scores provided
by all listeners becomes the final MOS value of the voice
call. Assessment ratings can also be obtained by clustering
the test results as “Good or Better” or as “Poor or Worse”,
and further calculating the relative ratio or percentage of
each type of results. For a given voice call, these results
are expressed as “Percentage Good or Better” (%GoB) and
“Percentage Poor or Worse” (%PoW) [3]. Table I shows
the MOS rating, %GoB, %PoW and the correlation between
each rating [4].

Table I: Subjective Ratings for Measuring QoE

User Satisfaction MOS (5) | %GoB (100) | %PoW (0)
Very Satisfied 4344 97.0-98.4 0.2-0.1
Satisfied 4.0-4.29 89.5-96.9 1.4-0.19
Some Dissatisfied 3.6-3.9 73.6-89.5 5.9-1.39
Many Dissatisfied 3.1-3.59 50.1-73.59 17.4-5.89
Nearly All Dissatisfied | 2.6-3.09 26.59-50.1 37.7-17.39
Not Recommended 1.0-2.59 0-26.59 99.8-37.69

The advantage of the MOS is that it can provide an
offline analysis of end-user opinions. However, MOS tests
cannot provide an absolute reference for the evaluations;
that is, MOS ratings are dependent on the expertise of
listeners [1]. Moreover, MOS tests cannot be used in large
scale experiments that involve a large number of users
because of the involved overhead (e.g., test setup). Moreover,
MOS tests are unrepeatable by nature.

B. Perceptual Evaluation of Speech Quality

ITU-T P.862 (PESQ) involves the comparison between the
original or reference speech samples and the ones traversed
through a test network channel. The more similar the output
signal is to the reference signal, the higher the score assigned
to the quality of the transmission channel. The comparison
result, referred to as the PESQ, is in the range of —0.5 to
4.5 which can be linearly projected to the corresponding
MOS score. The PESQ, however, cannot comprehensively
represent conversational voice quality due to its exclusion
of several network and system parameters including end-
to-end delay, echo, listening level, sidetone, loudness loss,
Enhanced Variable Rate Codec (EVRC) [5].

C. E-Model

The E-Model is designed to measure the instant user
perceived quality instead of the cumulative effect during an
entire conversation. The E-Model assumes that individual
impairment factors are additive on a psychological scale and
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combines the cumulative effects of these factors into the
Transmission Rating Factor, R, which can be transformed
into other quality measures like the MOS, Percentage Good
or Better (%GoB) or the Percentage Poor or Worse (%PoW).
The R-rating is on a scale of 0 to 100, with high values of R
between 90 and 100 interpreted as excellent quality, while
lower values of R indicate a lower quality. Values of R below
50 are considered unacceptable and values above 94.15 are
assumed to be unobtainable in narrowband telephony. The
E-Model measures individual impairment factors at different
points in time to compute the R-rating. The value of the R-
rating is consequently associated with measurements taken at
a given time point and does not reflect the dynamic nature
of quality during the entire length of a conversation. The
following formula shows the computation of the R-rating:

R=Ry—I;—1;—-1.+ A (1)

Ro represents the basic signal-to-noise ratio, including
noise sources such as circuit noise and room noise. The
factor I, is a combination of all impairments which occur si-
multaneously with the voice signal. The factor I; represents
the impairments caused by delay, and the effective equip-
ment impairment factor I, represents impairments caused by
low bit-rate codecs and packet-losses of random distribution.
The advantage factor A corresponds to the user allowance
due to the convenience when using a given technology.

The E-Model not only takes in account the transmission
statistics (transport delay and network packet loss), but it
also considers the voice application characteristics, like the
codec quality, codec robustness against packet loss and the
late packets discard. However, the impairment due to playout
buffer size is simply excluded, which consequently results
to the ignorance on how the dynamic varying of the playout
buffer size affects QoE throughout an entire conversation. In
this paper, we conduct various simulations and experiments
to demonstrate that the exclusion of the affect of the playout
buffer in the E-model lessen the accuracy of measurements
of the conversational quality as perceived by end-users.

IV. THE ANALYSIS OF OBJECTIVE QUALITY
MEASUREMENT FACTORS

Quality of Service is determined primarily by latency,
packet loss and jitter presented in transmission networks
which eventually impose their impacts on user perceived
QoE. The ITU-T recommends that as long as the value of
latency in a network running VoIP is lower than 150ms, users
are expected to be highly satisfied if other factors that may
affect network performance are negligible. When latency
is between 150ms and 200ms, perceivable performance
degradation in quality is expected and becomes more severe
with the increase of latency.

VoIP is also sensitive to packet loss, which may result
in unintelligible conversation if the packet loss rate is high.
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The ITU-T recommends that as long as the packet loss rate
is less than 1%, users are expected to be highly satisfied
if other factors that may affect network performance are
negligible. Our simulation via OPNET also shows the same
observation. We discuss and show the experimental setup
later in Section V. As shown in Figure 1, with increasing
packet loss rate, the end user perception of quality gradually
decreased.

While gradually increasing the value of packet loss in
the network beyond the recommended 1% level, the re-
searcher assigned a score based on the MOS scale. All
other impairments were kept at levels where there effects
will not be obvious so as not to interfere with the effect of
packet loss. Figure 1 shows that as packet loss increased
in the transmission network, the end user perception of
quality gradually decreased. It is expected that if packet
loss decrease in the transmission network and other factors
are kept constant, the end user perception of quality will
improve. Figure 1 also shows the packet loss in this OPNET
simulation was not evident for all three IP phones until after
25 sec.
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Figure 1: The Effect of Packet Loss Rate on QoE.

V. EXPERIMENTAL STUDY

This section discusses some of the results that were
obtained during experiments that we conducted.

A. Experiment Setup

Figure 2 shows the experimental setup in OPNET that
was used to simulate 200 audio conference calls, each with
30s duration. The simulation model included three different
participants in the conference. Each of the IP phone nodes
had DHCP assigned IP addresses on the same network
segment with the two client computer nodes. The experiment
simulated a typical packet switched network scenario and
used a fixed jitter buffer size that does not dynamically adjust
with varying jitter in the network. MOS scores from users
associated with the three different IP phone nodes were also
simulated and recorded in the experiment.
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Figure 2: Experiments Setup.

B. Experiment Results

Figure 3 shows the main observations that were recorded
during the simulations. The results include MOS values
associated with jitter delay, jitter loss and end-to-end delay
for the 200 voice calls measured at each IP Phone.

Figure 3(a) shows how static jitter buffer sizes affect the
MOS of users. The MOS is taken at every 0.2s during the
simulation. The result shows that users’ opinion fluctuated
throughout the duration of the conversation as a result of the
inability of the jitter buffer size to adapt to varying values
of jitter in the network.

Since the similar performance results were observed for
all three IP phones in our experiments, we only show the
experiments result from IP phone 1. Figure 3(b) shows
the jitter measured at IP phone 1 during the simulation,
which demonstrates that after 10s jitter was continuously
increasing for about 15s. In the experiment, the jitter varying
greatly with the change of various conditions (e.g., available
bandwidth, packet loss rate). Figure 3(c) shows the end-to-
end delay presented in the network was negligible at the
beginning while the network condition was good; however,
started increasing significantly after about 15s while the net-
work condition getting worse. Correspondingly, Figure 3(d)
shows the MOS varying and reflecting the change of the
network condition.

C. Playout Buffering

Mitigating the impact of jitter involves collecting packets
in a jitter buffer and playing the packets out relative to the
size of the jitter buffer. The size of the jitter buffer affects
the end-to-end delay on the network and also the packet loss
rate. The size of the jitter buffer may either be kept fixed
(static playout buffering) or dynamically adjusted (adaptive
playout buffering) with respect to the variations in jitter
presented in the network.

Figure 4 shows two different Wireshark interfaces for
the same VoIP session. Wireshark allows the playback of
different segments of the entire conversation stream. Playing
back voice segments and matching the values of jitter present
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Figure 4: The Wireshark Screenshot Showing the Presence

of Jitter.

in each segment confirmed that jitter affects the end user
perception of quality.
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Figure 5: The Wireshark Screenshot Showing the packets
dropped by jitter buffer.

Figure 5 shows the results of a typical conversation
analyzed using the experimental design shown in Figure 2.
Different speech segments of the VoIP session, the source
and destination address of the speech segment, together with
the number of packets that are out of sequence and those
dropped by jitter buffer are shown in Figure 5. Several VoIP
sessions were tested using different values of jitter buffer,
packet loss, available bandwidth, QoS mechanism, noise
reduction, echo cancellation, and different choice of codec.
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Static playout buffer size is easier to implement when
compared to adaptive playout buffering. However, static
playout buffering might sometimes be either too small or too
large to handle the fluctuating values of jitter in the network.
When the buffer size is too small, slower packets are not
played out and dropped. When the buffer size is too large,
packets are held longer than necessary and consequently
reduce conversational quality.

In contrast to using fixed buffer size, adaptive playout
buffering continuously estimates the instant jitter in a net-
work, and further dynamically adjusts the playout buffer
to match the varying jitter during a whole conversation.
This ensures that packets associated with each conversation
segment are played out with the same playout delay. In
order to ensure the optimal QoE for end-users, adaptive
playout buffering will guarantee that conversational quality
is maintained at consistent levels, compared to fluctuating
levels associated with static playout buffering.

The output of the E-Model is expected to be a reflec-
tion of the quality associated with the entire length of a
conversation. However, the computation uses snapshots of
impairment values taken at different points within an entire
conversation and does not include the affect of the playout
buffer. Figure 3(a) shows that the MOS measured at different
points during the conversation varied from the beginning
of the conversations to the end of the conversations. The
measured MOS shown in Figure 3(d) is corresponding to
the jitter variations shown in Figure 3(b). At the beginning
of the conversations when jitter was zero or almost zero, the
highest MOS value was recorded. As jitter increased in the
network, the MOS value recorded decreased. Towards the
end of the simulation, the MOS value recorded started to
increase again.

Adaptive playout buffering would ensure that the varia-
tions in jitter in the network are matched by a corresponding
value of playout buffer size. This would also ensure that the
end-to-end delay in the network is kept at optimal levels
and rate of packet loss in the network is kept below the
recommended 1%. We will report on the inclusion of the
playout buffer in the E-Model in a subsequent paper.

The results of our simulations show that the relevance
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of adaptive playout buffering should not be ignored in the
evaluation of end user perception of conversational quality.
Including measurements of adaptive playout buffering into
the computations of the E-Model will either reduce the value
of the R-rating or keep the value the same, depending on
calculated effects of jitter buffer. A modification to the value
of the R-rating will provide a more accurate mapping to the
MOS. This will in turn give a more accurate prediction of
the end user perception of conversational quality.

VI. CONCLUSION

Through the series of experiments conducted in this
study and data analyzed, it was obvious that the quality of
experience of end users is a subject that should never be
overlooked in the design and development of VoIP solutions.
Quality of experience ultimately determines the migration of
users from circuit-switched networks to VoIP and the next
generation of services. Quality of service related to network
configuration and performance was shown in this study as
ineffective in ensuring the desired user experience, if other
factors that contribute to the quality of experience of end
users are not brought to cognizance.

In our future work, we will pursue a longitudinal study
tracking the effects of cost of VoIP service, security provi-
sion, usability, human behavior, call session and reliability
on quality of experience. The goal would be to determine
if there are long term effects of these factors on quality
of experience. Development of an approach to capture the
opinions of end-users about these factors in different parts of
the world might be informative. Developing a methodology
to conduct subjective tests to indentify how human behavior
varies with time during a conversation depending on the
quality impairments present would be a future goal.
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Abstract—Voice-over-IP (VoIP) has become an important
service in the Internet. In contrast to the Public Switched
Telephone Network where the delivery of all messages and
streams is the responsibility of the calling parties’ providers,
VoIP media data is sent directly between the user agents
without provider interaction in most cases. Hence, a VoIP
provider is not aware of media connectivity, i.e., whether a
call was successful or not. This may lead to incorrect behavior
when a VoIP provider offers services beyond signaling (for
example, SPIT prevention, payment). In this paper, we discuss
several approaches for the detection of media connectivity and
present a solution that conforms with the existing standards.
The modified behavior of the user agents, the use of SCTP
and provider’s awareness of media connectivity are described
in detail. Finally, measurements show that our solution results
in neglectable overhead.

Keywords-Voice-over-IP (VoIP), media connectivity, SCTP

I. INTRODUCTION

The Session Initiation Protocol (SIP) [22] has become
a majorly used protocol in Voice-over-IP (VoIP) commu-
nication. It utilizes the Uniform Resource Identifier (URI)
schema to address users, single devices or end points and
resolves these URIs to Internet Protocol (IP) addresses by
using SIP proxy servers and Domain Name Service (DNS)
lookups. Users can call others without knowing their current
IP address, because session invitations are routed to the SIP
proxy that is responsible for the callee’s URI domain; and
as a next step, this proxy uses its location service to locate
the callee' and forwards the INVITE request to the addressed
user (cf. Fig. 1). Depending on its configuration, a SIP proxy
may or may not request to stay in the route of any further SIP
signaling. Normally, the media transmission is done directly
between the user agents (UAs) via RTP.

It is a known problem that the basic SIP infrastruc-
ture does not conform to the Network Address Translator
(NAT)-friendly application design guidelines described in
RFC 3235 [23], and thus, NATs and firewalls cause serious
problems for SIP message delivery and media connectivity
in conjunction with the separation of signaling and media
delivery, dynamic port allocation, or RTP’s “z + 1” port
schema. In contrast to the UA-to-UA media connection,

IThe location bindings can be updated by each respective user sending
a REGISTER request to its SIP provider’s registrar.
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Figure 1: SIP Dialog of a Call

there are solutions for SIP messages; for example, by simply
traversing NAT using symmetric response routing [21].
Examples of NAT and firewall traversal for SIP are given
in [19].

The explicit separation between the session signaling and
media delivery comes along with a significant implica-
tion: VoIP providers offering SIP services are unaware of
whether or not the media stream is actually received by
the endpoint(s), i.e., whether there is connectivity or not.
SIP does not check for connectivity, and the condition is
not signaled in any way. Therefore, a SIP provider cannot
know if two users will actually be able to communicate,
even if a SIP session was successfully established. There
are several reasons why media streams negotiated between
the UAs may be blocked in one or both directions, mainly
because of NATs and/or firewalls [10], [24], but other
network problems like the lack of a network route, node
crash, configuration problems, or codec mismatch could be
responsible as well [1]. This is in contrast to the traditional
Public Switched Telephone Network (PSTN), where there is
always connectivity once signaling completes successfully.’

There are, however, important scenarios where it is desir-

2 Admittedly, there are some rare cases where people cannot talk to each
other allthough there has been a successful ringing and call acceptance
before. However, the PSTN phone provider will be aware of this failure.
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able for the provider to know the media connectivity status
between the endpoints.

Payment: In some cases, the callee or the caller request
some fee in order to accept or initiate a call. Examples
include duration-based fees (similar to the PSTN); (fixed)
fees relating to the (voice based) service a callee is offering,
such as a support hotline; fees for calls a callee subscribed
for, such as severe thunderstorm warning; or, in the case of
Spam over Internet Telephony (SPIT) prevention, where a
caller may be confronted with a small fee if its sincerity is
in doubt [11], [12].

For whatever reason a session involves payment by at
least one party, it is desirable to delay finalizing the payment
transaction until connectivity is assured.

Reputation: Some approaches to detect and prevent
SPIT use a reputation score in order to help determine
the caller’s nature [3], [12], [17]. Each user’s reputation is
related to its behavior and is calculated from several metrics
that are collected by the providers. For examples, a short
call duration may indicate an unsolicited call that prompted
that callee to hang up immediately. Unfortunately, it may
also indicate that at least one participant could not hear the
other due to a lack of (bidirectional) media connectivity. In
this case, the caller’s reputation would falsely be reduced.

Forensics: In the area of law enforcement, reliable
evidence is crucial. Regarding the question of whether or not
a call took place, SIP can only provide information about
signaling — if the phone rang, if the phone was picked up,
and if the phone was hung up. This may not be sufficient:
The information may be required as to whether or not the
two parties in a call were actually able to communicate.

Call Detail Record Analysis: Call Detail Records
(CDRgs) are collected and analyzed for several reasons. These
records contain information about each call, for example, the
caller’s and callee’s IDs, the invitation time, the duration, and
how the call terminated. This data can be used to conduct
statistical analysis, to profile users’ behavior, to reduce traffic
congestion or, in general, to detect any kind of anomaly. It
is not sufficient if the CDRs are based on the SIP messages
only, without knowing whether or not there was media
connectivity. This might result in contra-productive network
configuration, misinterpretation of someone’s reputation or,
even worse, will black-list a participant.

In this paper we present a solution for the VoIP Media
Connectivity Awareness Problem, which fulfills the follow-
ing requirements:

1) Focus: It is the SIP Provider who needs to obtain
knowledge about the connectivity status.

2) Multiple (bi-directional) streams: It is important to
consider all media streams negotiated between the call-
ing parties. Any single uni-directional stream that is not
established successfully might be the reason for one of
the participant to end the call (immediately). Thus, the
provider needs to determine at least the connectivity status
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for the stream aggregate, with respect to each stream in any
direction.

3) Genuineness: In order to prevent false conclusions
(and subsequent actions), the connectivity status gathered
by the provider should be genuine.

4) Compatibility: The number of changes put into the SIP
message sequences should be as small as possible. Ideally,
neither extra SIP messages nor additional SIP headers should
be required.

This paper is structured as follows: In Section II, we dis-
cuss several approaches that have some relation to the aware-
ness of media connectivity. In Section III, our approach is
presented. This includes detailed scenarios and preliminary
investigation of the Stream Control Transmission Protocol
(SCTP). Finally, Section IV contains the measurements of
the overhead of our solution.

II. RELATED WORK

There are some approaches that relate to the awareness
of media connectivity but which are motivated by different
goals.

A. Dealing with the NAT

One possibility to solve the connectivity problem is the
use of an Application Layer Gateway (ALG) in addition
to the NAT. In reality, however, ALGs are deployed in
the fewest scenarios, even though most users manage their
own private home networks. Furthermore, an ALG might
increase the chance to achieve media connectivity, but the
SIP provider still does not know about it.

Traversing the NAT for the media streams can be done us-
ing Interactive Connectivity Establishment (ICE) [18]. ICE
describes NAT traversal for multimedia signaling protocols
like SIP, and it extends the Session Description Protocol
(SDP) [9] to convey additional data. In order to operate,
ICE utilizes the protocols Session Traversal Utilities for
NAT (STUN) [20] and Traversal Using Relays around NAT
(TURN) [14].

The goal of ICE is to establish connectivity, but not to
require it or to inform a third party of the connectivity status.

B. Connectivity Preconditions

UAs may use Connectivity Preconditions as defined in
RFC 5898 [2] to verify whether there is connectivity or not.
Based on the concept of a SDP precondition in SIP as
specified by RFC 3312 [5] (generalized by RFC 4032 [4]),
the connectivity precondition defined by RFC 5898 tries to
ensure that session progress is delayed® until media stream
connectivity has been verified.

Similar to a part of the solution described in this paper
(cf. Sec.III), it enables the UAs to delay the SIP session
establishment until connectivity is ensured. In contrast to our
approach, the provider cannot enforce the UAs to make use

3including suppression of alerting the called party
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of this extension. In addition, it does not inform a third party
(such as the provider) of the connectivity status — neither
implicitly nor explicitly.

Furthermore, RFC 5898 does not assure that session estab-
lishment comes along with media connectivity. In RFC 3312
(which RFC 5898 relates to), alerting the user until all the
mandatory preconditions are met has a “SHOULD NOT”
semantics.

C. Disconnection Tolerance

Ott and Xiaojun [16] present mechanisms for detection
and recovery from temporary service failures for mobile
SIP users. For detection of connectivity loss, they sug-
gest a media-based approach: Missing Real-time Transport
Protocol (RTP) packets, RTP Control Protocol (RTCP) pack-
ets, or STUN packets along with some additional criteria
are used as indicators that connectivity has been lost. If
the connectivity loss persists longer (“call interruptions”),
the UAs will automatically try to re-establish the session
after locally terminating the session. For this purpose, the
authors introduce the new SIP Recovery header field, which
is set to true in the INVITE message used to re-establish
the session. The focus of this paper is on obtaining the
connectivity status during an ongoing session after the
session has been established. Implicitly, it assumes that
connectivity was given at the beginning of the session.

D. Conclusion

In all solutions presented the focus is always on the end-
points. Whether the main goal is to establish connectivity,
ensure connectivity, detect/monitor connectivity status, or
recover from connectivity loss, the assumption is always
that the endpoints are the entities which are interested in
the goal.

Hence, the provider is not aware of the media connec-
tivity; and even when the connectivity information can be
obtained, its validity and/or genuineness may be question-
able.

III. IMPLICIT CONNECTIVITY DETECTION AND
NOTIFICATION

One major difference between the approaches presented
above is when information pertaining to connectivity status
is obtained. Three distinct cases can be identified: before ses-
sion establishment (ICE, Connectivity Preconditions), after
session establishment (Disconnection Tolerance [detection
only]), and at the end of the conversation (Disconnection
Tolerance [signaled through Recovery header field]). In the
second case, the information can also be obtained continu-
ally during the ongoing session.

Another difference is found in the direction of a media
stream for which connectivity status is determined and
whether media streams are considered separately or jointly
on a “session level.” Most mechanisms distinguish between
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individual streams and, as streams are usually considered
uni-directional, also between receiving and sending direc-
tion. Connectivity Preconditions distinguish both direction
and individual streams, but the consequence (suspension
of session establishment) is affected by the aggregate of
the streams for which the precondition was requested.
The Disconnection Tolerance solution disregards direction
as symmetric connectivity is assumed; it also disregards
individual streams because the existence of only one audio
stream is assumed (point-to-point audio conversation).

In our approach, connectivity detection and notification
is done before session establishment. Further, our solution
regards both, different streams and direction.

A. Implicit Connectivity Notification

SIP itself already offers several possibilities to modify
the message routing. For example, a SIP proxy can request
to stay in the route of any further SIP messages. Any UA
sending a new SIP request needs to insert corresponding
routing information. Thus, in contrast to the normal SIP
call (see Fig.1) a proxy can become a mandatory node
of the last SIP 3-way-handshake’s message (i.e., the ACK
request). Furthermore, the user agent server (UAS) does
not necessarily need to send a /80 Ringing response and
notify the called person. Instead, it can respond with a /83
Session Progress message to indicate further action prior to
call acceptance.

This response message plus the modified message routing
can be combined with a modified UA behavior. By using the
183 response’s payload, the callee can answer the caller’s
SDP offer. Thus, both parties know the parameters of all
media sessions that normally will be established after the
SIP session has been accepted. In our solution, the media
sessions are established beforehand, and both parties must
hold back the /80 Ringing, 200 OK, and the ACK messages
until this has happened. Furthermore, each UA must ignore
any incoming media packets as long as the calling partner
did not acknowledge the connectivity.

In result, the provider can conclude the media’s connec-
tivity status by just analyzing the messages it is routing.
Therefore, we call the approach implicit. The provider will
conclude that there is connectivity if and only if the UAS
has sent a 200 OK and then the user agent client (UAC) has
sent an ACK.

In case the media connection could be established success-
fully, there will be a notification (/80 Ringing), acceptance
(200 OK) and acknowledgement (ACK) (see Fig.2). In re-
sult, the provider concludes that there is media connectivity.

If the UAS notices that establishing the media connection
failed, it will reject the call by sending a 418 error response
(see Fig.3). If the failure is detected by the UAC (similar
to Fig. 4, not shown separately), it will cancel the call using
the CANCEL request causing the UAS to respond to the

159



ICN 2011 : The Tenth International Conference on Networks

UAC SIP Proxy UAS
(Caller) (Provider) (Callee)
INVITE
> INVITE
3
‘g
183 Session Progress
183 Session Progress <
w3
<€
Connecti on Establish connection
est abl i shment L >
succeeds o 180 Ringing
180 Ringing <€
< 200 OK
200 OK <
>
<€
ACK
> ACK
3
Connectivity 7
status true

Figure 2: Accepted Call with Prechecked Media Connectiv-
ity

UAC SIP Proxy UAS
(Caller) (Provider) (Callee)
INVITE
> INVITE
3
L
183 Session Progress
183 Session Progress <
< v
Establish connection Connecti on
_________________________________________ ) establ i shment
fails (noticed
418 Failed by UAS)
418 Failed <
&
B Connectivity
ACK status false
> ACK

3
L

Figure 3: Call Abortion in the Case of no Media Connec-
tivity

invitation with 487 Request Terminated. In both cases, the
provider concludes that there is no media connectivity.

In Figure 4, the media connection has been established
successfully but the callee is unavailable. Thus, the caller
will cancel the call when a timeout appeared. Again, the
provider concludes lack of media connectivity.

B. Detection Connectivity

Due to the fact that the provider is simply analyzing the
messages it is routing, it is up to the clients to verify the
connectivity status. In detail, they need to check every single
media stream for connectivity (cf. Requirement 2). This can
be complex and time consuming.

In order to limit this overhead, we propose the use of
the Stream Control Transmission Protocol (SCTP) [25] as
the media’s underlying transport layer. First of all, SCTP is
connection oriented; thus, the SCTP’s 4-way-handshake at
the beginning already ensures transport layer connectivity. In
result, neither a media packet nor a notice of receipt need to
be sent in order to check for connectivity. Secondly, SCTP
itself offers multiplexing; so there is no need for more than
one connection, as every single RTP/RTCP stream can be
sent using the same unique connection. In result, the time
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Figure 5: Missbehaving UAC

required to check each media stream (and media control
stream) is reduced to a single check only. Last but not
least, in contrast to TCP, SCTP offers unordered transport,
meaning a lost packet does not delay delivery of succeeding
packets. In addition, the partial reliable mode can be used
to improve the media quality in case a lost packet can be
resent immediately.

To confirm our proposal, we measured the SCTP perfor-
mance in comparison to UDP. The environment consists of
two machines with identical hardware and software running
Debian GNU/Linux 5.0.3 (lenny) with kernel version 2.6.26
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Figure 6: SCTP vs. UDP

(1686). Both machines are equipped with an Intel Core 2
Duo E7500 dual core CPU running at 2.93 GHz and an Intel
82567LM-3 network adapter and connected via a FastEth-
ernet switch (100 Mbps Full Duplex). The environment also
determines the UDP and SCTP implementations used —
those of the Linux kernel. The benchmark itself is a simple
ping-pong application that can send multiple messages at
once, approximating multiple concurrent media streams.
Figure 6 shows the mean round-trip time (RTT) in relation
to the size of the messages. The sizes of 172 Bytes and
652 Bytes correlate to the RTP packet sizes produced by the
G.711 codec using packet transmission cycles of 20 ms and
80 ms, respectively. One can see that the values of SCTP are
quite similar to UDP, and hence, we expect no performance
loss due to the use of SCTP.

C. Missbehaving user agents

In some cases, either the UAS or the UAC might try to
falsify the information it tells about the connectivity status.
Our solution would require to send a 200 OK (UAS) or ACK
(UACQ) to convey “connectivity.”

For example, a caller might announce ‘“no connectivity”
to the provider in order to send SPIT calls without conse-
quences. In our solution, the UAC would have to suppress
the ACK message. Fortunately, this would cause the callee
to ignore any incoming media packet (cf. Fig. 5). In the pay-
ment example, the callee might say “connectivity” in order
to receive his fee anyway. In this case, the caller receives
a 200 OK even though there is no media connectivity. In
result, he can abort the call by sending a CANCEL request.
In general, for whatever reason a UA might missbehave —
our solution enables the other party to react appropriately,
enabling the provider to know the actual connectivity status.

The case that both, caller and callee, are lying cooper-
atively, this is only a problem in the forensics scenario. It
is doubtful, however, that the calling partners would use a
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provider at all in such a scenario.

D. Protocol Extensions

There has been some work in the past for SCTP and
SIP, but unfortunately, it is incomplete and has been aban-
doned [6], is limited in its scope [13], and does not deal
with the use of RTP over SCTP.

In line with the last requirement, our solution only needs
to slightly extend the abilities of SDP in order to specify
the SCTP parameters. The use of the SCTP connection
and the modified UA behavior can be indicated by naming
our extension (i.e., sctp-tunnel) within a Require header.
If an incoming INVITE does not indicate usage of this
extension the provider must reject this request by sending
421 Extension Required. As described above, the extension
just specifies the way the UAs must behave and the provider
can draw conclusions; it does not specify any new SIP
messages or headers — all of them have existed before. The
syntactical details of both modifications can be found in [8].

IV. MEASUREMENTS

Although we minimized the changes to the existing VoIP
infrastructure, the provider still has to be aware of the sctp-
tunnel extension indicated within the SIP messages. Whether
the extension is stated or not, the provider has to use different
message handling and routing. It is thus important to know
how much overhead our extension creates.

Note that the following measurements do not cover the
impact of SCTP. SCTP is used as the underlying protocol
of the UA-to-UA media session only, whereas SIP messages
still use UDP. In result, a SIP proxy does not need to be
adapted to use another transport protocol. On the other hand,
media gateways (not considered by the following measure-
ments) need to be altered to conform to our approach.

A. Testbed, Scenarios

We used three nodes (each with 2x AMD Opteron 244
CPU (1.8 GHz), 4 GB RAM, Gigabit Ethernet Interconnec-
tion) to setup one SIP proxy (Kamailio [15], v3.0.3) and two
UAs (SIPp [7], v3.1) that generated and processed a various
number of SIP calls. Kamailio has been configured to use
1024 MB of memory, to create four processes, and its log
level was set to zero.

In general, we measured three scenarios: a) default behav-
ior of the proxy, b) modified behavior of the proxy where the
UAs already indicated the use of the sctp-tunnel extension,
and c) the modified behavior of the proxy without initial in-
dication by the UAs. The third scenario is the most expensive
one since the provider needs to reject incoming invitations
first, and then has to deal with the reformulated ones. In
addition, we measured d) the SIPp-SIPp-interconnectivity to
determine the overhead of Kamailio in general.

In scenarios a) and b), the UAC and the UAS send and
receive SIP messages according to Figure 7. In contrast to
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Figure 7: Measurement Scenario

the example given in Figure 1, the proxy stays in the route
for the whole call. Not shown separately, scenario c¢) requires
three more messages at the beginning: the first INVITE will
be rejected with a 421 response that has to be ACKed.

Each call generates three round-trip time values: RTT #1
represents the delay of a UAS’s response including Kamailio
action (such as lookup and extension verification); RTT #2
represents the delay of a UAS’s response in case the request
can be forwarded immediately; RTT #3 represents the delay
of a UAC’s feedback. Each series lasted five minutes, using
a constant call frequency (between 1 and 1000 calls per
second). The proxy and the UAs were restarted for each
frequency.

B. Results

For all scenarios and each frequency we calculated the
corresponding median and quartile values for each RTT.
As expected, in scenarios a)—c), the values of RTT#2 and
RTT#3 are nearly the same. The SIPp-SIPp interconnec-
tion’s second and third RTT are ~0.25-0.55 ms lower only.
RTT #2 and #3 are not shown separately since our proposal
does not alter the way 200 OK and ACK messages or session
tear down is handled.

The comparison of RTT#1 is shown in Figure 8. Again,
one can see the additional time required (~0.5-0.6 ms) when
Kamailio is put between the SIPp instances. Furthermore,
we expected the overhead of the header verification to be
very small since we only slightly modified the routing logic
of Kamailio. This small RTT increase can be seen when
comparing the values of scenarios a) and b).

In scenario c), where the proxy had to enforce the use
of the SIP extension, RTT#1 increases a little more. This
happens because Kamailio is involved one more time and
three more messages are sent until the first callee’s response
is received by the inviting caller.
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V. CONCLUSION

In this paper, we have given several scenarios motivating
the need of SIP providers’ awareness of media connectivity,
such as payment, reputation, forensics, and call detail record
analysis.

In our solution, the provider is implicitly informed about
the media connectivity: The SIP provider can draw genuine
conclusions by simply analyzing the messages it is routing.
The UA, however, needs to alter its behavior. This behavior
is specified by way of a new SIP extension and its usage
can be enforced by the provider.

To reduce the overhead of media connectivity detection,
we propose to use SCTP for media transport. This requires
a slight extension of SDP.

The measurements have shown that the overhead induced
by our solution is neglectable, as long as the UAs indicate
the use of our extension from the beginning. In addition,
our approach can easily be integrated into existing VoIP
infrastructures as it fully conforms to existing protocols. If
a UA is not aware of our extension it is at the discretion of
the provider to proceed with the call (without the ability to
conclude media connectivity) or to reject it.

Future work will deal with Quality of Service (QoS)
aspects. Besides a lack of connectivity, low quality can also
cause a call to be aborted prematurely by one of the partici-
pants. We therefore need to conduct further investigation in
order to deal with this problem.
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Abstract—The digest access authentication method used in the
voice over IP signaling protocol, SIP, is weak. This authen-
tication method is the only method with mandatory support
and widespread adoption in the industry. At the same time,
this authentication method is vulnerable to a serious real-world
attack. This poses a threat to VoIP industry installations and
solutions. In this paper, we propose a solution that counters
attacks on this wide-spread authentication method.

Index Terms—SIP, authentication, Digest Access Authentica-
tion, security attack.

I. INTRODUCTION

The most common protocol pair used for sending Voice
over IP (VoIP) is the Session Initiation Protocol (SIP) [I]
and Real-time Transport Protocol (RTP) [2]. RTP transfers
the media content, while SIP handles the signaling, i.e., set
up, modification and termination of sessions between two
or more participants. VoIP is the emerging technology that
will eventually take over from the traditional Public Switched
Telephone Network (PSTN) [3] due to VoIP’s improved
flexibility and functionality, such as improved sound quality
(“HD sound”) using wideband codecs like G.722 [4], instant
messaging (IM), presence, mobility support, and secure calls.
VoIP reduces maintenance and administration costs since it
brings convergence to voice, video and data traffic over the IP
infrastructure.

SIP is an application layer protocol developed by the IETF.
Its core functionality is specified in RFC3261 [1]. Additional
functionality is specified in additional RFCs [5]. SIP ses-
sions range from ordinary calls between two participants to
advanced conference sessions between multiple participants
communicating over video, voice, and IM.

However, SIP and RTP-based VoIP installations are rather
difficult to secure [6]. VoIP inherits many security threats and
Quality of Service (QoS) properties from the Internet, in addi-
tion to threats that come from the VolIP-specific technologies
[7]. A clear and concise VoIP threat taxonomy is given by
VOIPSA [8]. There are many obstacles in securing SIP, due
to its use of intermediaries and the fact that functionality was
the primary focus for the SIP designers, not security [ 1, page
232].

SIP supports several security services, and the RFC recom-
mends their use. These security services can provide protection
for authentication, confidentiality, and more. Yet, only one
such security service is mandatory: the SIP Digest Access
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Authentication (DAA) method [ !, page 193]. In our experience
the other security services are neither implemented nor used.
The only security service used is the mandatory authentication
method.

DAA is primarily based on the HTTP Digest Access Au-
thentication [9], and is considered to be weak and vulnerable
to serious real-world attacks [10].

The main contribution of this paper is to present and analyze
the seriousness of a vulnerability we presented in our earlier
work — the registration attack [10]. We propose a solution to
secure DAA that will counter this vulnerability.

The rest of the paper is organized as follows: We show
our approach in Section II. We explain SIP authentication
in Section III, and show the registration attack previously
discovered in Section IV. In Section V, we show how to
improve the authentication method to counter this attack.
Related work is given in Section VI, before concluding in
Section VIIL.

II. METHOD AND CASE STUDY

In Norway, both private companies and public authorities
are migrating from PSTN to VoIP [11]. Our case study is
taken from three companies in Norway; one medium sized
company with 150 employees, and two larger companies
with 3000 and 4700 employees. We have gathered several
of these VoIP configurations and setups, and replicated the
installations in our test lab [12]. In these companies, most
of the employees have their own VoIP phone, called a User
Agent (UA). All VoIP servers run the Linux operating system
with the open source telephony platform Asterisk [13]. We
found in these configurations that the digest authentication is
the only authentication method for the UAs.

Our analysis follows the workflow shown in Fig. 1. In the
following paragraphs, the numbers in parentheses refer to the
numbers in Fig. 1.

In order to gain knowledge of the SIP protocol we use the
specification documents (1), here the SIP standard. Then, we
analyze VoIP network traffic going through the test lab (5). We
have implemented two VoIP setups based on configurations
from our industry partners ((2) and (3)). The network traffic
is intercepted and saved to file using the network tool tcp-
dump (4). The network traffic is then analyzed off-line using
the packet analyzer, Wireshark (5). An example of such an
analysis is shown in Fig. 2.
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Fig. 1: Workflow for analysis of the SIP authentication method.

dump1-etho.pcap - Wireshark

File Edit V

S

Filter: | sip

Capture  An.

= |Expression... | Clear | Apply

Destination  Protocol Info
156.116.8.139 SIP Request: REGISTER s1p:156.116

No. - Time Source
1170 179.046693 156.116.9.85

B

¥ Session Initiation Protocol
P Reguest-Line: REGISTER sip:156.116.8.139:5061 SIP/2.0
¥ Message Header
» Via: SIP/2.0/UDP 156.116.9.95;branch=zchG4bKalsa9lefSDOF3544
B From: "Alice" <sip:1l001l@L56.116.8.139=;tag=22817C41- DESODCDE
P To: =sip:l001@156.116.8.139=
b CSeq: 2 REGISTER
Call-1D: cl4cOec2-2cb13363- 27c9a4880155.116.9.95
P Contact: =sip:l001@156.116.9.95=;methods="INVITE, ACK, BYE, CANCEL, OPTIONS, IN
User-Agent: PolycomSoundPointIP-SPIP_S550-UA/3.1.2.0392
Accept-Language: no-no,no;q=0.9,en;q=0.8
¥ Authorization: Digest username="1001", realm="asterisk", nonce="250283c2", uri=
Authentication Scheme: Digest
Username: "1001"
Realm: "asterisk"
Nonce Value: '250283c2"
Authentication URI: "sip:156.116.8.139:5081" -

@ Session Initiation Protocol (sip), 714 bytes Packets: 2296 Disp... - ..

Fig. 2: Network analysis using the network tool Wireshark.

As an additional input we consider threats deducted from
formal analysis of the protocol, such as a SIP attack analyzed
by Hagalisletto and Strand [10], using the protocol analyzer
PROSA (6). We explain the attack in more detail in Section IV,
and implement and execute the attack using the network
tool NetSED (7) as shown in Fig. 6. Based on the security
requirements (9) obtained from the SIP specification, we then
checked if the authentication method (10) was compromised
by the real-world attack. After careful analysis of the SIP
headers we found that the SIP registration attack could be
countered by a modification of the SIP authentication method

(8).
III. AUTHENTICATION IN SIP

Authentication is the assurance that a communicating entity
is the one that it claims to be [14]. Authentication consists
of two basic steps: a) Identification, where an entity/client
presents a value to the authentication system, and b) Verifi-
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cation where this value is validated against the authentication
system [15]. When people that know each other are dialing
or answering a phone call, they can often authenticate the
other by just recognizing the other person’s voice. However,
when using new communications channels, such as instant
messaging (IM), video, screencast and presence, determining
the authenticity of the communicating partner is more difficult
than for a voice call. To have established the identity of the
caller is also important when, for instance, a physician need
to communicate with a patient and discuss sensitive health
information. For instance, someone else could masquerade as
the patient and illegally obtain sensitive health information on
the patient.

The SIP Digest Access Authentication (DAA) is currently
the most common authentication scheme for SIP. Other au-
thentication schemes have emerged, but DAA is the only
mandatory authentication scheme [I, Section 22]. DAA uses
a challenge-response pattern, and relies on a shared secret
between client and server.

SIP is heavily influenced by the HTTP request-response
model, where each transaction consists of a request that
requires a particular response. The SIP messages are also
similar in syntax and semantics to both HTTP and SMTP [16].
A SIP message consists of headers and a body. The SIP header
fields are textual, always in the format <header_name>:
<header_value>. The header value can contain one or
more parameters. We show an example SIP header message
in Fig. 4.

Any SIP request can be challenged for authentication. We
show an example SIP DAA handshake in Fig. 3, and refer to
the protocol clauses with a number in parentheses. The initial
SIP REGISTER message (1) from Alice is not authorized
and must be authenticated. The SIP server responds with a
401 Unauthorized status message (3) which contains a
WWW-Authenticate header with details of the challenge,
including a nonce value. The client computes the required
SIP digest that is embedded in (4) as an Authorization
header. The SIP server, upon receiving the Authorization
header, must perform the same digest operation, and compare
the result. If the results are identical, the client is authenticated,
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HA2 = MD5(method, digestURI) .
response = MD5(HA1, nonce, HA2) < 100 Trying (5)
200 OK (6)
<« Compute response
Y time {' and compare

Fig. 3: The SIP Digest Access Authentication method during a SIP REGISTER transaction.

1. REGISTER sip:CompanyA SIP/2.0

2. Via: SIP/2.0/UDP
156.116.9.95;branch=z9hG4bK32F3EC44EB23347BFB0D488459C69E4E

3 From: Alice <sip:alice@CompanyA>;tag=1234648905

4 To: Alice <gipfalicelCOmpanya>

5. Contact: "Alice" <sip:alice@156.116.9.95:5060>

6. Call-ID: 2B6449C74C10D4F95006A6C034E79ESECCOmMpanyA

7 CSeq: 19481 REGISTER

8 User-Agent: PolycomSoundPointIP-SPIP_550-UA/3.1.2.0392

9 Authorization: Digest
username="@lice",realm="gasterisk" ,nonce="3b7a1395" , response="
ccbdelc3cl29b3dcaaldadd5e35519d7" , uri="sip:CompanyA",algorith
m=MD5

10. Max-Forwards: 70

11. Expires: 3600

12. Content-Length: 0

Fig. 4: The only attributes included in the digest response
(blue) are depicted in green.

and a 200 OK message (6) is sent.

The SIP DAA is almost identical to the HTTP digest access
authentication [9]. As we will show later, too few attributes are
included in the digest computation, thus leaving some values
unprotected. Formally, the DAA is expressed as follows:

HA1 = MD5(A1)
= MD5(username : realm : password)
HA2 = MD5(A2) = MD5(method : digestURI)
response = MD5(HA : nonce : HA2)

In this context, Al is the concatenated string of Alice’s
username, the realm (usually a hostname or domain name)
and the shared secret password between Alice and the server.
For A2, the method is the SIP method used in the current
transaction, in the above example that would be REGISTER.
In a REGISTER transaction the digestURI is set to the URI
in the To:-field. The digest authentication response is the
hash of the concatenated values of HAI, the nonce received
from the server, and HA2. A SIP REGISTER message with a
computed digest embedded in the Authorization header
is shown in Fig. 4. DAA provides only reply protection due to
the nonce value and one-way message authentication. There
is no encryption of the content, nor confidentiality support,
except the shared secret password between client and server.
All messages are sent in clear. DAA only works within a local
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Fig. 5: The attacker Charlie can modify the Contact header
value, and thereby have all Alice’s calls redirected to him.

domain so cross-domain authentication is not supported, which
implies that end-to-end authentication is not supported. There
is no provision in the DAA for the initial secure arrangement
between a client and server to establish the shared secret.
However, DAA has low computation overhead compared to
other methods [17].

IV. ATTACK ON DAA

When a UA comes online it registers its contact point(s) to
a location service. Contact points are the preferred methods
a user can be contacted by, for example using SIP, mail,
or IM. Usually, only a SIP URI contact method is present.
The location service is responsible to redirect SIP requests
(for VoIP calls) to the correct SIP end-point. For example, an
incoming SIP call destined to alice@CompanyA.org does
not contain information about which hostname or IP-address
Alice’s phone can be reached. Therefore, a SIP proxy will
query the location service to receive Alice’s phone’s hostname
or IP-address, and then redirect the call to this address.

The binding of Alice’s phone to a hostname or IP-address
is done during the REGISTER transaction, as depicted in
Fig. 3. Before the binding, or registration, the SIP server
should ask the client to authenticate itself, as explained in the
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lks@titan: ~

File Edit 1 Terminal Help

root@attackol:~/netsed# ./netsed udp 5060 156.116.8.139 5060 \

> s/\<=sip:1001\@156.116.8. 85 =/ \<sip: 10014@156.116.8. 7>

netsed 1.00a by Julien WdG <julien@silicone.homelinux.org=
based on 0.01c from Michal Zalewski <lcamtuf@ids.pl=

[*#] Parsing rule s/<sip:l001@156.116.9.95>/<sip: 1001@156.116.8.7=>. ..

[+] Loaded 1 rule...

Fig. 6: The network packet stream editor NetSED modifies
network packets in real time based on a regular expression (in
red).

previous section. After a successful authentication, the client’s
hostname or IP-address is registered. A re-registration is
normally done at regular intervals. This registration is repeated
usually every 3-10 minutes, depending on the configuration.
The client’s preferred contact methods, including hostname or
IP-address, is carried in the SIP header Contact, as depicted
in Line 5 in Fig. 4. However, this SIP header value is sent in
clear, and is not protected by DAA. Thus, the registration is
vulnerable to a man-in-the-middle attack [10].

If an attacker modifies the hostname or IP-address in the
contactURI header value during a REGISTER phrase, as
depicted in Fig. 5, all requests, and hence calls, to the client
will be diverted to a hostname or IP-address controlled by an
attacker. Here, Alice cannot perceive that she is unreachable.
An attacker can modify Alice’s REGISTER session in real-
time using NetSED [18] as depicted in Fig. 6. The SIP
server (Asterisk), will not detect nor suspect that anything is
wrong, and register Alice’s phone number with the attackers
IP address, as seen on Asterisk’s terminal in Fig. 7. When
Asterisk receives a call to Alice, the call will be forwarded to
the attackers registered IP address.

V. IMPROVING DAA

The SIP digest authentication is weak, which is stated in
both the SIP specification [1], and the digest specification [9].
Specifically, DAA only offers protection of the value in the
To header called the Request—-URI and the method, but
no other SIP header values are protected. Other better and
stronger authentication methods have been recommended [19].
Nonetheless, we suggest improving the DAA as well as possi-
ble, since DAA is the authentication method commonly used
due to its simplicity and widespread support and adoption.

A minor modification of DAA can counter the registration
hijack attack [10], which is caused by having too few SIP
header parameters protected by the digest. Since an attacker
can modify and redirect all requests, we protect the header
by including the Contact header value in the digest. By
including the Contact value, which we name contactURIs
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root@titan01: ~

File Edit ch Terminal Help

t1tanQl*CLI> sip show peers

MName/username Host Dyn Nat ACL Port Status
1001/1601 156.116.9.95 D 5060 Unmonitored
1002/1002 (Unspecified) o] 5060 Unmonitored
1003/1003 (Unspecified) o] 5060 Unmonitored
1004/1004 (Unspecified) o] 5080 Unmonitored

4 sip peers [Monitored: O online, 0 offline Unmonitored: 4 online, 0 offline]
t1tanQl*CLI> sip show peers

Name/username Host Dyn Nat ACL Port
o] 5080
1002/1002 Unspecitie D S080

1003/1003 (Unspecified) D 5060 Unmenitored
1004/1004 (Unspecified) o] 5080 Unmonitored
4 sip peers [Monitored: O online, 0 offline Unmonitored: 4 online, 0 offline]
t1tanQl*CLI=>

Status
Unmon1 tored
Unmonitored

Fig. 7: Host name before (green) and after a successful attack
(red), which makes Asterisk believe that Alice’s phone (with
number 1001) is reachable at an IP-address of the attacker’s
choice.

in the digest, we effectively counter the registration hijack
attack.

We define HAO with contactURIs. The new digest com-
putation algorithm is as follows:

HAO0 = MD5(A0) = MD5(contactURISs)
HA1 = MD5(A1)
= M Db5(username : realm : password)
HA2 = MD5(A2) = MD5(method : digestURI)
response = MD5(HAO : HA1 : nonce : HA2)

Weaknesses in the MDS5 hash have been found. In particular
we mention collision attacks where two different input values
produce the same MD5 hash [20]. This weakness is not known
to be exploitable to reveal a user’s password [2 | ]. Nonetheless,
a stronger hash function, like SHA1 [22], is recommend.

We implemented and tested our modified DAA by using the
Python Twisted [23] networking engine, using both MD5 and
SHA1. According to our test, the computation overhead by
including HAQ with the ContactURIs is minimal, as shown
in Fig. 8. The difference between the original DAA and our
modified DAA with MD5 for 100.000 authentication requests
on a 2.2Ghz Intel CPU, is only 0.44 seconds, a negligible
amount.

A modified DAA means a modification of the SIP standard.
Since the SIP standard has seen widespread industry adoption,
it can be difficult to re-deploy a non-standardized SIP DAA.
To prevent a modification of the SIP standard, we can use the
DAA parameter auth-param to store our modified digest
response. The parameter auth-param is reserved “for future
use” [9, page 12], and can be a part of the Authorization
header.

SIP devices that do not support the updated and more secure
digest, can and will ignore this value, and use the original
DAA for authentication. However, we cannot recommend this
approach, since an attacker could remove this value and force
the usage of the original standardized DAA. We would prefer
to modify the DAA digest computation to force an upgrade to
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Fig. 8: The computation overhead for 100.000 iterations for
original DAA and our modified DAA for both MD5 and
SHAL.

the new improved DAA method, instead of compromising on
security.

VI. RELATED WORK

Based on the DAA, Undrey [24] proposed a more flexible
use of variables protected by the digest. His paper addresses
the shortcomings of DAA and suggests to allow the server to
decide which headers it requires to be included and protected
by the digest computation. Unfortunately, his approach does
not require specific headers fields to be included. Therefore,
transactions that do not include Contact fields are still
vulnerable to the registration attack.

Palmieri et al. [25], [26], dismiss DAA as a usable authenti-
cation method, and instead craft a new authentication schema
with digital signatures based on public-key encryption. They
rely on public key infrastructure (PKI), but admit that PKI is
difficult and costly to implement.

Yang et al. [27] also conclude that DAA is weak. They argue
that, since DAA is vulnerable to an off-line password guessing
attacks, a more secure authentication method is required. They
propose an authentication method based on Diffie-Hellman.
Unfortunate, they do not discuss nor add any additional SIP
headers in their new authentication scheme. So their solution
is also vulnerable to the registration attack.

The H.323 recommendation for the VoIP protocol from the
International Telecommunication Union (ITU) has failed to
see widespread adoption by industry players, and is consid-
ered abandoned in favor of SIP/RTP [16]. The authentication
methods in H.323, specified in H.235 [28], [29] uses well
established security mechanism, like certificates, and Diffie-
Hellman key exchange, to enforce authentication. Further
analysis is needed to see whether the H.235 standard protects
the signaling better than SIP.

The Inter-Asterisk eXchange (IAX) [30], also published by
the IETF, establishes a competing protocol to SIP/RTP. IAX
has several security properties that are better than SIP. By
multiplexing channels over the same link and transporting both
signaling and media over the same port, enforcing security
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mechanisms is easier. IAX supports two authentication meth-
ods: 1) MD5 Message Digest authentication [31] computed
over a pre-shared secret and a challenge (nonce), or 2) using
RSA public-key encryption on the challenge. In both methods,
the nonce value is the only protocol parameter that is integrity
protected by the authentication. Future work needs to inves-
tigate whether the IAX authentication method is adequately
secure.

Other, more secure, authentication methods for SIP have
been standardized, such as the support for public key en-
cryption with S/MIME [32], the “Asserted Identity” extension
[33], and the “Identity” header extension [34]. None of these
authentication methods have seen any widespread deployment
yet [19].

VII. CONCLUSION

We have seen that the widely deployed authentication
method DAA in SIP is weak and vulnerable to attacks.
Moreover, we have confirmed and verified that the attack
analyzed earlier [10] can be performed on the SIP protocol in
real-time. We have examined this authentication method, and
proposed a solution to counter the serious registration attack.
By including more SIP header parameters in the authentication
digest this attack can be countered.

The original SIP designers focused on functionality and
compliance at the cost of security. A more thorough investiga-
tion of the SIP DAA in the design phase would have revealed
the vulnerability presented here, and the vulnerability could
have been prevented early on.

Our remedy presented here solves an serious problem with
the DAA. However, other weaknesses and shortcomings of
DAA are too serious to be part of a strong and secure authen-
tication scheme for SIP. Therefore, we intend to investigate
other authentication methods for SIP, including support for
Generic Security Service API (GSS-API]) [35].
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Abstract—Traffic control, accidents prevention, vehicles au-
tomation and useful services to the drivers have always been goals
of an intelligent traffic system. With this objective, the IEEE is
finalizing its new standard: the IEEE 802.11p, which defines the
vehicular ad-hoc networks physical and medium access control
layers characteristics. This paper presents simulations to evaluate
the performance of these networks operating according to the
new standard, at different scenarios, using the most recent
version of the well-known network simulator NS-2. The results
show that the transmissions quality impact is directly linked to
dynamic changes in the network topology.

Keywords—IEEE 802.11p; Vehicular Networks; NS-2.34.

I. INTRODUCTION

Big cities all over the world are suffering, or can suffer in the
near future, with the uncontrolled growth of their road systems,
making the search for solutions that lead to this improvement
becomes a challenge [1], [2], [3]. Linked to this, there is a
lack of traffic information to drivers, what prevents them to
make decisions that could avoid traffic jams. In this scenario,
the concept of intelligent transportation system (ITS) was
created, where essential data are exchanged by the vehicles,
such as: track and weather conditions, levels of traffic jams
and accidents emergency announcements. These and other
measures would be relevant to the planning of routes and
safety of drivers and pedestrians [3], [4], [5], [6].

From this situation came the necessity for the criation
of vehicular ad-hoc networks (VANETS), which are able to
supply the demand for inter-vehicle communications (IVC)
and road-to-vehicle communications (RVC). Such technology
is getting lots of attention by both the automotive industry and
world research centers [4], [7].

To VANETS’s standardization, the IEEE is finalizing a
new standard: the IEEE 802.11p, which defines the rules for
wireless access in vehicular environment (WAVE) [3], [8], [9],
[10]. The new model comes as an alternative to the currents
wi-fi standards, being developed to support the vehicular
networks features, where the main difficulty is keeping the
transmission rates due to the network topology dynamism and
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nodes high speed, besides low latency in security applications
(3], [6].

As this proposed standard is not finished, computer sim-
ulations to evaluate its performance are very important to
both researchers and industry, being the focus of this work.
With this target, experiments were performed using the net-
work simulator NS-2.34, applying the IEEE 802.11p support,
where it was observed two main performance parameters of
VANETS: packets delay and data throughput.

Some related works can be highlighted, such as [11], [12],
[13]; however, in all of this works, the simulations was
performed using old NS-2 versions and different VANETS
implementations, developed by each one of these authors. This
work uses the newer NS-2 version and its native VANETS
modules, developed by [14], being different from the latter by
the analyzed metrics: packets delay and data throughput.

The paper is organized as follows. First, Section II describes
the IEEE 802.11p physical and medium access control layers
characteristics. Continuing, Section III describes the IEEE
802.11p implementation in NS-2.34. Then, Section IV presents
experiments and results of vehicular networks simulations,
using NS-2.34, at different scenarios. Finally, Section V shows
the work final considerations and conclusions.

II. IEEE 802.11P STANDARD

Due to studies, none of the currents wireless standards
are completely adapted to VANETS [6]. So, the IEEE is
developing a new standard in order to follow vehicle networks
requirements with safety and quality, ensuring data transmis-
sion in unstable networks. The IEEE 802.11p, with its drafts,
defines the operation mode settings of VANETS’s physical and
medium access control (MAC) layers [3], [8], [9], [10].

The goal of this new proposal is to ensure robust and quality
communications when dealing with networks whose nodes
have high mobility and fast topology changes, beyond the
necessity of low latency and immunity to interference. The
IEEE 802.11p definitions are described in Subsections II-A
and II-B.
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TABLE I
IEEE 802.11P AND IEEE 802.11A MAIN PARAMETERS COMPARISON

Parameter IEEE 802.11p IEEE 802.11a
Rate (Mbps) 3,45,6,9 6,9, 12, 18
12, 18, 24 and 27 14, 36, 48 and 54
Modulation BPSK, QPSK BPSK, QPSK
16-QAM and 64-QAM | 16-QAM and 64-QAM
Codification 172, 1/3 172, 173
Rate and 3/4 and 3/4
Sub-carriers 52 52
Number
OFDM Symbol 8us 4pus
Duration
Guard Interval 1.6us 0.8us
FFT Period 6.4us 3.2us
Preamble Duration 32us 16us
Sub-carriers 0.15625 MHz 0.3125 MHz
Spacing

A. Physical Layer

The IEEE 802.11p physical layer implementation specifies
the use of dedicated short range communications (DSRC),
defined by the Federal Communications Commission (FCC)
[11].

The DSRC technology operates at a 75 MHz bandwidth,
positioned in the spectrum range of 5.9 GHz. These 75 MHz
are divided in seven 10 MHZ channels each, being the center
channel the control channel and the rest of the channels the
service channels [4], [11], [12], as illustrated in Fig. 1.

Control

Channel Service Channels

Service Channels

5.860 5.870 5.880 5.890 5.900 5.910 5.920 (GHz)

Figure 1. DSRC spectrum.

Different channels can not be used simultaneously, thus,
each station can make the constant change between the control
channel and the service channels. To ensure the requirement of
low delay, especially when safety data are sent, the changing
time can not be higher than 100 ms [4].

During transmissions, signals are sent using orthogonal
frequency division multiplexing (OFDM) technique, which
divides each channel in several sub-carriers spaced by 0.15625
MHz from each other [3].

To illustrate the differences, Table I compares the IEEE
802.11p and IEEE 802.11a physical layer main parameters.

B. MAC Layer

The MAC layer functions match to the IEEE 802.11e
standard, enhanced distributed channel access (EDCA), which
adds quality of service to IEEE 802.11 networks. Messages
are categorized into four different ACs (ACO, AC1, AC2 and
AC3), where ACO has the lowest priority and AC3 has the
highest priority [10].

When a particular message is selected, its contain pa-
rameters are sent to the transmitter. First the arbitrary inter
frame space (AIFS), previously set for each AC. As each
slot time is 16 us, the AIFS time is equal to AIFS x 16 us.
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TABLE II
CONTROL CHANNEL EDCA PARAMETERS.

[ AC ] CWmin |
0 CWmin

1 (CWmin+1)/2-1
2 (CWmin+1)/4-1
3 (CWmin+1)/4-1

CWmax | AIFS |
CWmax 9
CWmin 6
(CWmin+1)/2-1 3
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