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The Twelfth International Conference on Digital Telecommunications (ICDT 2017), held between April 23-27, 2017 in Venice, Italy, continued a series of special events focusing on telecommunications aspects in multimedia environments. The scope of the conference was to focus on the lower layers of systems interaction and identify the technical challenges and the most recent achievements.

High quality software is not an accident; it is constructed via a systematic plan that demands familiarity with analytical techniques, architectural design methodologies, implementation polices, and testing techniques. Software architecture plays an important role in the development of today’s complex software systems. Furthermore, our ability to model and reason about the architectural properties of a system built from existing components is of great concern to modern system developers.

Performance, scalability and suitability to specific domains raise the challenging efforts for gathering special requirements, capture temporal constraints, and implement service-oriented requirements. The complexity of the systems requires an early stage adoption of advanced paradigms for adaptive and self-adaptive features.

Online monitoring applications, in which continuous queries operate in near real-time over rapid and unbounded "streams" of data such as telephone call records, sensor readings, web usage logs, network packet traces, are fundamentally different from traditional data management. The difference is induced by the fact that in applications such as network monitoring, telecommunications data management, manufacturing, sensor networks, and others, data takes the form of continuous data streams rather than finite stored data sets. As a result, clients require long-running continuous queries as opposed to one-time queries. These requirements lead to reconsider data management and processing of complex and numerous continuous queries over data streams, as current database systems and data processing methods are not suitable.

The conference had the following tracks:

- Digital communications
- SMARTSYS: Issues in Smart Systems: Grids, Homes, Vehicles, Cities and the Internet of Things

We take here the opportunity to warmly thank all the members of the ICDT 2017 technical program committee, as well as all the reviewers. The creation of such a high quality conference program would not have been possible without their involvement. We also kindly thank all the authors that dedicated much of their time and effort to contribute to ICDT 2017. We truly believe that, thanks to all these efforts, the final conference program consisted of top quality contributions.
We also gratefully thank the members of the ICDT 2017 organizing committee for their help in handling the logistics and for their work that made this professional meeting a success.

We hope that ICDT 2017 was a successful international forum for the exchange of ideas and results between academia and industry and to promote further progress in the area of digital communications. We also hope that Venice, Italy provided a pleasant environment during the conference and everyone saved some time to enjoy the unique charm of the city.
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Abstract—Operators are building architectures and systems for delivering voice, audio, and data services at the required speed for now and in the future. For fixed access networks, this means in many countries a shift from copper based to fibre based access networks. This paper proposes a method to optimise the migration path, heterogeneously per central office area, using geometric models as input. The method results in a detailed migration path that meets a required bandwidth coverage. For this, two models are presented. The first minimises the total costs meeting a bandwidth requirement per period, the second minimises the deviation from this bandwidth requirement meeting a budget constraint per period. While the data used for the migration path optimisation is in practice hard to gather, the use of geometric modelling is proposed. This modelling approach can estimate the total CapEx of a migration step using only two simple parameters per Central Office area.

Index Terms—Access networks; Migration Optimisation; Geometric Models

I. INTRODUCTION

Broadband internet is becoming a common utility service. Using connected electronic devices in and outside our homes, we use more and more data and demand connectivity 24/7. The used services are asking more bandwidth due to the integration of video into numerous services. Most of the home connections, access networks and systems, of telecom operators are not prepared to offer this, where incumbent operators mostly use copper telecommunication networks offering ADSL (Asymmetric Digital Subscriber Line) or VDSL (Very High Bitrate Digital Subscriber Line) techniques as service. Digital subscriber line (DSL) is a family of technologies, used to transmit digital data over copper lines. The operators have to make the costly step to Fibre to the Cabinet (FttCab), Fibre to the Curb (FttCurb) or, even more costly, the full step to Fibre to the Home (FttH), Fibre near the home (FntH) or Fibre to the Air (FttA). An example of FntH and FttA is a wireless home connection or a Hybrid fibre-wireless (FiWi) access network, where fibre is brought to a location near the homes, e.g., street lights [1], and the remaining distance is covered by WiFi or WiMax [2] [3]. However, the roll out of all these fibre connections will be taking in many countries too long to compete with the cable TV operators, active in those countries, who can offer the required bandwidth using DOCSIS, Data Over Cable Service Interface Specification. on their Hybrid Fibre Coaxial (HFC) networks at this moment. This urges the operators to take intermediate steps, such as FttCurb, and to think about the optimal migration strategy.

The incumbent telecom operators can choose between various topology types to offer. In this paper, the term 'topology' is used for the way the physical fibres and equipment are designed. It comprises the question where to deploy fibres, where to deploy copper, where is the active or passive equipment placed. Each topology can run multiple technologies. For example, in the ‘Full Copper’ topology the operator offers the services from the Central Office. The operator still can choose to offer ADSL or VDSL (containing here all VDSL based technologies such as VDSL, VDSL2, Vectored VDSL2, Vplus etcetera) technology for this service. In this paper, four topology types are distinguished (see Fig. 1):

1) Full Copper: services are offered from the Central Office (CO) over a copper (twisted pair) cable, using DSL techniques.
2) Fibre to the Cabinet (FttCab): the fibre connection is extended to the cabinet. From the cabinet the services are offered over the copper cable, using DSL or G.Fast techniques.
3) Hybrid Fibre to the Home (Hybrid FttH): services are offered from a Hybrid FttH Node, which is connected by fibre, close to the customer premises, in the street or in the building. Here again VDSL and G.Fast techniques can be offered.
4) Full Fibre to the Home (Full FttH): the fibre connection is brought up to the customer premises.

If the operator starts with a Full Copper topology in a certain area, he has to decide on the next step: bringing the fibre connection all the way to the customers or use an intermediate step, where he brings the fibre closer to the customer, e.g., FttCab. Note that the operator can have a heterogeneous network, where in different areas a different topology is deployed and a different starting position for migration is found. To make in a certain area the decision mentioned before, the operator has to look at the pros and cons of all the options. For example, the deployment of FttCab can be much faster than Full FttH, as it requires less digging, the last part of the connection from the street to the access...
node in the house does not have to be installed, and it meets
the growing bandwidth demand for now and the near future.
If, in future, this demand exceeds the supplied bandwidth, the
remaining part to the residence can be connected with Full
Fibre or using Hybrid Fibre as extra intermediate step. If the
demand does not exceed the supplied bandwidth, for example
it reaches some level of saturation, no further migration is
needed, saving a lot of investments. However, when Full FttH
is the expected final solution, using intermediate steps would
incur investment and installation costs that might be lost and
not reused.

This decision can be made on strategic level, for a bigger
region or a whole country, or more tactical/operational within
a region. In this paper, the option that the operator can decide
per Central Office area which topology or technology to offer
is regarded. This means that the operator has the option of offering broadband
as a service, instead of offering for example FttH as a service.
If an operator decides on the topology or technique, per Central
Office area and per period (e.g., year), he can develop a
detailed migration path that meets, for example, a bandwidth
coverage in a larger area. This option is called a heterogeneous
optimal migration path in contrast to a homogeneous optimal
migration path, where one migration path is used for all
Central Office areas within the bigger region. This is the
first part where the novelty of this paper is in. Up to now,
other papers only considered uniform migration paths or single
migration paths.

The second part where this paper is novel, is the data used
for the migration path optimisation. To estimate the costs
of a topology and the migration from one topology to another
topology, for each migration an optimal planning should be
made. We propose to solve this by using the geometric
modelling, as presented in [4] [5].

Concluding, in this paper, we present a methodology that
can be used by operators to design their heterogeneous topology
migration path from Full Copper to Full FttH, meeting
their business requirements. First we start with a literature
survey on related models. In Section III, a model is presented
to optimise the heterogeneous migration paths. In Section IV,
a method is presented to gather to input for the migration path
optimisation using Geometric models. In Section V, the
optimisation method is demonstrated by a case study. Finally,
in Section VI, some conclusions are presented.

II. LITERATURE

Migration within telecommunication network is a topic in
many Techno-Economical studies. In these studies the economic
sanity of some choices are investigated. The European
in various upgrade or deployment scenarios for both fixed
and wireless telecommunication networks, published in [8]
and [9]. A major question in these studies is when to make
the decision to roll out a FttC/VDSL network or a Full FttH
network. Based on demand forecasts, it was shown that it is
profitable to start in dense urban areas, wait for five years
and then decide to expand it to the urban areas. With the use
of real option valuation the effect of waiting is rewarded to
identify the optimal decision over time. In [10] [11] the OASE
approaches are presented for more in depth analysis of the FttH
total cost of ownership (TCO) and for comparing different
possible business models both qualitatively and quantitatively.
The work of Casier [12] presents the techno-economic aspects
of a fibre to the home network deployment. First he looks at
all aspects of a semi-urban roll-out in terms of dimensioning
and cost estimation models. Next, the effects of competition
are introduced into the analysis. The work in [13] presents a
multi-criteria model aimed at studying the evolution scenarios
to deploy new supporting technologies in the access network to
deliver broadband services to individuals and small enterprises.
This model is based on a state transition diagram, whose nodes characterise a subscriber line in terms of service offerings
and supporting technologies. This model was extended for
studying the evolution towards broadband services and create
the optimal path for broadband network migration. A similar
kind of model is presented in [14] [15], where also an optimal strategy is proposed using a dynamic migration model.
They study the best migration path including CAPEX, OPEX
and revenues. Several fixed access technologies are taken as
multiple intermediate steps. A more recent study [16] proposes
several migration strategies for active optical networking from
the data plane, topology, and control plane perspectives, and
investigates their impact on the total cost of ownership but
does not optimise.

Finally, our own previous work was about the benefits of
a migration path as alternative for the direct step from Full
Copper to FttH [17] and a Techno-Economic model [18]
that can calculate the effect of offering different topologies and
technologies in access networks (in migration) on market
share, revenues, costs and earnings.

As said earlier, all these approaches (if optimising) only
consider uniform or single migration paths and do not include
the possibility of using geometric models as input.

III. MIGRATION MODEL

A migration path is defined here as a path from
one topology/technique combination to a destination topol-
ogy/technique, possibly using other topology/technique combination as intermediate steps. Analogue to [14] we use a figure to clarify the idea, see Fig. 2. Each node here is a topology/technique combination. One can choose a path from node 1, typically Full Copper/ADSL, to node S, typically FttH. So examples for the paths are: Full Copper/ADSL to FttH, Full Copper/ADSL to FttCab/VDSL to FttH, Full Copper/ADSL to FttCurb/G.Fast, etcetera. The focus in this paper is on an area that consists of multiple Central Offices, which is the location of the switching equipment, to which subscriber home and business lines are connected on a local loop, for example a city or a district. The goal of the operator is to offer in this district a certain bandwidth coverage (per year), given a budget (per year) and possibly other constraints. A bandwidth coverage can be a single value, e.g., 'I want to offer 100 Mb/s in 2017', or a distribution over various bandwidth values in a number of years. An example of this distribution over years is presented in Table I. In the table is stated that in 2018 (at least) 60% of the houses need to have (at least) 100 Mb/s, at least 40% need (at least) 200 Mb/s and (at least) 10% need (at least) 300 Mb/s. The percentages do not add up to 100% while they are exceedance probabilities. If all houses have a connection that offers 500 Mb/s the bandwidth coverage demand is met, obviously.

<table>
<thead>
<tr>
<th>Year</th>
<th>100 Mb/s</th>
<th>200 Mb/s</th>
<th>300 Mb/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>2018</td>
<td>60%</td>
<td>40%</td>
<td>10%</td>
</tr>
<tr>
<td>2021</td>
<td>80%</td>
<td>60%</td>
<td>20%</td>
</tr>
<tr>
<td>2024</td>
<td>90%</td>
<td>80%</td>
<td>40%</td>
</tr>
</tbody>
</table>

Now, the problem can be defined as a mathematical Mixed Integer Programming Problem. The notation that is used is presented in Table II. First the objective function is defined as:

\[
\min \sum_{i} \sum_{j} \sum_{l} \sum_{t} c_{ijlt} x_{ijlt}. \tag{1}
\]

This objective minimises the total costs for the migration and needs to be met under the following constraints:

\[
\sum_{i} \sum_{j} x_{ijlt} \leq 1, \quad \forall l, t \tag{2}
\]
\[
\sum_{i} y_{ilt} = 1, \quad \forall l, t \tag{3}
\]
\[
x_{ijlt} \geq \frac{1}{2} (y_{ilt} - y_{ilt-1}) - \frac{1}{2} (y_{ilt} - y_{ilt-1}) - \frac{1}{2} y_{ijlt} - y_{ijlt-1}, \quad \forall i, j, l, t \tag{4}
\]
\[
\sum_{l} \sum_{d} R_{ilt} y_{ilt} \geq G_{td}, \quad \forall l, t \tag{5}
\]

This model will be called the base model. In (1) the total investment cost (CapEx) is minimised. In (2) it is made certain that there is not more than 1 migration step per year per location. Equation (3) makes sure that each location has each topology active on time. Equation (4) creates the migration steps. The right term can only be greater than zero if (and only if) \((y_{ilt} - y_{ilt-1}) = 1\) and \((y_{ilt} - y_{ilt-1}) = -1\), which indicates that there is a transition from technology \(i\) to technology \(j\). In (5) the demanded bandwidth coverage is required.

An alternative objective function is realised when adding the operational cost, or OpEx. This alters the objective function in:

\[
\min \sum_{i} \sum_{j} \sum_{l} \sum_{t} c_{ijlt} x_{ijlt} + \sum_{i} \sum_{t} \sum_{l} o_{ilt} y_{ilt} \tag{6}
\]

An alternative model is the model in which there exists a budget constraint per time period. In this formulation the budget constraints are hard, where the gap between the realised and demanded bandwidth per year is minimised:

\[
\min \sum_{l} \sum_{d} \left( G_{td} - \frac{\sum_{t} \sum_{l} R_{ilt} y_{ilt}}{\sum_{i} R_{ilt}} \right), \tag{7}
\]

\[\]
under the following constraints:

\[
\sum_i \sum_j x_{ijlt} \leq 1, \ \forall t, l \quad (8)
\]

\[
\sum_i y_{ilt} = 1, \ \forall l, t \quad (9)
\]

\[
x_{ijlt} \geq 1
\]

\[
2(y_{jlt} - y_{jlt-1}) \leq 1, \ \forall j, l, t
\]

\[
\sum_i \sum_j \sum_l c_{ijlt} x_{ijlt} \leq B_t, \ \forall t
\]

(11)

where (11) is added as budget constraint.

IV. INPUT FROM GEOMETRIC MODEL

In the previous section two parameters are used, that are not that easy to get, namely \( c_{ijlt} \), the cost for migration from \( i \) to \( j \) on location \( l \), and \( R_{ildt} \), the number of premises reached by \( i \) within \( d \) meter on location \( l \). To get the value of these parameters, for each migration an optimal planning should be made. We introduce an alternative for this problem by using the outcomes of geometric modelling, as presented in [4] [5]. This means that we start by a simple set of parameters per (currently) active node: the total cable length \( (D) \) and the capacity of this node \( (n) \), which equals the number of premises connected. As is shown in [5] from these parameters the geometric density of the premises can be derived. With this geometric density we can estimate the number of new active locations that a next technology needs in this area to achieve a certain distance coverage and, consequently, the bandwidth coverage. From this number of active elements the costs of the migration can be estimated. Next, using the same density also the cable and digging distances to connect those new active elements can be estimated.

To illustrate this approach, think of an area, currently equipped with VDSL2, that contains \( n_1 = 1,000 \) houses. The given total cable length equals \( D_1 = 875,000 \) meter. Now, the parameter \( d \), which indicates the house density of the area, expressed in the (average) width of the premises, can be derived by solving (using \( s_1 = \sqrt{n_1} \)):

\[
d = \frac{D_1}{2 \cdot s_1 \cdot \left[ \frac{1}{2} s_1 \right] \cdot \left[ \frac{1}{2} s_1 \right]}.
\]

(12)

Resulting in \( d_D = 57.7 \) for the given example. Let us assume that in the next topology, let us assume V-plus, we want to reach 85% within 400 meters. From [4] we know the probability distribution of the individual distances of the houses to the active node: it can be estimated by a Normal distribution \( F_{\mu,\sigma}(x) \) with \( \mu_2 = \frac{D_2}{n_2} \) and \( \sigma_2 = \frac{M_2-d}{2} \) where \( M_2 \) represents the maximum cable distance in the second topology using [5]:

\[
M = 2 \cdot \left[ \frac{1}{2} s_2 - 1 \right] \cdot d + 0.5d,
\]

(13)

\[
s_2 = \sqrt{\mu_2},
\]

(14)

and the total cable length in the second topology

\[
D_2 = 2 \cdot d \cdot s_2 \cdot \left[ \frac{1}{2} s_2 \right] \cdot \left[ \frac{1}{2} s_2 \right].
\]

(15)

Now, the question is to choose \( n_2 \) such that \( F_{\mu_2,\sigma_2}(300) = 0.90 \). This can be solved numerically and leads to the following values \( n_2 = 100, M_2 = 490, D_2 = 28800, \mu_2 = 290, \sigma_2 = 100 \). This means that to meet this requirement of 85% within 400 meter, 10 new nodes should be installed. It takes 28800 meter of digging and (fibre) cable to connect these nodes.

V. CASE STUDY

In this section a case study is presented introducing a small city with 40 cabinets and 18,500 houses. The current employment is ADSL. The operator has a bandwidth coverage goal, expressed in percentage of the houses that is within a certain distance from the active equipment. The coverage goal is shown in Table III. For example, the goal is to have 70% of the houses within 400 meter in 2021.

<table>
<thead>
<tr>
<th>Year</th>
<th>600m</th>
<th>400m</th>
<th>200m</th>
</tr>
</thead>
<tbody>
<tr>
<td>2018</td>
<td>70%</td>
<td>40%</td>
<td>20%</td>
</tr>
<tr>
<td>2021</td>
<td>85%</td>
<td>70%</td>
<td>30%</td>
</tr>
<tr>
<td>2024</td>
<td>85%</td>
<td>85%</td>
<td>40%</td>
</tr>
</tbody>
</table>

TABLE III. COVERAGE GOAL.

<table>
<thead>
<tr>
<th>Year</th>
<th>ADSL</th>
<th>VDSL</th>
<th>V-plus</th>
</tr>
</thead>
<tbody>
<tr>
<td>2018</td>
<td>25</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td>2021</td>
<td>17</td>
<td>7</td>
<td>16</td>
</tr>
<tr>
<td>2024</td>
<td>5</td>
<td>7</td>
<td>28</td>
</tr>
</tbody>
</table>

TABLE IV. PER-PERIOD OPTIMISATION - BASE MODEL.

<table>
<thead>
<tr>
<th>Year</th>
<th>ADSL</th>
<th>VDSL</th>
<th>V-plus</th>
</tr>
</thead>
<tbody>
<tr>
<td>2018</td>
<td>25</td>
<td>0</td>
<td>15</td>
</tr>
<tr>
<td>2021</td>
<td>18</td>
<td>1</td>
<td>21</td>
</tr>
<tr>
<td>2024</td>
<td>8</td>
<td>6</td>
<td>26</td>
</tr>
</tbody>
</table>

TABLE V. OVERALL OPTIMISATION - BASE MODEL.

Two cases are distinguished. In the first case the operator tries to meet the distance requirement for each year independently and optimally. This means that the operator optimises the design of each area without knowledge of future networks, topologies and technologies. In the second case the operator tries to meet the requirements for the total time horizon, using the methodology of Section III. For each cabinet, for each 3-year period, the operator can chose between doing nothing, implementing VDSL and implementing V-plus, each with its own costs and bandwidth consequences. Now, the operator tries to make the decisions such that the total migration costs are minimal, meeting the distance coverage requirements for each period as modelled in the base model of Section III. The used costs for digging and equipment are based on the (Sub-Urban) numbers of [19].

The result of the optimisation (only using Excel and OpenSolver [20]) of the two cases is depicted in Table IV for the per-period optimisation and Table V for the overall
optimisation. In the per-period optimisation in the first year (2018) more VDSL is chosen, as this is a cheaper solution to meet the 2018 requirements. In the overall optimisation the more expensive choice for V-plus is made, as this is more ready for the future. In the other two stages more or less the same choices are made. This leads to the total overview of costs as depicted in Fig. 3, where the total costs of the overall optimisation are lower, but the costs in the first year are higher. All costs are expressed in Net Present Value, with an average cost of capital of 6%, making the values in the various years comparable.

The result of the optimisation of the two cases is depicted in Table VI for the per-period optimisation and Table VII for the overall optimisation. What can be seen in this example is that the alternative model over-compensates the under performance in the first two periods by over performance in the last period. This can be prevented by an other choice of objective in this model (Eq. 7), such as

$$\min \sum_t \sum_d \max \left(0, G_{td} - \sum_i \sum_l R_{ild} \cdot y_{ilt} \sum_l R_{lt} \right)$$  \hspace{1cm} (16)$$

or

$$\min \sum_t \sum_d \left(G_{td} - \sum_i \sum_l R_{ild} \cdot y_{ilt} \sum_l R_{lt} \right)^2.$$  \hspace{1cm} (17)$$

Equation 16 is the best in preventing this phenomenon, while compensating is not possible: the negative terms are set to zero. Equation 17 tries to get results close to zero, preventing big deviations. Both alternatives will result in a model that is harder to solve than before by introducing a non-linear objective.

### VI. Conclusion

In this paper, we presented a methodology that can be used by operators to design their heterogeneous topology migration path from Full Copper to (Full) FttH, meeting their business requirements. Heterogeneous means that the operator decides per Central Office area the topology or technique per period (e.g., year), resulting in a detailed migration path that meets a required bandwidth coverage in the larger area. For this, two models were presented. The first minimised the total investment (CapEx) and operational costs (OpEx), such that the bandwidth requirement per period was met. The second minimised the deviation from this bandwidth requirement meeting a budget constraint per period.

The data used for the migration path optimisation is in practice hard to gather. For this, the use of geometric modelling was proposed, with which the total CapEx of a migration step can be estimated using only two parameters per Central Office area, the total existing cable length and the capacity of this node.

Finally, the two models were demonstrated in two case studies that showed the gain that can be realised by the migration path optimisation.

---

**Table VI. Per period optimisation - alternative model.**

<table>
<thead>
<tr>
<th>Year</th>
<th>ADSL</th>
<th>VDSL</th>
<th>V-plus</th>
</tr>
</thead>
<tbody>
<tr>
<td>2018</td>
<td>30</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>2021</td>
<td>13</td>
<td>2</td>
<td>15</td>
</tr>
<tr>
<td>2024</td>
<td>12</td>
<td>3</td>
<td>25</td>
</tr>
</tbody>
</table>

**Table VII. Overall optimisation - alternative model.**

<table>
<thead>
<tr>
<th>Year</th>
<th>ADSL</th>
<th>VDSL</th>
<th>V-plus</th>
</tr>
</thead>
<tbody>
<tr>
<td>2018</td>
<td>31</td>
<td>0</td>
<td>9</td>
</tr>
<tr>
<td>2021</td>
<td>24</td>
<td>0</td>
<td>16</td>
</tr>
<tr>
<td>2024</td>
<td>10</td>
<td>4</td>
<td>26</td>
</tr>
</tbody>
</table>
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Abstract—Embedded control systems are becoming more and more popular, especially in relatively inexpensive consumer products, like home appliances and building automation controllers. As a consequence, there is an ever increasing desire to reduce firmware development time and cost, without hampering reliability and performance. In this paper, a low-overhead firmware development framework is proposed, which allows programmers to develop and deploy typical real-time control software faster than using plain C-language programming. At the same time, experimental results confirm the framework’s efficiency and applicability even to low-end microcontrollers.
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I. INTRODUCTION AND RELATED WORK

The ever-increasing popularity of inexpensive control systems—mainly driven by consumer products, which nowadays invariably include at least one embedded processor—brings new challenges to firmware development. This market segment is characterized by fierce competition that forces vendors to reduce costs and shrink time to market, a fact that strongly encourages the introduction of more abstraction in the development process.

This often entails the adoption of new programming techniques. For instance, [1] discusses a framework that works according to an event-driven paradigm and UML statecharts. Similarly, programming environments for Programmable Logic Controllers (PLCs) [2], either proprietary [3] or open-source [4], are indeed quite powerful. Nevertheless, they force programmers to learn dedicated languages they are unlikely familiar with, for instance, the ones defined in [5]. Moreover, the cost of a PLC is typically much higher than the cost of a microcontroller-based board of equivalent processing power. In the case of [6], the framework indeed adopts a simplified dialect of the C++ language. However, the programming model consists of a single main-loop that contains the code to be executed, and must be suitably extended to support real-time multitasking [7].

Staying with the easiest and probably most widespread embedded systems programming language—that is, the C language [8]—brings the additional advantage of making readily available a variety of sophisticated open-source firmware components, ranging from real-time operating systems (RTOS) [9] to filesystems [10] and TCP/IP protocol stacks [11]. Previous proposals, like the one described in [12], succeeded to leverage these components and speed up firmware development, but they still lack much needed abstraction. In the paper, a firmware development framework is proposed, whose goal is to shield application-level firmware developers from most low-level architectural details and abstract from Input–Output (I/O) mechanisms through a flexible configuration system. At the same time, programmers may still use the C language, thus reaching a convenient trade-off between the two goals discussed previously.

Real-time execution models have been the subject of considerable debate since a long time [13]. Even though other, more sophisticated models have been proposed [14], the framework proposed in this paper sticks with a traditional cyclic executive [15] for the real-time control part to boost performance and reduce overheads. In order to overcome the inflexibility of the method when considered alone [13] [14], it has been blended with a more general task-based system, coordinated by the underlying FreeRTOS RTOS. The paper is organized as follows. Section II describes how the framework has been designed and discusses its architecture. Next, Section III provides more information about its implementation, focusing on two critical aspects. Section IV presents the experimental evaluation, as well as the related measurement method, and Section V concludes the paper.

II. FRAMEWORK DESIGN AND ARCHITECTURE

A. Main Features and Design Guidelines

In recent years, a generalized trend in the design and implementation of embedded control systems has been to shift from a concentrated to a distributed I/O paradigm. Accordingly, as shown in Figure 1, the framework supports local I/O devices, reachable by the processor by means of an on-chip or off-chip
bus local to the controller card, as well as remote I/O cards and devices, which are connected to the processor by means of a real-time communication network.

Furthermore, the framework enables firmware programmers to focus on the application-level part of design and development, such as the control algorithm. More specifically, it allows firmware programmers to operate on abstract process image (PI) variables, which represent the state of system inputs and outputs, regardless of how and where they are physically implemented. Last, but not least, even though some features of the framework resemble the ones provided by PLCs [2], in our case programmers shall be able to develop embedded control code using the C language [8] directly. Therefore, the above-mentioned PI variables are made available to programmers as any other, ordinary C-language variable is.

An additional feature of the framework, shown in the bottom-right part of Figure 1, is to provide access to the Internet through a bridge card. This feature is extremely important to implement key functionality, such as data logging, supervision, and firmware upgrades. However, it will not be further discussed in this paper for conciseness.

B. Framework Architecture

As it can be seen in Figure 2, the framework coordinates two groups of tasks that together form the complete control system and its user interface (UI). The first group of task consists of a control task, as well as a timer task. These two tasks implement the real-time control cycle, to be described in more details in Secton II-C. The only user-written code in this group is an embedded control function, which executes the control algorithm cyclically when invoked by the framework. A memory area, denoted as [A] in the figure, holds the aforementioned PI variables and is accessible to control task components only. The second group of tasks is outside the scope of the framework. All tasks in this group are completely user-written—except for what concerns their interface to the first group—and they cooperate to realize the system UI. Communication and data sharing between the two groups take place by means of two shared memory areas, denoted as [B] and [C] in Figure 2, one for each transfer direction (to or from the UI tasks, respectively).

The same figure also depicts the main data flows internal to the control system and managed by the framework, identified by means of circled numbers. More specifically:

- The communication module and the control function, both within the control task, have read-write access to memory [A] through data flows 1 and 2, respectively. The role of the control function has already been mentioned before. On the other hand, the communication module is responsible of updating PI variables cyclically. In order to transparently support multiple physical implementations of those variables, all I/O functions are mediated by appropriate I/O libraries. For instance, the current implementation supports Modbus CAN [16] I/O cards, as well as local I/O devices by means of device drivers.

- Data flows 3 through 6 implement communication with the UI tasks. Unlike memory [A], memories [B] and [C] are protected against concurrent access by means of mutual exclusion locks with definite timeouts on the real-time side. The decision of having two memory areas, each supporting a unidirectional data flow, is useful to reduce lock contention and improve granularity. At the same time, keeping memory [A] totally separate from [B] and [C] also works as a safeguard against unintentional or unauthorized access to PI variables by non real-time tasks. Data sharing among these areas is implemented in a controlled way by the framework, through the control task itself, by periodically mirroring a pre-configured subset of PI variables to/from [B] and [C].

- As it will be better discussed in Section II-C, the control task implements a traditional control cycle. On the other hand, UI tasks are event driven and, sporadically, may need to convey expedited information to the control task itself. This is done by generating and sending sporadic events to it, according to flow 7 of Figure 2. As a consequence, the control task has to react to two event sources: one cyclic, and one sporadic. Cyclic events are generated by the timer task and correspond to flow 8 in the figure. These two event sources are prioritized and combined into flow 9 by a dedicated event system, which also takes into account some peculiarities and shortcomings of the underlying RTOS. More details about event system implementation are given in Section III-B.

C. Control Cycle

Figure 3 contains a more detailed view of the control cycle implemented by the framework, along with sporadic events handling. Individual control cycles are triggered by
cyclic events generated by the timer task and consist of three phases. The computation phase (C phase) is implemented by the user-written control function. It operates on input PI variables collected in the previous cycle and computes output PI variables. It is followed by an output phase (O) that commits output PI variables and by an input phase (I), which collects input PI variables for the next cycle.

The same control function also handles sporadic events sent by UI tasks. Since the control task is single-threaded, two different kinds of interference are possible.

1) Any sporadic event generated while cyclic activities are in progress is postponed until the control task has completed them, as depicted in the left part of Figure 3.

2) Sporadic event handling (S) runs to completion after it starts. Therefore, as shown in the right part of the figure, if a cyclic event arrives while sporadic event handling is in progress, the start of the next cycle is delayed.

No provisions are made to bound the first kind of interference, since UI tasks are not considered hard real-time. On the other hand, the worst case for the second kind of interference is upper-bounded by the event system prioritization mechanism, which always delivers cyclic rather than sporadic events when both are available. As depicted in the right part of Figure 3, denoting with $S_i$ the worst-case handling time for sporadic event $i$, the maximum interference is bounded by $\max_i(S_i)$, regardless of the number of pending sporadic events.

As an additional safeguard against dedicating excessive (high-priority) control task execution time to sporadic events, the event system implementation also prevents UI tasks from making more than a configurable number $k$ of sporadic events pending. The implementation is based on a simple back pressure mechanism within the sporadic event generation primitive, better detailed in Section III-B.

D. Configuration Workflow

The last part of user-written code to be discussed in this paper and shown in the bottom-left corner of Figure 2, is the I/O and shared memory configuration files. The I/O configuration file contains a set of C macro invocations that define which local and remote I/O devices are configured in the system, as well as their relationship with PI variables. Quite intuitively, the shared memory configuration file plays a similar role concerning the structure of shared memories [B] and [C] and their relationship with PI variables, through the mirroring mechanism discussed in Section II-B.

As an example, Figure 4 shows how a simple local I/O device is configured. The device is called instance_name and belongs to device class sample_class. Class-related information is retrieved from a device database, not discussed here for conciseness. In this particular case, it is known from the database that devices belonging to sample_class implement a physical input input_0 and a physical output output_0.

The I/O configuration file establishes that input_0 is connected to a push button whose state will be accessible by means of PI variable char push_button, without any conversion. In fact, the configuration states to use the no_converter conversion function, with NULL parameter. The configuration contains similar information about the physical output, which is connected to a LED accessible through PI variable char led.

Using this approach, the control function works directly on push_button and led, using ordinary C-language statements, and the framework reflects their values to/from the corresponding physical I/O points in a completely transparent way. Thus, redesigning the system by moving an I/O point from a local device to a remote I/O board, for instance, becomes a matter of updating the I/O configuration file and does not require any changes to the control code. On the other hand, the firmware must be rebuilt, because configuration files are currently parsed at compile time and the framework does not support dynamic reconfiguration.

III. IMPLEMENTATION HIGHLIGHTS

This section complements Section II by highlighting two important implementation aspects and providing more details about them.

A. Input-Output Abstraction

One of the main framework design goals is the complete separation of the user-written control function from I/O-related details. Figure 5 outlines the multi-stage process that the framework implements to reach this goal. More specifically, the figure represents how the framework handles the push_button input PI variable, declared as shown in Figure 4. Output variables are handled in a similar way.

During the I phase of the control cycle (see Figure 3) the communication module scans the PI table, depicted at the bottom left of Figure 5. For each variable, the framework locates and invokes the appropriate device driver input method (which is responsible of retrieving the value of the variable from the device it resides on) and converter function (to convert the variable from its device-specific representation into a format suitable for the control function). This is done by following appropriate pointers rooted at the PI table.

As a result, in our example the current state of the push button is reflected into variable char push_button. The user-written control function can then use this variable during the C phase of the control cycle. No explicit synchronization mechanisms are needed because the I and C phases are executed sequentially within the control task.

```c
BOARD_INSTANCE_LOCAL(
    sample_class, instance_name, 0,
    LOCAL_INPUT_VARIABLE(input_0, 
        char, push_button, no_converter, NULL)
    LOCAL_OUTPUT_VARIABLE(output_0, 
        char, led, no_converter, NULL))
```

Figure 4. Sample local I/O device configuration.
also associates and optionally makes available to the user additional per-variable state information, which summarizes the outcome of the operations just mentioned.

It is important to remark that the framework defines all data structures shown in Figure 5 automatically, starting from configuration items like the one shown in Figure 4. With the exception of PI variables themselves (like push_button) and their state information, all these data structures are completely hidden from the user. Furthermore, by means of a careful data structure design and layout, it was possible to share information as much as possible and store most data in read-only Flash memory.

As an example, board descriptions and device driver data structures are known to be immutable and are shared among all boards belonging to the same class. This is convenient to minimize memory consumption and, even more, save read-write memory that is often scarce in low-cost embedded systems. Referring back to Figure 5, the only read-write structures—to be stored in RAM—are the dark-gray-colored ones.

### B. Event System

The event system consists of a FREERTOS message queue Q and a counting semaphore R. Figure 6 portrays a more detailed view of its implementation. For consistency, labels on event flows have been kept the same as in Figure 2. Instead, labels on semaphore primitives are enclosed in gray circles and summarize the primitive itself (P corresponds to take and V corresponds to give, when using FREERTOS’s nomenclature).

The main event system design goal is to support generation and buffering of up to \( N \) events, of which \( N - 1 \) are sporadic and one is cyclic. As remarked in Section II-C, in order to bound control cycle jitter due to interference with sporadic event handling, the cyclic event must be given higher priority than the others. This goal is accomplished by means of two distinct mechanisms:

1) Although FREERTOS does not implement fully prioritized message queues, it does provide a primitive to send a message to the front of a queue rather than the back. The event system makes use of this feature when sending a cyclic event to Q. Sporadic events are sent to the back, and hence, handled in a FIFO fashion.

2) By itself, prioritizing operations on Q is insufficient to grant cyclic events expedited handling, if Q is completely full when a cyclic event occurs. In this case any send operation—regardless of whether it is directed to the front or to the back—blocks the caller and FREERTOS does not offer any built-in mechanism to address this issue. Therefore, R is used as a rate control semaphore to bound the number of pending sporadic events to \( N - 1 \), and hence, reserve one element of Q for cyclic events at any time.

To implement rate control, R is used according to the following protocol:

- the initial value of R is \( N - 1 \);
- before sending a sporadic event to Q, the event system performs a \( P \) on R, blocking if necessary;
- after receiving a sporadic event from Q, the event system performs a \( V \) on R.

As a side effect, neglecting transients in between semaphore and queue operations, the current value of R, denoted as \( v(R) \) in Figure 6, is always \( 0 \leq v(R) < N \) and represents how many elements of Q are available to sporadic events.

### IV. EXPERIMENTAL EVALUATION

This part of the paper reports on the performance of the proposed framework and estimates its overhead. The experimental setup conforms to the architecture portrayed in Figure 1 and consists of a controller card, based upon the LPC2468 microcontroller [17], connected to a remote I/O card through a Modbus-CAN [16] bus. A local I/O device configured as shown in Figure 4 is also part of the setup. Footprint information has been derived from link-time information, while execution performance has been assessed by instrumenting the framework code with timestamping points.

The resolution of the standard FREERTOS time services is limited by the tick timer frequency, which is set to 1 kHz by default and cannot be increased significantly without incurring unacceptable overhead. For this reason, a separate 32-bit hardware counter was used for timestamping, as in [18]. It runs at the same clock speed as the CPU, that is, 72 MHz, thus reaching a resolution of about 14 ns.

Since counter registers are readily accessible to the CPU, timestamping is performed in less than 10 machine instructions, which include storing the timestamp into fast static RAM. The timestamping execution time \( S' \) was estimated by taking two timestamps consecutively and calculating their difference. Over 2000 samples, the average execution time was found to be \( \mu_S = 0.48 \mu s \) with negligible variance \( \sigma_S^2 < 2.13 \cdot 10^{-4} \).

This estimate might be marginally optimistic, since the compiler might be able to optimize timestamping operations.
better than in other cases, if they are very close to each other. Nevertheless, it confirms that timestamping is not invasive when considering time intervals of tens of microseconds at least. The maximum time interval that can be measured without wraparounds is around 59 s and static RAM capacity is sufficient to hold up to about 4000 timestamps.

A. Execution Performance and Overhead

Execution performance evaluation revolved around the following two aspects, both related to framework overhead.

1) The ability of the framework to execute the C phase of the control cycle with an accurate period and acceptable jitter.

2) The delay introduced by the main framework activities, as a function of the number of PI variables and the kind of board being used.

For what concerns the first aspect, best-case performance is attained when the C phase is triggered directly by the underlying RTOS timing mechanism, vTaskDelayUntil for FreeRTOS, without interposing any other software layer. Any difference between this term of reference and the actual framework-controlled C phase activation performance is due to the overhead of the framework itself—more specifically, its even system. Denoting by \( \phi_0, \phi_1, ... \) the sequence of nominal C phase activation times, equally spaced by the nominal cycle period \( P = \phi_i - \phi_{i-1} \) \( \forall i > 0 \), the jitter \( J_i \) affecting the \( i \)-th C phase can be determined by measuring the sequence of actual C phase activation times \( \phi_0', \phi_1', ... \) and calculating the actual cycle period \( P_i' \) of the \( i \)-th C phase as:

\[
P_i' = \phi_i' - \phi_{i-1}' \quad \forall i > 0.
\]

Then, \( J_i \) is given by the difference between the actual and nominal period of the \( i \)-th C phase, that is:

\[
J_i = P_i' - P \quad \forall i > 0,
\]

where positive values of \( J_i \) denote a late activation and negative values denote an early activation. The mean value of \( J_i \) over all \( i \) (denoted by \( \mu_J \)) is expected to be zero and any non-zero value indicates a systematic error of the actual periods versus the nominal ones. The variance of \( J_i \) (denoted by \( \sigma_J^2 \)) represents the jitter magnitude. Experimental results for best-case activation over 2000 samples are shown at the bottom of Figure 7. They manifest the absence of systematic timing errors \( (\mu_J = 0) \) and exhibit an activation jitter \( \max_i |J_i| < 1 \mu s \) with \( \sigma_J^2 = 0.23 \). The top part of the same figure also shows the activation jitter with the interposition of the framework event system depicted in Figure 6 between the cyclic event source and the control task. The experimental results confirm that the jitter increases to \( \max_i |J_i| < 3 \mu s \) with \( \sigma_J^2 = 1.65 \), but it is still negligible with respect to the minimum cycle period the framework and the underlying RTOS support, that is, 1 ms. At the same time, observing that it is still \( \mu_J = 0 \) rules out any systematic timing errors the framework might introduce.

Regarding the second aspect under evaluation, Figure 8 depicts the two most important sources of overhead within the framework. Both have been evaluated experimentally and affect the minimum attainable cycle time. Namely:

1) the delay introduced by the event system shown in Figure 6 when activating the control function;

2) the total time needed by the O and I phases depicted in Figure 3.

The second delay has been measured as a function of the number of configured PI variables, also taking into account the kind of board they reside on (local versus remote) and the possibility of aggregating multiple variable updates into a single bus transaction (for remote Modbus boards only). On the other hand, the first delay has been measured only once (and is shown near the bottom left corner of the figure) because it is independent from all those factors. In each plot, the symbol is placed on the mean delay calculated over 2000 samples and whiskers extend to the minimum and maximum measured delay. Only input PI variables have been considered in the experiments, because outputs cause analogous delays.

The results presented in Figure 8 show that the control function activation delay is below 200 \( \mu s \) and is negligible with respect to other delay sources, especially when remote boards are involved. As expected, I/O delays are approximately linear with respect to the number of PI variables. For remote boards, experimental data also confirm that Modbus transactions dominate the delay. On the other hand, I/O delays for local boards provide a reasonable estimate of framework overhead in this area. This is because, in the experimental setup local I/O transactions introduce a negligible amount of delay by themselves and all the rest can be attributed to the
I/O abstraction performed by the framework (see Figure 5). It should also be noted that aggregation brings a significant performance improvement because it trades extra Modbus transactions for a more complex local data processing, at a fraction of the cost. Last, but not least, data are in good agreement with respect to [16]. Any marginal performance improvement in the present case can easily be justified by considering that a faster Modbus slave has been used.

B. Memory Footprint

The same firmware considered in Section IV-A was also evaluated to determine another kind of overhead, that is, its memory footprint. The evaluation was performed statically (on the firmware object code), by means of the size toolchain command, leading to the results listed in Table I. The rows of the table correspond to different parts of the firmware, while columns divide footprint into three standard categories: text and read-only (RO) data, read-write (RW) initialized data, and read-write uninitialized data (BSS). These categories are important from the practical point of view because, depending on the target system, they may correspond to different kinds of memory. For instance, text and RO data can conveniently be stored in Flash memory (if available on the target) rather than RAM.

The memory footprint of framework components is given in the first three row of the table. More specifically, we considered:

- the real-time part of the framework itself, described in Sections II and III, which also allocates storage for PI variables, as well as their descriptors and states;
- additional framework utilities, consisting of functions to dump framework data structures in human-readable format and other debugging aids;
- the main program, which allocates the main configuration and board state data structures, besides implementing an exemplar control function.

The rows that follow pertain to other firmware components that are used by the framework, but would be required even without it, namely, the I/O libraries, operating system and C runtime library modules. The results shown in Table I confirm that the framework footprint is acceptable and does not significantly impact overall memory requirements with respect to other major components. Indeed, the total footprint of core components is only 17141 B + 652 B (Text and RO data + BSS), which is lower than the footprint of the Modbus I/O library alone, for instance.

For the sake of completeness, it is worth to remark that the RTOS BSS footprint includes the memory pool from which memory for task stacks and all other objects managed by the operating systems is drawn (32 KB). Similarly, the C runtime library BSS includes the library heap (64 KB), which satisfies all dynamic memory allocation requests made by the application code and the library itself, as well as the other stacks required by the processor, except task stacks (28 KB).

V. Conclusion

This paper presented the design of a firmware development framework whose aim is to speed up application development and deployment with respect to plain C-language programming. The framework has been implemented and its performance experimentally evaluated with satisfactory results, regarding both execution time overhead and memory footprint.

Foreseen future work includes testing the framework in the context of a real-world embedded application, as well as further extending its remote communication capabilities to Ethernet-based networks and protocols.
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Abstract - New waveforms for the 5th generation cellular system have been studied in many ways. The sharper out-of-band (OOB) spectrum characteristics are greatly desired for improving the spectrum efficiency. Generally, universal filtered multi-carrier (UFMC), filter bank multi-carrier (FBMC) and weighted overlap and add orthogonal frequency division multiplexing (WOLA-OFDM) waveforms are regarded as strong waveform candidates for the 5th generation mobile system. Similar to the conventional orthogonal frequency division multiplexing (OFDM) system, these modulation methods use multi-carrier. So, these systems have high peak to average power ratio (PAPR), which can cause nonlinear distortion and the out-of-band (OOB) power will increase because of the nonlinear high power amplifier (HPA). In this paper, we evaluate the spectrum characteristic and bit error rate (BER) performance of the waveforms under the effect of nonlinear HPA. Also, we show the comparison of the time-frequency resources of each system because it is very important to estimate the spectral efficiency and communication throughput. As simulation results, it is confirmed that the OOB power of each system increases, and the OOB power increase of the FBMC system is the largest. We provide the comparison table for the time-frequency resources requirement for the each multi-carrier system.
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I. INTRODUCTION

Recently, mobile traffic has increased dramatically because the number of various mobile devices and multimedia services has increased [1]. Also, the growth of mobile traffic has accelerated. It is difficult for the present mobile communication system to support the mobile traffic required in the future [2]. In order to solve the problem, studies for next generation 5G mobile communication are being actively carried out [3] [4].

Conventional orthogonal frequency division multiplexing (OFDM) based on multi-carrier has high-power out-of-band (OOB) [5]. This characteristic causes adjacent channel interference (ACI). OFDM uses a wide guard band in order to avoid ACI. It decreases spectral efficiency when a number of mobile devices simultaneously access a base station. Next generation mobile communication system requires high-level key performance indicators (KPIs). It is difficult for OFDM to satisfy the KPIs. Universal filtered multi-carrier (UFMC) and filter bank based multi-carrier (FBMC) are known as the waveform candidates for 5G mobile communication [6] [7]. When the f-OFDM, suggested by Huawei, appeared in the first place, the filtered-OFDM system adopted one-filter system for the sharper OOB spectrum characteristics. However, they changed into the multiple filter system, which became very similar to the UFMC system. These systems use filtering techniques based on the multi-carrier. These techniques have the characteristic of low OOB power spectrum in comparison with the conventional OFDM. Therefore, these systems have high spectrum efficiency. FBMC uses the filtering technique in each sub-carrier. UFMC uses a filtering technique in each sub-band [8] [9].

However, these systems based on the multi-carrier are vulnerable to non-linearity of high-power amplifier (HPA), like OFDM. OFDM has high peak-to-average power ratio (PAPR) because multi-carrier signals are overlapped. High PAPR causes nonlinear distortion in HPA because it saturates HPA. Similarly, UFMC and FBMC have high PAPR because these systems are based on multi-carrier [10] [11]. In UFMC and FBMC systems, if nonlinear distortion is caused by high PAPR, the OOB power of these systems is increased. That is, the advantage of these systems vanishes. Therefore, this drawback should be overcome in the candidate techniques for 5G mobile communication.

In this paper, in order to overcome the drawback, we focus on the spectrum characteristic analysis and the performance evaluation of FBMC and UFMC systems under the effect of nonlinear HPA. Firstly, we describe and explain OFDM, UFMC, FBMC, weighted overlap and add orthogonal frequency division multiplexing (WOLA-OFDM) system. Then, we design the systems in the linear environment and we analyze the spectrum characteristic of each system and evaluate the bit error rate (BER) performance of each system in this linear condition. Next, we consider the nonlinear condition. So, we analyze the spectrum characteristic and evaluate the bit error rate (BER) performance of each one of the modulation systems under the effect of nonlinear HPA.

Also, we show the comparison of the time-frequency resources of each system because it is very important to estimate the spectral efficiency and communication throughput. We provide the comparison table for the time-frequency resources requirement for the each one of modulation systems.

In Section 2, each candidate multi-carrier system is described and the Saleh model is included for the nonlinear modelling. Simulation parameters are set for the OOB power evaluation and time resource requirement in Section 3. Finally, we conclude this paper in Section 4.

II. SYSTEM MODEL

A. OFDM

In the transmitter of OFDM system, the data symbols are converted into a parallel stream from a series stream by the
serial to parallel (S/P) block. The changed symbols are mapped onto each subcarrier by the inverse fast Fourier transform (IFFT) operation. IFFT operation transforms the frequency-domain signal into time-domain signal. After the IFFT operation, the time-domain signals are converted into the stream by parallel to serial (P/S) block. Then, cyclic prefix (CP) is added in order to reduce the effect of inter-symbol interference (ISI). Next, the base-band signals are applied to the radio frequency (RF) chain. Finally, the RF signal is amplified by high-power amplifier (HPA). The receiver of OFDM system consists of the reverse structure in comparison with the OFDM transmitter. In the OFDM receiver, an equalizer is used to compensate the multi-path effect. Simple one-tap equalizer can be used because of the CP. This is an advantage for the OFDM system. However, each subcarrier of OFDM system has high side-lobe power. Therefore, OOB power spectrum increases, which makes the guard band wider between the information channels. As a result, channel capacity is decreased in the OFDM system [12]. These drawbacks should be overcome for 5G mobile communication.

B. UFMC

The UFMC system also uses orthogonal multi-carrier, like the OFDM system. UFMC filters each sub-band that consists of orthogonal multi-carrier in order to reduce the OOB power [6]. Each sub-band signal is converted into a series stream by the P/S. Secondly, in the UFMC receiver, the received signal is applied to the RF chain. The received signal is transformed into a baseband signal by the RF chain. The baseband signal is converted into digital signal by ADC. Then, time-domain pre-processing is done. After this process, the series data stream is converted into a parallel data stream by S/P. The time-domain parallel data stream is converted to frequency-domain stream by the 2N-FFT operation [6]. After the 2N-FFT operation, odd numbered data symbols are selected and equalized. The spectrum of the UFMC system has lower OOB power in comparison with the spectrum of the OFDM system. This is an advantage. However, because the UFMC system uses multi-carriers and multi-carriers are overlapped, the UFMC system has high PAPR. The high PAPR characteristic can distort the signal of the UFMC system [6].

C. FBMC

The FBMC system uses multi-carrier, too. The FBMC system filters each sub-carrier in order to reduce the OOB power spectrum [7]. In the transmitter of the FBMC system, data symbols are converted into a parallel stream from a series stream by the S/P. The parallel symbols are modulated to offset the quadrature amplitude modulation (OQAM) signal [7]. The modulated OQAM signal is converted into a signal filtered by each sub-carrier by using a synthesis filter bank which consists of IFFT and poly phase network (PPN) [7]. Finally, the amplified FBMC signal is transmitted by the antenna. The receiver of the FBMC system consists of a reversed structure in comparison with the FBMC transmitter. The FBMC system has lower OOB power in comparison with the UFMC system and the OFDM system. This is an advantage. However, the FBMC system has high system complexity. Additionally, because the FBMC system uses multi-carriers, it has high PAPR.

D. WOLA-OFDM

The WOLA-OFDM is an improved version of the OFDM system. Fig.1 shows the WOLA-OFDM system. The WOLA-OFDM system does not use the filter, but it uses the extension and windowing method on each OFDM symbol in order to reduce the OOB power spectrum.

In this paper, the research purposes are spectrum characteristic analysis and performance evaluation of OFDM, UFMC, FBMC and WOLA-OFDM systems under the effect of nonlinear HPA. Therefore, we have investigated each system including the nonlinear HPA system. The famous Saleh model is used for the nonlinear HPA. The characteristics of AM-AM and AM-PM in the Saleh model are as follows [13].

\[
G(A(t)) = \frac{\alpha_A A(t)}{1 + \beta_A A(t)^2} \tag{1}
\]

\[
\Phi(A(t)) = \frac{\alpha_\phi A(t)}{1 + \beta_\phi A(t)^2} \tag{2}
\]

Equation (1) shows the AM-AM characteristic of the Saleh model for the nonlinear HPA. \(A\) is the amplitude of input signal. \(\alpha_A\) and \(\beta_A\) are coefficients for adjusting amplitude of the output signal. Equation (2) shows the AM-PM characteristic of the Saleh model. \(\alpha_\phi\) and \(\beta_\phi\) are coefficients for adjusting phase of the output signal.

### III. SIMULATION RESULTS AND ANALYSIS

Table 1 shows the parameters setting for getting the communication performance of each multi-carrier system.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modulation</td>
<td>QPSK</td>
</tr>
<tr>
<td># of total subcarrier</td>
<td>64</td>
</tr>
<tr>
<td># of used subcarrier</td>
<td>32</td>
</tr>
<tr>
<td># of null subcarrier</td>
<td>32</td>
</tr>
<tr>
<td>Filter for FBMC</td>
<td>PHYdias prototype: H0 = 1, H1 = 0.97196, H2 = 0.7071, H3 = 0.235147</td>
</tr>
<tr>
<td>Filter for UFMC</td>
<td>Chebyshev: Attenuation = 60dB, Length = 10</td>
</tr>
<tr>
<td># of sub-band in UFMC</td>
<td>64/8</td>
</tr>
<tr>
<td># of used sub-band in UFMC</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 2 shows the parameters setting of the HPA nonlinear conditions. Condition 0 is the linear case. Conditions 1 to 5 are...
the nonlinear conditions. Condition 1 is the weakest nonlinear. Condition 5 is the strongest nonlinear.

### TABLE II. NONLINEAR HPA PARAMETER SETTING OF SALEH MODEL.

<table>
<thead>
<tr>
<th>Condition</th>
<th>AM-AM</th>
<th>AM-PM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>(a_a = 1)</td>
<td>(a_a = 0)</td>
</tr>
<tr>
<td></td>
<td>(\beta_a = 0)</td>
<td>(\beta_a = 0)</td>
</tr>
<tr>
<td>Nonlinear 1</td>
<td>(a_a = 1)</td>
<td>(a_a = 0.26)</td>
</tr>
<tr>
<td></td>
<td>(\beta_a = 0.04)</td>
<td>(\beta_a = 15.9)</td>
</tr>
<tr>
<td>Nonlinear 2</td>
<td>(a_a = 1)</td>
<td>(a_a = 0.26)</td>
</tr>
<tr>
<td></td>
<td>(\beta_a = 0.2)</td>
<td>(\beta_a = 2.38)</td>
</tr>
<tr>
<td>Nonlinear 3</td>
<td>(a_a = 1)</td>
<td>(a_a = 0.26)</td>
</tr>
<tr>
<td></td>
<td>(\beta_a = 0.4)</td>
<td>(\beta_a = 0.69)</td>
</tr>
<tr>
<td>Nonlinear 4</td>
<td>(a_a = 1)</td>
<td>(a_a = 0.26)</td>
</tr>
<tr>
<td></td>
<td>(\beta_a = 0.6)</td>
<td>(\beta_a = 0.127)</td>
</tr>
<tr>
<td>Nonlinear 5</td>
<td>(a_a = 1)</td>
<td>(a_a = 0.26)</td>
</tr>
<tr>
<td></td>
<td>(\beta_a = 0.8)</td>
<td>(\beta_a = -0.155)</td>
</tr>
</tbody>
</table>

### TABLE III. COMPARISON OF OOB POWER CHARACTERISTICS

<table>
<thead>
<tr>
<th>Condition</th>
<th>OFDM</th>
<th>UFMC</th>
<th>FBMC</th>
<th>WOLA-OFDM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>-26 dB</td>
<td>-83 dB</td>
<td>-120 dB</td>
<td>-90 dB</td>
</tr>
<tr>
<td>condition 1</td>
<td>-26 dB</td>
<td>-82 dB</td>
<td>-85 dB</td>
<td>-85 dB</td>
</tr>
<tr>
<td>condition 2</td>
<td>-26 dB</td>
<td>-74 dB</td>
<td>-75 dB</td>
<td>-75 dB</td>
</tr>
<tr>
<td>condition 3</td>
<td>-26 dB</td>
<td>-66 dB</td>
<td>-67 dB</td>
<td>-69 dB</td>
</tr>
<tr>
<td>condition 4</td>
<td>-26 dB</td>
<td>-61 dB</td>
<td>-62 dB</td>
<td>-63 dB</td>
</tr>
</tbody>
</table>

After the simulation using the parameters from Tables 1 and 2, we can get the OOB (out-of-band) power spectrum at the output of the HPA of each system. Table 3 shows the OOB power spectrum comparison for each system. The lower the OOB power, the more desirable it is to set the smaller guard band and finally to increase the spectrum efficiency. From Table 3, it can be confirmed that under the HPA nonlinearity environment, the FBMC system shows the biggest change of OOB power, and the OFDM system shows the smallest change.

Figures 2 to 5 show BER performances of each multi-carrier system. Compared with the linear condition, BER performance of every system is degraded in the nonlinear HPA environment. Importantly, the FBMC system shows the smallest degradation of BER performance. However, even though the FBMC system is the strongest against HPA nonlinearity, every multi-carrier system needs the PAPR reduction method for the nonlinear distortion compensation and power saving.
Next, in order to compare the time-frequency resources of each multi-carrier system, we have set some necessary parameters conditions for the simulation, as in the below.

- **Allocated bandwidth**: 20MHz
- **# of used sub-carriers**: 16
- **# of transmission bits**: 128
- **4QAM modulation (2bit) * 16 sub-carrier * 4 synthesis symbols**: 128 bits
- **IFFT size**: 64, and **CP length**: 9
- **FBMC, Overlapping Factor (K)**: 4
- **WOLA-OFDM, Extension length**: 6
- **OOB emission suppression (Frequency, 7.5MHz Offset) / TTI length (Time)**

### TABLE IV. COMPARISON OF THE TIME-FREQUENCY RESOURCES

<table>
<thead>
<tr>
<th></th>
<th>OFDM</th>
<th>UFMC</th>
<th>FBMC</th>
<th>WOLA-OFDM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Linear</strong></td>
<td>-26 dBc / 292</td>
<td>-83 dBc / 292</td>
<td>-130 dBc / 480</td>
<td>-66 dBc / 304</td>
</tr>
<tr>
<td><strong>HPA condition 1</strong></td>
<td>-26 dBc / 292</td>
<td>-82 dBc / 292</td>
<td>-85 dBc / 480</td>
<td>-66 dBc / 304</td>
</tr>
<tr>
<td><strong>HPA condition 2</strong></td>
<td>-26 dBc / 292</td>
<td>-74 dBc / 292</td>
<td>-75 dBc / 480</td>
<td>-66 dBc / 304</td>
</tr>
<tr>
<td><strong>HPA condition 3</strong></td>
<td>-26 dBc / 292</td>
<td>-66 dBc / 292</td>
<td>-67 dBc / 480</td>
<td>-65 dBc / 304</td>
</tr>
<tr>
<td><strong>HPA condition 4</strong></td>
<td>-26 dBc / 292</td>
<td>-63 dBc / 292</td>
<td>-65 dBc / 480</td>
<td>-63 dBc / 304</td>
</tr>
</tbody>
</table>

After the investigation of OOB spectrum power at 7.5MHz offset frequency from the information signal band and time resource requirement for the above 4-QAM transmission, we can get Table 4 showing the OOB (out-of-band) power and required time resource for each multi-carrier system under several nonlinear HPA conditions. As seen in Table 4, OFDM and WOLA-OFDM have almost no change from the linear case to the nonlinear condition 4. However, UFMC and FBMC have some quite big change from the linear case to the nonlinear condition 4. As in Table 4, OFDM and UFMC systems have the time resource length of 292. WOLA-OFDM system has time resource length of 302. However, FBMC system has the longest time length of 480. So, FBMC requires longer time resource even though it has very sharp OOB power spectrum in the linear condition.

Even though 4-QAM is used for the simulation and time frequency requirement, the trend would be almost the same when extended into higher modulation levels.

### IV. CONCLUSIONS

The FBMC and UFMC systems are strong modulation candidates for 5G mobile communication systems. Since these systems are basically multi-carrier systems, it is important to study the non-linearity sensitivity. In this paper, we have focused on spectrum characteristic analysis and BER performance evaluation of OFDM, FBMC, and UFMC, WOLA-OFDM systems under the effect of nonlinear HPA. As simulation results, we have confirmed that, if the HPA non-linearity rises in each multi-carrier system, the OOB power of each multi-carrier system increases. The OOB power increase of the FBMC system is the biggest. Additionally, we have confirmed that the performance of every multi-carrier system is degraded by the strength of the HPA non-linearity, and every system needs the PAPR reduction method for the non-linear distortion compensation and power saving, even though it would be more complicated. Also, we show the comparison of the time frequency resources of each multi-carrier system because it would be very important to estimate the spectral efficiency and communication throughput. We provide the comparison table for the time-frequency resources requirement for each multi-carrier system.

The next step will be on the system design and evaluation of the PAPR reduction scheme and complexity comparison for the system implementation.
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Abstract—Smart grids are expected to replace existing electrical grids with advanced mechanisms and intelligent entities, which have excessive data processing and communication tasks. It is important for the sensitive consumer data, such as meter readings, to be secured at these intelligent entities. Novel digital communication mechanisms should be developed to protect privacy. Existing smart grid architectures do not have sufficient and efficient security functionalities for data transmission. In this paper, we propose an Identity-Based Encryption scheme, which is more promising than the classical form regarding performance and security. The proposed scheme focuses on the data structure of meter readings and optimizes this structure to achieve a better privacy preservation. This novel structure further improves the performance of the scheme by reducing communication overhead caused by public key creation and distribution operations, as evaluations demonstrated.
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I. INTRODUCTION

In the following years, smart grids are expected to replace the classical grids. Advances in information science opened a new path to the grids for transmitting power in a more efficient way than before. The electricity grids are going to be equipped with adaptation mechanisms, control technologies, data processing systems and communication mechanisms to react to various grid problems. Problems, such as power quality, will still exist in smart grids as they did in the past, but the grid structure will be more robust and efficient. The biggest problems with the transition to smart grids will be information security based including computation, data communication, and storage. Therefore, privacy and data security will play a very crucial role in the success of future smart grids.

Smart grids add the complexity of a communication layer to an electric power system, which is already a complex physical network. The introduction of this layer may create new challenges, especially regarding security. Smart meter readings may reveal some private information about daily lives and routines of its consumers. As a result, smart meters have to fulfill four essential security requirements: data authenticity, data confidentiality, data integrity and consumer privacy [1][2]. These requirements can be achieved by sender authentication, communication security, and privacy preservation techniques. Every part of a smart grid infrastructure must incorporate at least some fundamental cryptographic features to perform tasks such as data encryption and authentication [2].

There are several studies in the literature aiming to protect consumer privacy while fitting with the smart grid concept. One way of doing this is encrypting metering data before transmitting it. For this purpose, various encryption schemes are applied in this field such as ElGamal encryption system, which outperforms existing schemes based on Pailler’s homomorphic cryptosystem [3]-[6]. This encryption system is secure under chosen plaintext attacks (CPA), but it is not secure under chosen ciphertext attacks (CCA) [6]. Boneh-Goh-Nissim is another homomorphic encryption technique, which has one multiplication between an arbitrary number of additions [7]. These studies are typically directed towards developing a cryptography system so that they have not paid much attention to whether they are suitable for smart grids.

Other studies prefer to perturb meter readings, which is defined as a process for adding noise to hide the true meter readings or privacy of consumers while preserving the usability [8]. There are several types of perturbation, such as adding noise (additive perturbation), k-anonymity, compressing data, differential privacy, and geometric transformation [9]-[11]. Bayes Estimate and Principal Component Analysis can also be used for perturbation purposes [12]. The main problem of perturbation techniques is the removal of noise from data, which is a difficult and computationally expensive task. Furthermore, intruders can steal perturbed data and statistically analyze it to reveal a consumption profile.

Although there exist some studies about preserving privacy in smart metering systems by applying Identity-Based Encryption [13]-[16], there are some significant differences between those studies and the proposed scheme. Our study differs from the previous studies by focusing on the data structure of the meter readings. It helps us to increase the security while preserving privacy by separating identity information from the metering data. Another contribution of this study is the performance optimization. Unlike all other previous studies, encryption is not
performed by using the user identities separately; instead, timestamp values of the meter readings used. Using a common timestamp value avoids a lot of key circulation inside the system, and computations can be done collectively instead of computing every key individually because all meters have the same timestamp value when the readings are completed.

The rest of this paper is organized as follows. In Section II, we explain preliminaries that are used to construct the proposed scheme. Section III describes the entities of the scheme, and in Section IV, the efficiency is evaluated. We finally conclude the paper in Section V.

II. PRELIMINARIES

In this section, we briefly outline the cryptography primitives that serve as a basis to describe the proposed privacy-preserving scheme.

A. Bilinear Pairing

Bilinear pairing is defined by a quintuple \(<p, G_1, G_2, e, g^>\) [13]. In this technique, \(G_1\) and \(G_2\) are two cyclic groups with the same prime order denoted as \(p\). The generator of \(G_1\) is denoted with \(g\), and the efficient bilinear map is defined as \(e : G_1 \times G_1 \rightarrow G_2\) such that \(e(g^a, h^b) = e(g, h)^{ab}\) for every \(g, h \in G_1\) and \(a, b \in \mathbb{Z}_p^\ast\). This bilinear map is proved to be non-degeneracy and computationally polynomial [13].

B. Identity-Based Encryption for Smart Meters

Identity-Based Encryption scheme derives public keys from public identities, such as e-mail addresses instead of using certificates and it is an important alternative to certificate-based key infrastructures. Figure 1 demonstrates this scheme and how it eliminates usage of certificates. In this scheme, a consumer encrypts a meter data with a public key, for example with a meter id, and then transmits it to an aggregator. Later, the aggregator collects the private key from the private key generator to decrypt the transmitted data. In this scheme, participants can encrypt data with no prior distribution of keys, which could be a problematic issue for smart meters.

BasicIdent is an identity-based encryption algorithm, which contains four separate algorithms: setup, extract, encrypt and decrypt [13]. In this algorithm, there are two cyclic groups \(G_1\) and \(G_2\), and three random generators are chosen as \(R_1, R_2, R_3 \in G_1\). Two hash functions are defined as \(H_1 : \{0, 1\}^\ast \rightarrow (G_1)^\ast\) and \(H_2 : G_2 \rightarrow \{0, 1\}^\ast\). A random value \(s\) is chosen to be the master key, and it is used to calculate the public key as \(P_{pub} = sR_1\) where \(s \in \mathbb{Z}_p^\ast\).

In the proposed scheme, smart meters receive their secret keys by using their meter identification number. Public keys of smart meters are calculated as \(SM_p = H_1(SMID)\), and these values are used to produce secret keys \(SM = s(SM_p)\). These keys are sent to the metering devices and the aggregator. Smart meters receive their secret keys by using their meter identification number.

RESIDENT AGGREGATOR KEY SERVER

Encrypt Reading Request Transmit
Public Key: “MeterID” Private Key: “MeterID” Private Key: “MeterID”

Figure 1. Identity-Based Encryption scheme.

The meter readings \((MID)^1\) are signed with the pair \(\Gamma(U, V)\) by first selecting a random number \(k \in \mathbb{Z}_p^\ast\). It is used to calculate \(U = kR_1\) and \(V = SM_{ID} + kH_2(ID, (MID)^1, U)\). The verification is based on the value \(e(R_1, V)\). If it is equal to the value of \(e(P_{pub}, H_1(ID))e(U, H_2(ID, (MID)^1, U))\) the message is verified, otherwise it is rejected.

C. Problem Definition

The problem can be defined as transmitting smart meter readings in a secure way to a smart grid application server to be used in other smart grid applications, such as demand management systems. Each smart meter records readings at predetermined intervals \(t\). There are 96 records in total to be transmitted per day when the value of \(t\) is chosen as 15.

For this study, we have the following assumptions:

- We assume that the internal hardware of metering devices is not accessible. This study concentrates on transmission security and data privacy.
- We assume that each metering device operates independently.
- Finally, we assume that the application server is in a safe zone. Server security mechanisms are beyond this study’s interest.

III. THE PROPOSED SCHEME

The proposed privacy-preserving aggregation scheme for secure smart grid communications is based on Identity-Based Encryption [13]. However, the proposed scheme has some different aspects, as it shown in Figure 2. The scheme mainly consists of the following five entities: residents, ID collector, key server, aggregator, and application server.

Residents are the consumers with smart metering devices. The scheme can also be applied with an extended-star topology by limiting the number of users per aggregator. A corrupted or modified device only reveals its individual reading and has no effect on the overall system. Unlike some other methodologies, the scheme does not need any communication between metering devices, and this will reduce communication complexity.

ID Collector collects meter readings from the residents and transmits public keys to them. After collecting the metering data, it stores consumer IDs in a hosted database and modifies the data structure by removing the ID field from the data and then adding a rowID field and data instead. This entity has two type of transmissions, as shown in Table I. The first transmission is forwarding the modified data to the aggregator. The second transmission is as a reply to the queries of the application server.
The Aggregator is the entity where the decrypt operation happens. It collects meter readings and divides them into three parts as timestamp, rowID, and reading. For each data collection, only one timestamp value is used for the private key request. All meter readings are decrypted with this private key. After the decryption process, meter readings are stored in a database inside the aggregator. According to the structure of the proposed scheme, this entity has the meter readings but does not know to whom a particular reading has belonged.

Key Server is the private key generator, and it is responsible for key generation and distribution operations. Private keys need to be generated only once. According to the load, there might be more than one aggregator, and the key server in the system and additional servers can be distributed to different geographical locations. Unlike previous studies in the literature, the key server only communicates with the aggregator. Isolating the key server and limiting its accessibility provides a much better security.

Finally, an application server exists for smart grid operations, such as demand management. This server communicates with ID Collector and Aggregator entities to fetch consumption data of the residents. As it seen in Table I, the application server is the only entity, which can access a user’s consumption data so that it is accepted as secure and protection of this structure is out of this study’s scope.

IV. EVALUATION

In this section, we analyze the security properties and the performance of the proposed scheme.

A. Security

The proposed scheme has all security measures of Identity-Based Encryption scheme [12] since it is originated from that study. As a result, the confidentiality and integrity of the consumers’ data are achieved in this study.

Further, the proposed scheme is more secure to the CCA attacks than the classical scheme. A scheme is ‘CCA-secure’ if access to the decryption oracle does not give valuable information to the attacker. If an attacker somehow gains access to transmit a random message to the key server, the only information resolved will be a meter reading with no consumer information as the consumer information is stored in the ID collector entity. Hence, the privacy of the sensitive data is also achieved in the proposed scheme.

B. Performance

In this subsection, we will evaluate the proposed scheme regarding the computational performance. Figure 3 shows the total computation overhead of the proposed scheme and the traditional Identity-Based Encryption scheme. Total computation overhead is linear to the number of smart meters. The proposed scheme showed a better performance due to two reasons: one key usage for every new time interval and possibly decreased communication overhead. When the number of consumers and keys is small, both the computational and communicational overhead is low in both schemes. Total computation overhead increases with the increased number of smart meters, and this increase is much faster in the case of the traditional scheme. An increase in the number of smart meters also increase the performance losses of the traditional scheme because of the growing number of key exchanges.

It should be noted that an increase in hardware may lower the difference between two schemes but may also cause an excessive increase in the infrastructure costs.
V. CONCLUSION AND FUTURE WORK

In this paper, we proposed an Identity-Based Encryption scheme for privacy preservation in smart grid communication. Identity-Based Encryption scheme does not have issues, such as certificate lookup and management so that it is preferred in smart grid studies. The proposed scheme is more computationally efficient than the previous methods, and further improves the privacy and the security of the traditional key management infrastructures. The existing studies in the literature have usually been focused on the encryption algorithms themselves, but not on improving their efficiency in particular environments, such as smart grids. In this study, we concentrated on the data structure of meter readings and optimized that structure to make it more appropriate for smart metering systems. The overall performance is improved by reducing communication overhead caused by public key creation and distribution operations.

For future work, we will extend this study to analyze the communication overhead. We would also plan to optimize the computational overhead of the proposed scheme by modifying the encryption algorithm according to the developed data structure.
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Abstract—We propose a technique to accurately and quickly determine and resolve the geo-spatial and logical location of grid-resident devices. The technique compare downstream current profiles (DCP) with the superposition of current profiles at the substation (UCP) in the grid. Since small amounts of noise current and perturbations will show up at the substation due to active devices on the grid, the electrical location of each meter can be determined by comparing passive line data from the meter location (DCP) against all the substation feeder lines (UCP). The significance of this approach is that it is passive and efficient as it does not require additional hardware or communication signals to be introduced to grid infrastructure. The technique can be integrated into current grid systems and implemented using existing smart meter data acquisition facilities and computer/software processing at the utility’s datacenter.
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I. INTRODUCTION

Electric power distribution networks ("the grid") are a critical and integrated part of modern society. Recent advances in telecommunications and Internet technologies are transforming traditional power distribution grid to smart grid, where electric meters can be read and reading sent to a datacenter and operations of the grid can be monitored and controlled in real time through grid control centers [1].

Location information of devices in the grid is critically important [2]. Defining and detecting the location of a device in the grid is a fundamentally important capability of the grid. This capability would seem to be obvious or simple given modern technologies of global positioning (GPS), network-based tracking of computer systems, and so on. However, location in the grid has at least two independent components: (a) geo-spatial or physical location, and (b) electrical or schematic location. Interestingly, the data which is used to define these components in the grid may be difficult to accurately determine, and effective correlation between the components may be difficult to achieve. For example, even in today's Smart Grid [1], utility companies are unable to definitively map a device such as a smart meter, to an exact electrical location in the distribution grid. Further, the geo-spatial location of grid-resident devices (which can be resolved via GPS, etc.) may not accurately reflect their electrical location. Conventional devices downstream from a substation are deployed in a fixed location, on a specific feeder, lateral, and phase. However, deviations between the initial design of the system (as-designed), the initial deployment of the system (as-built), and the present configuration of the system (as-modified) often create ambiguities between the geo-spatial and electrical location of particular grid-resident devices.

These ambiguities are problematic, and can be difficult to resolve without significant manual intervention and expense. Up to date, immediately validated knowledge of the feeder, lateral, and phase for grid-resident devices can provide essential feedback to the utility company regarding important grid attributes, such as the aggregate loading of specific circuits or phases, the location and health of sub-circuits and devices, and the presence or absence of load activity. This type of information may become increasingly important as large, mobile source/load devices such as electric vehicles are introduced to the Smart Grid.

Therefore, a technology which could provide automatic reconciliation between physical location and electrical location of grid-resident devices, and in doing so create an accurate, constantly updated map of the grid, would be extremely valuable to electric utilities. This paper describes an approach to accurately and quickly determining and resolving the geo-spatial and logical location of grid-resident devices. The significance of this approach is that it is passive because it does not require additional hardware or communication signals to be introduced to grid infrastructure. The technique can be implemented using existing smart meter data acquisition facilities and computer/software processing at the utility’s datacenter [3], [4], [5].

The rest of the this paper is organized as follows. In Section II we discuss smart meters and issues in grid mapping. We argue that the current grid mapping schemes are inadequate. We review and discuss some fundamentals of smart meters and grid mappings in Section III. We present some critical observations and discuss some important properties and requirements of grid mapping. The core of the paper, an architecture for mapping device locations passively and intelligently, is presented in Section IV. We show how to obtain device location accurately in the presence of noise and disturbances. Summary and concluding remarks are given in...
Section V.

II. SMART METERS AND GRID MAPPING

Smart meters are fundamental components of smart grids. From the utility’s perspective, smart meters allow for remote billing and automatic, network-based retrieval of electrical meter data. This type of Automated Meter Infrastructure (AMI) is more economical than periodic manual reading of electric meters. However, smart meters typically rely on a wireless network to transport meter data to a central location. The use of such extrinsic networks results in significant ambiguity between the physical location of the meter and its electrical location (i.e. feeder, lateral, phase).

The reconciliation between a device’s geo-spatial location and its electrical location can be referred to as its grid location. The geo and electrical location of each meter may have been logged during installation, resulting in a static or as-built map of the grid. However, the upstream electrical connections are often changed during outages or seasonal load balancing, destroying important information regarding actual grid connectivity, and resulting in an as-modified configuration. Furthermore, older or manual logs of equipment location and circuit architecture may have been inaccurate, resulting in differences between the as-designed and as-built perspectives. Clearly, this situation may have been exacerbated by the realities of several subsequent as-modified conditions.

Additionally, in the present model of system management for the distribution grid, service failures are determined primarily via customer feedback (i.e. phone calls from customers reporting outages.) Utility technicians must then search for the area where the problem occurred by correlating customer feedback with sometimes outdated or otherwise inaccurate schematics of the local grid. If electric service providers had a way to automatically resolve the geo and electrical location of every device on their grid, it would allow them to maintain a constantly up-to-date grid map without manual intervention, and even in the face of multiple changes in downstream devices or grid architecture. For example, the installation of new meters would automatically refresh the grid map via communication with the central office, or the re-connection of upstream links after an outage would be automatically reconciled in the centrally-located grid map. In a more complete instantiation of this automated mapping capability, additional communication systems, such as smart transformers, voltage regulators, and the like, could also augment the grid map via targeted or scheduled updates.

An electrical map of the grid requires knowledge of the specific feeder, lateral, and electrical phase where the device resides. For example, as shown in Figure 1, feeders are typically 3-phase, medium-voltage links (13-30kV) which begin at the substation bus and traverse several miles of local distribution territory. In rural settings, feeders can be 50 miles in length and may service hundreds of loads. In urban settings, feeders may be 5-10 miles in length, and may service several thousand loads. Lateral lines branch off from a feeder at downstream locations, and may be 3-phase or 1-phase links which terminate in a distribution transformer. Distribution transformers typically service 3-10 loads, where a load may be a residence or business with an electrical meter. Electrical service to a residence is typically a single-phase link taken from the 3-phase feeder which began at the substation servicing the residence. Clearly, the feeder, lateral, and phase data for a particular load or device are dependent on the actual physical construction of the distribution network at any point in time. Thus, correlation between physical & electrical activity at the substation and physical & electrical activity at the load is a critical factor in the grid mapping process.

III. PROBLEMS AND OBSERVATIONS

A substation is a distribution point for medium voltage (MV) electrical service which has been converted from a high voltage (HV) transmission/generating plant. The MV is distributed over the local distribution grid, and converted to low voltage (LV) at the endpoints. The LV power is used in households, commercial buildings, etc. This network architecture is illustrated for reference in Figure 1. In the figure, the distribution grid is shown by the green line segments. Note that a single substation, shown by the junction between blue and green segments, may actually service a distribution grid composed of several thousand loads of various sizes.

A. Distribution Grid

The distribution grid is a complex, time-varying system. The spectra of voltage, current, and impedance all change in real time based on load and activity profiles [6]. As a
result, the signal environment of the LV power line is very dirty. It contains a large voltage at the fundamental frequency (50Hz in Europe, etc. or 60Hz in the U.S.) as well as odd and even harmonics of this frequency. The LV system also contains non-stationary noise from other connected loads and sources. For example, large electric motors create anomalies at collections of frequencies related to their angular velocity, or large appliances create correlated noise bursts during specific operational events. An example of such a noise burst is shown Figure 2, which shows the turn-on current transient of a television set, as seen from the electric meter. In the figure, time-based and frequency-based artifacts are clearly evident for several seconds as the power supply of the appliance boots up and the system begins operation.

B. Disturbances

Figure 3 contains an alternative perspective of the turn-on transient of the television set. In this figure, a spectrogram is used to jointly analyze time and frequency anomalies. In the bottom section of the figure (a spectrogram), the spectrum of the unfiltered current signal is shown on the vertical axis between 0 Hz and 2000 Hz, and the signal evolves over time along the horizontal axis for roughly 13 seconds. The time-domain perspective of the signal is shown in the top section. During this 13-second period, the TV set was turned on (0 sec), allowed to stabilize (2-10 sec), and then turned off (11 sec). The bottom section of the figure clearly shows stable even-harmonic features during the time that the TV is on and the lack of these same features during the time that the TV is off. Referring to Figure 2, the instantaneous spectral shape of the features is evident (and highlighted) as two closely-spaced peaks near 120 Hz and 25 dB down from the 60 Hz fundamental and 3rd harmonic. A collection of specific features of the time envelope and spectral envelope of these anomalies is tantamount to a digital fingerprint of the power supply for the TV system.

In the case of the TV power supply, the even harmonics contain a clearly recognizable and stable pattern which is noted on in Figure 3 by Artifact 1. In addition to Artifact 1, the TV current transient exhibits multiple temporal frequency artifacts, the most prominent of which is a downward-sweeping chirp near the beginning of the excitation period. This feature is labeled Artifact 2. Each of these artifacts contains consistent and easily recognizable features. Further, since the turn-on transient is created by the inrush of current while the system’s power supply boots up and engages other system components, the features of this current disturbance travel backwards along the power line, toward the substation. In the process, the signal features can be easily acquired, extracted, compressed, and transmitted to the service provider’s datacenter for analysis and comparison with attenuated and obscured current disturbances which are acquired at the substation or other upstream location.

C. Meter Reading and Data Collection

Contemporary deployments of Smart Grid systems collect electricity usage from the consumer’s meter and pass that information to a datacenter owned by the service provider or utility [3]. The network system which collects and transports this utilization data is commonly called an AMR/AMI system (automatic meter reading/advanced metering infrastructure) [7]. A generic architecture of an AMR/AMI system is shown in Figure 4. Data collected from the meters may be transmitted via one or more data networks, using unlicensed wireless spectrum (e.g. WiFi, RF aggregators, etc.), licensed wireless spectrum (e.g. cellular telephony), or some form of wired network (e.g. private fiber optic links, conventional power line communications, etc.). In this paradigm, the physical location of the meter is assumed to stay constant after installation, and the electrical location of the meter is derived from static logs and schematic drawings, which can be incomplete or inaccurate (as previously described).

Regardless of the data communications mechanisms for AMR/AMI data, it has been shown that current disturbances which occur downstream from the substation (e.g. at the meter) can be detected upstream at the substation. For example, the TV data in Figure 3 and Figure 4 was collected upstream of the actual location of the system. This upstream flow of electrical current allows a unique signal, originating from a given meter, to be easily detected at the serving substation. Of course, only signals with frequency content which passes through all the transformers on the feeder are detectable, since higher frequencies are filtered out by the inherent low-pass nature of large series inductors, such as transformers.

For instance, the TV data in Figure 4 is dominated by low-frequency features or artifacts, such as the odd harmonics at multiples of 120Hz (Artifact 1) and the chirp (Artifact 2) which contains significant activity and amplitude below 1000 Hz. At the substation, HV is converted to MV through step-down transformers that lower the voltage but increase the current. As electrical power is distributed through the feeders and to the loads, downstream distribution transformers reduce the voltage from several thousand volts to several hundred volts. This process maintains constant power, and as
a result downstream current must increase. Looking at this system backwards from the endpoint (smart meter) toward the substation, disturbances in the LV-side current that flows upstream must be reduced by the aggregate turns-ratio of the intervening transformers on the feeder. This situation is described graphically in Figure 5. This physical reality causes the distribution grid to behave as a very stable and predictable current attenuator for current disturbances which flow upstream, or from the meter toward the substation. For example, a substation that operates at an MV of 38.4kV and delivers 120V to the consumer has an effective turns-ratio of 1:320. So, a current disturbance created at the meter would show up at the substation with amplitude of approximately 3% (1/320th) of its initial value, assuming no other losses. Thus, a current disturbance with amplitude of 10A at the meter will be detectable at the substation with amplitude of approximately 31mA. In this fashion, recognizable features of all current perturbations in the distribution grid propagate towards the substation. Of course, this propagation is subject to additional noise in the system and the native attenuation characteristic of the distribution transformers. This phenomenon is true for current signals which are purposefully injected (such as communication signals), and it is true for current disturbances which are caused natively or accidentally by all other grid-resident devices.

In the above example, 97% attenuation of a signal appears to be quite problematic. However, studies have shown that even low-level signals with recognizable features are readily detectable at the substation. In fact, current disturbances with attenuation over 99% of the initial amplitude can be detected at the substation. The frequency content of the disturbance is important, as there is a time-varying window of frequencies on every distribution grid which are amenable to good transmission. For example, low-frequency signals (below 400Hz) are swamped by the low-order power line harmonics and resonances from lumped reactive elements on the line, and higher frequency signals (above 3000Hz) are often filtered out by the aggregate low-pass effect of power transformers and other system characteristics. However, current disturbances with frequency content between 200Hz and 3000Hz are transported directly and predictably towards to substation bus, through intervening distribution transformers, and in spite of additive or time-variant noise due to other grid-resident devices.

IV. PASSIVE AND EFFICIENT LOCATION MAPPING

Current disturbances which are detected at the substation can be used in conjunction with features of current disturbances observed at the meter (or other endpoint) to determine the "electrical location" of grid-resident devices. The correlation/coherence of signals and/or signal characteristics at both points produces a unique feature set which can be used to determine which feeder, phase, and lateral to which the device is attached. When this information is used in conjunction with geo-spatial information from the set of meters which initially detected the disturbance, the grid location, which includes electrical and spatial location of the device that caused the disturbance, can be extracted. This feature set approach is valid because all the devices on the grid create a super signal that is highly dependent on their locations. Thus, the direct path from the meter location to the substation must produce the best correlation of signals. Crosstalk signals from feeder to feeder, or phase to phase lines, will experience phase and time shifts due to the extra electrical length and additional transformer couplings (on the high side) this phenomenon reduces the effective correlation between the signals, and emphasizes the correct electrical location of the device. The fact that the line fundamental is 120-degrees out of phase on each per-phase link means that the feature correlation task can also be viewed as a best-fit classification problem over a time-varying channel. Consider a substation with 4 feeders distributing electricity to a neighborhood as shown in Figure 6:

At the substation, current transformers (CT) are installed to measure the current signals present on each feeder. These...
current waveforms (or upstream current profiles, UCP) are sampled, time-stamped, and stored in a computer present at the substation or the service provider’s datacenter. At each smart meter, the local current signal (or downstream current profile, DCP) is sampled, time-stamped, processed, and transmitted along with the AMR/AMI meter data to the utility datacenter. The computer containing the UCPs also receives the DCPs from each meter. By aligning time stamps on the DCP and UCP data, the substation computer can compare all permutations of feeder and phase between the UCPs and DCPs. The resulting best match between DCP and UCP is flagged as the actual feeder/phase where the endpoint meter is located. Mathematically, this can be viewed as a maximization computation over a set of signal features, and is a common processing task for signal comparisons. For example, automatic target recognition systems use similar processing to extract specific target locations from audio/video data via a known feature vector for each target of interest.

A brute-force implementation of the approach described above includes high-sampling-rate acquisition of DCP signals and transmission of uncompressed DCP signals to an upstream location for comparison with multiple UCPs. This processing clearly establishes an estimate for presence/absence of the downstream device (represented by its DCP) in the aggregated current profiles of several feeders (the UCPs). Unfortunately, high-rate acquisition and transmission of DCP data from multiple meters is not feasible using conventional AMR/AMI network infrastructure.

For example, assuming a 20kHz sampling rate at the meter with 16-bit resolution per-sample, the uncompressed bandwidth required for transmission of each DCP would exceed 320kbps. This data bandwidth can’t be supported within existing remote metering infrastructure networks, particularly if thousands of meters were attempting to transmit usage data in addition to DCP profiles. As a result, to perform the described grid mapping operation using DCP data, some form of (lossy) compression of the DCP prior to transmission and processing at the upstream location is a critical notion. The compression or feature extraction operation on DCP data (which is subject to the upstream fidelity criteria) is implicit in the proposed system architecture because of limited data transmission bandwidth between downstream and upstream locations. The techniques for data compression, the fidelity criteria, and the upstream operations for estimation of device presence/absence, along with processing for geo-spatial and network-architecture indicators are the subjects of this paper and future work. Clearly, an operation which involved cross-correlation and time-coherence between a specific, uncompressed DCP and multiple UCPs is a valid approach to the problem. However, the compression methods or feature extraction methods which must be implemented at the downstream meters to preserve transmission bandwidth while simultaneously preserving recognizable features of the DCP are critical technologies.

The processing of the DCP prior to transmission is essentially a data compression or feature extraction operation. This operation must produce a set of features or compressed data which, when processed by upstream devices and compared with UCP data, produces clear indications of the presence or absence of a downstream device. The end-to-end system...
concept is very similar to feature extraction techniques which are used on fingerprint data. A reduced-fidelity representation of a fingerprint is captured, extracted, and stored. Then, the feature vector which uniquely identifies the fingerprint is compared to high-fidelity versions of a candidate fingerprint to create an indication of matching or similarity.

In the context of grid mapping and detection of current disturbances, techniques for DCP processing (or feature extraction) may include lossless data compression (e.g. LZW), transform coding (e.g. DCT/KLT), or other dimensionality reduction (e.g. ARMA, signal space techniques) followed by lossy compression, including scalar/vector quantization or signal space representations optimizing a weighted time-domain or frequency-domain fidelity criterion. This concept is important in allowing the upstream system to consume DCP data from all meters without exceeding system transmission capacity or interfering with bandwidth dedicated for AMR/AMI links. Thus, some feature extraction using raw sampled DCP data is necessary at the meter to reduce the size of the DCP data set to be transmitted.

However, these compression/extraction operations must retain important information in the signal for the mapping operation to succeed. Transport of the encoded, compressed, feature-extracted DCP data can be performed in-band using power line communications techniques which are intrinsic to grid infrastructure, or it can be performed out-of-band using communications infrastructure which is extrinsic to grid infrastructure. As a result, this technique does not require communication via the power line (from the meter to the substation). As such, no large amplifiers or coupling circuits are needed inside the smart meter itself. In fact most, if not all, of the required circuitry is already available inside a revenue-grade meter. In the simplest implementation, the DCP detected at the meter is sampled, processed for compression or feature extraction, and packaged for upstream transmission as part of the AMR/AMI meter data.

The DCP data from each meter can be aggregated at the utility central office or datacenter where the AMR/AMI data is received. In this fashion, computer hardware/software in the datacenter can analyze the UCP & DCP data and estimate each meter’s grid location. The estimated grid location data is then stored in the utility’s database updating their electrical grid map. A side benefit of this approach is that electrical mapping is done at a very slow rate. It only needs to happen once, and then periodic updates can happen much later. The DCP data can trickle out over the AMR/AMI wireless link for later analysis & registration using UCP information. Further, location errors due to DCP data snapshots can easily be corrected over time by keeping statistics on all computed locations and maximizing a likelihood function for meter or device location updates. In some cases, current disturbances detected at the meter and the substation feeder may be different, and the grid location computed/estimated for specific meters may be anomalous. However, errors in calculations will automatically be corrected as additional DCP & UCP data is collected and analyzed. Over time, an accurate grid location of each device will naturally emerge from the periodic mapping computations. This approach lends itself to a self-organizing network topology. Performing advanced system-level analysis such as power outage detection, power theft, power quality, or the like would require faster updates of the DCP data, and repeated comparisons with UCP data. In these cases, data compression or sub-sampled DCP data sets could mitigate any wireless capacity issue in a mesh network or other capacity-limited AMR/AMI system.

V. CONCLUDING REMARKS

We presented a novel method to accurately and intelligently map device locations in a smart grid. The novelty of this approach is the comparison of downstream current profiles (DCP) with the superposition of current profiles at the substation (UCP). Since small amounts of noise current

Fig. 6. Current attenuation in the distribution grid.
and perturbations will show up at the substation due to active
devices on the grid, the electrical location of each meter can
be determined by comparing passive line data from the meter
location (DCP) against all the substation feeder lines (UCP).

Grid characteristics are constantly changing, producing mul-
tivariate non-stationary noise in the signal space of the grid. As
a result, classic approaches involving channel models based on
linear systems are futile and inefficient. Our method mitigates
those issues by performing temporal comparisons of data at
both points in the grid DCP and UCP. Feature extraction or
compression of the sampled data at the meter or downstream
location is important to reduce the size of the transmitted
DCP. This allows the method to scale easily, given that it must
service a large number of meters (and other devices) connected
to each substation. GPS data from each smart meter is already
available to assist in the reconciliation of geo-spatial location
with electrical location.

We believe that the proposed technique will be a valuable
addition to the grid. A patent based on the core idea of this
paper was filed recently [8].
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Abstract—Cities operating smart infrastructure systems will soon be ubiquitous. Transportation, health, education, water treatment, water resource, storm water management, and waste management systems will all be monitored and controlled remotely by computer programs and asset managers. Researchers continue to make advances in sensor technology, power supplies, communication networks, data storage, and data interpretation methodologies. First generation monitoring systems are currently being deployed and evaluated. However, use of these monitoring systems to develop predictive models for approximating the remaining useful life of an asset is not receiving the same level of attention. This paper will outline a method for using sensor systems to develop empirical lifetime prediction models for concrete structures. Two monitoring systems capable of accomplishing this goal, one well-established and the other in its infancy, are examined. Developing such a tool will provide asset managers with increased warning of impending structural issues such that more efficient and effective repairs can be implemented.
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I. INTRODUCTION

In the coming years, cities across the world will begin to deploy smart sensor systems to monitor local infrastructure. City leaders will support such initiatives as a means to improve quality of life for its citizens though improved safety, functionality, environmental impact, and economic efficiency of its infrastructure. Monitoring of transportation networks, water and waste management systems, hospitals, and other public works using sensors is no longer a novel concept. However, even today, this process relies heavily upon visual inspections carried out sporadically over time, likely by different individuals. Such evaluations are unreliable, in part, due to variances in the knowledge and experience among inspectors. Deploying smart sensor systems across a city’s infrastructure will allow asset managers to evaluate structures remotely, continuously, and consistently. Furthermore, the inclusion of intelligent software has the potential to redirect a significant portion of the monitoring burden away from required human involvement. If considered from a different perspective, these systems can also help city leaders assess when any one of its assets is approaching its useful life and whether it makes sense from a safety and economic viewpoint to repair the structure.

Section II of this paper presents the components of a Technology Enhanced Infrastructure system. This section also introduces the premise that sensor data can be used to estimate the remaining useful life of an asset. The steps necessary for developing a useful life predictive model are then outlined in Section III. A simplified example illustrates the methodology involved in creating a predictive model. Section IV further explains the process of creating a model by examining the how a commercial sensor monitors concrete maturity in real time. An innovative means for monitoring stress in a concrete structure using radio waves is discussed next. This remote sensing device uses principles from physics, electrical engineering, and construction materials to measure stress in concrete. The paper concludes with a summary of the process for using sensor data to develop a predictive life model.

II. TECHNOLOGY ENHANCED INFRASTRUCTURE SYSTEMS

Technology Enhanced Infrastructure (TEI) systems have four elements in common: an array of physical assets, an inventory of embedded, attached and remote sensors, a data communication and storage network, and a cohort of asset managers. Before engineers and scientists can create an efficient, effective, and comprehensive TEI monitoring system for a city they must have a holistic understanding of the city’s structural inventory, be aware of available sensor systems, and understand the informational needs of the asset management team. For example, the type of physical asset, its geographic location, its expected use, and relationship to other assets will all contribute to determining the relevant structural properties and performance data to be monitored. Communication networks, data storage, and power requirements will further define the specifications for a monitoring system. Intentions for quantifying, displaying, and interpreting the transmitted data must also be considered. Lastly, all this information, along with the objectives and goals of the asset managers, must pass through a sensor selection protocol.

Several research groups have begun the process of developing and deploying TEI systems to understand how future systems should be designed and implemented [1] - [4]. While this work is critically important, there is an unrealized
opportunity to exploit these systems for the betterment of a city and the general public. In addition to current applications, smart sensor technology can be used to inform asset managers of the remaining useful life of a structure and help them predict when and where failures might occur. Proposed herein is a methodology for developing an alternate use for a TEI system. In addition to monitoring a structure, TEI systems can be used to determine the remaining useful life of a structure. Two such systems for use with concrete structures, and capable of accomplishing the desired goal, are examined here. One system uses temperature sensors and maturity concepts to predict strength while the other, still in its infancy, uses radio frequencies to monitor stress.

III. A METHODOLOGY FOR DEVELOPING EMPirical LIFE PREDICTION MODELS

TEI networks capable of predicting the remaining useful life of a structure would be an invaluable resource for infrastructure asset managers. Having knowledge of an approximate time when major and minor repairs would be required for a structure would allow asset managers to schedule and budget these repairs in a more efficient and cost effective means. Being able to purchase repair materials in advance when prices might be lower, scheduling manpower to limit idle time, and mobilizing manpower in advance of a repair would ultimately improve the economic efficiency of a city’s entire infrastructure inventory. For example, specific repairs might be explicitly scheduled on a recurring basis to extend the life of a structure. Alternatively, use of a structure by the public could be managed to prolong its life or maintain adequate safety, such as with load ratings for bridges. To realize these advantages requires an empirical lifetime prediction model based upon actual field data captured by a smart sensor and transmitted over a communication network.

Building a proposed life prediction model involves the following steps. First, one or more sensors must be selected that measure the desired structural parameters, recognizing that these parameters will vary as a function of the structure’s age. For example, increases in stress and strain due to the corrosion of reinforcement bars in a concrete slab can lead to cracking and potential structural failure. In this instance the selection of a fiber Bragg grating strain sensor or electrical impedance sensor would be an appropriate selection. Alternatively, anemometers and vibrational measurements, which are often employed in early versions of TEI systems, are not well suited to predicting remaining life. This is because these devices primarily measure transient events. While such events are certainly significant as they can eventually lead to a structural failure, they do not vary with the age of the structure.

With a suitable sensor selected, the relationship between a measured property and a structure’s age must be established. Clearly, this step is difficult to accomplish as waiting for full sized structural elements to fail is impractical. Therefore, correlations between measured properties and structural health must be established. One means for defining a correlation is through accelerated laboratory testing. As an example, sensor data can be recorded concurrently with the fatigue testing of metals subject to accelerated heat treatments. Other examples involving concrete include freezing and thawing, alkali-silica, and sulfate attack behavior. Regardless of the material and parameter being evaluated, accelerated laboratory testing must continue to the defined failure of the material. While sensors may still need to be developed to measure some structural parameters in the field, accelerated laboratory tests for many materials are already available or well under development.

An example of an empirical model of measured sensor data as a function of a structures age is shown in Figure 1. This is the next step in establishing a predictive model. This chart plots the value of an expected measured parameter as a function of age. Regions above and below the measured data constitute an acceptable range for the parameter. An empirical model of this nature should be refined and adjusted over time as additional field data is recorded. However, as more monitoring systems are deployed and data is collected, it will be possible to establish an open source library of “standard parameter values.”

The final step in predicting life expectancy is to use the library of standard parameter data to estimate the remaining life of a structure. In turn, this will provide asset managers with ample warning of the need for impending repairs. Two cases studies are presented below where work on life prediction models is being conducted.

IV. CONCRETE STRENGTH PREDICTION USING RELATIVE HUMIDITY SENSORS

Maturity is a relatively simple concept associated with concrete where time, temperature, and relative humidity (RH) are used to estimate the early age in-place strength of concrete. This concept assumes that concrete mixtures with similar maturity indices, a computed value, will have similar strengths regardless of their individual age, temperature, or RH histories. The relationship between maturity index and in- place strength, as shown in Figure 2, is established from laboratory calibration testing for each individual concrete mixture. ASTM C1074 Standard Practice for Estimating Concrete Strength by the Maturity Method [5] defines the protocol for computing the maturity index. Today, several companies market sensors to monitor concrete age, temperature, and RH, though ASTM does not require RH be measured. When in-place, these sensors perform the necessary computations, based on prior laboratory calibration, to establish a measured maturity index. In general, that information is sent to a cellular phone where the maturity index is presented with a calibration curve and the associated concrete strength. An example of a modern sensor and smartphone display are provided in Figure 3 [6] and Figure 4 [7]. While not detecting a “failure” event, these sensors and the maturity concept can be used to create a predictive model. As opposed to considering the development of strength from zero to that associated with a particular maturity index, focus can instead be placed on the later portion of the index/strength curve. Again, refer to Figure 2. Rather than concentrating on the estimated concrete strength at any moment in time, attention can be given to the remaining strength capacity in the concrete. In other words, how much more strength is the concrete likely to develop within some period of time. This
information could have ramifications as to the time remaining until formwork can be removed or when vehicles might be allowed to travel across a pavement patch. Although basic in nature, this is a very clear example of how sensor technology and laboratory data can be used to create a predictive model for concrete.

![Simulated sensor data with depiction of predictive useful life.](image1)

![Graphic depiction of the maturity method.](image2)

![Embedded sensor monitors temperature and relative humidity, calculates strength by ASTM C1074.](image3)

![Cellphone interface for embedded maturity sensor.](image4)

**V. CONCRETE STRESS MEASUREMENTS USING RADIO FREQUENCY**

A research collaboration housed in the School of Engineering at Texas State University is employing principles from physics, electrical engineering, and construction materials to develop a novel approach for the measurement of stress in concrete. This approach employs radio frequency illumination to measure stress. In this study, properties of concrete specimens are measured remotely using lensed horn antennas connected to a vector network analyzer. The parameters being measured are related to concrete strength and are known to be correlated to the age of concrete. Currently, testing is being conducted to establish an empirical lifetime prediction model with appropriate boundaries on the measured parameters. Calibrating field measurements are planned for the near future. Correlation of the field and laboratory data will then be used to refine the predictive model. Once the predictive model has been validated, research will examine the sensitivity of the model to variations in the concrete’s constituent materials and proportions.

**VI. CONCLUSION AND FUTURE WORK**

This paper outlined a method for using TEI systems to develop a predictive model for estimating the remaining life of a structure. Not only will this contribute to more resilient structures it will also extend the functionality and economic feasibility of a monitoring system. While TEI systems will soon become common place, utilizing them to predict the need for major structural repairs is still a novel concept. However, efforts are underway to develop an empirical lifetime prediction model for concrete structures using field data measured and transmitted via a TEI system.

Developing a predictive model is a multi-step process that relies on engineering parameters being measured in the field by smart sensors. The measured parameters must be a function of, and vary with, the age of the structure. Field data is then correlated with comparable laboratory garnered from
accelerated testing of the construction material. These two data sets establish the foundation for the predictive model. Over time, an open source library of engineering parameter values with accepted bounds will be populated and routinely updated for use by the engineering community.

Two sensor monitoring systems that can be used to create predictive models were reviewed. One sensor system is based on well-established principles while the other has brought several science and engineering disciplines together to create a novel solution.

The overarching objective of the concept proposed here is to provide asset managers with a new tool which they can use for early warning of impending structural issues, including failure. Such a tool would allow for more efficient and effective repairs to an infrastructure asset with the goal of maintaining, or improving, its safety and value. While this paper has focused on concrete structures and parameters, it is envisioned that this approach can be applied to any infrastructure asset built from a construction material with a time variable behavior.
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