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ICDT 2016

Forward

The Eleventh International Conference on Digital Telecommunications (ICDT 2016), held
between February 21-25, 2016 in Lisbon, Portugal, continued a series of events focusing on
telecommunications aspects in multimedia environments. The scope of the conference was to
focus on the lower layers of systems interaction and identify the technical challenges and the
most recent achievements.

High quality software is not an accident; it is constructed via a systematic plan that
demands familiarity with analytical techniques, architectural design methodologies,
implementation polices, and testing techniques. Software architecture plays an important role
in the development of today’s complex software systems. Furthermore, our ability to model
and reason about the architectural properties of a system built from existing components is of
great concern to modern system developers.

Performance, scalability and suitability to specific domains raise the challenging efforts for
gathering special requirements, capture temporal constraints, and implement service-oriented
requirements. The complexity of the systems requires an early stage adoption of advanced
paradigms for adaptive and self-adaptive features.

Online monitoring applications, in which continuous queries operate in near real-time over
rapid and unbounded "streams" of data such as telephone call records, sensor readings, web
usage logs, network packet traces, are fundamentally different from traditional data
management. The difference is induced by the fact that in applications such as network
monitoring, telecommunications data management, manufacturing, sensor networks, and
others, data takes the form of continuous data streams rather than finite stored data sets. As a
result, clients require long-running continuous queries as opposed to one-time queries. These
requirements lead to reconsider data management and processing of complex and numerous
continuous queries over data streams, as current database systems and data processing
methods are not suitable.

The conference had the following tracks:

 Digital communications

We take here the opportunity to warmly thank all the members of the ICDT 2016 technical
program committee, as well as all the reviewers. The creation of such a high quality conference
program would not have been possible without their involvement. We also kindly thank all the
authors that dedicated much of their time and effort to contribute to ICDT 2016. We truly
believe that, thanks to all these efforts, the final conference program consisted of top quality
contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations and sponsors. We also gratefully thank the members of the ICDT 2016 organizing
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committee for their help in handling the logistics and for their work that made this professional
meeting a success.

We hope ICDT 2016 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in the areas of
telecommunications in multimedia environments. We also hope that Lisbon, Portugal provided
a pleasant environment during the conference and everyone saved some time to enjoy the
beauty of the city.
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Abstract—The future of robotics is now trending for home 

servicing. Nursing homes and assistance to elder people are 

areas where robots can provide valuable help in order to 

improve the quality of life of those who need it most. Calling a 

robot, for a person of age, can be a daunting task if the voice is 

failing and any resort to battery operated devices fails to 

comply. Using a simple mechanical apparatus, such as a Click 

trainer for dogs, a person can call a robot by pressing the 

button of a powerless device. The high pitch sound produced 

by this device can be captured and tracked down in order to 

estimate the person’s location within a room. This paper 

describes a method that provides good accuracy and uses 

simple and low cost technology, in order to provide an efficient 

positional value for an assistance robot to attend its caller. The 

robot does not need to search for the person in a room as it can 

directly travel towards the Click’s sound source. 

Keywords-localization; sound source; interaural sound 

difference; time difference of arrival 

I.  INTRODUCTION  

The use of home robots is in demand specially in tasks 
such as dust cleaning and food cooking. The future is 
promising and an increase of research is being held in areas 
of robotic assistance in industry, hospitals and also at home. 
In the latter case, the Robocup@Home competition [1] is 
contributing with valuable research and development of 
robotic solutions for home assistance with demanding tasks 
that increase in difficulty and complexity every year. 

One of the main targets for home assistance is the help 
for elderly people, where normal daily activities could be 
improved if a personal assistant was always present. This is 
the case of nursing homes, where usually this task is taken 
care of by the regular staff. They are in charge of responding 
to calls of elder people when any type of assistance is 
necessary (to get hold of some object such as a book, TV 
remote, food, beverages, etc.). An assistance robot can be the 
helping hand 24/7. 

In that sense, calling a robot can be performed in 
different ways. The first approach is vocal and therefore it is 
still a viable solution for calling someone or a machine if the 
person’s voice is healthy. That is not the case generally for 
elder people. A second approach is via electronic means, 

such as battery operated remote controller or a button on a 
wall. Electronic devices need energy to operate and both 
present weaknesses. Batteries on a remote controller can run 
or dim out and the assistance cannot be called. This builds up 
stress on the caller that keeps pressing the button without any 
response from the assistant. A button on the wall does not 
rely on batteries to operate but on the ability of the caller to 
walk to it. For an elder person, this is often a major issue 
they have to deal with everyday.  

A third approach is then necessary that can ease the 
calling process, providing the localization of the caller inside 
the room. In this case, the person can even be lying down on 
the floor and thus, difficult to be tracked down by the robot 
when it gets into the room. By providing an accurate 
localization, the robot can travel directly to the place where 
the call was originated from. It can then proceed with any 
reconnaissance procedures in order to find the person in a 
shorter range. 

This paper describes a method for calling a robot that can 
be easily used by elder people in any situation. It does not 
require batteries and provides sufficient accuracy of its 
localization in a room. It is based on a device (Click trainer) 
(Figure 1) that sends a high pitch mechanical tone when 
pressed and another when released. This system only uses 
sound waves as the high pitch tone propagates within the 
room walls. A method is described that uses the generated 
acoustic signal in order to track the caller’s position. 

 
 
 
 
 
 
 
Figure 1. Click device that produces a high pitch mechanical tone 

 
Section II describes existing methods found in literature 

and Section III describes the objectives of this work, 
followed by some theoretical background on Section IV. 
Section V describes how the system was implemented and 
Section VI shows the methodology and obtained results in 
the experimentation, finishing with the conclusions on 
Section VII.  
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II. SOUND SOURCE LOCALIZATION  

Tracking the localization of a sound source is an area of 
research that is well exploited. Authors have taken different 
approaches but the Time Difference of Arrival (TDOA) 
method is recurrently used. For that, an array of microphones 
is necessary and different authors use different methods and 
applications. 

Mandlik [2] used an array of four microphones displaced 
in a square 1 m apart from each other in the center of a room 
(50 x 30 m). The sound of a speech is recorded by the 
microphones and then it is processed offline in order to 
calculate its source localization. The authors used signal 
processing, by using the Generalized Cross Correlation 
function (GCC), Fourier transform, Fourier transform 
filtering and Phase Transform filtering (PHAT), to estimate 
the time delay of the sound received between the four 
microphones. Based on the position of the microphones, a 
model was developed to estimate the 3D position of the 
sound source. According to the presented graphical results, 
the direction of the sound source was very accurate, although 
the position of the source (distance from the speaker to the 
microphone array) showed estimation points of up to 5 m 
apart from each other on the experimented results (~2.5 m 
error from the real speaker position). 

Using TDOA and Direction Of Arrival (DOA), a group 
or researchers [3] developed an acoustic source localization 
system in order to trace sound at the band of 100 Hz to 
4 kHz. Using two sets of microphone pairs (1 m apart) 
arranged on two perpendicular horizontal walls, they 
combined the two processes (TDOA and DOA) to estimate 
the time difference (on each microphone of a pair) with the 
angle (between pairs), thus providing a 2D position of the 
sound source. Signal processing is used such as Power 
Spectral analysis, Fast Fourier Transform and phase 
difference computation with a Finite Impulse Response filter. 
The presented experimental results show angle estimation 
errors (DOA) from 3º to 30º on the worst angle scenario (45º 
from the center of the microphone array), and errors below 
1º for the best scenario (90º) with time delay differences of 
up to 0.2 ms for the various tested angles. 

Combining signal processing (GCC and PHAT) on a 
TDOA system with the use of Artificial Neural Networks 
(ANN), a group of researchers [4] used an array of 
microphones to estimate the position and orientation of a 
sound source. Experimental results show estimation 
positional errors with an average of 0.341 m. With the 
application of a phase transform method they obtained 
positional errors with an average of 0.298 m in 3D space. 

In general, it can be concluded that signal processing 
applied to an array of microphones and using the TDOA 
method, is the process many researchers implemented for 
sound source localization systems. 

III. OBJECTIVES 

By using the Click device of Figure 1, the objective is to 
locate its position when operated inside a room, as shown in 
Figure 2.  

  

 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.  Click device localization when operated 

 
A rectangular room was considered since it generalizes 

different room configurations (square, circular and 
rectangular). Four microphones were displaced in known 
positions of the room. They were placed near the corners and 
the ceiling since this was the best chance to avoid obstacles. 
Other configurations are planned to be experimented in the 
future, such as half way on each wall making a cross 
positioning. This paper only describes the results obtained 
with the microphones placed in corners.  

Other two important objectives were defined: cost and 
accuracy. The system would have to be of low 
implementation cost for wide spreading in all rooms of 
nursing homes. The accuracy was defined to be less than 1 m 
radius around the caller, since it was considered sufficient for 
a good close visual detection of the caller from the robot. 

IV. THEORETICAL BACKGROUND 

Since this work uses sound waves, the first premise was 
the sound speed when propagating through air. At room 
temperature of 20º C the speed of sound is defined to be 
343.21 m/s with 315.77 m/s at -25º C till 351.88 m/s at 
35º C. When the sound is created in a certain spatial position, 
it is expected to travel in all directions at the same speed thus 
reaching each sensor (microphone) at a different time period. 
Sound waves at a temperature of 20º C take 2.91 ms to travel 
1 m. If a sound starts at a distance of 1 m from one 
microphone and at 2 m from a second microphone there will 
be a difference of 2.91 ms of the sound arrival between 
microphones. This is TDOA as it is also graphically shown 
in Figure 3 (ti and tj is the time taken from the source s to 
microphones i and j respectively). 

 
Figure 3.  Signal receiving time in TDOA [5] 
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Although TDOA provides the time difference between 

two signals, it is still not a straight forward process to 

calculate the distance based on two microphones. There is 

no other way to communicate that a sound started at a given 

time. Therefore, one can only rely on the first samples of the 

sound signal, when they arrive, to start the clock ticking. An 

approach based on the TDOA is the DOA, or also Interaural 

Time Difference (ITD), which resembles the human ears. It 

provides the ability to track an angle where a sound is 

coming from. This angle () is based on the distance that 

separates the two ears (x), the relative time difference of the 

sound arrival at the two ears (t) and the speed of sound (c), 

as shown in (1) [6]. 

 

  (1) 

 

With the ITD angle calculated, it is then possible to 

compute the intersection between different angles in order 

to estimate a possible position of a sound source, as shown 

in the next section. 

V. IMPLEMENTATION 

Considering the ITD process, a pair of ears will be 
considered as a set of two microphones, separated by a x 
distance. Since four microphones are used near the corners of 
a rectangular room, each two microphones side by side will 
become ‘ears’ of that wall. In other words, a rectangular 
room will have then four sets of ears. Hence, four angles will 
be generated when a sound is created within the room, as 
shown in Figure 4. 

 
Figure 4.  ITD process at work where each pair of microphones emulates 

the head ears with the different obtained angles from the sound source 

 

After obtaining the  angle for each pair of microphones, 
two points are then calculated. The first point (P1) is on the 
“head” position (center point between two microphones). 
The second point (P2) is obtained when the line crosses the 
opposite and parallel axis, as shown in Figure 5. This second 

point is obtained by multiplying the tangent of  by the 
distance between the two parallel axes (x). 

 
Figure 5.  Obtaining P2 from P1 and  angle 

 

For each  angle, two points are calculated and therefore, 
a total of height points (four lines) are obtained in the room. 
The intersection point between these four lines is the sound 
source (x, y) position. This point can be calculated using the 
determinant of each pair of lines, as shown in (2). 

Considering a generic pair of obtained lines (lets call 
them line a and line b), points (x1, y1) and (x2, y2) are the 

points P1() and P2() of line a. Points (x3, y3) and (x4, y4) 

are the points P1() and P2() from line b. The point (Px, Py) 
is the intersecting point of line a and line b. 

 
 
 

 (2) 
 
 

Although this intersection can be calculated from any 
pair of obtained lines, from experimentation, only two lines 
shown consistently lower deviations on the calculated 
position. They are the opposite lines from the closest 
microphone (opposite quadrant of the room) to the Click 
device (Figure 6). In practice the closest is the microphone 
that firstly receives the sound signal. 

 
Figure 6.  Closest microphone to the Click device and oposite lines used 

for the determinant calculation 
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Another important aspect on selecting the opposite 
quadrant, is the fact that on the same or adjacent quadrants, 
the line’s intersection may produce a singularity: the lines 
are almost parallel to each other and therefore, an 
intersection point can fall outside the room. A small angle 
calculation deviation can move the intersection point outside 
the room, as shown in the example of Figure 7. This 
occurrence was found during trials. 

 
Figure 7.  Example of an occurring singularity 

 
The developed system was implemented in two separate 

blocks: Acoustic detection block (Adb) and Control block 
(Cb)(Figure 8).  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8.  Developed system and the two blocks of operation 

 
The Click device utilized on the experimental tests 

generates an acoustic tone at around 5 kHz (+/- 500 Hz). 
Each sensor (S1-S4) is based on an electret microphone with 
a pre-amplifier, a 2

nd
 order high-pass filter tuned to 5 kHz, an 

amplifier and a threshold comparator. The latter produces the 
5 V level pulses that are supplied to the Cb. These operations 
are performed by a single low cost chip with four operational 
amplifiers on the Adb side. More details of the developed 
system can be found in [7]. 

Each Adb is connected to the Cb via a twisted pair cable 
(Ethernet cable). The cable uses one pair for the signal 
(Adb to Cb) and one pair for powering the Adb (Cb to Adb). 

The Cb contains an mbed NXP LPC1768 microcontroller 
board (ARM® Cortex™-M3 Core) with 96 MHz clock 
speed. It also contains a threshold comparator to regenerate 
the incoming signals from each sensor. These signals are 
then injected into four digital input ports of the 
microcontroller. At each incoming signal (pulsed signal as 
shown in Figure 9), a hardware interrupt is generated in the 
microcontroller that uses its internal timestamp to tag them. 
The timestamp is in microseconds. The system only reacts to 
the first pulse received per port and it ignores subsequent 
interrupts from the same port, until a valid point is calculated 
or a timeout is generated.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 9.  Example of obtained pulses on the four sensors and their time 

differences 
 

After four valid signals are received, the microcontroller 
calculates the ITD angles. As explained before, the signals 
used are of the opposite microphones from the first received 
signal. From the angles, each line points (P1 and P2) are 
calculated followed by the determinant of the pair of lines. 
The end result is the intersection point (Px, Py) that is sent to 
the robot via serial port of the microcontroller. 

Room setup and sensor location information is 
configured in the microcontroller algorithms so the tracked 
position is relative to the real room length and width. 

VI. EXPERIMENTATION 

In order to test the accuracy of the developed system, 
trials were conducted where the Click device was positioned 
at different pre-determined positions in the room. A constant 
height of 1 m from the floor was used. On each position, 
three clicks were made at intervals of 2 s each. Figure 8 
shows the room setup where the microphones are placed 
apart 7.1 m on the x axis and 5.2 m on the y axis. Two sets of 
tests were done on each round of trials: a) 12 positional 
diagonal points; b) 5 positional orthogonal points.  

Figure 10 shows the results obtained on the diagonal trial 
positions. The blue diamond shape marks the intended real 
position where the clicks were performed. The obtained 
calculated positions are the other different encircled shapes 
where each circle is a set of three clicks. Figure 11 uses the 
same approach but for orthogonal trial positions from the 
sensors. 
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Figure 10.  Trial results obtained at the diagonal of the sensors 

 

 
Figure 11.  Trial results obtained at the orthogonal of the sensors 

 
The results for the diagonal of the sensors show that, 

between each three clicks at the same position, a deviation of 
0.229 m was found on the x axis and a deviation of 0.193 m 
was found on the y axis. For the positioning deviations on the 
diagonal tests, they were divided by quadrants and Table I 
summarizes the results. 

 
TABLE I.  STANDARD DEVIATION OF THE OBTAINED RESULTS 

 
 
 
 
 
 

The average deviation is then 0.761 m for the x axis and 
0.482 m for the y axis. The absolute deviation (measured by 
the shortest distance between the real and the obtained 
points) is 0.901 m. For the orthogonal tests, the results 
demonstrated a lower deviation between each click on the 
same position (0.01 m), although they show a higher 
deviation on the x axis (1.191 m) and on the y axis 
(0.458 m). At the room center, the values were typically 
below 0.1 m. It is clear though, that as the Click device 
moves closer to a sensor, the deviation from the real value 
increases. On the other hand, as the device moves towards 
the quadrant borders, the values tend to be more consistent. 
They show very low differences at the same position, but a 

higher difference to the real value as it moves away from the 
center. 

Another set of trials was conducted, in order to estimate 
the influence on the results of the Click device at different 
heights. Starting from the floor and with increments of 0.5 m 
up to a maximum of 2 m, tests were performed in the room 
center. This was where the lowest deviations were achieved 
at a fixed height of 1 m. At each height three clicks were 
performed. Table II shows the obtained deviation results in 
meters from the room center position (3.55 m, 2.6 m). As it 
is shown in the table, the influence of height in the deviation 
accounts for less than 5% in absolute terms and only in one 
axis. 

 
TABLE II. TRIALS AT DIFFERENT HEIGHTS AND OBTAINED 

DEVIATION RESULTS 

Height   x deviation y deviation 

0 3.57 2.66 0.02 0.06 

0.5 3.56 2.59 0.01 -0.01 

1 3.54 2.55 -0.01 -0.05 

1.5 3.55 2.56 0.00 -0.04 

2 3.55 2.53 0.00 -0.07 

 
A descent trend in the obtained values is visible on the 

graph of Figure 12, from the floor level up to 1 m. Then, a 
levelling trend for heights above 1 m is achieved, showing 
that around this floor distance (1 m +/- 0.5 m) the best results 
are produced with the developed solution. 

 
Figure 12.  Trials graphical results at different heights 

 
Further investigation is necessary in order to identify the 

influence of occlusions and reflections to the sound signal 
and the deviations caused by them. 

VII. CONCLUSIONS 

This paper presents a system for tracking the sound 
source localization of a Click trainer device. It describes a 
solution using simple and low cost devices that produces 
good results in terms of accuracy and simplicity. It has direct 
application on a robotic system’s implementation, to localize 
a caller by an acoustic signal. The results show an accuracy 
below 1 m, fulfilling the original objective of localizing the 
person that called the service robot. The influence of the 
device position in height, showed a small deviation between 
the obtained position with the real one. Several 
improvements have to be addressed in the future, nonetheless 

Quadrant X(m) Y(m) 

1
st
 0.684523312 0.330336495 

2
nd

 0.81212981 0.429232324 

3
rd

 0.635961332 0.461925981 

4
th
 0.913362087 0.706452613 
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the achieved accuracy demonstrated other possible 
applications of the developed system in different areas. 
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Abstract—In order to achieve underwater acoustic high data-

rate and real time communications, it is essential to implement 

a system that operates both at high and wideband frequencies 

using digital modulations. Therefore, to reduce the time and 

cost of developing acoustic communications an emulator of a 

physical layer model was implemented, allowing to test in real 

time the performance of digital modulations. The model was 

composed of an emitter transducer, a hydrophone and the 

subaquatic medium and was integrated in a Field 

Programmable Gate Array (FPGA) in order to emulate the 

physical layer in the acoustic modem testing. The emitter 

transducer and the hydrophone models were designed to meet 

real prototype characteristics. The system prototype was 

implemented in order to compare the experimental trials 

results with those obtained in emulator, emulating the 

transmission of acoustic signals, using different types of digital 

modulations.  The system was tested using Binary Phase-Shift 

Keying (BPSK), Binary Frequency Shift keying (BFSK) and 

Binary Amplitude Shift Keying (BASK) modulations with a 1 

MHz carrier frequency resulting in a data rate of 125 kbps. It 

was verified that the implemented model represents a suitable 

approximation to the real subaquatic communication channel, 

allowing the evaluation of digital acoustic communications. 

Keywords-Underwater Digital Communications; Acoustic 

Transducer Simulation; Acoustic Communications Emulator. 

I.  INTRODUCTION 

Underwater wireless communications are a decisive 
technology for underwater sensor networks, divers and 
submarine communications, robotics and Autonomous 
Underwater Vehicle (AUVs) navigation and control. 

Therefore, it is imperative to find reliable solutions, able 
to fulfill all these needs. There are three main forms to 
communicate through water: acoustic, radio frequency and 
optical [1]. Radio frequency is limited by the high level of 
absorption in water [2]. Optical systems suffer from the same 
limitation as well as the disadvantages associated to the high 
levels of ambient light close to the water surface and 
scattering due to suspended particles [3]. As a result, 
acoustic communication systems are the preferential form of 
wireless underwater communications, since they show low 
sound attenuation in water [4]. Acoustic communications 
have been used for long distance communications, up to 20 
km, and in deep waters with stable thermal conditions. But, 
despite underwater wireless communications having shown 

strong advances in recent years, there are still many 
limitations concerning data rates and robustness for real-time 
applications [5]. 

There are several solutions to increase the modulation 
efficiency or data rate. The most used solutions are: 
increasing the carrier frequency [6] or increasing the symbol 
rate per carrier period [7]. 

High frequencies also raise strong problems related to 
attenuation. Being directly related to the frequency, the 
acoustic absorption at 1 MHz can reach 280 dB/km [13]. 
Consequently, the maximum communication range decreases 
dramatically to a few hundred meters or less with the 
increasing of frequency [8]. On the other hand, real time 
acoustic communications are not supported at long distances, 
since acoustic waves propagate at around 1500 m/s, resulting 
in high propagation delays and disabling, therefore, any real 
time connection [8]. Therefore, high data rate transmissions 
are only reliable for short and medium distances. 

There are works showing that it is possible to use 
frequencies up to 1 MHz to achieve high data rate acoustic 
communications. For example, in [9] the authors presented 
an acoustic FPGA based on a modem operating at 
frequencies between 100 kHz and 1 MHz, for distances 
ranging between 50 m and 100 m. Using a BPSK modulation 
with a 800 kHz carrier frequency, the system archived a 80 
kbps data rate.  

In the previous work the authors presented an underwater 
low power acoustic modem to operate over tens of meters, 
achieving a maximum data rate of 1 Mbps using carriers up 
to 1 MHz [10] [11]. 

However, the development of acoustic technology for 
underwater applications consumes high amounts of time and 
resources. Therefore, the proposed emulator allows a rapid 
development and test of acoustic modems. Allowing in the 
test digital modulations performance before implementing in 
a field, helping in the selection the most reliable solutions 
reducing the development time and cost. To do so, it was 
necessary to implement a communication system composed 
by an emitter transducer, a hydrophone and the 
corresponding conditioning electronics to experimentally 
validate the emulator results. The underwater channel model 
was implemented and tested in shallow waters, including 
MHz frequency range, directional spreading type, 
attenuation, ambient noise, Doppler Effect, propagation 
delay and multipath. To complete the system it was 
necessary to implement a model for piezoelectric 
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transducers. The selected emitter was a homemade Piston 
type transducer for a directional beam. The hydrophone was 
a commercial transducer Cetacean ResearchTM C304XR 
with linear response (±3dB) for a frequency range between 
0.012 and 1000 kHz [12]. 

In Section 2, a small physical proprieties background of 
the underwater acoustic channel and ultrasonic transducer is 
introduced. In Section 3, the experimental setup is presented 
and, in Section 4, the physical layer emulator implementation 
is described. Section 5, present the results of the emulator 
model evaluation and the comparisons with real trials. 
Finally, in Section 6, conclusions and future work are 
presented. 

II. PHYSICAL LAYER BACKGROUD 

The underwater acoustic communication physical layer is 
composed by the emitter ultrasonic transducer, hydrophone 
and the subaquatic medium. To allow a better understanding 
of the underwater acoustics, this section will present the 
physics background of the ultrasonic transducer and 
subaquatic medium. 

A. Underwater Acoustic Channel 

Despite the advantages of acoustic communication in 
underwater environments, when compared to optical and 
radio, the propagation of sound also has significant 
challenges that influence the development of underwater 
acoustic communication systems. This is mainly due to the 
slow speed of acoustic propagation in water (about 1500 
m/s). When studying sound propagation in the underwater 
acoustic channel, some relevant phenomena must be taken 
into account: attenuation, ambient noise, Doppler Effect, 
propagation delay and multipath [8]. 

B. Ultrasonic transducers 

The ultrasonic transducers are commonly made using 
piezoelectric materials, because they present good response 
to high frequencies. The ultrasonic transducers convert the 
electric energy into sound and vice versa [13]. Therefore, to 
implement an ultrasonic transducer model it is necessary to 
comprehend piezoelectric material response and behavior. 
There are several factors that influence the transducer 
performance, namely the structural damping, acoustic 
impedance mismatch and electrical damping [14]. Structural 
damping is due to the energy dissipation and reaction time in 
the geometrical deformations of the transducer when the 
electrical field is applied. The acoustic impedance mismatch, 
between the transducer and the medium, causes acoustic 
waves to be reflected back to transducer. The resonance 
transducers are designed to overcome this fact, since the 
internal acoustic waves are synchronized with the electrical 
drive signal, causing an addition of the two signals and 
therefore increasing the output. Electrical damping is due to 
transducer capacitor effects which result in a time lag 
between the application of the electrical signal and the 
transducer response. However, this effect can be corrected by 
implement an impedance matching circuit, therefore this 
matter will not be addressed in this document. 

Piezoelectric ultrasound transducers, at high frequencies, 
usually operate in the 33 mode, that is, the deformation along 
the polarization axis and the excitation electric field point 
into the same direction. Consequently, in this work, it will 
only be addressed the piston type transducer operating in 
thickness mode. The free displacement of the material in 
direction 3, without restraining force and assuming uniform 
strain over the surface [14], is given by: 

33nvd     (1) 

where ξ is the free displacement, v is the applied voltage, 
d33 is the coupling coefficient in the thickness direction and n 
is the number of layers.  

The displacement is also dependent on the stress and 
strain of the viscoelasticity of the piezoelectric material, 
resulting in a structural damping. When an electric field is 
applied to the polymer charged particles, they move inside 
the actuator to align the charges. In this process, some of the 
energy is dissipated and the reaction time is also affected. 
The final displacement for a piezoelectric stack transducer, 
operating in the 33 mode, can be written as a function of the 
nondimensional frequency [14]: 
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where σ is the nondimensional frequency in which 1 
represents the short circuit mechanical resonance, R is the 
shunt resistance, CP

S
 is the stain-free capacitance, ωm is the 

short circuit mechanical resonance and k33
2
 is the generalized 

piezoelectric coupling coefficient. The ωm and k33
2
 can be 

calculated with (3) and (4), respectively. 
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k is the viscoelastic stiffness, ka
E
 is the short circuit 

stiffness of the actuator, m is the actuator mass and ε
T

33 is the 
stress free dielectric permittivity. 

Another important aspect is related to the transducer 
acoustic impedance. The sound wave created inside the 
transducer reflects, in part, at the boundary established by 
different densities and bulk modulus B of the transducers and 
the medium according to the Snell’s law [15]. This reflection 
creates deformations on the acoustic signal transmitted to the 
medium [13], which can be calculated by: 

  )()()( pinwinwout Dtartaltta    (5) 

Converting to the Laplace domain we obtain the 
following transfer function: 
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Here, aout is the sound wave output as function of time t, 
ain is the sound wave as function of time created inside the 
active element, tw is the transmitted sound wave intensity 
percentage, rw is the reflected sound wave intensity 
percentage, l is the internal acoustic energy loss and Dp is the 
delay of the reflected sound wave, introduced by the active 
element thickness. 

III. EXPERIMENTAL SETUP 

In order to achieve high data-rate communications, it was 

essential to implement a system prototype that operates at 

high frequencies (up to 1 MHz). The acoustic system was 

designed to be reconfigurable and reprogrammable, over 

dimensioning all parts of the system allowing future 

upgrades. 

A. Acoustic Modem 

In order to design an acoustic modem capable of 
performing several types of digital modulations, a highly 
adaptable system was developed.  

The acoustic modem was implemented in a Xilinx 
Spartan-3A, which is responsible for modulation and 
demodulation, control of the receiver instrumentation and 
output amplifiers. The system runs with an external clock of 
50 MHz. The receiver is composed in this order by 100kHz 
High Pass Filter, which removes all the low frequency 
noises, a variable gain control amplifier, from -22 to 20 dB, a 
Antialiasing filter and an ADC AD9244. To driver signals at 
the output of the FPGA modulator a DAC DAC904 and a 
Class B Push-Pull symmetric voltage amplifier were 
implemented with a of 12 dB gain. The ultrasonic emitter 
was a homemade PZT-5H 2 mm piston type transducer with 
2 cm diameter [16]. Despite the transducer’s directionality, a 
residual pressure wave projected in the transducer rear can 
achieve 15% of the main front pressure wave amplitude. The 
ultrasonic receptor used to register the pressure waves was 
the Cetacean ResearchTM C304XR hydrophone, with a 
transducer sensibility of -201 dB, re 1 V/µPa and a linear 
Frequency Range (±3dB) of 0.012–1000 kHz. The filter 
block consists of a 2nd order band-pass filter from 0.001 to 2 
MHz with a gain in the pass band of 6dB. The digital 
oscilloscope used to record the measurements was a 
PicoScope 4227 100 MHz. 

IV. PHYSICAL LAYER EMULATION SYSTEM 

The physical layer emulator allows testing the acoustic 
modem performance for different types of digital 
modulations without physical implementation. This process 
reduces the cost and time spent. The emulator consists in a 
computer model for all physical layers blocks to be 
integrated in the FPGA program. Therefore the FPGA, in 
addition to modulate and demodulate functions, still 
emulates the acoustic modem electronics and the subaquatic 
medium, as presented in Figure 1. 

The modulator and demodulator were implemented 
according to the selected type of modulation: BPSK, BFSK 
and BASK. Since, the emulator model was implemented in a 
discrete algorithm (Z-Transform), it was not necessary to 
implement the analog to digital and digital to analog 
converters (ADC and DAC) blocks. 

Acoustic Modem

FPGA Spartan 3A

Modulator
Demodulator

Physical Layer Emulator Block

Electronics

Instrumentation
(Filters, Amplifiers)

Power Amplifier

Transducers

Hydrophone

Emitter

USB

Subaquatic
Channel

 

Figure 1. Physical layer emulation blocks. 

The algorithm is divided in three parts: the electronics 
model, the transducer and channel model. The electronics 
model is a fixed model where is not necessary to define any 
variables, since electronics circuits model (instrumentation 
and power amplifier) were implemented using digital filters 
according to the correspondent transfer function available in 
each component datasheet. The transducer and the channel 
model are user defined models where is necessary to define 
the system variables such as: transducer characteristics 
(mechanical and electrical characteristic), medium 
characteristics (temperature, salinity, acidity, shipping factor 
and wind speed) and the scenario setup (dimensions, 
hydrophone position, emitter position, reference distance, 
hydrophone and emitter velocity relative to the medium). 

V. RESULTS 

This section shows the results obtained in the 
experimental tests in order to compare them with those 
obtained by the emulator.  

The experimental analysis tested the attenuation, 
multipath and transducer response to digital modulations. 
The Doppler Effect and noise was discarded. This decision 
was justified by the great difficulty in assembling an 
experimental setup with moving parts in the medium and at 1 
MHz the underwater environment is relatively silent. 

A. Attenuation 

The swimming pool was 12 m long, 4 m wide and 3 m 
deep. Four test distances were defined: 1, 4, 8 and 12 m, 
where measurements were performed at 50 cm deep and in 
the middle of the pool (2 m either side). At each distance, 
several frequencies were tested: 100 kHz, 200 kHz, 300 kHz, 
400 kHz, 500 kHz, 600 kHz, 700 kHz, 800 kHz, 900 kHz, 1 
MHz, 1.2 MHz and 1.4 MHz. 

The simulation was configured with the conditions 
observed in the experimental tests, with fresh water at a 
temperature of 13 ºC and 7.2 pH. 
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The projector and the hydrophone sound wave level 
responses are irrelevant since the considered results are 
relative. A reference measurement was taken at 10 cm 
intervals over several distances for all the tested frequencies 
and attenuation, and calculated according to the following 
equation: 















refp

p
10log20   (7) 

where p is the value of the pressure wave at the receiver 

and the pref is the value of the pressure wave at the reference 

distance. The experimental values are presented as an 

average of 10 measurements, with a maximum error of 

3.5%.´ 

Figure 2 shows that attenuation increases with the 

increasing distance. The 1 MHz point shows a low 

attenuation peak in all the curves that gets smoother with the 

increasing distance. This fact is related to the emitter optimal 

frequency (resonance point). Moreover, attenuation does not 

increase with the increasing frequency as the beam 

divergence angle decreases with frequency. 
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Figure 2. Experimental attenuation results as a function of frequency. 

The simulation (Figure 3) shows the overall results with 

lower attenuations, but the general trend is similar to that 

obtained with the experimental results. The resemblance 

between the two curves increases with the increasing 

distance. 
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Figure 3. Emulatior attenuation results as a function of frequency. 

The difference between the experimental and the 

simulated results assumes an average of 3.2 dB reaching a 6 

dB peak. This difference occurs because the used model was 

developed for a range of kilometers rather than meters and 

the low attenuation peak at 1 MHz in all the graphics is due 

to the transducer optimal operational frequency. 

B. Multipath 

The multipath performance was also evaluated in the 
pool were a burst signal of 20 cycles at 1 MHz, over a 
distance of 12 m was transmitted. The ultrasonic emitter and 
hydrophone positions were (0.03; 1.95; 0.5) and (11.61; 
1.95; 0.5) meters. At this frequency, both the emitter and the 
hydrophone operate in a directional pattern. 

 Figure 4 shows the experimental results for the second 
configuration.  
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Figure 4. Multipath signal received from a burst signal of 20 cycles at 

1 MHz over 12 meters. 

Figure 4 also shows three sets of signals. At 1 MHz the 
transducer was operating in a directional pattern with a 
divergence angle of 4.3º and, therefore, only the back and 
front echoes appear in the results. 

The first set is from the direct path, the second is from 
the back echo and the third is from the front echo. The back 
eco has lower amplitude than the front echo, despite 
traveling a shorter distance. This is due as the back echo 
results from a residual energy loss in the rear part of the 
transducer. 

Figure 5 shows the emulation results for the second 
configuration.  
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Figure 5. Multipath emulation of a burst signal of 20 cycles at 1 MHz 

over 12 meters. 
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The emulator achieves a good approximation to the real-
world case, with similar phase and amplitude distortion, 
despite the simulation only including the 1st order echoes. 

C. Transducers response to digital modulation 

 
In order to evaluate the performance of ultrasound 

transducers, using digital modulations, fundamental 
modulations such as BPSK, BFSK and BASK were 
considered [17]. The carrier frequency was set to 1 MHz 
with a 125 kbps baud rate. 

Figures 6, 7 and 8 show the transducer’s behavior to the 

BPSK, BFSK and BASK modulations, respectively. Each 

figure shows the modulation signal, the FPGA emulation 

and the real test signal. 
Figure 6c shows the BPSK modulation, where the 180º 

phase shift corresponds to the logic level transition. The PZT 
transducer shows a high damping effect duo to the energy 
stored inside the transducer. In the moment of phase shit the 
two signals try to cancel one another.  

In the BFSK drive signal of Figure 7 the high logic level 

‘1’ and the low logic level ‘0’ were modulated with carriers 

of 1 MHz and 500 kHz, respectively. In the FSK 

modulation, the carrier frequencies are usually adopted with 

close values, but, in order to simplify the evaluation, the 

option of using two very distinct frequencies was taken. The 

500 kHz frequency is highly attenuated due to two factors, 

the first is that the transducer acoustic output is proportional 

to the frequency, resulting in half amplitude and, the second 

is that the transducer was projected to operate at maximum 

optimization point at 1 MHz.   

In the BASK, the low logic level was set to half of the 

high logic level amplitude, as presented in figure 8a. Similar 

to the BFSK test, the transducer shows also a high damping 

effect resulting in slow amplitude variations. 
Comparing Figures 6b, 7b and 8b with the Figures 6c, 7c 

and 8c it is possible to observe the similarity between 
emulations and real tests, confirming the suitability of the 
developed model. 

VI. CONCLUSIONS AND FUTURE WORK 

A physical layer FPGA based emulator for underwater 

acoustic communications was developed. The model was 

designed specifically to emulate the acoustic channel and 

ultrasonic transducers, allowing performance evaluation for 

of the ultrasound communications using digital 

modulations.  

The acoustic underwater communication channel model 

was taking into account several phenomena: attenuation, 

multipath, environment noise and propagation delay. Real 

tests were also implemented to validate the attenuation, 

multipath and propagation delay.  

The transducer models, using digital modulations, were 

simulated and validated with real tests. The results show 

that the transducer models present a similar response to real 

tests.  

Overall, the results show that the model represents a 

useful approximation to the real subaquatic communication 

channel, being therefore an important tool to simulate the 

propagation of acoustic signals. 

In future works, we will implement and test a 

communication using Frequency Division Multiplexing 

(FDM) modulations in order to achieve data rates in the 

order of 1.5 to 2 Mbps. 
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Figure 6. BPSK modulation signal (a), FPGA emulation (b) and real test signal (c). 
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Figure 7. BFSK modulation signal (a), FPGA emulation (b) and real test signal (c). 
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Figure 8. BASK modulation signal (a), FPGA emulation (b) and real test signal (c). 
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Abstract—This paper proposes a new QoS control method for
the ad hoc Wireless LAN (W-LAN), which adjusts the
Contention Window (CW) size dynamically based on the
required and achieved bit rate. By the proposed method, a
node with higher bit rates can have better chance to send the
data in order to satisfy the Quality of Service (QoS)
requirement. This paper also shows the effectiveness of the
proposed method based on the results of computer simulations.

Keywords-QoS; IEEE802.11b/a; Ad Hoc Network;
Contention Window; Required Bit Rate

I. INTRODUCTION

With the increase in the demand of multimedia
communications in the area of wireless networks, a number
of studies about the Quality of Service (QoS) control have
been performed [1]-[10]. Especially, Wireless LAN (W-
LAN) has been expected to be an important communication
technology because new high speed specifications have been
realized continuously. IEEE802.11, the standard of W-LAN,
has a Distributed Coordination Function (DCF) access
method. DCF is based on Carrier Sense Multiple Access
with Collision Avoidance (CSMA / CA) and its outline is as
follows:

(1) When the sender node attempts to transmit a frame,
it first senses the channel status.

(2) If the channel is idle during the period of Distributed
Inter Frame Spacing (DIFS), the sender node
transmits the frame.

(3) If the channel is busy, then the sender node waits
until the channel becomes idle. After the channel
becomes idle, it still waits for the period of DIFS.
Then, it determines the back-off time defined within
the Contention Window (CW) which is necessary to
reduce collisions.

(4) When the back-off time reaches zero, then the sender
node starts to transmit the frame and the destination
node replies with an Acknowledgment (ACK) to the
sender node after waiting for the period of Short
Inter Frame Spacing (SIFS).

In this procedure, all nodes have statistically equal
probability to acquire transmission opportunity. So, IEEE
802.11 defines a QoS framework called Enhanced
Distributed Channel Access (EDCA) which changes the CW
size based on four traffic access categories, namely, Voice,
Video, Best Effort Data and Background Data. Voice traffic
has the smallest CW after collision or completion of previous
transmission. But EDCA does not include any consideration
about the difference of node’s required bit rate.

There are several studies regarding QoS of IEEE802.11.
The paper by L. Romdhani et al. [8] proposed Adaptive
EDCF (AEDCF) for ad hoc networks, which gradually
adjusts the expansion rate of the CW after collision and
diminishes the rate of CW after successful transmission.
DCF and EDCA are known to work relatively well when the
traffic load is not so heavy, but when the medium is saturated,
they no longer work effectively because EDCA does not
have a mechanism to alleviate collisions. AEDCA works
25% better in high traffic load conditions than EDCA by
simulation. Another paper by J. Maeda et al. [9] proposed to
change the CW based on the required bit rate and frame size.
This assumes the Access Point (AP) collects the required bit
rates and calculates the CW for each node.

We propose a similar strategy to [9] and we introduce a
required bit rate driven CW adjustment. The CW is updated
dynamically by the achieved bit rate [10]. We expect this
feedback mechanism to contribute to a fairness of bandwidth
allocation by taking the actual network conditions into
account.

The rest of this paper is organized as follows. Section II
describes the proposed QoS control method. Section III
shows the effectiveness of the proposed method based on
the evaluation result. Section IV describes the conclusion of
this paper.

II. PROPOSAL OF QOS CONTROL METHOD

In the CSMA/CA procedure, the back-off time is
determined as follows:

Back-off Time = Random () * Slot Time
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Random ( ) is the function to generate a random number
of integer values based on the uniform distribution in the
range [0, CW].

The main purpose of proposed method is to make the
following Achievement Ratio equal, as much as possible,
for nodes requiring different bit rate.

Achievement Ratio = Achievement throughput
Requited throughput

Let us consider the example of two nodes, where the
requirement bit rate of node 1 is twice as large as the
required bit rate for node 2. In case of the standard method,
the Achievement Ratio of node 1 is higher than that of node
2 because the standard does not have any method to
consider the difference of the node’s required bit rate. So,
our proposal is based on the idea that the value of CW is
determined by considering the difference of the required bit
rate and it is also changed adaptively based on the
transmission result (e.g., successfully transmitted frame
number ).

The CW for node i after time d (i.e., CWi (t+d) ) is
determined by (1).

CWi (t+d) = CWi (t) + (FSi – Fi)*FL / (Fi*ST) (1)

where
FL = Transmission time of one frame
ST = Slot Time
Fi = Target transmission frame number of Node i

during time d which is calculated by (2)
FSi = Successfully transmitted frame number of Node i

during time d

In (1), Fi is defined as follows:

Fi = Σ (Tj * Ri * FSi ) / (Rj * Ti ) (2)
J

where
= Achieved throughput of Node i
= Required throughput of Node i

Equations (1) and (2) present the algorithms used to
adjust CW. Each node in the network notifies the other
nodes of its values for CW/ required bit rate/achieved bit
rate before starting communication. Then, all nodes
determine their CW (t+d) by (1), and start communication
based on CSMA / CA procedure. Therefore, by the back-off
time control of the proposed method, the back-off time of
the node with lower required bit rate will be longer and the
back-off time of the node with higher required bit rate will
be shorter.

III. COMPUTER SIMULATION

A. Simulation Method

Computer simulation has been performed to evaluate the
proposed method based on IEEE802.11b and 11a. Table 1
shows the network parameters. Nominal Maximum
Throughput is the maximum transmission rate by the IEEE
standard and any other parameters follow standard unless it
is explicitly mentioned. Frame generation for each node is
assumed to follow the Poisson distribution.

Two groups of nodes have been assumed, and each group
has 10 nodes. All nodes in Group 1 share the same
throughput requirement and Group 2 also share the same
throughput which is twice higher than Group 1. Table 2 for
802.11b and Table 3 for 11a show the simulation cases from
light load to very saturated load. The Required Throughput
per Node is the generated throughput at each node of each
group. The Total Load is the sum of these generated
throughputs. In these simulations, a total of 20 nodes built
one ad-hoc network. Any node is in radio ranges of all other
nodes, so there are no hidden nodes and RTS/CTS are not
applied. These simulations assume ideal radio environment
without any interferences or background noise. Also, it does
not consider free space loss of radio propagation. This
simulation is intended to evaluate the proposed MAC layer
mechanism.

TABLE 1 NETWORK PARAMETERS

IEEE 802.11 Standard 11b 11a
Mode Ad-hoc Ad-hoc

Nominal Max.
Throughput (Mbps)

11 54

SIFS Period (μsec) 10 16
DIFS Period (μsec) 50 34

Slot Time (μsec) 20 9
CW Max 1023 1023
CW Min 31 15

Frame Size (byte) 1000 1000
Simulation Time (sec) 60 60

TABLE 2 SIMULATION CASES PARAMETER FOR 802.11b

802.11b Case
1

Case
2

Case
3

Case
4

Required
Throughput

per Node
(Mbps)

Group
1

0.2 0.3 0.36 0.5

Group
2

0.4 0.6 0.72 1

Nominal Max.
Throughput (Mbps)

11 11 11 11

Total Load (Mbps) 6 9 10.8 15
Load Ratio 0.545 0.818 0.982 1.364
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TABLE 3 SIMULATION CASES PARAMETER FOR 802.11a

802.11a Case
1

Case
2

Case
3

Case
4

Required
Throughput

per STA
(Mbps)

Group
1

1 1.5 1.8 2

Group
2

2 3 3.6 4

Nominal Max.
Throughput (Mbps)

54 54 54 54

Total Load (Mbps) 30 45 54 60
Load Ratio 0.556 0.833 1.000 1.111

B. Simulation Result s

Table 4 and Table 5 show the simulation results.

TABLE 4 SIMULATION RESULT OF 802.11b

802.11b Case
1

Case
2

Case
3

Case
4

Load Ratio 0.545 0.818 0.982 1.364
Standard CW

Method
Achieved

Throughput
per group
(Mbps)

Group
1

1.97 2.82 2.72 2.71

Group
2

3.70 2.96 2.76 2.75

Total Achieved
Throughput (Mbps)

5.67 5.78 5.47 5.47

Achievement
Ratio

Group
1

0.99 0.94 0.75 0.54

Group
2

0.93 0.49 0.38 0.28

Jain's Fairness Index 0.9982 0.9109 0.9033 0.9034
Total Collisions 5,194 3,908 8,496 8,640
Total Successful
Transmissions

42,536 43,326 41,058 40,999

Proposed CW
Method

Achieved
Throughput
per group
(Mbps)

Group
1

1.99 2.29 2.53 2.07

Group
2

3.90 3.66 3.28 3.95

Total Achieved
Throughput (Mbps)

5.89 5.95 5.80 5.80

Achievement
Ratio

Group
1

0.99 0.76 0.70 0.51

Group
2

0.97 0.61 0.45 0.33

Jain's Fairness Index 0.9995 0.9842 0.9538 0.9974
Total Collisions 1,210 1,200 3,135 3,101
Total Successful
Transmissions

44,162 44,639 43,508 45,175

TABLE 5. SIMULATION RESULT OF 802.11a

802.11a Case 1 Case 2 Case 3 Case 4
Load Ratio 0.556 0.833 1.000 1.111

Standard CW
Method

Achieved
Throughput
per group
(Mbps)

Group
1

10.02 13.96 14.01 14.04

Group
2

17.47 14.00 13.91 13.87

Total Achieved
Throughput (Mbps)

27.48 27.96 27.92 27.91

Achievement
Ratio

Group
1

1.00 0.93 0.78 0.70

Group
2

0.87 0.47 0.39 0.35

Jain's Fairness Index 0.9952 0.9006 0.8982 0.8969
Total Collisions 33,340 30,904 31,208 31,274
Total Successful
Transmissions

206,136 209,676 209,380 209,322

Proposed CW
Method

Achieved
Throughput
per group
(Mbps)

Group
1

10.00 14.02 14.12 13.85

Group
2

19.99 17.66 17.57 17.82

Total Achieved
Throughput (Mbps)

29.99 31.68 31.69 31.67

Achievement
Ratio

Group
1

1.00 0.93 0.78 0.69

Group
2

1.00 0.59 0.49 0.45

Jain's Fairness Index 0.9999 0.9503 0.9479 0.9542
Total Collisions 6,414 5,567 5,462 5,632
Total Successful
Transmissions

224,958 237,576 237,676 237,528

The maximum achieved throughput of the entire network
is about 6Mbps for 802.11b and 32Mbps for 11a after
saturation or where Load Ratio is 1.0 and higher. These are
considered to be reasonable with taking overhead such as
DIFS, SIFS, ACK and back-off time into account. The
proposed method shows definitely better throughput than the
standard method. As it can be seen in the tables, the number
of collisions is smaller with the proposed method. Generally,
the sum of successful transmissions and collisions are similar
between the proposed and standard methods. With the
proposed method, a substantial amount of collisions are
converted to successful transmissions.

Fig. 1 and Fig. 2 show the graphs of Load Ratio versus
Achievement Ratio. In the graph, STD, PRP mean Standard
CW Method, Proposed CW Method, and GP means node
Group, respectively. Achievement Ratio is the ratio of
Achieved Throughput to Required Throughput per Group.

If fairness of throughput is completely achieved,
Achievement Ratio of Group 1 and 2 should become the
same value. But Group 1 shows higher Achievement Ratio
than Group 2 in Fig.1 and 2. This is because Group 1 has a
lower required throughput and the required transmission air
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time is shorter. In a saturated network, each node competes
to secure its air time. The standard method provides a
homogeneous opportunity to access the channel to all nodes.
Therefore this is understandable that Group 1 can have
higher Achievement Ratio as Group 1 needs totally shorter
air time. The proposed method adjusts the CW based on the
achieved and required throughput, but, still, CW has its
limitation (i.e., CWmax as 1023). So the proposed method is
considered to have better fairness than the standard method,
but its fairness still has certain limitation.

In order to evaluate fairness, Jain’s Fairness Index [11] is
selected. Fig. 3 and Fig. 4 show the graphs of Jain’s Index
for 802.11b and 11a, respectively. As it can be seen in Fig.
3 and 4, Jain’s Fairness Index is always higher with the
proposed method.

IV. CONCLUSION

In this paper, we have proposed a new QoS control
method for the ad hoc W-LAN network based on the DCF
which handles the communication priority in accordance
with each node’s required and achieved bit rate. The
computer simulation shows that the proposed method has
better total throughput, fairness and collision numbers. The
total throughput and Jain’s Fairness Index are improved by
several percentages. The number of collisions is one order
of magnitude smaller and the number of successful
transmissions was increased by a similar number.

This time, the proposed method has the maximum limit
of CW, 1023, and this limitation may cap the effect. An
infinite size for the CW is not practical, but we need to find
an optimized maximum CW for the proposed method. This
will be the subject of future work.
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Figure 1. Achievement Ratio of 802.11b

Figure 2. Achievement Ratio of 802.11a
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Abstract—The demand for Location Based Service (LBS) is 

increasing in the development of communication and mobile 

technologies. Moreover, location determination technologies 

especially for indoor environments are getting a lot of attention. 

Most indoor positioning methods just make use of Received 

Signal Strength Indicator (RSSI) measurements that generate 

from the same floor. However, usually RSSI measurements are 

available from different floors. In that case, we have to consider 

the Dilution of Precision (DOP) used in satellite positioning 

systems. With this in mind, we can choose a better Access Point 

(AP) configuration than that of when using only APs in the same 

floor. In this paper, to improve the accuracy of indoor 

positioning, we propose an indoor positioning method that 

includes APs placed in different floors and takes into 

consideration the DOP. 

Keywords-LBS; DOP; RSSI; Indoor Positioning; Wi-Fi. 

I.  INTRODUCTION  

Positioning technologies can be separated into two groups, 
that is, outdoor positioning and indoor positioning. In outdoor 
positioning, Global Positioning System (GPS) [1] is a 
common example of such technologies. In indoor positioning, 
several methods, WLAN, Bluetooth, ZigBee, etc., have been 
developed depending on the situation [2]. However, WLAN 
measurement based indoor positioning methods are becoming 
a strong candidate for positioning in such environments. 

The existing methods for indoor positioning that we 
evaluate, usually, take advantage of the properties that the 
received signal strength has, to determine the distance from an 
AP to a mobile station, in order to obtain its location [3]. 

Usually, indoor positioning methods based on IEEE 802.11 
WLAN information only make use of RSSI measurements 
that generate from the same floor. However, in regular indoor 
environments such as commercial or office buildings, RSSI 
measurements from APs in different floors can be detected, 
and dilution of precision can be used to increase the accuracy 
of these measurements [4]. 

 
 
 

Given this, in the following paper, we propose an indoor 
positioning method that considers APs in different floors in 
order to increase the accuracy of the positioning system. 

This paper presents in its second section descriptions for 
the RSSI penetrated channel model and for dilution of 
precision. The third section introduces the proposed 
positioning method using DOP and an overview of the 
simulation parameters and results. In section four, we present 
our conclusions. 

II.  RSSI PENETRATED CHANNEL MODEL AND DOP 

A. RSSI Penetrated Channel Model 

The RSSI defines a measurement of the RF energy and its 
unit is dBm. The RSSI decreases exponentially as the distance 
from the AP increases. Because of these characteristics, in this 
paper we use an RSSI attenuation model given by [5] 

 RSSI[dBm] = −10n log10
𝑑

𝑑0
+ 𝐴 

 d[m] =  10
RSSI−A

−10n  

In (1), n is the attenuation factor, parameter A is the offset 
which is the measured RSSI value at a reference point (usually 
1 meter) from the AP. And d is the distance from the AP to 
the point of measurement. d0 is the reference point distance. 
These parameters reflect the indoor propagation environment. 
Because RSSI is a sensitive parameter, it is affected by the 
environment significantly. 

In practical situations, many factors that can affect the RSSI 
value exist, such as furniture, walls, and people. These factors 
can produce signal scattering and multi-path effects. They can 
also result in positioning errors. In order to reduce positioning 
errors, proper parameter determination is necessary. 

The penetrated channel model shows the RSSI when 
measured through an additional layer. Figure 1 shows a 
schematic of the penetrated channel model. 
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Figure 1. Penetrated Channel Model. 

Each layer is separated by the floor.  
The floor has an attenuation factor which is different from the 
indoor environment. Also, the reference point changes from 
𝑑0 to ℎ𝑛. Therefore the penetrated channel model equation in 
the floor is as follows: 

RSSI[dBm] = −10𝑛𝑓 log10
𝑑

ℎ𝑛
+ (−10𝑛 log10 ℎ𝑛 + 𝐴). 

In (3), 𝑛𝑓 is the attenuation factor in the floor, height ℎ𝑛 is 

the distance between the floor layer and the ceiling layer. 
When an RF signal passes through the floor the attenuation 
factor comes back to n and the reference point changes to 
ℎ𝑛+1 which is the distance between one floor layer and the 
next. So, the penetrated channel model equation in the next 
layer is 

RSSI[dBm] = −10𝑛 log10
𝑑

ℎ𝑛+1
ℎ𝑛 + (−10𝑛𝑓 log10

ℎ𝑛+1

ℎ𝑛
−

10𝑛 log10 ℎ𝑛 + 𝐴). 

By defining the penetrated channel model, even APs that 
are located on a different layer are available for positioning. 

B. DOP(Dilution of Precision) 

The effect of satellite geometry is quantified in the measure 
called Dilution of Precision, or DOP. DOP does not depend 
on anything that cannot be predicted in advance. It only 
depends on the positions of the GPS satellites relative to the 
GPS location of the receiver. The satellite position is known 
in advance, and GPS position is also fixed, thus the DOP of a 
GPS system can be calculated even without using the GPS 
system. 

The problem of defining if the DOP is poor or good due to 

satellite geometry remains. When satellites are located at 

wide angles relative to each other, this configuration 

minimizes the error in position calculations. On the other 

hand, when satellites are grouped together or located in a line 

the geometry will be poor.  

 

DOP is often divided into several components which are 

listed below [6]: 

 VDOP: Vertical DOP 

 HDOP: Horizontal DOP 

 PDOP: Positional DOP  

 GDOP: Geometric DOP 

These components are used due to the variation of accuracy 

of the GPS system. The PDOP is most used among other 

components. The positioning error of PDOP is calculated 

from the data of GPS receiver multiplied by range error which 

is given by  

 Positioning Error = Range Error ∗ PDOP. (5) 

A DOP of 2 means that whatever the range error was, the 

final positioning error will be twice as big.  

For example, if the User Estimated Range Error (UERE) is 

10 meters and the PDOP is 2, the final positioning error will 

be 20 meters. 

1) Computation of DOP: As a first step of computing 

DOP, consider the unit vectors from the receiver to satellite i 

[6] 

 (
𝑥𝑖−𝑥

𝑅𝑖
,
𝑦𝑖−𝑦

𝑅𝑖
,
𝑧𝑖−𝑧

𝑅𝑖
) (6) 

Where: 

𝑅𝑖 = √(𝑥𝑖 − 𝑥)2 + (𝑦𝑖 − 𝑦)2 + (𝑧𝑖 − 𝑧)2 

x, y, z: position of the receiver 

xi, yi, zi: position of the satellite 

The formula (6) in matrix form is given by 

 𝐴 =

[
 
 
 
 
 
 
𝑥1−𝑥

𝑅1

𝑦1−𝑦

𝑅1

𝑧1−𝑧

𝑅1
−1

𝑥2−𝑥

𝑅2

𝑦2−𝑦

𝑅2

𝑧2−𝑧

𝑅2
−1

𝑥3−𝑥

𝑅3

𝑦3−𝑦

𝑅3

𝑧3−𝑧

𝑅3
−1

𝑥4−𝑥

𝑅4

𝑦4−𝑦

𝑅4

𝑧4−𝑧

𝑅4
−1]

 
 
 
 
 
 

 (7) 

The first three elements of each row of A are the 
components of a unit vector from the receiver to the indicated 
satellite. Since the number of APs is three, the minimum 
number of APs required, we assume the fourth vector to have 
an infinite value and thus set every element to -1. 

Formulate the matrix, Q, as 

 𝑄 = (𝐴𝑇𝐴)−1 =

[
 
 
 
 
𝜎𝑥

2 𝜎𝑥𝑦 𝜎𝑥𝑧 𝜎𝑥𝑡

𝜎𝑥𝑦 𝜎𝑦
2 𝜎𝑦𝑧 𝜎𝑦𝑡

𝜎𝑥𝑧 𝜎𝑦𝑧 𝜎𝑧
2 𝜎𝑧𝑡

𝜎𝑥𝑡 𝜎𝑦𝑡 𝜎𝑧𝑡 𝜎𝑡
2
]
 
 
 
 

 (8) 

From Q, the DOP can be calculated as 

 𝑃𝐷𝑂𝑃 = √𝜎𝑥
2 + 𝜎𝑦

2 + 𝜎𝑧
2 (9) 
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III. PROPOSED POSITIONING METHOD AND SIMULATION 

A. Proposed Positioning Method 

We propose a method that is divided into two steps. First, 
we scan APs. Then, we measure the received signal strength 
indicator and determine on which floor the AP is located. 

Next, we compute the DOP of each combination of APs. 
Then, a combination of three of the APs with the best DOP is 
selected and we use this combination for positioning. 

 

Figure 2. Proposed Positioning Algorithm 

Figure 2 is a representation of the proposed positioning 
algorithm used in our method. 

B. Simulation 

We conducted experiments in Kyungpook National 
University’s IT-1 building. This building’s hn is 2.57m, hn+1 is 
3.74m, and the attenuation factor n is 2.9, nf is 7.02. 

We used IpTIME N3004 model APs, Broadcom laptop 
embedded wireless network cards, and software for collecting 
the RSSI. 

Figure 3 shows the Cumulative Distribution Function 
(CDF) for both the existing method and the proposed method. 
Ninety percent of the proposed method’s CDF is less than 
1.2m. However, ninety percent of the existing method’s CDF 
is less than 2.2m. 

 

Figure 3. Proposed positioning algorithm results 

TABLE I. SIMULATION RESULT 

 Existing Method Proposed Method 

Average Error 1.56 m 1.24 m 

As shown in Table 1, the positioning error of the proposed 
method is less than that of the existing method by 0.32 meters. 
The existing method uses an RSSI attenuation model in a 
WLAN environment without taking the DOP into 
consideration.  

IV.  CONCLUSIONS 

This paper proposes an indoor positioning method using 
IEEE 802.11 WLAN RSSI measurements considering the 
penetrated channel model. In order to enhance indoor 
positioning accuracy, we use different layer APs. The 
proposed method in this paper can enhance the positioning 
accuracy in multilayer-buildings and wall-through indoor 
environments. The simulation results show that the 
positioning error of the proposed method is less than that of 
existing method by 0.32m. 

In the future, an integrated model is necessary to consider 
penetration as well as diffraction. Also, when a positioning 
error occurs there is RSSI error as well. Given this, a filter for 
correcting the RSSI error should be developed. 
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Abstract—A filter bank divides the input signal into L 

bands having different passbands called unequal-

passbands-filter bank. This type of filter bank can be 

obtained in various ways, for example, from an equal-

passbands-bank in which the signals of each band are 

combined to produce new unequal-passbands. Recent 

results showed that the unequal-passbands scheme has 

superior performance over the equal-passbands scheme. 

In this paper, a new method showing a decrease in the 

number of taps in the separation stage of the blind 

source separation system is presented. Decreasing 

number of taps is necessary to decrease the complexity 

cost. The simulation results prove that the proposed 

technique improves the convergence using filter bank in 

octaves with decomposition which was observed for 

colored input that has low-pass characteristics. 
 

Keywords- Filter bank; multiband; convergence; adaptive 

filters; taps. 

I.  INTRODUCTION 

In recent years, some schemes for adaptive filtering were 

presented with the aim to accelerate the convergence to 

input signals correlated over time (color signals). In some 

cases, the aim was to reduce the computational cost, 

promoting the coefficients of the adaptive filters whose 

sampling rate is below that of the input signal. However, 

these schemes have an input-output delay and spectrum 

overlap between the various bands that should be reduced in 

advance promote adaptation of the filters [1].  Marelli and 

Minyue [2] proposed a scheme with maximum decimation 

able to make almost an exact modeling of the Finite Impulse 

Response (FIR) systems, through the insertion of cross 

filters and considering that there is spectrum overlapping 

between adjacent bands. In this case, both the input signal 

and the desired signal was decomposed into multiple bands, 

and the error generated in each band was used to update the 

respective adaptive filters (direct and crossed) related to the 

band. 

Papoulis and Stathaki [3] proposed two schemes of non-

maximally decimated (F < L) filter banks. As the effect of 

the overlapping spectrum is directly proportional to the 

decimation factor, the lower the value of F the smaller the 

minimum mean square error of the scheme. For fixed values 

of L and F, one can obtain optimum filter bank that 

minimizes the mean square error of the final scheme. The 

difference between the two proposed schemes is that the 

desired signal is decomposed into multiple bands, while the 
other one the final error of the scheme is decomposed. 

Two other schemes have been proposed by Lian and 

Wei [4] and Brown [5]. Papoulis and Stathaki [3] use 

analysis bank without decimation, followed by adaptive 

filters of nonzero coefficients, whereas Brown’s algorithm 

[4], which was derived from the first, uses a maximally 

decimated filter bank with perfect reconstruction and 

adaptive filters operate at reduced rate. 
New research presented by McCloud and Etter [6], and 

Kim and Choi [7], showed that the error in the scheme is 
decreased in adaptive filters with unequal-passbands in 
analogy to the equal-passbands. The unequal-passbands-
schemes presented in [6] employ noncritical decimation of 
the multi-band signals. In this work an unequal-passbands-
scheme with maximally decimated random bands is 
proposed. The contribution of this paper is derivation of the 
unequal-passbands maximally decimated scheme from 
unequal-passbands scheme without decimation, which 
employs analysis bank and filters with nonzero-coefficients 
that are used to construct an equivalent FIR system.  The rest 
of the paper is organized as follows: adaptive filter scheme 
without decimation is discussed in Section II, maximally 
decimated scheme with unequal-passbands and the 
extraction of the total number of taps used in the proposed 
scheme is presented in Section III, simulation results is 
discussed in Section IV and finally, the paper is concluded in 
Section V. 

II. ADAPTIVE SCHEMES WITHOUT DECIMATION 

The adaptive scheme is shown in Figure 1 and uses 

filters with nonzero coefficients that are capable of 

modeling only a particular class of FIR systems and cannot 

be generalized for all FIR systems because the length of 

analysis filters is greater than the number of adaptive 

coefficients. However, Apolibario and Alves [8] show that 

by a suitable selection of the filter, better parameters can be 

obtained to model the FIR system. We propose in Figure 1 a 

scheme that can model any FIR system but will include 

some delay. 
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x0(k) x1(k) xL-1(k) 

P0(z) P1(z) PL-1(z) 

x(k) 

  S0(z)   S1(z)  SL-1(z) 

y(k) 
 

Figure 1.  Scheme explains the use of adaptive filters. 

 

Considering the analysis polyphase bank representation 

of the scheme in Figure 1, the polyphase matrix of 

dimension L × L is defined as [9]: 
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where Kp is the length of the analysis filters.  

Therefore, the system function used in Figure 1 can be 

expressed as: 

    
1

1
110 1)()()()()(




 







TL

mL zzzzSzSzSzP  P  

The taps of the filters of nonzero coefficients Sr(z)  are 

changed to give us the equivalent FIR scheme, which will 

be called U(z). The decomposition of the polyphase transfer 

function of the unknown system is given by 

    
1

1
110 1)()()()(




 







TL

L zzzUzUzUzU   

From Equations (3) and (4), it can be seen that the 

scheme accurately models an unknown FIR system when 

    )()()()()()()( 110110 zUzUzUzzSzSzS LmL    P  

Equation (5) shows that the equality cannot be achieved 

as the length of the adaptive filters of nonzero coefficients is 

L  and the length of the analysis filters is Kp, while the 

product Sr(z)Pr(z)   has length Kp + Lk - 1 , which is greater 

than the number of coefficients L  that was adapted. 

However, if  

     )()()()()()()( 110110 zzUzUzUzSzSzS mLL Q    

such that  Qm(z)Pm(z) = I, where I is the unit matrix of 

dimension L × L with delay, the system function in Figure  1 

will be 

 )()( zUzP   

but with delayed U(z). The matrices Pm(z) and Qm(z) that 

satisfy the above conditions are, respectively, the polyphase 

matrix of the analysis and synthesis filter bank with perfect 

reconstruction. The synthesis polyphase bank matrix is 

defined as 


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where Qr,c(z) are polyphase components of the rth synthesis 

filter    
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k
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where Kq is the length of the synthesis filters. 

Then, using an analysis filter bank, which allows perfect 

reconstruction and adaptive filters of nonzero coefficients 

with sufficient order to satisfy (6), the scheme of Figure 1, 

now can implement exactly the FIR system with transfer 

function given in equation (7). However, it should be 

emphasized that the delay introduced by the filter bank 

needs to be considered in the adaptation algorithm of the 

filters coefficients. 

For lengths Kun and Kpr of the unknown prototype 

systems, respectively, the number of nonzero coefficients K  

must be at least: 

 1 prun KK  
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III. MAXIMALLY DECIMATED SCHEME WITH UNEQUAL-
PASSBANDS  

An analysis filter bank of unequal-passbands can be 

configured from the adaptive scheme of unequal-passbands 

shown in Figure 1, but employs analysis filters bank with 

unequal-passbands. This scheme is shown in Figure 2. The 

input signal x(k) , and Pi(z) indicates the analysis of 

unequal-passbands with L-bands, the adaptive filters of 

nonzero coefficients will be denoted as Si(z) , the required 

signal will be )d(k , where the error signal is e(k).  

  
 

�   �   �   �     

                             

              

       

     

     

     

 

Figure 2.  Adaptive Scheme of unequal-passbands without decimation. 

 

The perfect reconstruction analysis filter bank of L-

bands has orders 
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Where c
pK ,0   are orders of )(,0 zP c  and c

pK ,1  are orders of 

)(,1 zP c .  

The filters of unequal-passbands and with perfect 

reconstruction analysis Pi(z) and synthesis filters Qi(z) are 

included after each of the sub-adaptive filter in Figure  2.  
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Figure 3.  i t h
  band a fter  implying the ma ximal ly sa mpled 

filt er  bank . 

Figure 3 shows the ith band of the resulting scheme, 

which allows the filters to operate at a lower sampling rate. 

To obtain a scheme with less complexity we consider the 

analysis filters are sufficiently selective to accept spectrum 

interference only in frequency responses of neighboring 

bands. The ith band that is shown in Figure 4, we see that 

Pr,c(z) = Pr(z)Pc(z) are the filters of nonzero coefficients  

Si(z) shifted forward by Fi [10]. Looking at the ith band of 

the simplified scheme shown in Figure 4, the sampling rate 

of the adaptive filters is Fi  and Fi+1  times less than the rate 

of the input signal. 
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Figure 4.  Adaptive filters work at lower rates. 

The scheme can be further simplified by noting that 

Pr,c(z) = Pc,r(z) and combining the signals in adjacent bands.  

 

A. Taps Selection 

As mentioned in section III, about a good design of 

analysis filters to avoid the spectrum overlap, the parameters 

of Figure 4 are similar to the parameters of Figure  2. From 
this hypothesis an equation will be extracted assuming the 

case of modeling a random FIR system. 

The adaptive filters  Si(z) of each band of Figure 2 are 

described by shifting ii F/1  [11]. 

Defining Si(z) as follows: 
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Pm(z) is the matrix of dimension F0 x F0  contains 

analysis polyphase filters components - type I, given by 

  Tzzzz
L

)()()()(
110

TTT
m PPPP


   

24Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-454-1

ICDT 2016 : The Eleventh International Conference on Digital Telecommunications

                            33 / 35



where Pi(z) is the matrix ii Fx   with the rth row (r=0,.  i  ). 

The system function applied for the scheme of unequal-

passbands in Figure 2 can be expressed as: 

     Tm
T zzzzSz 011

~
)(

F PT  

To identify the unknown system, taps of Si(z) can be 

adjusted to match the required FIR scheme. The system 

function of the unknown system is denoted by U(z) and 

written as 

        TL zzzUzUzUzU 0

0

1
110 1)(

F
   

From equations (15) and (16), the multiband scheme 

accurately matches a FIR filter U(z) at 

         .1)( 0

0

1
110

T

L zzzUzUzUzU
F

   

and 

       .)()(
~

010 zUzUzUzz m
T

FPS  

Multiplying both sides of equation (18) by the matrix 

Qm(z): 

 ,)()( IQP zz mm  

where I is the unit matrix with delays, and its dimension is 

F0 x F0, and  

        )()(
~

010 zzUzUzUz m
T

QS F  

with delays. The matrix Qm(z) satisfying (19) corresponds to 

the synthesis polyphase filters matrix which results in a 

system with perfect reconstruction [12]. 

The matrix Qm(z) is of dimension  F0 x F0 containing 

components of the expanded synthesis polyphase filters, 
given by 

       zzzz Lm 110)(  QQQQ   

where Qi(z) is an iF x0  matrix with the rth column (r = 0, · 

· ·, i ). 

The parameters of the ith S-band filter )(zSi


, assuming 

the existence of overlapping spectrum only between 

adjacent bands, are given by 

 



i

r

ri
r

i zSzzS



0

, )()(


 

where filters Si,r(z) are related to )(zSi


 through equations 

(12) and (13). 

According to equations (20) and (22) for a scheme of 

unequal-passbands with L-band synthesis filters with 

)(zK
iQ , we can write 


ii QUS KKK   

where KSi is the minimum number of taps for the filters and 

KU is the required system order. 

Then, using a filter bank, which allows perfect 

reconstruction of unequal-passbands and adaptive filters of 

nonzero coefficients with sufficient orders that satisfies 

equation (23). However, it should be emphasized that the 

delay introduced by the filter bank should be considered in 

the adaptation algorithm. 

IV. SIMULATION RESULTS 

A random signal with normal distribution was applied 

on an IIR filter with z = 0.73. A noise of 10-7 is used and a 

system of order KU = 900 is considered. The decomposition 

was in octaves with L = 1, 2, 3, 4. Table I shows the 
parameter of the unequal-passbands scheme the 

downsampling parameters i
F , and the orders of the analysis 

filters  i  , respectively and L = 4 bands. Figure 5 shows 

the frequency responses of the corresponding analysis 

filters. 

 

Figure 5.  Frequency response of analysis filters   

Figure 6 reflects the significant enhancement in the 

convergence rate of the proposed algorithm that can be 

obtained for colored input signals by increasing the number 

of bands in the multiband algorithm. In this research work, 

four bands for colored input were used that is enough to 

decorrelate their samples. 
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TABLE I.  PARAMETERS OF THE UNEQUAL-PASSBANDS SCHEME 

i 0 1 2 

Fi 8 4 4 

i  1 2 2 

iPK  332 332 155 

iSK  149 149 256 

 

Next, we compare the performance of mean square error 

considering different adaptive schemes with L = 4 bands. 

Figure 7 shows the performance of the mean square error 

for the proposed critical decimation scheme with unequal-

passbands and the subsampled scheme with unequal-

passbands. It can be seen that the suggested scheme with 
unequal-passbands offers faster convergence speed 

compared to the Ichikawa and Furukawa approach [13]. 

 

 

Figure 6.  Performance of the mean square error of the scheme with 

unequal-passbands. 

To decrease the problem of slow convergence in wider 

bands, we use a subsampled scheme.  

 

Figure 7.  The mean square error with L = 4 

The reason behind improving the convergence in the 

scheme with unequal-passbands in contrast to the one with 

equal-passbands is because of breaking down the input into 

narrower bands at the smaller frequencies that causes a 

lower rate between the largest and smallest powers [9]. 

V. CONCLUSION 

In this paper, an unequal-passbands scheme was 

proposed and wider-band analysis filters were used. An 

equation is derived by modeling a random FIR system. This 

system is constructed from filters of nonzero coefficients 

that are used to design the equivalent FIR scheme. A perfect 

reconstruction is used by the help of the analysis filter bank. 

This bank allows us to obtain a scheme with less complexity 

by considering sufficiently selective analysis filters. By 
reducing the taps the computational cost is reduced. The 

results showed that the suggested method speeds up the 

convergence rate. 
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