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ICDS 2021

Forward

The Fifteenth International Conference on Digital Society (ICDS 2021) was held in Nice, France,
July 18 - 22, 2021.

Nowadays, most of the economic activities and business models are driven by the
unprecedented evolution of theories and technologies. The impregnation of these
achievements into our society is present everywhere, and it is only question of user education
and business models optimization towards a digital society.

Progress in cognitive science, knowledge acquisition, representation, and processing helped to
deal with imprecise, uncertain or incomplete information. Management of geographical and
temporal information becomes a challenge, in terms of volume, speed, semantic, decision, and
delivery.

Information technologies allow optimization in searching an interpreting data, yet special
constraints imposed by the digital society require on-demand, ethics, and legal aspects, as well
as user privacy and safety.

The event was very competitive in its selection process and very well perceived by the
international scientific and industrial communities. As such, it is attracting excellent
contributions and active participation from all over the world. We were very pleased to receive
a large amount of top quality contributions.

The accepted papers covered a large spectrum of topics related to advanced networking,
applications, social networking, security and protection, and systems technologies in a digital
society. We believe that the ICDS 2021 contributions offered a panel of solutions to key
problems in all areas of digital needs of today’s society.

We take here the opportunity to warmly thank all the members of the ICDS 2021 technical
program committee as well as the numerous reviewers. The creation of such a broad and high
quality conference program would not have been possible without their involvement. We also
kindly thank all the authors that dedicated much of their time and efforts to contribute to the
ICDS 2021. We truly believe that thanks to all these efforts, the final conference program
consists of top quality contributions.

This event could also not have been a reality without the support of many individuals,
organizations and sponsors. In addition, we also gratefully thank the members of the ICDS 2021
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organizing committee for their help in handling the logistics and for their work that is making
this professional meeting a success.

We hope the ICDS 2021 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress on the topics of digital
society.
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Abstract—A significant number of governments worldwide
have introduced mobile contact tracing apps in an attempt to
contain the spread of COVID-19. The use of these government
surveillance technologies provides clear benefits for citizens,
health bodies and governments but also raises privacy concerns,
which may ultimately undermine the adoption of such technolo-
gies. This research comprises two discrete longitudinal studies;
the first study explores the influence of privacy perceptions and
positive beliefs on citizen acceptance of mobile tracing apps while
the second study focuses on the antecedents and behavioural
intentions related to trust and privacy perceptions. Preliminary
evidence suggests that perceived benefits, social influence and
trust are positively related to adoption and disclosure intentions
while privacy concerns have a negative effect. Both studies
offer valuable theoretical contributions to the academic literature
on privacy and technology adoption, and practical and timely
contributions to government bodies and practitioners.

Keywords—Privacy; Government Surveillance; COVID-19; Con-
tact Tracing; Mobile Application.

I. INTRODUCTION

It is well established that from the outset COVID-19 posed
significant challenges for healthcare systems due to the uncer-
tainty in transmission, pathogenicity and lack of strain-specific
control options. As a result, governments focused on non-
pharmaceutical interventions including social distancing and
social isolation. For the first time, governments and health
agencies were able to leverage the widespread adoption of
mobile technologies and contact-tracing apps to support these
efforts on a national scale. While contact tracing apps provide
clear benefits in containing the spread of COVID-19, they
constantly track users’ location and social interactions and
therefore can be seen as a potential form of government
surveillance. As such, they generate understandable privacy
concerns, which may ultimately undermine adoption, and
consequently reduce the potential benefits of these apps in

the fight against the virus [1]. In this research, we combine
Privacy Calculus Theory (PCT) with Social Exchange Theory
(SEC), and separately with Procedural Fairness Theory (PFT),
to explore the influence of privacy perceptions, positive beliefs
and trust on citizen acceptance of mobile tracing apps. These
theoretical frameworks are briefly presented in Section II.
Section III and Section IV present the sample used in the
two studies and some preliminary results respectively. Finally,
Section V presents some concluding remarks.

II. THEORETICAL BACKGROUND

Technology adoption is one of the most developed
streams of research within the information system literature
comprising well known and widely-used theories [2].
Diffusion of Innovation theory, the Technology Acceptance
Model, the Theory of Planned Behaviour, the Unified Theory
of Technology Acceptance and Use have been used to
investigate the determinants of individuals’ acceptance of
a wide range IT innovations and surveillance technologies
[3]. Due to the relatively novel context and early stage of
diffusion, factors in extant adoption theories may not be fully
applicable to mobile contact tracing apps for pandemics.
For this reason, our studies focus on contextually relevant
factors, such as social influence and trust that are important
factors in health and government surveillance research. More
specifically, we combine PCT with SEC (Study 1) and PFT
(Study 2).

PCT posits that individuals compare the costs and benefits
associated with adopting a new technology or disclosing
personal information before they engage in such a behaviour
and are likely to do so as long as the benefits outweigh the
costs [4]. Consistent with the core values of PCT, SET seeks

1Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-869-3
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to explain human behaviour with an emphasis on social struc-
tures and norms, and posits that individuals expect reciprocal
benefits when being required to adhere to social norms [5].
In our first study, we combine PCT and SEC to unravel the
combinatory effect of privacy concerns and social factors on
intention to adopt and use a mobile contact-tracing app.
Our second study focuses more on the role of trust as an
antecedent of intention to adopt and use the app. In order
to do so, we combine PCT with PFT, which posits that an
individual’s perception that a particular activity is conducted
fairly is an important driver of risk appraisal [4]. In the context
of contact tracing apps and privacy, the idea of fairness mostly
refers to the perception that data are collected and used fairly.

III. DATA COLLECTION AND SAMPLE

The Irish Health Service Executive (HSE) launched a na-
tional contact tracing application called COVID Tracker on 6
July 2020. Within 48 hours of its initial launch, over 1 million
people (almost 50% of adult smartphone users in Ireland) had
downloaded the app, and 300,000 people had checked-in [6].
Data was collected using two surveys, one prior to the intro-
duction of the app (T1) and one after the launch (T2). We used
existing scales when developing our instrument with minor
wording amendments to adapt items to the context. The T1
survey focused more on perceived privacy concerns, situational
variables, and propensity to trust and adopt the app. The T2
survey focused more on future intention to use the app.
Responses were collected using an online panel of Irish
residents provided by Qualtrics with age, gender and regional
quotas to ensure the sample was representative of the popu-
lation of Ireland. A total of 1,109 complete responses were
collected at T1. All the respondents were then re-contacted
at T2. The final sample consisted of 405 complete responses
(37% response rate). Table I provides an overview of the
characteristics of the final sample.

TABLE I
SAMPLE OVERVIEW

Gender # Age Range #
Male 189 18-20 4
Female 225 21-29 29
Rather Not Say 0 30-39 66

30-49 79
40-59 86
60+ 89

Employment Status # Education Level #
Employed 186 Secondary School 157
Self-employed 26 Trade 5
Unemployed 36 Diploma 32
Student 11 Bachelor degree 133
Unavailable for work 42 Other Qualification 64
Retired 104 Doctorate degree 14

Responses were analysed using Confirmatory Factor Anal-
ysis and Partial Least Squares Structural Equation Modelling
(PLS-SEM).

IV. PRELIMINARY RESULTS

Preliminary results from Study 1 suggest that social influ-
ence, reciprocal benefits and perceived health benefits (i.e.,

positive beliefs) have a positive effect on individuals’ intention
to download the application. On the contrary, negative beliefs
related to privacy concern such as risk does not have a
significant influence on individuals’ intention to download
the application. Our results also show individuals’ future
intentions regarding the use of the application were influenced
by their prior adoption intentions and reciprocal benefits, while
privacy concern only has a negative influence (at the .10 level).
Study 2 focused the role of trust as an antecedent of intention
to adopt and use the contact tracing app. Preliminary findings
suggest that propensity to trust technology, perceived gov-
ernment motives, perceived need for government surveillance
through the contact tracing app, and perceived control have a
positive effect on perceived trust in the mobile contact tracing
app. In contrast, perceived intrusion through the mobile contact
tracing app has a negative effect on perceived trust. Results
also suggest that perceived trust and privacy have a positive
effect on intention to adopt but do not directly influence usage
intention, and that perceived trust and intention to use have
a positive effect on users’ willingness to disclose personal
information.

V. CONCLUSION

By leveraging a longitudinal dataset, our research adopts
a broader conceptualisation of user acceptance that includes
both intention to adopt and use over time thus overcoming the
typical limitations of cross-sectional samples. Furthermore, we
extend PCT by combining it with SEC, and separately PFT, to
capture the complexity of privacy consideration and the impor-
tance of fairness consideration in the context of government
surveillance technologies. The findings of our studies provide
useful insights for practitioners and policymakers as they
clearly highlight the importance of transparency, perceived
benefits, and reciprocity in fostering adoption. Policymakers
and public health agencies need to carefully consider what
communication and control mechanisms can be introduced to
build (and repair) trust, remediate potential sources of distrust
in the development and design of such apps, communicate the
health and public benefits of using the app and how data will
and will not be used, and ensure that collected data is deleted
when no longer necessary.
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Abstract—This research investigates the factors driving accep-
tance and use of mobile contact tracing apps in Brazil. The
study leverages Theory of Planned Behaviour (TPB), Privacy
Calculus Theory (PCT) and social contract theory, and a sample
of 1,114 Brazilian residents to demonstrate the importance of
perceived control and perceived surveillance in the formation of
individuals’ perceptions of privacy. Preliminary findings suggest
that perceived privacy, reciprocal benefits, and social influence
have a positive effect on individuals’ intentions to download or
continue use of contact tracing mobile apps. Similarly, intention
to adopt, perceived privacy, and reciprocal benefits have a positive
effect on intentions to disclose information.

Keywords—Privacy; Social Contract; Social Influence; COVID-
19; Mobile Apps; Contact Tracing.

I. INTRODUCTION

The COVID-19 pandemic has radically changed all aspects
of our lives. Given the initial lack of effective pharmaceutical
countermeasures, a number of exceptional public health mea-
sures have been introduced by various governments in order
to reduce the transmission of the virus. Most governments
mainly focused on keeping the public informed, timely contact
tracing, and isolation of individuals who have been exposed to
the virus. Digital technologies have proven to be particularly
useful in this context by enabling fast dissemination of infor-
mation to citizens and location-based contact tracing. Contact
tracing apps in particular have become a common feature of
the battle against COVID-19 [1]. Some of these apps have
been introduced by national governments while others have
been introduced by application developers [1] .

Brazil is one of the countries that have been most affected
by COVID-19 [2]. A number of mobile contact tracing apps
have been introduced in the country including one funded
by a local state government to monitor symptoms and self-
isolation (Monitora), and a contact tracing app, which links
information from healthcare organizations with geo-location
data to infer users’ risk of infection (Dycovid). While these
apps require users to disclose different information, they both

collect sensitive data, such as users’ health information and
location. As such, the use of these apps raise significant
privacy concerns as they can be perceived as a form of
government surveillance. Widespread adoption and users’ will-
ingness to disclose information are necessary conditions for
the success of these apps [3], thus it is important to investigate
how individuals’ perceptions regarding privacy and benefits
associated with these applications influence their acceptance
and ultimate use of the apps. In this study, we combine Theory
of Planned Behaviour (TPB), Privacy Calculus Theory (PCT),
and Social Contract Theory (SCT) to answer the following
research question: what roles do individuals’ perceptions of
privacy and benefits play in determining their acceptance and
use of contact tracing applications? By doing so, we aim
to contribute to the growing literature on privacy and the
adoption of new online services, and to the emergent literature
on the benefits and challenges of digital technologies during a
pandemic. The remainder of this article is organised as follows.
Section II introduces the theoretical framework; Section III
provides a brief overview of the sample and data collection;
Section IV presents a summary of some preliminary findings;
and Section V presents some concluding remarks.

II. THEORETICAL BACKGROUND

Academic research on privacy and technology adoption
has recently begun to focus on emerging online services and
the privacy implications of such technologies. However, most
studies follow the Antecedents-Privacy Concerns-Outcomes
(APCO) framework presented by Smith et al. [4] and do
not examine the relationship between antecedents, privacy and
behavioral outcomes. In this study, we aim to the overcome
such a limitation by investigating the role of privacy in
the context of contact tracing mobile apps across the entire
APCO framework. To this aim, we leverage TPB as our
underlying framework. It posits that the behavioural intentions
of an individual are a function of their attitudes towards the

3Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-869-3
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behaviour, subjective norms, and perceived behavioural control
[5]. While TPB has been the dominant theoretical approach
for investigating health-related behaviour for decades, it has
also attracted a number of criticisms mostly because of its
low explanatory power in real-life experiments [6]. For these
reasons, we combined TPB with SCT and PCT and as a result
take into account a larger number of factors that might affect
the behavioural intentions of a given user.

According to SCT, a social contract exists every time an
exchange of information is required; this equally applies to
the use of a mobile app. Such a contract is directly related to
how information should be used. Individuals are more likely
to engage in the exchange when they believe that the social
contract will be honored [7]. SCT also states that organisations
must provide the individual with control over how their
information is used [8]. We argue that the same logic applies
to contact tracing apps and that, if individuals’ perceive that
these apps can be used for government surveillance purposes,
their perception of privacy will diminish. In turn, a lower
perception of privacy would negatively affect their willing
to accept and use the contact tracing app. In contrast, PCT
posits that individuals compare positive and negative outcomes
associated with a behavior prior to deciding whether or not to
engage in that behavior [7], and that they will then engage in
the behavior if the positive outcomes outweigh the negatives
[9]. In this study, we adopt PCT to examine the influence
of perceived privacy and several positive beliefs on users’
acceptance of mobile contact tracing apps.

III. DATA COLLECTION AND SAMPLE

Data was collected using an online survey in Portuguese
based on validated scales with minor wording amendments
to adapt items to the context. Given the existence of several
contact tracing apps in Brazil, participants were initially asked
if they had downloaded any of the main apps. We only
explored benefits and privacy perceptions of the users who had
experience with this type of apps. Participants with no prior
experience using contact tracing apps were presented with a
neutrally-framed description of a hypothetical contact tracing
app and asked questions on their intentions to (i) adopt such
an app, (ii) disclose accurate data, and (iii) rely on the app
for health advice. Responses were collected using stratified
sampling with gender, age and regional quotas and an online
panel provided by Qualtrics. 1,175 complete responses were
collected however 50 responses were filtered out due to low
standard deviation in the responses and other 11 responses
due to a completion time that was too short. Table I provides a
breakdown of the 1,114 responses included in our final sample.
Responses were analysed using Confirmatory Factor Analysis
and Partial Least Squares Structural Equation Modelling (PLS-
SEM).

IV. PRELIMINARY RESULTS

Preliminary findings suggest that perceived privacy, recip-
rocal benefits, and social influence have a positive effect on
individuals’ intentions to download or continue use of contact

TABLE I
SAMPLE OVERVIEW

Gender # Age Range #
Male 524 18-20 79
Female 589 21-29 252
Rather Not Say 1 30-39 286
Other 0 40-49 214

50-59 175
60-69 96
70+ 12

Employment Status # Education Level #
Employed 507 Primary School 9
Self-employed 272 High School 467
Unemployed 149 Technical College 14
Student 86 Bachelor degree 382
Unavailable for work 11 Masters degree 294
Retired 89 Doctorate degree 35

Other 13

tracing applications. Similarly, intention to adopt, perceived
privacy, and reciprocal benefits have a positive effect on
intentions to disclose information. Interestingly, the results
also show that perceived health benefits have a positive effect
on intention to continue to use the app by current users while
it has a negative effect on non-users’ intention to adopt.

V. CONCLUSION

Our research aims to contribute to the academic literature
on privacy and technology adoption in at least two ways. First,
we combined PCT and SCT to investigate the role that privacy
antecedents play in the context of mobile contact tracing app
acceptance. Second, we compared the role of perceived privacy
on acceptance of both users and non-users. The findings of our
study have also practice implications as it demonstrates that
the perception of privacy is a major driver of acceptance in the
context of contacting tracing apps. It is therefore important for
developers and organisations invested in these apps to foster
these perceptions prior to the introduction of new applications.
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Abstract—Health information is regularly sourced from so-
cial media platforms. However, health-related mis- and dis-
information, particularly regarding vaccinations, has become
increasingly prevalent on social networks since the spread of
COVID-19. Automated attempts to manipulate or deceive the
public by spreading false information on social media have
adverse effects within the online vaccination discourse, for
example by potentially converting vaccine hesitant individuals
into vaccination deniers. 8,949 English-language tweets featuring
the #antivaxx (i.e., anti-vaccination) hashtag generated by 7,721
discrete users in December 2020 were collected, a period when
COVID-19 vaccines were first released in the United States. These
were examined to determine (a) the prevalence of automated
software and social bots in the #antivaxx discourse on Twitter
during the focal period, (b) the prevalence of social bot use by
active and visible users, and (c) the effectiveness of social network
platforms to moderate misinformation. While there is evidence
of use of automated software and social bots in the #antivaxx
discourse during the period, such software is used by less than
1.5% of users and accounts for between 3.6% and 5.5% of the
overall discourse. We also find that active users are more likely
to be classified as bots than visible users. Furthermore, Twitter
would seem to be effective in identifying and suspending highly
active accounts associated with distributing potentially harmful
information relating to vaccination.

Index Terms—Twitter; Social Bots; Social Marketing; Social
Media; Public Health Communications; Vaccination; #Antivaxx;
#Antivaccination; Anti-vaccination.

I. INTRODUCTION

Using social media to gather health information poses qual-
ity issues - despite its clear benefits in promoting public health
information online, responding to health crises, and tracking
disease outbreaks [1]–[4]. These issues arise specifically in
regard to the accuracy of health information shared on social

media, particularly due to a lack of regulation surrounding
non-expert health sources and outdated or incomplete content
[1] [5]. Research also suggests evidence of manipulative and
deceptive practices [6] [7] which interfere with public health
communication by creating a false sense of uniformity and
validity, thus endangering public consensus and legitimising
questionable or downright false information [7]–[9].

A lack of regulatory structure forces shifts in quality
control responsibilities: what used to be monitored by con-
tent producers now lies in the hands of consumers’ online
information hygiene habits [10]. Psychological distance in
virtual networks has further lowered norms of appropriate
behaviour and increased the likelihood of malpractice [11].
These include tactics such as mimicking grassroots campaigns
from higher-authority entities (astroturfing) or generating a
high volume of content, replete with related hashtags and
keywords, to de-emphasise or obscure some other type of
activity or content (smoke screening) by humans or automated
software programmes, i.e., social bots [6].

Social bots operate social media accounts and mimic human
users with the aim of influencing specific online discussions.
While their objective may be benign, there is substantial
evidence of malicious use, for example with the aim of
spreading rumors, spam, false information, slander, or noise
[8]. Research suggests that social bots retweet more frequently
than humans, while generating fewer replies, retweets, and
mentions from human users [8]. Social bots may be used
individually or in social botnets, which typically include large
groups of bots under a single coordinator, or (botmaster), who
coordinates their interactions to generate tweets independently
of each other or within a retweet chain [13] [14]. In the context
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of Twitter, Dickerson et al. [12] categorise such malicious bots
into the following:

1) Spambots, which spread spam content only.
2) Paybots, which make money by tweeting content from

accredited sources, but add links leading to sites that pay
for traffic.

3) Influence bots, which try to sway conversations on
Twitter in a specific direction.

In combination with users’ increasing tendencies to turn to
social media for health information, such malpractice impacts
the validity of content shared and the prevalence of rumors
or panic spread within a specific health-related online dis-
course [15]. Extant research suggests that the anti-vaccination
movement has employed social bots in the past to influence
narratives and decision making processes with respect to
vaccination [16]. Repeated exposure to such content has been
shown to result in increased hesitancy towards vaccinations,
as well as a preference for finding information online rather
than from accredited health care organisations [17]–[20].

Contemporaneous with the COVID-19 pandemic, the Di-
rector General of the World Health Organization (WHO) has
labelled an emerging phenomenon of widespread false infor-
mation surrounding the 2019 coronavirus as the ”infodemic.”
At the time of writing, the WHO has identified over 30
discrete topics that are the subject of misinformation within
the COVID-19 discourse [21]. In this short paper, we examine
the prevalence and focus of automated software programmes
in the COVID-19 anti-vaccination discourse. We specifically
ask to which degree automated software programmes are used
and examine those users who are highly active and highly
visible within the December 2020 COVID-19 #antivaxx (i.e.,
anti-vaccination) conversation on Twitter.

The remainder of this short paper is organised as follows.
Section II briefly describes the data gathered and methodol-
ogy applied in three distinct analyses to examine levels of
influence, types of software, and prevalence of moderation
attempts within the data set. This is followed by an overview of
preliminary findings in Section III, categorised by insights into
generator software identified, user activity and visibility levels,
and an examination of Twitter’s platform moderation efforts.
Finally, Section IV summarises the value of these findings
and outlines elements of future research to be conducted on
the subject.

II. DATA & METHODOLOGY

Twitter is used widely for health surveillance and research
[25], and is a popular channel within the anti-vaxx movement
[9] [22]. The first release of COVID-19 vaccines took place at
the beginning of December 2020. Using Twitter’s enterprise
application programming interface (API) platform, GNIP, we
prepared a data set of 8,849 English language tweets generated
in December 2020 featuring the #antivaxx hashtag. Table 1
presents an overview of the data set.

We performed three discrete analyses in order to assess
the prevalence of automated software programmes. First, we
identify the most active and visible users in the data set as a

TABLE I
DESCRIPTIVE ANALYSIS

Metric Count Percentage
No. of Distinct Users 7721 -
Total Tweets 8949 100%
No. of Original Tweets 2301 25.71%
No. of Replies 336 3.74%
No. of Retweets 6312 70.53%
No. of Tweets with URLs 1680 18.77%
Avg. Tweets per User 0.3 -

proxy for influence [23]. In this case, activity is measured as
the sum of tweets, retweets, and replies posted by a user, while
visibility is measured as the number of retweets and replies
received by a user [24]. Second, to explore the sophistication
of technologies used in the discourse, we examine the type
of software used to generate tweets. We use the generator
metadata available from GNIP to identify the software utility
that was used to post the Tweet. This metadata includes the
name and a link for the source application that generated the
tweet. The general public typically use official Twitter clients
or other social networking platforms for cross-posting (e.g.,
Instagram, Facebook, etc.), while commercial actors are more
likely to use social automation and other marketing automation
software. The generator metadata can also provide evidence of
bot applications. Third, a machine learning algorithm designed
specifically for detecting social bots on Twitter, the Indiana
University Network Science Institute (IUNI) Botometer, is
used to identify the use of social bots by the data set’s most
active and most visible users. The IUNI Botometer leverages
a thousand features from a Twitter account and its activity
(such as astroturfing, spamming, potential self-declaration as
a bot, or the account’s number of ’fake followers’) in order to
evaluate the similarity of that account to the known features of
social bots. In doing so, the IUNI Botometer reports a social
bot detection accuracy in excess of 95% [8] [26].

III. FINDINGS

A. Generator Software

Our analysis of the generator metadata confirms our expec-
tations in that the main software used by users in the #antivaxx
discourse are official Twitter client software (97%); between
1% and 2% of end users used identifiable bots or automated
software to generate tweets. However, these accounts gen-
erated between 3.5% and 5% of tweets. Approximately 45
generators (54% of all generators) were self-identified as bots
or exhibited bot behaviour.

It is important to note that generator software is not a highly
accurate predictor of black hat techniques. For example, some
automated social botnets may use official Twitter clients, while
others may be human operated, often en masse in click farms.
The human social botnet analog, referred to as ’meat puppetry,’
typically involves paid networks of real Twitter users operating
under the direction of a single user who sells the network’s
reach for a price [13]. Such networks are extremely difficult to
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TABLE II
GENERATOR OVERVIEW

Generator No. of Tweets No. of Users
Twitter Client 94.68% 97.71%
Bot 3.36% 0.86%
Third Party Twitter Client 1.21% 0.89%
Social Network 0.20% 0.18%
Other 0.54% 0.36%
Total 100.00% 100.00%

identify as the network comprises real users. These networks
can be used to generate spam tweets independently of each
other or as a single retweeting tree or retweet chain [14].

B. Activity & Visibility

Table 2 offers a deeper breakdown of original tweets (i.e.,
non-replies and non-retweets), showing the number of those
posted by the data set’s most active and most visible users.
The percentages of original tweets published by the data set’s
most active and most visible users remain comparably low,
indicating a widely spread online conversation with only few
highly influential actors functioning as information sources.

TABLE III
ORIGINAL TWEET ANALYSIS

Metric Count Percentage
No. of OTs by Most Active Users 387 16.82%
No. of OTs by Most Visible Users 100 4.35%

As discussed, we analysed the most active and visible users
using Botometer. Firstly, 22% of the Top 100 active users
and 17% of the Top 100 visible users were either suspended
or no longer available via Twitter. This typically, although
not exclusively, means that the user has deleted their account
or their account has contravened Twitter guidelines. Of the
remaining Top 100 accounts, 21% of the most active accounts
and 6% of the most visible accounts were rated as exhibiting
social bot behaviour. This was largely driven by (i) self-
declaration that the account was a bot, (ii) high volumes
of retweeting (echo chamber behaviour), and (iii) a higher
number of fake followers than average users. Presenting bot
behaviour does not necessarily mean that the account is a bot
or has malicious or malign intent. Many of the most visible
and active users in our data set, while exhibiting bot-like
behaviour e.g., retweeting in high volumes, are either benign,
e.g., media outlets or automated news feeds, or represent
high-volume Twitter users who may be passionate about
countering anti-vaccination messaging through their own form
of smoke screening. These include doctors and other health
advocates. While outside the scope of this particular paper,
the lack of anti-vaccination proponents may suggest a shy
anti-vaccination supporter hypothesis and is worthy of future
research.

It is important to note that the use of automated software
and/or social bots should not be taken to mean that the user
or their messages are anti-vaccination. Manual analysis of the

TABLE IV
BOT SCORE OVERVIEW

Bot Score Active Users Visible Users
Very High 9 1
High 12 5
Medium 2 6
Low 19 21
Very Low 36 51
Suspended/No Longer Accessible 22 17

most visible and active users suggests that in both cases the
majority of accounts identified as behaving like bots were pro-
vaccination. Of those rated with a medium to high probability
of bot behaviour across both the most active (n=21) and most
visible (n=5) users, only one of the accounts was actually anti-
vaccination. A greater proportion of the accounts designated
unavailable were true anti-vaccination supporters - seven of
the 22 most active unavailable accounts were anti-vaccination
and only two of the most visible unavailable accounts were
anti-vaccination.

C. Platform Moderation

Given the higher proportion of true anti-vaccination ac-
counts in the unavailable accounts, and the relatively low
number of anti-vaccination promoters in the most visible and
most active accounts, one could reasonably posit that Twitter
as a platform has been effective at moderating potentially
harmful anti-vaccination messaging.

IV. CONCLUSIONS

Vaccine hesitancy is a significant contributor to avoidable
deaths and disease burden worldwide. The availability of
COVID-19 vaccinations presents an opportunity to control a
highly transmissible disease that has resulted in a significant
number of deaths as well as an unprecedented health, social,
and economic burden on society worldwide. False information
on social media can result in individual consumers becoming
vaccine hesitant or, in extremis, vaccination deniers, and
thereby reduce the effectiveness of COVID-19 vaccination
programmes.

Few studies consider the computer as a social actor in the
context of the anti-vaxx movement and the use of black hat
techniques, which may influence the associated discourse. This
short summary gives preliminary insights into the prevalence
of automated software programmes in the online COVID-
19 #antivaxx discourse on Twitter. It forms part of a wider
research project (i) analysing over 24.5 million tweets gener-
ated on COVID-19 vaccination during December 2020, and
(ii) comparing the wider anti-vaccination discourse on Twitter
pre-COVID-19 (2018) and during COVID-19 (December 2020
onwards).

Countering the anti-vaccination movement is a significant
multi-stakeholder challenge that requires active interventions
by public health agencies, policy makers and profession-
als, pharmaceutical companies, and social media platforms
themselves. Greater understanding of the different mecha-
nisms being used by anti-vaccination promoters can help
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pro-vaccination stakeholders mitigate the adverse effects of
the anti-vaxx movement and restore faith in vaccines and
vaccination programmes.
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Abstract—Building stock accounts for a major portion of
worldwide energy consumption and greenhouse gas emissions.
Integrating resources, information and automation systems in a
proper manner to achieve the required outcomes and meet the
relevant regulatory standards for deep renovation and emerging
energy efficiency is a significant challenge. RINNO is a Horizon
2020 project that aims to deliver a set of processes that, when
working together, provide a system, repository, marketplace,
and enabling workflow process for managing deep renovation
projects from inception to implementation. This paper presents
an overview of the RINNO project and, specifically, RINNO’s
design for an open renovation platform for managing and
delivering deep renovation projects for residential buildings
based on seven design principles. The proposed platform will
be developed, implemented and evaluated at four pilot sites with
varying construction, regulatory, market and climate contexts.

Keywords—Deep renovation; open renovation; energy efficiency;
residential buildings; renovation management platform.

I. INTRODUCTION

Despite pledges and public sector efforts to curb global
warming, carbon dioxide emissions from the energy sector
and industry have increased by 60% since the signing of
the UN Framework Convention on Climate Change in 1992
[1]. As such, de-carbonising energy sources and implementing
sustainable development and circular economy principles in
industry has become a key international effort as evidenced
in the UN 2030 Agenda for Sustainable Development, the
2015 Paris Climate Agreement, the EU climate action, and
the European Green Deal.

Meeting 2030 targets requires reduction in greenhouse gas
emissions in excess of 50% [2]. The EU building stock
currently accounts for 40% of the EU’s energy consumption
and 36% of greenhouse gas emissions [2]. Reducing the
energy impact of these building is a significant challenge. Most
buildings in Europe have substantially longer lifetimes than
those built in less developed countries, many of which were
built before thermal standards were introduced or required [3].
By 2050, more than 85% of the EU building stock will still
be in use, albeit in need of significant renovation [3].

Deep renovation is defined as a form of renovation that
”captures the full economic energy efficiency potential of
improvement works, with a main focus on the building shell,
of existing buildings that leads to a very high energy per-
formance” [4]. This includes improving heating and cooling
demand through a more efficient building envelope, the use
of low-energy consuming equipment, increasing renewable
energy sources and implementing smart building principles
[2]. RINNO, a four-year Horizon 2020 project, aims to in-
troduce significant improvements in (i) the efficiency of the
deep renovation process, both in terms of cost and time, and
(ii) the energy performance and stakeholder satisfaction of
deep renovation projects [5]. This will be achieved through
a novel open renovation platform for the deep renovation
of residential buildings - ranging from planning and design,
to retrofitting, operation and monitoring - and implementing
emerging technologies including new materials, prefabrication,
artificial intelligence, amongst others. In Section II, we in-
troduce the RINNO Open Renovation Platform Renovation
Framework. Section III provides a brief overview of how the
RINNO platform will be tested in real-life implementations.
Section IV presents some concluding remarks.

II. THE RINNO OPEN RENOVATION PLATFORM &
RENOVATION FRAMEWORK

RINNO aims to develop a new open renovation software
platform. It is designed against seven principles [5]:

1) Full-Lifecycle: implementing the best available techno-
logical solutions and construction practices across the
renovation project lifecycle;

2) Multi-Stakeholder: taking into account multiple concur-
rent stakeholder perspectives and requirements;

3) Modularity: capitalising on independently designed sys-
tems which, when integrated, function as a whole;

4) Open & interoperable: making data, processes and
renovation-specific functionalities available in an
ecosystem of building stakeholders;
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5) Algorithmic: using machine learning and other, more
generic algorithmic systems based on data generated
from buildings to enable augmented building intelli-
gence in support of planning, design, and building
operations;

6) Scalable: using (green) cloud computing to accommo-
date the massive range of data structure types, al-
gorithms and communication mechanisms inherent in
smart buildings; and,

7) Secure: integrating security considerations into all as-
pects of the open renovation platform from the cloud to
the edge.

The RINNO Operational Platform (Figure 1) comprises five
layers building on cloud computing Infrastructure-as-a-Service
(IaaS) to enable scalability, algorithmic approaches, and data
management [5]. The Core RINNO Operational Platform
comprises the platform’s primary architecture, middleware,
orchestration, and analytics systems. The RINNO API (Appli-
cation Programming Interface) Management Platform supports
design, security, publishing, monitoring, analysis, consump-
tion, and monetisation APIs in support of open collaboration
standards and data exchange [5]. On top of the underlying
infrastructure sits a number of renovation-specific components,
which may comprise one or more modules. These include
lifecycle-specific modules, e.g., a renovation repository, a
planning & design assistant, a retrofitting manager, a building
lifecycle renovation manager, and a renovation workflow &
transactions manager, finance, and training, as well as more
general user administration & support modules. On-site data
about the building and its use are gathered through a multi-
sensor network. Finally, users and devices can access the
platform and data through a variety of interfaces, facilitating
multi-stakeholder interactions.

III. RINNO PILOT SITES AND EVALUATION

The RINNO platform will be used in the renovation of
buildings at four pilot sites in Greece, Poland, France and
Denmark. These buildings are all multi-unit social housing
buildings situated in different climatic regions, with diverse lo-
cal building codes and regulations. Furthermore, each building
features different construction materials and elements and is
equipped with different heating, ventilation, and air condition-
ing (HVAC) systems and other related building systems and
features. The project will be evaluated based on a wide range
of key performance indicators including reduced energy con-
sumption, the adoption and use of renewable energy sources
(RES), thermal performance, renovation time and effort and
comparative cost, as well as stakeholder satisfaction measures
[5].

IV. CONCLUSIONS

This extended abstract provides a short overview of the
Horizon 2020 RINNO project. Upon delivery, all processes
will work as a system, repository and integrated workflow
for the initiation and implementation of deep renovation
ventures. This will result in optimised renovation design,

Fig. 1. High level conceptual RINNO Open Renovation Platform with
illustrative components [5].

reduced renovation time, effort, energy consumption and cost,
increased energy efficiency, improved thermal performance,
and increased stakeholder satisfaction [5].
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Abstract—This is document present the work programme and 

results from the Horizon 2020 COGOV project.  Here we 

introduce the key research questions of the project on the role 

of strategic management in co-creation. We then provide an 

overview the main findings arising from the project and 

provide a set of recommendations.  
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I.  INTRODUCTION 

The COGOV project aims to understand the 
transformation of European public administrations following 
post-managerial trends. These trends advocate for a move 
from bureaucratic organisations and de-emphasise efficiency 
and effectives to include a broader set of public value such as 
public legitimacy. The project’s focus is on co-creation and 
the role of strategic management in implementing co-
creation. This extended abstract present and defines the main 
concepts and results.  

II. CO-CREATION 

We define co-creation as the process through which two 
or more public and private actors attempt to solve a shared 
problem, challenge, or task through a constructive exchange 
of different kinds of knowledge, resources, competences, and 
ideas that enhance the production of public value in terms of 
visions, plans, policies, strategies, regulatory frameworks, or 
services [1]. This can either be through a continuous 
improvement of outputs or outcomes or through innovative 
step-changes that transform the understanding of the problem 
and leads to new ways of solving it. Co-creation is on the 
public sector agenda for three reasons [2]:  

• The public sector is caught in a cross-pressure 
between growing expectations and scarce public 
resources;  

• The public sector has a limited reach and needs to 
involve societal actors to solved wicked problems;  

• The public sector produce its own distinct public 
value that many different actors can help produce. 

While increasingly popular in contemporary public 
policy discourses, research shows that  co-creation has not 
yet fully achieved its transformative impact. In this sense, 
co-creation is still in its infancy and needs to  mature to 
achieve real impact.  

III. RESEARCH PROBLEM  

The COGOV project responds to the problem of how 
strategic management can best enable managers and 
professionals in the public sector to exploit the drivers - and 
overcome the barriers - to the co-creation of innovative 
public value outcomes at both organizational and project 
levels, and which lessons can be shared on undertaking 
strategically managed co-creation. A strategic management 
approach means that  planning is linked with implementation 
on an ongoing basis [5]. Because of its long-term and 
organisation-wide approaches, strategic management support 
major organizational transitions towards co-creation.  

IV. METHODS 

COGOV’s intent is to produce evidence to answer this 
policy problem by:  

• Administering a survey across 6 national sites;  

• Establishing an archive of innovative practices, 
based on 205 interviews in 15 case studies [6];  

• Examining the co-creation of territorial cultural 
strategies in the UK and France; 

• Implementing a design-experimental approach 
to co-creation in 5 countries to produce a 'CO-
CREATOR' board game to aid policy learning;  

• Identifying relevant skills for professionals 
engaged co-creation through focus groups;  

• Developing an e-toolkit for managers to aid the 
development of co-creation.  

V. FINDINGS 

Our findings indicate that co-creation has several benefits 
as well as pitfalls, which nonetheless strategic management 
can help overcome.  

A. Co-creation Balance Sheet  

Co-creation has many advantages as it:  

• Mobilizes experiences and resources of relevant and 
affected actors that enhance service quality;  

• Strengthens social cohesion by bringing together 
diverse groups of citizens;  

• Stimulates innovation and builds common 
ownership for new solutions;  

• Enhances citizens’ democratic influence at the 
output side of the political system. 

11Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-869-3

ICDS 2021 : The Fifteenth International Conference on Digital Society

                            19 / 59



When public authorities decide to implement co-creation, 
they should consider the following pitfalls: 

• The co-destruction of value due to negligence, 

incompetence or the abuse of power;  

• Arena capture, allowing access to powerful 

groups at the expense of marginalized groups;  

• The stigmatization of citizens;  

• Suppression of disagreement in the public 

pursuit of consensus and quick wins; 

• Increasing public costs of facilitation and add-

on services. 

B. Emerging Lessons on Co-creation  

Several lessons on co-creation have emerged:  

• Irrespective of administrative traditions, co-

creation is widely implemented across countries. 

• The use of co-creation to explore new issues and 

unmet needs is increasingly more likely than to 

improve already existing services ('co-production'). 

• Public Value (with an emphasis on stakeholder 

engagement and improved service performance and 

satisfaction) as opposed to resources and 

capacity, is increasingly important in shaping the 

response of managers. 

• Culture shift - managers/professionals need to learn 

to invite and accept (experiential) knowledge of 

clients and others - a challenging task, whereas 

clients and citizens are by definition seen as 

‘objects of care’ rather than equal partners. 

C. Emerging Lessons on Strategic Management  

Our analysis of strategic management efforts indicates that 

successful co-creation is based upon the following elements:  

• Values: A central part of the organizational vision  

• Leadership: Embraced by leading managers, but 

infrequently by elected politicians  

• Platforms: Underpinned by digital platforms but 

physical platforms are vital for building trust, 

spurring mutual learning and crafting new solutions 

• Roles and Perceptions: Supported by a tentative 

and yet incomplete movement from traditional 

command and control leadership and management 

to a more facilitative forms of leadership and 

management that aims to empower employees and 

citizens to co-creation innovative public value 

outcomes.  

VI. RECOMMENDATIONS FOR MANAGERS  

Based on the findings, COGOV’s  recommendation are: 

• Managers, politicians, and professionals should be 
aware that a hybrid/mixed approach to strategy 

may be beneficial when attempting co-creative or 

co-productive projects or services  

• Greater attention needs to be paid to understanding 

the processes involved with co-creation and co-

production outside of simple impact evaluations; 

• Managers should set aside time and resources for 

training professionals in how to co-create;  

• Politicians, professionals, and managers should be 

aware of the necessity of funding when beginning a 

co-creative project or service  

• Ensure consistency and long-term planning. 

Despite experimentation, co-creation has suffered 

from the fragmentation caused by one-off and 

temporary initiatives.  

 

VII. CONCLUSION AND FUTURE WORK 

In the past, public and private organizations have focused 

on using their own money and employees to create results. 

In the future, platforms and arenas could be created that: 

enable relevant and affected actors to co-create public value; 

support these co-creation processes with new digital tools, 

institutional designs and forms of leadership; while 

government funding could be made conditional on adopting 

co-creation in key service areas.  

In general, future research on co-creation should 

emphasize extensive and sustained empirical work 

including: longitudinally orientated case study work to track 

how traditional public agencies move to different co-

creation approaches and large-scale quantitative research 

allowing for international benchmarking. 
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Abstract—A novel deontological objection to Autonomous 

Weapon Systems (AWS) based on the moral equality of 

combatants has recently been developed. While this is an 

interesting objection, there is reason to believe that it: (1) fails 

to maintain a moral distinction between AWS and long-distance 

human-guided weaponry and (2) fails to show that AWS are 

truly independent in terms of targeting and engaging enemies. 

Moreover, based on a random sampling of U.S. citizens, public 

opinion in the U.S. suggests that popular assessment of AWS is 

more sensitive to relative effectiveness rather than deontological 

reason. Consequently, this deontological objection to AWS fails 

and deontological objections to AWS, more generally, can be 

overridden by consequentialist considerations. 

Keywords-autonomous weapon systems; moral equality of 

combatants; deontology. 

I. INTRODUCTION 

In current debates over the development and use of 
Autonomous Weapon Systems (AWS), deontological 
arguments have been brought to bear against AWS 
[1][2][3][4]. A deontological argument against AWS can be 
characterized as an argument against AWS even if AWS were 
able to provide the best possible outcomes in terms of 
legitimate military aims (e.g., minimizing casualties, both 
military and civilian). In this paper, we aim to show that a 
specific kind of deontological argument fails and that 
deontological arguments, more generally, can be overridden 
by consequentialist considerations. 

This paper is organized as follows. In Section II we will 
briefly summarize several prominent deontological arguments 
that have been raised against AWS. In Section III we will 
examine a recent, novel deontological argument based on the 
moral equality of combatants developed by Skerker et al. [5]  
that purports to fill gaps in existing arguments. In Section IV 
we will argue that Skerker, et al.’s argument fails because the 
concept of ‘independent targeting’ cannot be fleshed out in a 
way that (i) draws a clear distinction between AWS and 
conventional weapons and (ii) can be practically 
implemented. In Section V we will share results from a study 
that suggests deontological arguments based on the distinction 
between independent and dependent targeting can be 
overridden by considerations of the effectiveness of the 
weapons involved. We will end with concluding remarks in 
Section VI. 

II. DEONTOLOGICAL ARGUMENTS 

Here, we will briefly detail some of the prominent 
deontological arguments that have been raised against AWS. 
Some have argued that AWS create responsibility gaps [1]. If 
AWS were to violate the international laws that govern war, 
there would be no one to hold morally responsible for such 
crimes so it would be wrong to deploy AWS. Others have 
argued that AWS disrespect human combatants because they 
fail to establish ‘interpersonal relationships’ with the enemy 
or fail to acknowledge the humanity of the enemy [2][3]. 
Consequently, it would be wrong to deploy AWS. Finally, 
some have argued that combatants must act for the proper 
reasons in order to justly engage in war [4], but because AWS 
cannot act for reasons simpliciter (let alone the proper 
reasons) it would be wrong to deploy AWS. 

These deontological arguments all have shortcomings. 
The argument from responsibility gaps would fail if AWS 
could flawlessly replace human combatants. If AWS could 
ensure adherence to the international laws that govern war, 
then the need to locate morally responsible parties for 
breaches of international laws seems to disappear. The 
argument from disrespect based on the failure to establish 
interpersonal relationships fails because it is unable to 
distinguish AWS from commonly used long-distance, human-
guided weaponry (e.g., drones). Consequently, if this 
argument succeeds against AWS it would also succeed against 
many weapons that are currently in use. The argument from 
disrespect based on a failure to acknowledge the humanity of 
the enemy fails because AWS could, in a sense, be more 
respectful to the enemy than human combatants. If AWS were 
to become superior to human combatants in terms of 
discriminating between legitimate and illegitimate targets and 
providing assurance that illegitimate targets are not unjustly 
treated, then AWS would be more respectful. Finally, the 
argument from acting based on proper reasons fails because 
human combatants do not always act based on proper reasons. 
Consequently, this would invalidate much that currently goes 
on in war. Moreover, if most human combatants were to act 
from improper reasons, then we would have a legitimate 
reason to replace human combatants with AWS. 
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III. THE MORAL EQUALITY OF COMBATANTS 

In a recent paper, Skerker et al. have developed a novel 
deontological argument against AWS that they believe will 
overcome the shortcomings of the alleged deontological 
reasons introduced above [5]. They argue that all military 
personnel at war enter into a martial contract with enemy 
combatants. Through this contract military personnel: 

 
“… cede a right not to be directly targeted with lethal 
violence to… agents able to reason about moral 
considerations (including whether to exercise their 
rights at others’ expense). Such agents would also 
need to have an understanding of the authority of 
moral reasons, reasons grounded in the value of 
human life.” [5] 

 
In other words, military personnel cede a right not to be 
directly targeted with lethal violence to agents who are moral 
equivalents. Moral equivalents of human combatants have, 
among other things, “the capacity for moral responsibility” 
and “moral maturity.” 

Since AWS do not have the capacity for moral 
responsibility and are not morally mature, they cannot enter 
into the martial contract that all military personnel are 
required to enter. So, human combatants are unable to cede a 
right not to be harmed to AWS. It would therefore be wrong 
to deploy AWS against human targets because those targets 
are unable to cede the right not to be harmed to AWS. Let us 
call this the Moral Equality of Combatants (MEC) argument 
against AWS. 

One might be tempted to think that this objection to AWS 
has an obvious flaw: it is too strong since the same objection 
can easily be raised against conventional weapons. When a 
human combatant uses a gun to shoot a human enemy, one 
might argue that it was the bullet that harmed the enemy. 
However, because the enemy could not cede the right not to 
be harmed to the bullet (because bullets are not moral 
equivalents), it would be wrong to use guns against human 
targets. 

This response, however, fails to take seriously the critical 
distinction between AWS and conventional weapons. 
Conventional weapons do not target human enemies on their 
own. It is the human combatant who targets and ultimately 
harms the enemy. While it might be natural to say, for 
example, that “the bullet killed him,” technically speaking, the 
bullet is nothing more than the means by which the human 
combatant kills the enemy. So the enemy, by entering the 
martial contract with opposing human combatants, is not 
violated because the right not to be harmed was properly 
ceded to the opposing human combatant, not the bullet. 

Contrary to conventional weapons, AWS target enemies 
on their own. Because of this, it is not possible for human 
combatants “to count as targeting combatants targeted by the 
AWS they deploy.” [5]. As a result, the enemy cannot cede 
the right not to be harmed to the human combatant who 
deploys the AWS. The enemy harmed by an AWS is 
disrespected because such an enemy never successfully ceded 
the right not to be harmed to anyone in this situation. 

Not only does the MEC argument enjoy prima facie 
plausibility, it is strengthened by the fact that it addresses the 
shortcomings of the deontological arguments introduced 
above. The MEC argument, unlike the argument from 
responsibility gaps, is not contingent on AWS that fail to 
flawlessly replace human combatants. Even if AWS could 
flawlessly replace human combatants, deploying AWS would 
still be wrong because humans targeted by AWS would not be 
able to cede the right not to be harmed. 

The MEC argument, unlike the arguments from disrespect, 
does not depend on the inability of AWS to establish 
interpersonal relationships nor does it depend on the inability 
of AWS to respect the humanity of human enemies. 
Moreover, the MEC argument, unlike the argument from 
acting based on proper reasons is not contingent on the 
inability of human combatants to wage war based on proper 
reasons. The MEC argument requires only that AWS are not 
moral equivalents for the argument to succeed in showing that 
deploying AWS is morally wrong. 

IV. INDEPENDENT TARGETING 

The success of the MEC argument critically depends on 
the distinction between existing weapons and AWS. This 
distinction, according to Skerker, Purves, and Jenkins, lies 
squarely on the claim that AWS target their enemies ‘on their 
own’. We might call this the ability to independently target 
enemies. No other weapons have this ability. 

It is unclear, however, whether the concept of independent 
targeting can be clarified with sufficient detail in a way that 
vindicates the MEC argument. If the concept cannot be 
applied to AWS or if the concept can be applied to existing 
weapons, the MEC argument would be undermined. Let us 
begin with an extremely strong definition of independent 
targeting. 

 
INDEPENDENCE1: An entity S independently targets an 
enemy only if S does not receive any initial guidance or 
constraints regarding who or what to target. 
 
According to this definition, it is clear that AWS fail to 
independently1 target enemies because they are programmed 
(and possibly trained on datasets) in ways that provide 
guidance and constraints regarding who or what they target. 
Since AWS fail to independently1 target it can be argued that 
it is the human combatant who programmed the AWS that did 
the targeting. In this sense, AWS are merely tools and moral 
responsibility ultimately falls on its human programmer. So 
deploying AWS still makes it possible for AWS victims to 
cede their right not to be harmed. 

 
INDEPENDENCE2: An entity S independently targets an 
enemy only if S makes the final targeting decision. 

 
According to this definition, it is clear that AWS 
independently2 target enemies. Since independence2 does not 
require the total absence of guidance or constraints, once 
AWS are deployed, like human combatants, they are 
continually making decisions and negotiating who or what to 
target up until harm is inflicted. So, we can say that AWS, 
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though given initial guidance and constraints, make the final 
targeting decisions. 

It is equally clear that bullets do not independently2 target 
enemies. All the targeting is done by human combatants 
wielding guns. Once the gun is fired and the bullet is 
propelled, the bullet makes no decisions about who or what to 
target. So there is a principled distinction between human 
combatants and AWS on the one hand and conventional 
weapons like guns on the other. 

The problem for this definition, however, is that it fails to 
distinguish AWS from existing weapons like Raytheon’s 
AIM-120 AMRAAM (advanced medium range air-to-air 
missile). The AIM-120 AMRAAM is considered a ‘fire-and-
forget’ weapon because, though its target is pre-selected, once 
it reaches a certain proximity to its target, its on board radar-
guidance system allows it to autonomously track the target. It 
continues to negotiate the location of the target up to the point 
that harm is inflicted. Because it makes the final targeting 
decision, we should also say that the AIM-120 AMRAAM 
independently2 targets enemies. The deployment of this 
weapon along with many other existing ‘fire-and-forget’ 
weapons (developed in at least a dozen nations) would fall 
prey to the MEC argument. 
 
INDEPENDENCE3: An entity S independently targets an 
enemy only if S makes the final targeting decision and it is 
false that S receives initial guidance or constraints that targets 
a single individual. 

 
Perhaps the difference between existing ‘fire-and-forget’ 

weapons is that these weapons, unlike AWS, are always 
targeted at specific, individually identifiable targets. The 
AIM-120 AMRAAM, though it makes the final targeting 
decision, is not independent3 because this weapon receives 
initial guidance or constraints that targets a single individual. 
Though this may show that the AIM-120 AMRAAM does not 
independently3 target enemies, it is unclear that the same can 
be said for the AGM-114 Hellfire Longbow Variant (or 
simply Hellfire). This is also a ‘fire-and-forget’ weapon but, 
unlike the AIM-120 AMRAAM, the Hellfire can lock onto its 
target after being launched. It seems that it does not receive 
initial guidance or constraints that targets a single individual. 
It targets any member of a set of individuals that match the 
specifications programmed into its radar guidance system. So 
it is arguable that the Hellfire, an existing weapon, may be 
classified as a weapon that independently3 targets enemies and 
therefore also falls prey to the MEC argument. 

Perhaps, there is a deeper issue lurking. Though the 
distinction between targeting a single individual and targeting 
a set of individuals may seem theoretically clear, the 
distinction may prove untenable in practice. To see this we 
might consider the task of translating singular propositions 
(i.e., propositions that make claims about specific individuals) 
into categorical propositions (i.e., propositions that relate two 
categories). Categorical propositions in standard form come 
in four possible formats: (1) All S are P, (2) No S are P, (3) 
Some S are P, and (4) Some S are not P – where S and P are 
placeholders for categories. Here is a categorical proposition 
in the first format: 

 
All weapons are dangerous things. 
 
Two categories are being related: weapons (S) and dangerous 
things (P). This proposition is asserting that everything in the 
category of weapons belongs in the category of dangerous 
things. Without getting into details, the value of translating 
propositions into categorical propositions in standard form is 
that arguments based on such propositions can easily be 
assessed through formal logic. 

Consider singular propositions like the following: 
 

Philip is British. 
 

Is it possible to translate this into a categorical proposition? 
One way is to treat Philip as a criterion for membership into a 
category. 
 
All people identical to Philip are people who are British. 
 
What this might show is that the distinction between singular 
propositions and categorical propositions is not rigid. Singular 
propositions can be treated as categorical propositions. 

How does the non-rigid distinction between singular and 
categorical propositions relate to the distinction between 
targeting a single individual and targeting a set of individuals? 
Perhaps we want to use a weapon, like the AIM-120 
AMRAAM, to kill a specific individual X. It may be tempting 
to say that this weapon fails to independently3 target its enemy 
because it received guidance that targets a single individual. 
As just shown, we can easily construe the targeting of a single 
individual in terms of a category: all targets identical to X. Put 
in this way, we might argue that it is false that the AIM-120 
AMRAAM receives initial guidance or constraints that targets 
a single individual. Rather it was targeted at a set of 
individuals. 

This would seem to be a pyrrhic victory since the meaning 
behind the locution ‘all targets identical to X’ is, for all intents 
and purposes, a way of referring to a single individual. It may, 
however, only be pyrrhic in a purely theoretical sense. 
Consider how one might operationalize ‘being identical to X’. 
How could this provide concrete guidance in identifying X? 
There seems to be something of a tautology at work here. If I 
were to tell you to target all people identical to, say, Max 
Eisenhardt (i.e., Magneto), then, assuming you did not know 
who Max Eisenhardt is, to tell you to target all and only those 
individuals identical to Max Eisenhardt would do you no 
good. 

Presumably, one would have to rely on a variety of 
characteristics that are putatively unique to Max Eisenhardt - 
characteristics that would be readily available for a human 
combatant engaged in war to asses. What might such 
characteristics be? Most likely they would be physical 
attributes (e.g., height, skin color, facial features). Then what 
would be meant by ‘identical to Max Eisenhardt’ would 
essentially be a list of descriptions. Perhaps something like the 
following: 
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All people 190 cm tall with light brown skin color and facial 
features f1, f2, … are targets to be engaged. 

 
Practically speaking, given the number of combatants in a 
given military, it will be possible that more than one 
individual will satisfy these descriptions (with some threshold 
accuracy). 

While there might be a neat theoretical distinction between 
targeting a single individual and a set of individuals, it can 
reasonably be argued that the practical distinction between 
targeting a single individual and a set of individuals is rather 
blurry. As such one might reasonably argue that AWS, when 
given actual guidance and constraints on who or what to 
target, do not engage in independent3 targeting. 

V. PUBLIC OPINION 

The debate over the ethics of AWS will not, however, be 
decided solely on theoretical grounds. A critical factor in how 
this debate evolves is public opinion. And this is not merely a 
descriptive fact about the nature of societies. Apparently, 
public opinion is encoded into the very laws that govern 
international warfare. The Martens Clause states: 

 
“Until a more complete code of the laws of war is 
issued, the High Contracting Parties think it right to 
declare that in cases not included in the Regulations 
adopted by them, populations and belligerents remain 
under the protection and empire of the principles of 
international law, as they result from the usages 
established between civilized nations, from the laws 
of humanity and the requirements of the public 
conscience.” [6] 

 
Here, we highlight the term ‘public conscience’ which 
emphasizes the importance of aligning international law with 
public opinion. 

To probe ‘public conscience’ we ran a survey of the U.S. 
public to see, among other things, what their views are 
regarding AWS [7]. In particular, we wanted to see whether 
their support for or against AWS would be affected by the 
distinction between weapon systems that independently target 
enemies and weapon systems that rely on human controllers 
to determine who or what to target. Moreover, we wanted to 
see whether their support for or against AWS would be 
affected by their ‘effectiveness’. That is, whether the weapon 
systems would be better than human combatants using 
conventional weapons in terms of reducing the number of 
overall casualties. 

1,600 respondents took our survey. 52% were female and 
age was evenly distributed. Half the respondents were given a 
scenario describing weapon systems that rely on human 
controllers to determine who or what to target (dependent 
condition) and the other half were given a scenario describing 
weapon systems that independently target enemies 
(independent condition). Moreover, with each of these 
conditions we varied the way the weapon systems were 
described in terms of relative effectiveness. The weapon 
systems either performed worse, the same as, or better than 
human soldiers using conventional weapons. Moreover, we 

added a control condition that did not comment on their 
effectiveness. Respondents were then asked whether they  
“agree that weapons like these should be developed” based on 
a 5-point Likert Scale (‘strongly disagree’, ‘somewhat 
disagree’, ‘neither disagree nor agree’, ‘somewhat agree’, and 
‘strongly agree’). 

   

Figure 1.  51% of respondents in the dependent condition and 40% in the 

independent condition supported the development of the relevant weapons. 

We see in the control condition, as shown in Figure 1, 
weapons that independently target enemies enjoy less 
approval than their dependent counterparts (where approval 
stands for a ‘somewhat agree’ or ‘strongly agree’ response). 
Not only is the public less familiar with AWS with the 
capacity for independent targeting, there is legitimate concern 
over whether or not such weapons can perform with the same 
level of effectiveness as human soldiers with conventional 
weapons. 
 

 
Figure 2.  The proportion of respondents steadily increased as the weapons 

improved in their effectiveness across both dependent and indepent 

conditions. 

That, being said, we also found that the effectiveness of 
the relevant weapon system affected approval, as shown in 
Figure 2. It is interesting to note that though weapons which 
independently target enemies start with a lower proportion of 
approval (in the worse condition), they eventually end up 
slightly eclipsing the weapons requiring human controllers for 
targeting (in the better condition). What this suggests is that 
whatever deontological worries the public might harbor 
regarding AWS, these worries are not static. Were AWS able 
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to provide the best possible outcomes in terms of legitimate 
military aims (e.g., minimizing casualties, both military and 
civilian), it seems the public conscience would not be so 
deeply affected with the deployment of AWS. 

VI. CONCLUSION AND FUTURE WORK 

Though there may be other kinds of deontological 
arguments raised against AWS in the future, the widely 
discussed arguments discussed today hinge on the distinction 
between independent and dependent targeting. This 
distinction, while theoretically interesting, either cannot be 
appropriately fleshed out or cannot serve a useful ethical 
purpose. Moreover, our survey results suggest that whatever 
deontological reasons people might have for rejecting AWS, 
the weight of these reasons can be overridden by 
consequentialist considerations. 

To make progress on our results we would like to expand 
our study to probe military personnel. It may be that 
experience in military contexts (especially live combat) may 
affect the way people understand the ethics of AWS. 
Moreover, it would be interesting to see if the trends 
discovered with a U.S. population will remain consistent in 
other cultures. It would be interesting to extend this work to 

probe the ‘public conscience’ in other key nations developing 
AWS like China and Russia. 
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Abstract— Digital innovations have caused a shift in customer 

expectations, resulting in a new kind of modern buyer – the 

digitally conscious customer. The customer experience plays a 

crucial role in digital transformation and vice versa – a lot of 

digital transformation initiatives arise from customer’s pain 

points, business innovation needs and growth imperatives on 

understanding patterns of digital purchasing culture, 

eliminating information seeking barriers, enhancing virtual 

social interactions, and overcoming challenges of digital 

literacy. The focus of the research is on the transformation of 

purchase process. The research aims to understand the new, 

digital customer journey and behaviour changes patterns, and 

map the transformation process of value-based purchase and 

retail processes. For scholars and practitioners, it is necessary 

to understand who is driving the change in the modern world – 

the digital technology phenomena or the customer value-push 

approach. The research contributes to the practical 

understanding of how digital innovations have affected the 

online information seeking process and what barriers in 

communication have arisen, such as how online social 

interaction and information filter bubbles affect customers and 

at the same time how the Zero Moment of Truth (ZMOT) and 

"dark social" phenomenon affect companies' strategies. 

Customer journeys are becoming more extensive and versatile, 

but also challenging. Thus, the result of the research 

contributes to future mapping the compromise between 

purchase & retail processes for the Modern Customer Journey 

in the digital age.  

Keywords - digital journey; customer journey; digital 

innovation; digitalisation; customer experince. 

I.  INTRODUCTION  

The dynamic world we live in is continuously and rapidly 
changing. The ubiquity of the information communication 
technologies has transformed the customer experience. The 
influence of current digital technologies on the lives of 
individuals and communities is evident, and one may claim, 
unprecedented. Mark Weiser [1] 30 years ago in his essay 
“The Computer for the 21st Century” wrote that “the most 
profound technologies are those that disappear...”, they “will 
be so ubiquitous that no one will notice their presence” 
because these technologies will become inseparable and 
indistinguishable from everyday life. The aim of the present 
paper and the ongoing research conducted by the authors is 
to investigate how digital innovations affect user behaviour. 

Digital innovations have caused a shift in customer 
expectations [2], resulting in a new kind of modern buyer 
culture – the digitally conscious customer. The customer 
experience plays a crucial role in digital transformation and 
vice versa – a lot of transformation initiatives arise from 
customer’s pain points (such as purchase convenience, 
online research, website navigation, checkout process, etc.), 
business innovation needs and growth imperatives on 
understanding patterns of digital purchasing culture, [3] 
eliminating information seeking barriers, [4] enhancing 
virtual interactions, and overcoming challenges of digital 
literacy. The digital age, introduced to customers via 
emerging technologies and digital innovations, is inevitably 
changing patterns of societal progress, consumption culture, 
human interaction, values, [5] and even (virtual) identity [6]. 

Embracing digital transformation requires companies to 
identify technologies, that are applicable to their strategy and 
how those may be enacted in the business offerings. As 
digital technology burrows deeper into the organizational 
processes and market offerings, it will inevitably affect 
business strategies, as firms revaluate their perceptions of 
themselves, as well as their relationships with partners and 
customers [7]. Firms are feeling the pressure not just to alter 
their existing business models, but also to operate a portfolio 
of different business models to cope with increasingly 
volatile customers preferences, who demand both, flexibility 
and personalization of products and services [8]. 

Culture is the informational basis of human society, a 
vital condition for its existence. As such, culture is 
inseparable from the information and information 
technologies. Levin and Mamlok [9] argue that the 
widespread use of digital technologies constructs and 
arranges virtual cyberspace that has become an integral part 
of people’s existence. Yet, cyberspace does not replace the 
familiar reality, but rather complements it and becomes its 
integral part. Perhaps, the most decisive change relates to the 
replacement of the traditional concept of the human being as 
a separate entity by a new ontological self-perception of 
human beings as an information organism, interconnected 
with the entire world. 

Communication has a tremendous effect on our lives; 
transformation of the way how people interact with each 
other, gain information, and learn new things has also been 
affected by digital innovations. Cultural changes or 
modification of society values and habits are influenced by 
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innovation and invention, globalization and cooperation, and 
the digital innovations are the drivers behind this.  

The societal progress would be impossible without digital 
innovations and interaction between society and technology. 
Practitioners and scholars state that the customer is the one 
who is driving the changes which shape the process of 
digitalization. The challenge is that companies' strategies 
remain behind the speed of transformation [10]. New 
technologies have also created novel challenges for 
companies to understand the changing behaviour of 
customer. 

For practitioners and scholars, it is necessary to 
investigate emerging digital innovation in the consumption 
culture and value-based retail process. Understanding how 
customers react to personalized ads and how those affect 
buyers’ behaviour and priorities may ease the digital 
innovation adoption process for companies [11].  

The rest of the paper is structured as follows. In Section 
II, we describe the planned methods that are going to be 
implemented to gather data; in Section III discusses the key 
aspects of digital transformation and digital innovations; in 
Section IV the digital customer journey challenges are 
discussed; in section V the profile of the digitally conscious 
customer is discussed; section VI presents the further 
research objectives. 

II. METHODS 

The main methodology of the further research is analysis 
of consumer data, literature review, consumer interviews, 
customer surveys, social media monitoring, survey data from 
an online panel, secondary data analysis (previous research, 
statistics, etc.), questionnaires and case studies analysis. The 
empirical approach is addressed through experiments of 
purchase and retail processes. The customer perspective we 
plan to investigate via surveys, questionnaires, interviews, 
focus group discussion, primary and secondary data review. 
Customer data we aim to collect with the help of commercial 
providers and to analyse it themselves. After data review it is 
planned to test out theories and hypotheses via dialogues and 
surveys. To address company’s perspective, we aim to 
conduct dialogues, questionnaires, secondary data reviews. 
Case studies are going to be analysed. Based on the results, 
there will be developed strategies for practitioners to 
understand the opportunities to reach the satisfaction 
equilibrium between customer and retailer. Via qualitative 
research, there will be investigated the cultural 
characteristics of the customer journey and retail process. 
The developed strategies are going to be piloted and then 
conducted the second round of collecting the customer and 
retailer vision and feedback. 

Data will be collected fully anonymised with use of a 
mixed method approach for the triangulation of data. We aim 
at carrying cross-European empirical studies to understand 
the comparative perspectives of digital customer journeys. 
We aim to develop the field of purchase and retail processes 
for modern customer journey conceptually and empirically; 
establish collaboration with the stakeholders (digital 
customers and online retailers; practitioners and scholars). 
The present paper is based on literature review. 

III. DIGITAL TRANSFORMATION  

Literature does not provide a generally accepted 
definition of digitalization nor digital transformation; 
however, some scholars argue that digitalization as a 
technology-induced transformation process improves 
organizational flexibility, agility, and responsiveness by 
simultaneously aligning its operations, strategy, business 
processes, and organizational and IT structures to 
technological advancements [12]. Digital transformation 
cannot be exclusively focused on the technologies, it 
includes alignment of organizational leadership, relationships 
with partners and customers, resources, technology, 
processes, structure, and culture with a strategy that supports 
them and serves as a basis for achieving a competitive 
advantage. According to Denner [13], digitalization of 
products and services is a fast-moving, global megatrend that 
transforms value networks across all industries. Legner et al. 
[14] describe digitalization as a pervasive force, that involves 
transformations of key business operations and affects 
products and processes, as well as organizational structures 
and management concepts.  

There is no commonly agreed definition and set of 
differences between digitalization and digital transformation, 
and scholars continue to use the terms interchangeably, 
without clear statement what is understood by the certain 
terms. Henriette et al. [15] define digital transformation as 
changes in the ways of working, roles, and business offerings 
caused by adoption of digital technologies in an 
organization, or in the operation environment of the 
organization, including process level, organization level, 
business domain level, society level. It affects organizational 
strategies and challenges existing business models to be 
reconsidered and disrupted [16]. Existing business models 
are being optimized, transformed by reconfiguration and 
extension, but some devoured by more adjusting competitor.  

Digital transformation provides companies with an 
opportunity to improve their performance, increase reach and 
ensure better results by using digital innovations [17]. Those 
bring new actors, structures, practices, values, and beliefs 
that complement or disrupt existing practices within 
organizations and industries by affecting all key processes in 
the organization [18]. New business model typology based 
on the smartization of products and services has been 
introduced. In the world of Industry 4.0, sustainability of 
business models is being questioned. Digitalization has its 
impact on collection of operational data through sensors with 
low human intervention, enhances efficiency of data sharing 
among digital units through connected devices [19].  

Innovation concept has been popularized and studied by 
Schumpeter [20]. He described innovations as creative 
destruction or a process of industrial mutation [21] that 
continually changes the existing, destroys old and creates 
new. Innovation, is traditionally perceived as a creative 
disruption thus, presenting a threat to traditional business 
models, current organizational structures, and well-
established business operations [22]. Innovation is the core 
of transformation, and the concept of digital transformation 
is closely related to the definition of innovation. Innovation 
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is understood as a process of a new or substantially improved 
product, idea, method, or business process being 
implemented or commercialized in the market or 
organization, creating a new value for the consumer, 
competitive advantage new industries and job positions and 
forms along with catalysing the economic growth [23]. 
Digital innovation is understood as implementation of the 
new digital technologies either to the existing practices with 
an aim of their optimization or introducing new process. 
According to [6] the digital concerns arisen from digital 
transformation are lack of clear vision, customer expectation, 
outcome ambiguity, familiarity over innovation, socio-
technical misalignment, and cultural inertia.  

The traditional ways of doing business have changed 
dramatically with the emergence of new information 
technologies. The Internet of things, machine learning, 
artificial intelligence, cyber-physical systems, cloud 
computing, wireless networks, robotics, augmented reality, 
big data analytics, and simulations are some of these key 
digital technologies. Nowadays, all physical devices can 
connect to the Internet. Cyber-physical systems incorporate 
the functions of computing, communications, precision 
control, coordination, and autonomy. Cloud technologies can 
be used to increase data sharing across company boundaries, 
improve agility and flexibility of system performance, and 
reduce costs by bringing systems online. Simulation 
optimization-based tools are used for complex systems and 
automation technologies. As a result, systems are becoming 
smarter by using these technologies. These means provide 
opportunities for enhancing customer journey and improving 
customer experience.  Moreover, big data and analytics are 
used for scaling and evolving information technology. The 
data with larger volumes and speeds can be analysed more 
precisely and faster decisions can be made with these 
technologies. The ability to adopt digital innovation is 
becoming a vital mechanism for organizations [24]. The 
capabilities of digital innovations bring great potential for 
companies to enhance customer experience, improve 
communication with purchasers and better understand 
clients’ needs. 

In the frames of the present paper and further research, 
the focus is on the digitalization of consumption and its 
social, cultural, ethical, political, and economical 
implications. It, thus, answers the call for more research on 
how customers react to personalized ads and how it affects 
buyer behaviour and priorities, consumer activities such as 
the purchase, comparison, and examination of goods [25]. 
The rate at which digital technology can spawn new the 
“smart” products and services is matched only by its ability 
to extend the reach and range of social interactions via 
ubiquitous infra-structure and malleable platforms [26]. 

TABLE I.  DIGITAL TECHNOLOGIES AND CUSTOMER JOURNEY 

The technologies used within customer journey 

Technology Description Impact 

Data mining 
(DM) 

Companies use DM 

capabilities for building the 
customer-centric approach 

that focuses on client’s pain 

Companies can improve 

digital customer 
engagement and the 

related key performance 

The technologies used within customer journey 

Technology Description Impact 

points in digital customer 

journey (classification, 
regression, clustering and 

association) [33]. 

metrics.  

Eye 

Tracking 

Contemporary eye tracking 
technology offers an 

objective way to document 

digital users’ activities on 
retailers’ websites and 

mobile app [27]. 

Companies can reveal 

consumers’ visual 
attention and see how they 

evaluate the product or 

service. 

Google 

Analytics 

Web analytics allow 
companies to track the 

behaviour of customers 

visiting their websites, 
measure web traffic and 

analyse commercial activity 

[28]. 

Application of Google 

Analytics and AI benefits 
to optimization of the 

customer experience and 

enhance the customer 
journey. 

Internet of 

Things 
(IoT)  

 

Internet-based structure for 

remote locating, sensing, 
and/or operating the 

components with real-time 

data flows between them. 
IoT contributes to 

information collection, 

automating transaction, 
purchase maintaining and 

servicing [29] 

Companies obtain massive 

data on consumer 

behaviour. Arising privacy 
issues include 

identification of features 

unknown to the user, 
localization and tracking, 

profiling, making private 

information public and 
linking separate 

information that the user 

does not like to be linked.  

Augmented 

Reality (AR) 

 

AR creates an add-on and 

interactive experience of a 

real-world environment 
through computer-

generated displays, thereby 

creating more interactive, 

vivid, and richer 

experiences for consumers 

[30]. 

Companies are able to 

enhance customer 
engagement and customer 

journey by implementing 

AR, VR and MR. AR is 
being commercialized 

actively, meanwhile VR 

and MR are held behind 
due to the lack of suitable 

devices. These 

technologies facilitate 
imagination, complement 

to the physical world, 

appropriate visualization 
[32]. 

Virtual 

Reality (VR) 

 

Entire environment 
simulation. 

Mixed 
Reality 

(MR)  

 

MR is used for 

combination of the real and 

virtual worlds in order to 
produce new visual 

environments where 

physical and digital 
elements co-exist and 

interact in real time. 

Artificial 
Intelligence 

(AI) 

 

Computer programs that 
understand user queries and 

complete a limited set of 
tasks asked by the users 

[31]. 

Companies automate 

process of advising, and 
customizing, giving 

feedback, and 
recommending additional 

consumption. Users obtain 

enhanced decision making. 

 
Table 1 presents non-exhaustive list of the emerging 

digital technologies used by retailers to better understand and 
enhance customer journey as well as their engagement.  

By integrating Cloud services with its AI tools, 
companies can realize dynamic landing pages with 
personalised content based on users’ past behaviour or 
project their behaviour. Additionally, companies, that invest 
in digital technologies, can achieve in-depth insights into the 
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effectiveness of its social media marketing efforts through 
certain cloud-enabled functions. These insights allow to 
create more relevant and personalised offers for users. In the 
age of social media, businesses have lost quite a lot of 
control over how their brand is perceived. However, on the 
other hand, they have gained a lot of third-party voices that 
can help them promote their brand. Social media is a much 
cheaper and more accessible form of advertising for 
businesses than traditional media, representing a huge 
opportunity. What businesses need to consider in their 
engagement strategy in social media is how they can make 
their messaging contextual and consistent to their target 
audience. This is especially if their main buying segment is 
millennials, who tend to be extremely active and vocal on 
social media and look for brands that align with their values 
and beliefs. 

IV. DIGITAL CUSTOMER JOURNEY 

Digital customer journey and digital customer behaviour 
change patterns are not yet clearly defined. The research, on 
which this paper is based, aims to offer a better 
understanding of these concepts and an integrate 
technological (embodiment), psychological (presence), and 
behavioural (interactivity) perspectives to propose a new 
taxonomy of purchase and retail process in the digital age, 
namely the complementary models, presenting the value-
based compromise between purchase & retail processes for 
modern customer journey in digital age. The models and the 
equilibrium will assist in enhancing digital customer journey 
and provide better opportunities for retailers for economic 
growth. The research aims to provide a better understanding 
of the cultural differences in customer behaviour change 
patterns and digitalization of customer journey; analysis of 
the digital environment complementary elements' effect on 
the purchaser and retailer; map of the social and cultural 
aspects interactions with digital innovations. 

There is no one unique, or even one-industry 
comprehensive strategy approach for the customer journey 
digitalization. Digital technologies have affected 
consumption practices – changes in customer behaviour, 
values and loyalty, increased influence of judgements from 
social media, [33] personalized ads, filter bubbles [34] [35], 
information asymmetry and social virtual inclusion affect 
customer's digital journey. Due to the information filter 
bubbles, barriers in communication and the non-transparent 
nature of algorithmic filtering digital users are not aware of 
being in an information asymmetry. The patterns of purchase 
process transformation arise from the customers’ changing 
priorities, barriers in communication and social interaction, 
information seeking challenges and habits. Digital literacy of 
customers also is an important aspect in the transformation 
process, it is affected by the filter bubbles, dark social (non-
traceable source of feedback or way information sharing) and 
“zero moment of truth” (ZMOT) [36] phenomena. ZMOT is 
related to the digital value: the degree to which one actively 
searches for and trusts other users' feedbacks on their shared 
experiences of a product. Aside with the purchase process, 
changes arise with the effect on digital innovation on social 

anxieties, feelings of (in)security, customer loyalty and 
emergence of such phenomena as “virtual identity” [37]. 

In the transformation process the focus of companies’ 
(retailer) perspective lies on the value-based retail chain. Is 
not clear, how do the global interaction, the necessity of 
implementing sustainable approach and meeting the 
customers’ needs affect the development of the value-based 
retail chain. Practitioners are aware, that nowadays, it is the 
customer, who has the power of setting the values, thus the 
customer value-based proposition is crucial for companies’ 
livability. Digital innovation has provided new possibilities 
for retailers, but simultaneously have arisen challenges that 
affect companies’ data analysis and strategy [38]. 

With the present paper and further research, we aim to 
understand the transformation process of the purchase 
process, and what are the drivers behind (virtual identity, 
customer changing values, customer loyalty factors, etc.), 
explore what are the modern barriers in the information 
seeking and communication processes (information 
asymmetry, social online interactions, dark social, filter 
bubbles, ZMOT, etc.), understand, what are the challenges of 
digital literacy. We aim to map the change patterns brought 
by digital innovation, that have affected the consumption 
culture, user’s identity formation, social interactions in the 
online world and understand the possible future scenarios.  

Despite the popularity of digital innovations among 
customers and retailers, knowledge of their impact on the 
customer journey remains limited. The main priority for 
retailers is to better understand the customers behaviour and 
their values and then to enhance the journey of digital 
purchase [39]. No prior research has analysed in the depth 
digital innovation affection on customer values, identity, 
behaviour, and journey. Processes, data, agility, 
prioritization, technology, integration, information, business 
and IT alignment, digitization etc. all matter but are 
conditions for better customer experiences. 

V. DIGITALLY CONSCIOUS CUSTOMER 

Smartphones, mobile apps, machine learning, and 
artificial intelligence provided customers the opportunity to 
get what they want and when they want it. This has 
contributed to a shift in customer expectations and created a 
new kind of consumer – one that has changed the way 
business is done in specific industries. The concept of digital 
customer engagement refers to encouraging users to obtain 
digital channels across various industries remotely [27]. 
According to [27], there’s lack of studies concerning the 
factors affected by digital customer engagement. Thus, it is 
crucial to understand digital customer’s profile. 

Disruptive technologies that reduce friction for the 
customer journey tend to be the ones that enhance the 
customers’ experience. There is a strong correlation between 
the effort score and the customer satisfaction levels — the 
lower the effort required by the customer to conduct business 
with a company, the higher their satisfaction level. The 
customer experience plays a crucial role in the digital 
transformation, many digital transformation initiatives arise 
from customers pain points. These are caused by the 
increasing importance of an end-to-end customer experience 
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improvement approach, which in turn is, among others, 
caused by changing customer expectations and customer 
experiences.  

According to [40], the digital customer experience and 
electronic word of mouth (social media) also played positive 
role on promoting brand image. Digital customer experience 
through e-commerce and electronic word of mouth played 
positive role to boost brand image, brad image had positive 
role to boost supply chain image and finally promoted the 
performance of the sustainable supply chain. 

VI. CONCLUSION AND FUTURE WORK 

In the digital consumption process on one hand is the 
customer, on the other is the retailer. In the future we aim to 
continue the research by approaching this phenomenon from 
the perspective of business interactions and social 
consequences to map the state of current situation of barriers 
in information seeking, lacking digital capabilities, changing 
patterns of customer loyalty, patterns of customer behaviour 
changes. Further research requires to relate these occurrences 
from historical and geographical perspectives’ differences 
and provide scenarios on future changes. It is necessary to 
test empirically the findings of the present research. The 
added value from interdisciplinarity is the comprehensive 
understanding on the research questions, it provides 
understanding for stakeholders on how deep the business, 
society and technology are connected. 

Besides adeptly performance of high-quality academic 
research, meticulous examination of practitioners' case 
studies, and big data analysis of digital customers and online 
users, it is a crucial need to have a real dialogue with the 
society, respectively with representatives of different age, 
gender, and cultures. The public engagement is needed to 
address the research questions of digital customer priorities, 
barriers in information seeking, social interaction, social 
anxieties, feelings of insecurity and customer values. To 
better understand the current state of digital customers and 
online users' feeling of inclusion and level of social media 
judgement affection is not enough to analyse raw data and or 
perform single questionnaires. The data obtained from digital 
innovation agents about digital consumption is needed, but it 
is limited by the information asymmetry impact, filter 
bubbles and other restrictions and inequalities put by digital 
technologies. For making research as close to the real 
situation are needed participatory dialogue events such as 
focus groups and workshops.  We plan to engage society in 
panel debates, focus groups dialogues, workshops, media 
engagement and webinars first to inform society (to assist 
them in understanding the problem the project addresses), to 
hear out their feedback on the project analysis and research 
results, involve society to ensure that the research is on the 
right path in understanding and considering societal 
challenges in the usage of digital technology in purchasing 
process. The societal engagement aims to obtain the clear 
perspective of the research issues and enhance the result 
quality.  

Enhancing customer digital journey requires creative 
approach, in the future research we aim to investigate if the 
human personnel can be replaced by the emerging 

innovations. It is assumed that historical and geographical 
comparison will help understand the process and address 
challenges in developing Modern Customer Journey. The 
future research aims to provide better understatement of 
digital literacy in consumption, map of digital innovation 
effect on the digital user and clear definition of cultural 
differences. For stakeholder communities the benefit of the 
present research is the awareness of digital innovation 
potential (positive and negative), ways of overcoming the 
digital challenges, enhanced customer journey and better 
value proposition from retailers.   
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Abstract— In the theories of User Interfaces (UI) and User 

Experience (UX), the goal is generally to help understand the 

needs of users and how software can be best configured to 

optimize how the users can interact with it by removing any 

unnecessary barriers. However, some systems are designed to 

make people unwillingly agree to share more data than they 

intend to, or to spend more money than they plan to, using 

deception or other psychological nudges. User Interface 

experts have categorized a number of these tricks that are 

commonly used and have called them Dark Patterns.  Dark 

Patterns are varied in their form and what they do, and the 

goal of this research is to design and develop a framework for 

automated detection of potential instances of web-based dark 

patterns. To achieve this we explore each of the many 

canonical dark patterns and identify whether or not it is 

technically possible to automatically detect that particular 

pattern. Some patterns are easier to detect than others, and 

there others that are impossible to detect in an automated 

fashion. For example, some patterns are straightforward and 

use confusing terminology to flummox the users, e.g. “Click 

here if you do not wish to opt out of our mailing list”, and these 

are reasonably simple to detect, whereas others, for example, 

sites that prevent users from doing a price comparison with 

similar products might not be readily detectable. This paper 

presents a framework to automatically detect dark patterns. 

We present and analyze known dark patterns in terms of 

whether they can be: (1) detected in an automated way (either 

partially or fully), (2) detected in a manual way (either 

partially or fully) and (3) cannot be detected at all. We present 

the results of our analysis and outline a proposed software tool 

to detect dark patterns on websites, social media platforms and 

mobile applications. 

Keywords-Dark Patterns; User Experience; Digital Ethics; 

Privacy. 

I.  INTRODUCTION 

Computers and technological applications are now 
central to many aspects of life and society, from industry and 
commerce, government, research, education, medicine, 
communication, and entertainment systems. Computer 
scientists and professionals from related disciplines who 
design and develop computer applications have a significant 
responsibility as the systems they develop can have wide 
ranging impacts on society where those impacts can be 
beneficial but may also at times be negative.  Grosz et al. 
[17] argue that modern technology cannot be considered 

“value-neutral” (p. 54); as it can have unplanned negative 
consequences. 

In this paper, we outline and explore the ethical limits of 
a technology design phenomenon known as "dark patterns”. 
Dark patterns are user interfaces that benefit an online 
service by leading users into making decisions they might 
not otherwise make. At best, dark patterns annoy and 
frustrate users. At worst, they can mislead and deceive users, 
e.g., by causing financial loss, tricking users into giving up 
vast amounts of personal data or inducing compulsive and 
addictive behavior in adults and children. They are an 
increasingly common occurrence on digital platforms 
including social media sites, shopping websites, mobile apps, 
and video games. Although they are gaining more 
mainstream awareness in the research community, dark 
patterns are the result of three decades-long trends: one from 
the world of retail (deceptive practices), one from research 
and public policy (nudging), and the third from the design 
community (growth hacking) [26].  

  The aim of our work is the development of a framework 
for detecting web-based dark patterns. The framework forms 
the basis of a software tool that can automatically alert users 
to the presence of dark patterns on websites, social media 
platforms and mobile applications. In developing the 
framework we analysed common documented types of data 
patterns. We present these dark patterns to the reader and 
classify each dark pattern using the following taxonomy:  (1) 
A pattern that can be detected in an automated way (either 
partially or fully); (2) A pattern that can be detected in a 
manual way (either partially or fully); and (3) A pattern that 
cannot be detected. These classifications dictate the type of 
automated software. In this paper we outline the features and 
functionality of the proposed tool.  This research is part of a 
larger research project (called Ethics4EU) whose goal is 
develop a repository of teaching and assessment resources to 
support the teaching of ethics in computer science courses, 
supported by the Erasmus+ programme [28]. 

In Section 2, a review of some of the key literature 
focussing on what dark patterns are, and why they are so 
successful. Section 3 looks at the specific collection of dark 
patterns that will be explored in this research. Section 4 
presents the initial framework for the detect of dark patterns, 
looking at which patterns can be detected automatically, 
which manually, and which cannot be detected at all. Section 
5 outlines some other dark patterns that should also be 
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looked at, and finally, Section 6 presents some conclusions 
and future work about this research. 

II. LITERATURE REVIEW 

Since the early 1980s computer programmers have used 
the concept of patterns in software engineering as a useful 
way of categorizing different types of computer programs. 
The term dark patterns has been used since 2010 to refer to 
interface design solutions that intend to deceive users into 
carrying out undesirable actions [9]. Gray, et al. [16] defined 
dark patterns as “instances where designers use their 
knowledge of human behavior (e.g., psychology) and the 
desires of end users to implement deceptive functionality that 
is not in the user’s best interest”.  

There has been significant research done on dark patterns 
from the fields of Cognitive Psychology, Usability, 
Marketing, Behavioural Economics, Design and Digital 
Media. All this research has led to the abandonment of the 
rational choice theories for explaining decision making, 
particularly for matters of privacy [2] and has prompted new 
examinations that attribute the effectiveness of dark patterns 
on human cognitive limitations. However, there is still not a 
universal theoretical explanation of the ‘whys’ and ‘hows’ of 
the effectiveness of dark patterns. For example, Maier [22] 
argues that manipulation is closely linked to decision making 
and the latter can be easily influenced through one’s 
emotions and mood leading to decisions lacking rational 
thought [24].  

What is more, according to Kahneman [19] humans are 
more intuitive than rational thinkers and most of their daily 
reasoning is performed by their intuition. Below are the main 
human psychological mechanisms being targeted or 
exploited by Dark Patterns [10]: 

• Nudging, which is based on soft paternalism, positive 
reinforcement and compliance [1]. Nudging can be and 
has been used with good intentions in mind and has been 
proved effective [7][29]. However, because of its proven 
efficiency, nudging is one of the most common digital 
manipulation strategies used to mislead users into bad 
decisions privacy-wise. 

• Persuasion techniques built on what Cialdini [12] 
identifies as the “six basic tendencies of human 
behaviour” [13] (p. 76). These tendencies namely are: 
reciprocation, consistency, social validation, liking, 
authority and scarcity. 

• Cognitive biases that fundamentally are information 
processing limitations of the human mind and are rooted 
in cognitive heuristic systems [19]. According to 
Waldman [33] the five most pervasive are: anchoring 
[8], framing [5], hyperbolic discounting [4][30][35], 
overchoice [11][14][18][25] and metacognitive 
processes such as cognitive scarcity [33] and cognitive 
absorption [6]. 

• Cognitive dissonance, an uncomfortable state of mind 
where one’s beliefs and actions are contradictory. Bosch 
et al. [10] (p. 247) mention “[i]n terms of privacy dark 
patterns, this process can be exploited by 
inconspicuously providing justification arguments for 

sugar-coating user decisions that have negatively 
affected their privacy”. 

 

Although, so far, it appears that the cognitive and 

psychological factors play a significantly important role on 

users’ failure to protect their privacy when dealing with 

Dark Patterns, some researchers argue that contextual and 

social factors are important too. For example, Acquisti et al. 

[2] claim that incomplete or asymmetric access to 

information between two agents in a transaction can 

significantly disadvantage one party leading to problematic 

decisions. Furthermore, users are not always certain of what 

they are agreeing to share as the collection of personal data 

is not always apparent and therefore people remain unaware 

of what information is collected about them by both private 

and public organisations [3]. This is usually the norm in 

digital environments where the user has no control over the 

design and information processing they are being shown. 
On the other hand, research has shown that users, care 

about their privacy [20], however, the contextual, social and 
cognitive aspects mentioned earlier lead users to a set of 
behaviours that are inconsistent to their attitudes towards 
privacy [27][34].  Norberg et al. [27] have called this the 
‘privacy paradox’. 

In today’s digital environment most digital platforms’ 
provide services seemingly for free. In order for these 
services to generate revenue they have become dependent on 
accumulating and processing users’ data, oftentimes personal 
data [15]. According to Zuboff [37] user data is the raw 
material that produces, what she calls, ‘behavioural surplus’ 
which has become a valuable commodity for companies. 
Behavioural surplus is a powerful tool for predicting user 
behaviour and many companies use it to influence users into 
providing more data which leads into a vicious cycle of user 
data, influence, prediction and so on [32].  

Mathur et al. [23] did a meta-analysis of 11,286 shopping 
websites, and found that 11.1% (1254 websites) of the sites 
had dark patterns, and recommend the development of plug-
ins for browsers to help detect these patterns.   

Dark patterns are only just beginning to emerge as a topic 
in the software development literature. In 2021 Kollnig et al. 
[21] reported in the development of a functional prototype 
that allows users to disable dark patterns in apps selectively. 
This differs from our approach where we are developing a 
comprehensive framework for identifying dark patterns 
across a range of platforms, from apps to websites. 

III. PATTERN DESCRIPTIONS 

A vital step in developing the web-based Dark Patterns 
Framework is to clearly define each pattern and to categorize 
the patterns into themes. In the research literature previously 
discussed there is some variance as to the exact meaning of 
each pattern, therefore below we present definitions that 
attempt to be as inclusive as possible to the range of 
definitions for each pattern, but always prioritising the 
original canonical definitions developed by the pioneer of 
dark patterns - user experience designer Harry Brignull [9]. 
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A. Sneaking 

Sneak into Basket: When purchasing a product, an 
additional item is added into the basket, usually the new 
product is added in because of an obscured opt-out button or 
checkbox on a previous page.  

Hidden Costs: When reaching the last step of the 
checkout process, some unexpected charges have appeared 
in the basket, e.g. delivery charges, tax, etc. 

B. Misdiretion 

Trick Questions: Often found when registering for a new 
service. Typically, a series of checkboxes are shown, and the 
meaning of checkboxes is alternated so that ticking the first 
one means "opt out" and the second means "opt in" 

Misdirection: When the design purposefully focuses 
users’ attention on one thing in order to distract their 
attention from another, for example, a website may have 
already undertaken a function and added a cost to it, and the 
opt out button is small. 

Confirmshaming: This involves guilting the user into 
opting into something. The option to decline is worded in 
such a way as to shame the user into compliance, for 
example, “No thanks, I don’t want to have unlimited free 
deliveries”. 

Disguised Ads: Advertisements that are disguised as other 
kinds of content or navigation, in order to get you to click on 
them, for example, advertisements that look like a 
“download” button or a “Next >” button 

C. Obstruction 

Roach Motel: When users find it easy to subscribe to a 
service (for example, a premium service), and find it is hard 
to get out of it, like trying to cancel a shopping account. 

D. Forced Action 

Forced Continuity: When a user gets a free trial with a 

service comes to an end and their credit card silently starts 

getting charged without any warning, and there isn't an easy 

way to cancel the automatic renewal. 

E. Variegations 

Privacy Zuckering: Tricking users into sharing more 
information than they intended to, for example, Facebook 
privacy settings were historically difficult to control. 
Price Comparison Prevention: The retailer makes it 
hard for you to compare the price of an item with another 
item, so you cannot make an informed decision. Retailers 
typically achieve this by creating different bundles where 
it is not easy to work out the unit price of the items 
within the bundles. 

Bait and Switch: The user sets out to do one thing, 
but a different, undesirable thing happens instead, for 
example, Microsoft’s strategy to get users to upgrade 
their computers to Windows 10. 

Friend Spam: The product asks for users for their 
email or social media permissions to spam all their 
contacts. 

IV. DEVELOPING THE FRAMEWORK 

With these definitions established, it becomes possible 

to categorize the patterns into one of the following three 

classifications: (1) A suspected pattern that can be detected 

in an automated way (partially or fully) based on the text, 

images or HTML in a webpage or website. (2) A suspected 

pattern that can be detected in a manual way (partially or 

fully) based on the text, images or HTML in a webpage or 

website.(3) A suspected pattern that cannot be detected, 

based on the fact that there is so much variation in either 

how the pattern is defined or in how the pattern is 

implemented. 

As all of the researchers involved in this project are 

teaching on an MSc in Data Science, they have knowledge 

of a wide range of detection techniques, therefore, a 

Morphological Matrix approach [36] was undertaken,  

whereby a table was created listing all of the pattern types 

on the Y-axis, and listing a range of detection techniques on 

the X-axis (HTML Parsing, Computational Linguistics, 

Image Processing, Machine Learning, Data Mining, 

Compiler Design, Regular Expressions) and a series of three 

online brainstorming sessions were held to identify which 

patterns might be detectable using which techniques (if 

any). To help reach a shared understanding of the patterns, 

not only were definitions of each pattern shared and 

discussed, but also images from over 100 websites with dark 

patterns from the Mathur et al. [23] dataset were presented 

and discussed. Of all patterns discussed, there was general 

consesus as to which aspects of patterns could be detected, 

how they could be detected and to what extent that detection 

was possible. The full framework is presented below in 

Table 1 where each of the patterns presented in Section III is 

classified as to how it can be detected (automated, manually 

or cannot be detected), as well as some detail as to how such 

a pattern can be detected (or, in fact, if it cannot be detected) 

as shown in the Rationale column. 

Patterns that can be detected automatically will 

typically have terms in them such as “opt-in”, “activate”, or 

“subscribe”. These, and other indicators such as the 

placement or configuration of images, or in the formulation 

of the HTML tags, allow for the automated detection of dark 

patterns. In contrast, there are some web-based activities or 

transactions that cannot, in and of themselves, be 

automatically detected, but are sufficiently indicative to 

suggest the presence of a dark pattern. In these cases the 

framework proposes the development of an ancillary (or 

appurtenant) window to highlight to the users that there may 

be something suspicious occurring in the transaction that 

they are undertaking. Finally, it is worth noting that, there 

are some patterns that cannot readily be detected, but may 

be reported using the reporting feature of the system.  
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TABLE I.  DARK PATTERNS DETECTION FRAMEWORK 

Category Pattern Detection Rationale 

Sneaking 

Sneak into Basket 
Manual 

(fully) 
Highlight changes in cost 

Hidden Costs 
Manual 

(fully) 
Highlight changes in cost 

Misdirection 

Trick Questions 
Automated 

(partially) 
Look for phrases like “opt-in” and “opt-out”, as well as pre-ticked checkboxes 

Misdirection 
Cannot be 

detected 
There is too much variation in how this pattern is implemented. 

Confirmshaming 
Cannot be 

detected 
There is too much variation in how this pattern is implemented. 

Disguised Ads 
Automated 

(partially) 
Look for buttons (noting colour and size) and see which ones link to external sites. 

Obstruction Roach Motel 
Automated 

(fully) 

Look for sites with “activate” or “subscribe” links or buttons but with no 

“deactivate” or “unsubscribe” 

Forced 

Action 

Forced 

Continuity 

Cannot be 

detected 
There is too much variation in how this pattern is implemented. 

Variegations 

Privacy 

Zuckering 

Cannot be 

detected 
There is too much variation in how this pattern is implemented. 

Price Comparison 

Prevention 

Manual 

(fully) 
Highlight if products are displayed with different units of the product 

Bait and Switch 
Cannot be 

detected 
There is too much variation in how this pattern is implemented. 

Friend Spam 
Automated 

(partially) 
Check if the site asks for email or social media permissions, and notify users. 

 

Some patterns will have words or images that make 

them easy to identify (“opt in”, “offer ends soon”, “in 

demand”, etc.) and therefore we can say that they are 

automatically detectable (either partially or fully). And, in 

contrast, some patterns are implemented in such a range of 

different ways depending on the particular interface (and the 

definitions of some patterns vary in different research 

literature), that they are impossible to consistently detect, so 

we classify these as “Cannot be detected”. Other patterns 

require human judgement, such as determining if using pre-

ticked checkboxes is being deceptive, or if the site is asking 

for security permissions, and so we classify these as being 

detectable manually (either partially or fully). To help 

recognise the patterns that can potentially be manually 

detected, the proposed system will allow the user to display 

an ancillary window that will help highlight some potential 

issues of concern on a given webpage or website. The new 

window can display things like: 

• The percentage of the webpage that is visible in the 

browser window, to ensure the user is aware that there 

may be instructions or options that are not visible on 

the current page, but are elsewhere on the page. 

• The total number of checkboxes on the page, and the 

number that are pre-ticked. 

• The total number of radio buttons on the page, and the 

number that are pre-ticked. 

• The shopping basket total, that will be zero if there are 

no items. 

 

 

 

• A “fake review detection” tool that allows a user to 

select the text of a review, and to automatically search 

for that text elsewhere on the web.  

• Highlight the number of links on the page, noting 

which are from text and which from images (to help 

detect potential Disguised Ads). 

• Highlight which tick boxes or radio buttons are 

concerned with privacy issues, looking for words such 

as “privacy” or “GDPR”. 

• Indicate if the current webpage or website has already 

been reported as having a dark pattern. 

 

Further, to help users locate suspected dark patterns on a 

webpage, the system will provide two modes of operation: 

  

(1) where the system highlights all of the areas on that 

webpage to show suspected patterns on the page with 

suitable pointers, and  

(2) if the user clicks on a particular type of issue on the 

auxiliary window, only those areas on the page will be 

highlighted, for example, if the user selects the “Radio 

Buttons” section of the panel, then all of the radio 

buttons on the webpage will be highlighted with 

pointers. 
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Figure 1. Appurtenant Window with Page Details 

 

Two additional elements of the proposed system are 

the Reporting and Educational features: 

• The Reporting Feature is designed to compensate for 

the fact that some patterns are difficult (or impossible) 

to detect, and it will allow users to record and report 

websites and webpages that they suspect have dark 

patterns. For example, if a user feels that they have 

been a victim of Forced Continuity, they can report the 

webpage or website, and indicate which pattern they 

feel is present. 

• The Educational Feature which is designed to educate 

the users on each of the main dark patterns, as well as 

the variation among different researchers. This feature 

will help the users appreciate why they are being 

warned about a particular feature on a website as well 

as giving them sufficient information to allow them to 

accurately categorize patterns that they encounter if 

they wish to report them. It is envisioned that a central 

part of this feature will consist of a series of videoed 

micro-lessons. 
 

V. IMPLEMENTATION AND LIMITATIONS 

The goal of this research is to define a collection of dark 

patterns, and to explore whether or not it is possible to 

develop a framework to detect these dark patterns - in an 

automated way, a manual way, or not at all. The detection 

process not only categorizes whether each pattern is 

detectable, but it also describes to what extend it is 

detectable, and suggests some ways it might be detected. 

The development process of framework was as a result of 

the brainstorming sessions, and these crucially categorized 

the patterns into three groupings: 

1. Automated Detection ("Disguised Ads", "Friend 

Spam", "Roach Motel" and "Trick Questions") 

2. Manual Detection ("Hidden Costs", "Price 

Comparison Prevention", "Sneak into Basket") 

3. Cannot be Detected ("Bait and Switch", 

"Confirmshaming", "Forced Continuity", 

"Misdirection", "Privacy Zuckering") 

To help confirm the analysis process, an initial prototype 

system has been developed using the Python programming 

language which provides ample software libraries for web 

crawling and web scraping, specifically the HTMLparser 

and URLopen libraries were used in this case. Three 

patterns were selected to be implemented, “Trick 

Questions”, “Roach Motel”, and “Friend Spam” were 

chosen as they are the most straightforward to implement, 

since that have been classified as “Automated (partial)” and 

“Automated (fully)” in the above table. These three were 

implemented as separate methods in a single class. These 

methods were tested using over 60 of the dark patterns from 

the Mathur et al. [23] dataset, and the prototype was able to 

successfully detect all three of these patterns, each with 

significant variation. Early work has been undertaken on the 

development of methods to detect the other patterns 

classified as “Automated” as well as work on the “Manual” 

pattern types. Further implementation will explore 

additional dark patterns identified by other researchers, for 

example, UX Researcher, Reed Steiner [31] highlighted six 

more patterns, as follows: 

• Fake Activity: On a commercial website, when the 
page says “three other people are viewing this item 
right now” this may not be a fully truthful claim. 

• Fake Reviews: Research shows that several reviews 
and testimonials are fake, and exact matches with 
different customer names can be found on several 
sites.  

• Fake Countdown: Some online purchases include 
countdown timers, in most cases countdown timers 
only add urgency to a sale. 

• Ambiguous Deadlines: Some online purchases 
indicate that a product is only on sale for a limited 
amount of time, but don’t mention a specific deadline. 

• Low Stock Messages: Sometimes sites claim that 
they are low on a particular item. 

• Deceptive High Demand: Similar to low stock 
messages 

These are commonly occurring patterns, and also worth 

exploring in more detail. 

In terms of the limitations of this research, perhaps the 

most serious one is the fact that five of the patterns 

(“Misdirection”, “Confirmshaming”, “Forced Continuity”, 

“Privacy Zuckering”, and “Bait and Switch”) have been 

classified as “Cannot be detected”. If these cannot be 

detected, it significantly limits the efficacy of the final tool, 

therefore a thorough exploration of the Mathur et al. [23] 

dataset is planned to determine if there are any implicit 

characteristics associated with these five patterns that can be 
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used to detect them (either automatically or manually), as 

well as a number of further brainstorming sessions. 

It is also worth noting that that the full implementation 

of this framework will result in some additional challenges, 

for example, some sites have a special file called Robots.txt 

that prohibits the use of web scraping, and it is also the case 

that some sites use technologies that make them more 

difficult to parse, for example, frames or webpages 

implemented in Javascript or CSS. 

Finally, another consideration is that many shoppers use 

mobile applications instead of websites to purchase products 

and services, and the techniques outlined so far would be 

ineffective on these applications. 

 

VI. CONCLUSIONS AND FUTRE WORK 

This paper presented a framework for the detection of 

web-based dark patterns and an accompanying proposed 

software tool. It begins with a review of some of the key 

literature in this field, which highlights some of the reasons 

for the success of dark patterns, as well as their ubiquity. It 

follows this with an explanation of some of the key dark 

patterns, and a categorization of the patterns as being in one 

of the following three classifications: 

1. A suspected pattern that can be detected in an 

automated way (partially or fully), in other words there 

is some characteristic either in the text, images or 

HTML of a webpage or website that indicates that it is 

a dark pattern. 

2. A suspected pattern that can be detected in a manual 

way (partially or fully), in other words there is some 

characteristic either in the text, images or HTML of a 

webpage or website that indicates that there is potential 

for dark pattern on this page or site, but because it 

cannot be detected definitively, the potential pattern is 

highlighted to the user.  

3. A suspected pattern that cannot be detected, in other 

words there is so much variation in either how the 

pattern is defined or in how the pattern is implemented, 

there is no direct way of detecting it just using web 

crawling and web scraping techniques.  

 

This classification, in turn, leads to the design of a 

proposed software tool with the ability to detect patterns 

from category 1, and to highlight potential instances of 

patterns from category 2. For those patterns in category 3, 

even if there is no obvious way to identify them, 

nonetheless, it is important to deal with them in some way, 

therefore additional features are required for the system, a 

Reporting feature to address instances of patterns for 

category 3, as well as an Educational feature to create 

awareness about dark patterns in general. 

Future work will focus on full implementation of the 

software tool and the inclusion of the Reporting and 

Education features. The Reporting features of the system are 

envisioned to work either in stand-alone mode, or shared 

mode. In stand-alone mode the reporting process is recorded 

locally on the user’s own computer as a series of XML files, 

whereas in shared mode, the user can share their suspicions 

about potential dark patterns with other users also using the 

system, and they can also label and add a description to the 

suspected pattern.    

The Educational features will consist of a series of 

micro-lessons describing the range of dark patterns. Also, a 

series of pop-up windows will be developed with simple 

explanations (and links to examples) of a specific pattern 

will be developed, to remind the users about the key 

characteristics of each specific pattern.  

Finally, the framework provides a way forward to deal 

with dark patterns in a comprehensive and comprehensible 

manner. This has become more and more important as the 

number of services that have become available online 

continues to grow, and in many cases these services are 

available only exclusively online. It, therefore, becomes a 

matter of necessity that as many people as possible are 

aware of these deceitful patterns, and incumbent on IT 

practitioners to spread the word about these patterns. 
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Abstract — Robots as companions, domestic assistants and 
nurses have great potential for the care of people who need 
assistance. At the same time in popular culture, technological 
progress is often represented as a threat to human 
distinctiveness. Studies demonstrate limited confidence of 
individuals in robotics and artificial intelligence. The author 
will consider how perceived risks and benefits, attitudes 
toward science and technology, social bonds and other 
individual socio-demographic characteristics influence on the 
public acceptance of robots.  
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I. INTRODUCTION 
Technology is one of the main factors of socio-economic 

development [7] that produces various effects: robotization 
and digitalization of production and organizational 
processes, increase diversity of digital goods and services, 
growth of demand for digital skills [12]. The spread of 
robotics in industry, as well as in everyday life is bringing us 
closer to the future described in science fiction. People are 
increasingly relying on artificial intelligence to process large 
amounts of data, make decisions about the solvency of 
borrowers, select staff and choose the best couple on dating 
sites.  

Robots as companions, domestic assistants and nurses 
have great prospects for the care of people who need 
assistance (e.g., the elderly or sick people). At the same time 
studies demonstrate limited confidence in robotics and 
artificial intelligence [5][14]. In popular culture, 
technological progress is often represented as a threat to 
human distinctiveness [2][3]. The culturally ingrained fear of 
autonomous technologies has been called the "Frankenstein 
syndrome" [8]. A similar aspect is evident in the Uncanny 
valley effect of perception of technological objects, which 
was firstly described by Japanese robotics scientist and 
engineer Masahiro Mori [10][11]. The phenomenon implies 
that humans tend to dislike and detest robots and other 
objects that look or act roughly like humans (but not exactly 
like the real ones).  

It is worth noting that this effect is not universal and has 
gender and age variations. Moreover some studies support its 
existence [9], while others do not [16]. Perhaps if the place 
of technology in our lives and attitudes to it changed, this 
effect would also disappear.  

Thus, there is a certain paradox in public opinion. On one 
hand, the development of robotics and artificial intelligence 
is on the way to improving the capacity for self-learning and 
independent decision-making. On the other hand, people fear 
the autonomous technologies and are not ready to rely on 
them.  

The remainder of this paper is organized as follows. 
Section 2 describes research approach and the applied 
methods, as well as presents key results of the analysis. 
Section 3 summarizes the main outputs of this study,  
encompass the limitations of the study and possible avenues 
for future research. 

II. MAIN IDEA 
The purpose of this research is to analyze social attitudes 

toward the use of artificial intelligence and robots for various 
tasks and the factors that have an influence on the public 
acceptance of autonomous technologies. The model of this 
study is based on the conception of public acceptance of 
technologies that is defined as the readiness to use a 
technology to solve tasks assigned to it [1]. Factors 
influencing technology acceptance are defined at micro- and 
macro-level. In this research, we analyze the effects of 
micro-level factors, which includes the indicators of the 
perception of robotics and technologies in general and social 
characteristics of the user. Studies of technology perception 
highlight such determinants as perceived risks and benefits, 
level of knowledge, attitudes toward science and technology, 
trust, values, and other individual socio-demographic 
differences [6]. Attention to the risks posed by the diffusion 
of new technologies (in reality or in imagination) contributes 
to the rejection of innovation, while understanding the 
benefits/benefits of use reduces the level of anxiety about it 
[4][13]. 

Data was collected in December 2018 – January 2019 
during the 27th wave of the Russia longitudinal monitoring 
survey, which is a series of national representative surveys 
based on probabilistic stratified multistage territorial sample. 
The sample size is 7584 respondents aged 18-65. Method – 
face-to-face interviews. 

The public acceptance of robots was assessed through 
respondents’ estimations of 10 situations representing a robot 
in different roles. Situations were differentiated by the type 
of tasks (functional and social) and by the strength of 
influence on the user (assistance or dependence). 
Respondents were asked to rate the degree of perceived 
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comfort/discomfort in each of these situations on a four-point 
scale. The author used a binary logistic regression method to 
identify factors that influence robot acceptance in different 
situations. 

The results demonstrate that there is a same dualism in 
public opinion in Russia, as in other countries. Positive 
attitudes toward robots as are a good thing for society are 
paired with an expectation of threat from it (54% vs. 63%) 
and a corresponding low level of acceptance of robots as 
autonomous actor. The use of robots in functional-assisting 
role as domestic helpers or delivery drones is rather 
acceptable (66% and 62% of respondents feel comfortable 
about these situations). At the same time, most respondents 
are unready for a high degree of robot autonomy and agency, 
and are not disposed to delegate responsibility for their lives 
or the lives of family members (driverless car, the use of 
robots in elderly parents care and in surgery seem 
comfortable for 21%, 19% and 14% of respondents). 

According to the results of the regression, analysis 
general drivers of public acceptance of robots are confidence 
in one's own power and ability to influence the state of 
affairs, digital skills (as an indicator of digital adoption), 
engagement with science, positive attitudes to robots and 
belief in the robotization of human labor. General barriers to 
the public acceptance are science awareness and expectation 
of a threat from robots (lack of trust). 

In addition, some factors enhance or reduce attitudes to 
robots only in particular situations. For example, gender have 
an effect (negative) only on acceptance of robots for 
assistance at home and delivery. Significant generational 
differences in attitudes are observed only in relation to 
driverless car.  

Situation-specific predictors relate more to different 
aspects of well-being and personal characteristics. Health 
problems, selective trust in people and moderate loneliness 
contribute to a positive attitude toward the use of robots for 
assistance at home and delivery, while predisposition to trust 
most people and to value the spiritual aspects of life, 
exclusion from innovation consumption, living in low 
urbanized areas, an acknowledgement of the threat of human 
rights violations. Nevertheless, risks are not always 
negatively associated with the acceptance of robots. The 
effect depends on the type of risk and its specification. For 
example, understanding the risks of technology use by 
criminals has a positive effect on the attitude to robotic home 
assistants. 

A significant negative effect of sensitivity to change due 
to technological advances on the acceptance of robots has 
been detected only in relation to their use for elderly care and 
surgery. Additional barriers to the adoption of robots for 
elderly care are traditional family ties and religion. 

If the use of robots to care for the elderly is perceived in 
the context of social exclusion, robotic surgeon is too radical 
innovation in the eyes of the average person. Experience of 
innovation generation contributes to the acceptance of 
roboticization of surgery. 

III. CONCLUSION 
Nowadays, the society accepts only the idea of 

automating (human-controlled) certain processes with digital 
technology, but is not ready for fully autonomous digital 
technology. In this context, social attitudes towards 
autonomous technologies can be seen as an indicator that 
reveals the depth of changes in public consciousness in the 
digitalization of the society. 

Technocentrism as characteristic of modern civilization 
is an important prerequisite in the formation of society's 
readiness for autonomous technologies.  At the same time, 
the determining role is played not so much by the "pro-
science" values of the population, as by the presence of an 
active interest in scientific and technological progress and 
involvement in the system of communications in this sphere.  

However, awareness of science news has the opposite 
effect - the development of critical reflection on the 
consequences of the introduction of new technologies in the 
conditions of growing consciousness and resistance to 
progress. 

Another important barrier to social integration of robots 
is the social bonds between people, trust, patterns and norms 
of relationships. Adherence to traditional family values of 
cohesion and mutual assistance, and having close 
relationships with other people are at odds with the idea of 
using robots to care for the elderly, as it is perceived as 
exclusion. 

The resolution of the paradox lies in the sociocultural 
field. The results of the study indicate that the transformation 
of the digital environment from alien to natural may be one 
of the signaling factors that contribute to a change in the 
perception of autonomous digital technologies. According to 
the data, people today still predominantly consider the digital 
environment as an artificial phenomenon, depriving the life 
of the sense of life or acting as a poor substitute. Such a 
worldview prevents the acceptance of the changing social 
role of robotics. Therefore, future studies need to estimate 
the influence of cultural values on acceptance of robots in 
different situation. In this research, we did not have direct 
questions on human values and used only proxy indicators of 
traditional family values and trust. 

More research is also needed to uncover the public 
perception of different types of social robots. In this survey, 
we used personalized situation (elderly parents care). 
Probably, impersonal examples of robots (e.g. elderly care in 
general or elderly care in nursing homes or in health care 
facilities) will provide other results. 
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Abstract—We present a research focused on the prediction of 

the author's personality based on natural language processing 

techniques applied to essays written in Modern Greek by high-

school students. Each writer has been profiled by filling in the 

Jung Typology Test. In addition, personality prediction is 

being discussed under the general research framework of 

author profiling by examining the effectiveness of several 

stylometric features to predict students’ personality types. The 

feature set we employed was a combination of the word and 

sentence length, the most frequent part-of-speech tags, most 

frequent character/word bigrams and trigrams, most frequent 

words, as well as hapax/dis legomena. Since personality 

prediction represents a complex multidimensional research 

problem, we applied various machine learning algorithms to 

optimize our model’s performance after extracting the 

stylometric features. We compared nine machine learning 

algorithms and ranked them according to their cross-validated 

accuracy. The best results were obtained by the Naive Bayes 

algorithm. According to the personality classification based on 

the Jung Typology Test, the author’s personality prediction 

accuracy reached 80.7% on Extraversion, 79.9% on Intuition, 

68.8% on Feeling, 75.7% on Judging, according to the 

personality classification. The reported results show a 

competitive approach to the personality prediction problem. 

Furthermore, our research revealed new combinations of 

stylometric features and corresponding computational 

techniques, giving interesting and satisfying solutions to the 

problem of the author’s personality prediction for Modern 

Greek.  

Keywords-Author profiling; stylometry; Personality 

prediction; Jung Typology Test; corpus processing; 

computational stylistics; machine learning.  

I.  INTRODUCTION 

Authorship identification represents one of the emerging 

text mining fields that stands at the intersection of Machine 

Learning, Information Retrieval, and Natural Language 

Processing. Under the stylometric framework, the author's 

identity is a multidimensional construct based mainly on 

writing patterns scattered across multiple linguistic levels 

and expressed quantitatively. The specific research domain 

splits into three subdomains: attributing a text to a particular 

author among a finite set of authors (Authorship Attribution), 

attributing a text to an author that does not belong to a closed 

set (Authorship Verification), and specifying the author’s 

metadata such as demographic and psychological traits of the 

author (Authorship Profiling), including gender, age, 

personality, etc. 

Language as a communication mechanism denotes the 

diversity of every individual. Therefore, the quantitative 

study of linguistic features can lead to predictions regarding 

the individual's character. The subject of Computational 

Personality Prediction (CPP) through natural language 

processing techniques constitutes a relatively new research 

field with many applications.  

One critical application domain of this field is Forensic 

Linguistics. Criminals can be identified by the way they 

write. Moreover, conclusions can be drawn regarding their 

personalities and the way they are thinking. The example of 

identifying students' personality that carry guns and 

participate in school shootings is typical [1]. CPP can 

highlight their psychological traits, which afterward can be 

exploited in the successful identification of potential 

perpetrators.  

Apart from the obvious contribution that provides in 

Behavioural Psychology by connecting personality traits to 

human behaviour, CPP can function in many other fields as 

well. For instance, in the marketing domain, personality 

analysis of users/consumers is utilized by companies to 

adopt effective recruitment techniques and customer service 
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techniques. Even in the field of human resources 

management, predicting the personality can affect or 

facilitate the selection and determine the eligibility of 

candidates for a particular job. Moreover, based on the user’s 

personality, dialogic systems can be customized and brought 

closer to users’ temperament making interaction more 

effective and satisfying. 

Another vital analysis domain where automatic 

personality prediction is used is education. For example, by 

analyzing students’ writings, talented students or students 

with difficulties could be recognized and thus receive 

adaptive teaching, addressing the appropriate cognitive level 

for each one or each group.  

One of the most crucial issues in CPP research is 

developing appropriate linguistic resources enriched with the 

author’s personality metadata. Unfortunately, these resources 

are challenging to create due to the increased level of manual 

interaction with the authors and the various privacy and 

ethical considerations linked with administering 

psychometric questionnaires to many individuals. 

 Another issue is that most Natural Language Processing 

(NLP) tools specialized in psychometric text profiling 

support only English. Therefore, research in other languages 

should be done by developing specialized dictionaries and 

other supporting linguistics resources from scratch (see, for 

example, the case of Linguistic Inquiry and Word Count-

LIWC [2]).  

To cover the above-mentioned research gaps, we 

performed the first CPP study in Modern Greek focused on 

high-school students. For this reason, we developed a model 

for predicting the personality of students based on Jung’s 

taxonomy by analyzing their term-essays and applying 

various machine learning methods to rich document 

representation based on several stylometric features.  

The rest of this paper is organized as follows. In Section 

II we provide an overview of previous work on personality 

prediction. Section III describes our researching methods. In 

Section IV we present the research results. We summarize 

our findings and discuss future work in Section V. 

II. LITERATURE REVIEW  

In this section we present the personality questionnaire 

used to profile the writers. Then, we review the findings of 

studies in the field of CPP from text.  

A. Carl Jung’s and Isabel Briggs Myers’ Personality Type 

Questionnaire 

Research in the field of personality prediction uses the 

Five-factor Model of Personality [3] or the Carl Jung’s and 

Isabel Briggs Myers’ personality type theory [4][5] to 

profile the participating authors. Therefore, the literature 

review presented in this section is referred to associated 

research, which involves the Jung Typology Test since our 

students have been profiled with the above-mentioned 

personality questionnaire.  

According to Jung's theory of psychological types [4] 

people can be characterized by 

• their preference of general attitude as Extraverted 

(E) or Introverted (I) 

• their preference of one of the two functions of 

perception as Sensing (S) or Intuitive (N) 

• their preference of one of the two functions of 

judging as Thinking (T) or Feeling (F)  

• their orientation to the outer world as Judging (J) or 

Perceiving (P).  

The Jung Typology Test classifies psychological 

differences of personality in four dichotomies which yield 

16 different combinations or personality types. Each 

personality type can be assigned a 4-letter acronym of the 

corresponding combination of preferences: ESTJ, ISTJ, 

ENTJ, INTJ, ESTP, ISTP, ENTP, INTP, ESFJ, ISFJ, ENFJ, 

INFJ, ESFP, ISFP, ENFP, INFP.   

B. Personality Research from Text 

One of the first studies related to the author's personality 

prediction problem [6] defined the research problem as a 

text categorization task. They developed a corpus consisted 

of essays written in Dutch by 145 students (BA level). By 

selecting syntactic features and by training machine learning 

algorithms, the experiments in personality prediction 

suggested that the personality dimensions Introverted-

Extraverted and iNtuitive-Sensing) can be predicted fairly 

accurately.   

CPP studies have also expanded to social media texts 

with an emphasis on Twitter. A study for predicting Twitter 

users’ personality type [7] showed that the classifier's 

performance on training data was quite good. Still, the 

classifier failed to achieve satisfying results for the test data. 

Another study [8] describes a logistic regression classifier's 

training process to predict each of the four dimensions of 

Jung Typology. Their results showed that linguistic features 

are the most predictive features. Although they succeeded in 

distinguishing between the personality dimensions 

Introverted-Extraverted and Feeling-Thinking, the other two 

dimensions were hard to predict.  

In a study of a multilingual corpus of tweets [9], based on 

six languages (Dutch, German, French, Italian, Portuguese, 

and Spanish), the researchers extracted the most frequent 

word and character n-grams. Their results confirmed the 

findings of the previous work in that particular personality 

distinctions could be predicted from social media data with 

success. In another study focused on tweets [10], the 

researchers used a Naive Bayes classifier achieving 80% 

accuracy for Introverted-Extraverted and 60% for the other 

dimensions.  

CPP has also being applied to languages with a different 

graphemic organization compared to Western languages. 

For example, in [11], researchers investigate the personality 

prediction of Twitter users in Japanese and conclude that the 

textual information of user behaviors is more useful than the 

users’ cooccurrence behavior information such as the likes. 
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In this study, the problem of author personality prediction 

was treated as a set of binary classification tasks using 

Support Vector Machines.  

III. CORPUS 

To test our research hypothesis, that is, whether it is 

possible to detect personality traits of the authors of written 

Modern Greek texts, it is necessary to have a corpus of 

Modern Greek texts and at the same time to connect each 

author of these texts to a psychological profile. Due to the 

lack of such material, the first step was to collect primary 

textual data from native speakers of Modern Greek. In 

particular, the corpus that we developed consists of essays 

of 198 high school students and comprises 250.000 words in 

total. It is balanced both in size (number of words per 

student) and in students’ demographics (gender and age).   

The participating students of three different high schools 

were asked to write three essays to achieve our goal, which 

was to collect at least 1,000 words from each student. The 

task was voluntary, lasted three school years, and the 

writing was held in the classroom. The experiment was 

repeated three times at different periods. The authors had to 

write spontaneously and continuously for 60 minutes an 

essay. The topics, which were not given in advance, were 

related to the benefit of art, the role of school in raising 

environmental awareness, and fighting against child labor. 

Finally, since the provided texts were handwritten, we had 

to digitize them by manually typing all of them.  

IV. METHODOLOGY  

The following section describes the approach used to 

predict personality types of students.  

A. Approach 

In the literature, two approaches stand out for an 

automatic author's personality prediction. In a bottom-up 

approach, personality labels are predicted from linguistic 

features that are being extracted from the corpora used using 

standard NLP document representations (e.g., Bag-of-Words 

- BoW models, etc.) [12]-[14]. In a top-down approach, 

instead, specialized dictionaries with custom entries are used 

to check the potential correlation with personality traits [15]-

[17]. Both approaches have advantages, as well as 

restrictions. Therefore, modern techniques are oriented 

towards hybrid methods that combine the use of a dictionary 

with extended document representations trained on machine 

learning algorithms to exploit the best from both approaches, 

i.e., speed and precision, respectively. In this study, we 

followed the bottom-up approach, which among other 

benefits explained above, is also language-independent. 

B. Feature extraction 

The features used in our research can be considered as 

part of a broader feature set that has been characterized as 

stylometric, i.e., models quantitatively the text’s style. The 

linguistic features that have been used previously as 

stylometric indices are numerous. They increase 

continuously and belong to the whole range of linguistic 

levels. Stylometric features are compact, information-rich 

signaling linguistic devices. They are correlated with many 

different textual functions and carry multilevel information 

related to both the author’s identity and his/her metadata.  In 

CPP, stylometric features can unchain the hidden link 

between linguistic production and its correlation with 

specific personality types. This is because our personality 

traits are defining and be defined by our socio-cognitive and 

psychological conditions. In that sense, aspects of our 

linguistic behavior reflect these personality traits indirectly 

and amplify them using identity perceptions. 

We processed the corpus with natural language 

processing tools during the pre-processing phase, i.e., 

tokenizer, lemmatizer, and POS tagger. The output of the 

preprocessing phase (matrix of stylometric features) was 

submitted to the data mining platform Rapidminer [18]. The 

text preprocessing pipeline was initially applied to the 

original texts of the students. However, we observed that 

various language errors scattered across all linguistic levels 

inserted significant bias in the modeling process and 

negatively affected the prediction results. Therefore, the 

essays were corrected manually without loss of information 

on the morphosyntactic level.  

We designed and ran multiple experiments in order to 

extract and quantify many different subsets of stylometric 

features from the corpus. We extracted the most frequent 

character bigrams and trigrams, words bigrams, and 

trigrams,  mean word and sentence length, the occurrence 

frequency of content and functional words, the most and less 

frequent words, the occurrence frequency of parts of speech, 

as well as hapax and dis legomena. These features have been 

proven effective in the field of authorship attribution [19] 

and gender identification [20], and we tested them for author 

personality prediction as well.   

C. Classification Algorithms  

In this project, the problem of predicting the personality 

type was treated as a binary classification task among the 

four dimensions of personality, Extraversion-Introversion, 

Sensing-iNtuition, Thinking-Feeling and Judging-

Perceiving. To have a valid prediction, the extracted 

stylometric features matched the texts whose authors clearly 

belonged to a positive or negative category. 

Since personality detection presents a complex 

classification task, we decided to use several different 

machine learning algorithms to find the best approach in 

terms of model performance. We compared nine machine 

learning methods, i.e., Naive Bayes, Generalized Linear 

Model, Logistic Regression, Fast Large Margin, Deep 

Learning, Decision Trees, Random Forest, Gradient Boosted 

Trees, Support Vector Machines and we ranked them 

according to their cross-validated accuracy (10-fold). We 

evaluated the machine learning algorithms in terms of their 

predictive ability using as training data the students' essays. 
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Their personality type had been defined before using the 

appropriate psychometric questionnaire.  

V. RESULTS  

In this section, we present the results of the procedure 

that we followed to automatically classify the students’ 

essays based on the personality type defined by the 

personality questionnaire they filled in. From the nine 

algorithms that were trained in the textual data, we present 

the evaluation metrics of the most effective algorithm 

(Table I) along with the corresponding weights that 

positively affected the prediction of the personality type.  

Regarding the prediction of all personality types of 

Jung’s typology, the algorithm with the best results was 

Naive Bayes. The accuracy rate revealed a range from 

68.8% to 80.7%, with an average of 76.5%. Extraversion 

type was predicted with 80.7%, the Intuition type with 

79.9%, the Feeling with 68.8%, and the Judging type with 

75.7% [21]. A more detailed list of evaluation metrics 

(accuracy, precision, and recall) is reported in Table I. 

TABLE I.  NAIVE BAYES MODEL PERFORMANCE 

 

The remaining algorithms that were trained in the corpus 

produced the following results in terms of classification 

accuracy: Regarding the Extraversion type, the Generalized 

Linear Model, Logistic Regression, Fast Large Margin, 

Deep Learning, Decision Trees, Random Forest and 

Gradient Boosted Trees algorithms have the same 

percentage of accuracy being 80.0% and the Support Vector 

Machine algorithm has 79.0%. The Intuition type was 

predicted with 75.0% by Gradient Boosted Trees algorithm, 

with 71.9% by Deep Learning and with 71.7% by  

Generalized Linear Model and Logistic Regression. For the 

Feeling type, the Decision Tree algorithm exhibits the 

second best performance with 63.2%, Random Forest being 

in third position with 63.1% and the next best result was 

63% using Gradient Boosted Trees. The algorithms with the 

best performance for the Judging type were Support Vector 

Machine, Fast Large Margin and Deep Learning with 

calculated accuracies of 71.1%, 71.0% and 70.3%  

respectively.  

The study aimed to classify the essays of the students in 

personality types by using stylometric indices. Therefore, 

we had to check whether and which of these features are the 

most useful and contribute to the prediction accuracy of the 

algorithm. For this reason, we extracted the weights from 

the Naive Bayes model that measure the importance of each 

stylometric feature to the classification decisions of the 

algorithm for each personality type separately.  
For Extraversion (Figure 1), the use of verb types in 

active voice had a significant impact. In addition, the mean 
length of the sentence in words of all sentences, the words 
that occur only twice in one text, the most frequent content 
words, and finally the personal pronouns complete the list 
with the five most important stylometric features. 

 Figure 2 depicts the prediction ability of the stylometric 

features for Intuition used by the algorithm. The word's mean 

length in characters had the most significant impact. The 

features that follow are the most frequent trigrams of 

characters, the hapax legomena, the personal pronouns, the 

content words, the most frequent word bigrams, the rarest 

words, the most frequent word trigrams, and all content 

words.  

The stylometric features that affected the result of the 

classification of the essays in terms of Feeling are the verbs, 

the adjectives, the most frequent content words, the personal 

and the possessive pronouns, the nouns, and the adverbs 

(Figure 3).  

 Finally, in Figure 4, the eight stylometric features that 

contributed to the prediction of the Judging type were in 

descending order: The most common word trigrams, the 

most common word bigrams, the mean length of the 

sentence in words, the most common character bigrams and 

the most common character trigrams with the same 

percentage, the personal and possessive pronouns, the 

articles, and the mean length of the word in characters. 

Personality 
Type 

Naive Bayes Classifier 

Accuracy Precision Recall 

Extraversion 80.7% 80.5% 100% 

Intuition 79.9% 81.3% 92.6% 

Feeling 68.8% 67.7% 96.7% 

Judging 75.7% 76.2% 95.2% 

Figure 2.    Weights for Intuition. 

Figure 1.    Weights for Extraversion. 
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The most important features extracted from the model 

vary considerably for each personality type. Therefore, we 

can infer that each type is based on different combination of 

linguistic features and these subsets are different between the 

different personality types.  

It also becomes clear that the predictive accuracy of the 

proposed classification model is high compared to the 

existing literature on the field of personality prediction. 

Regarding Jung’s Typology Test, we got an average 

accuracy of 76.5%, compared to the 68.62% reported for 

Dutch [6]. The other studies mentioned [7]-[11] 

implemented machine learning techniques in textual data that 

were retrieved from social media. Therefore, their results 

involve research with textual data from adults written under 

different circumstances and in a different language. 

VI. CONCLUSION AND FUTURE WORK 

To summarize, in this paper, we presented the results of 

our research in the field of personality prediction. We 

applied CPP for the first time in texts written by high-school 

students, making our dataset unique. Our results confirmed 

our initial research hypothesis that stylometric features 

could be used as reliable prediction indices for the author’s 

psychological profile. Our findings further support the latent 

link of personality traits with a wide array of linguistic 

behaviour aspects. Different personality types correlate with 

different stylometric features that belong to different 

linguistic levels. Therefore, the personality prediction 

through text demands a highly dynamic feature set to 

capture the widest possible spectrum of linguistic structures.  

To this direction, future research will employ 

experimentation with more linguistic features. Furthermore, 

we plan to localize in Modern Greek well-known 

psychometric lexicons (e.g., LIWC) and use them 

complementing our feature sets.  
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Abstract—This paper shows how the Ethereum blockchain can 
register settlements between an aggregator and prosumers in a 
smart grid.  By providing flexible use of electricity to the 
aggregator, customers get rewarded. The flexibility is valuable 
for the aggregator since the power infrastructure may be used 
more efficiently.  Blockchain is an exciting technology for 
handling settlements which, however, also has some clear 
limitations. For example, the cost per transaction on the public 
Ethereum blockchain is too high compared to the value of the 
actual transactions.  A private blockchain is an alternative but 
removes some of the original benefits of using the public 
blockchain. The paper concludes that blockchain is a promising 
technology, and a private blockchain is more suitable for 
transactions containing minimal amounts. 

Keywords-smart grid; blockchain; Ethereum; smart contract; 
aggregator; flexibility; Smart-MLA. 

I.  INTRODUCTION 
Smart grids [1] are electric power grids supported by 

electronics that keep track of power consumption and 
production. Typically, smart meters [2] keep track of energy 
flow between producers, consumers, and prosumers. Smart 
meters normally connect to a service maintained by the 
Distribution System Operator (DSO).  

Prosumers refers to the combination of producers and 
consumers, with production coming from energy sources like 
solar panels. On sunny days, the energy production of a 
household or a building may exceed the consumption. Then 
the prosumer may sell excess energy to the grid. At other 
times, the household gets its electricity from the grid, as 
shown in Figure 1. 

The price of energy varies throughout the day.  The 
energy price is calculated based on demand and supply 
forecasts, and the pricing intervals typically differ from one 
hour down to ten minutes. 

 
Figure 1.  Prosumers 

Flexibility occurs when a household or building can delay 
the use of electricity to a timeslot when the price is lower.  A 
typical example is the charging of electric vehicles. Charging 
requires a rather large consumption over a relatively short 
period.  If the customer chooses the optimal time, charging 
will be less expensive. 

The next step is to transfer the flexibility to an aggregator.  
In this case, the customer defines some constraints, e.g., the 
electric car should be fully charged at 7 am.  The aggregator 
then selects the optimal time slots when the actual charging 
takes place.   

The flexibility is essential for grid management since it 
can reduce the chances of overloading the grid and delay 
investments in upgraded electric power infrastructure. 

The customer is rewarded for giving up control, either by 
favorable pricing or a discount on the electricity bill. 

Blockchain technology has the potential to have a 
significant impact on the energy sector.  Numerous use cases 
have been proposed, including wholesale and retail energy 
trading [3][4]. 
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The purpose of this paper is to present the Smart Multi-
Layer Aggregator (Smart-MLA) project and how blockchain 
technology can handle settlements between the aggregator 
and its customers (prosumers). 

Section II discusses the flexibility project, followed by a 
section explaining Blockchain technology. Section IV 
presents some related work, followed by a section showing 
our approach for the project. Finally, Section VI concludes 
and provides some input on future work. 

II. THE SMART MULTI-LAYER AGGREGATOR 
The Smart-MLA project [5] is an ERA-Net Smartgrid 

Plus research project with academic and industrial partners 
from Denmark, Norway, Romania, Sweden, and Turkey. The 
aim is to develop and demonstrate a cloud-based multi-layer 
aggregator solution to facilitate optimum demand response 
and grid flexibility for energy systems to utilize up to 100% 
renewable energy. The project implements three layers of 
flexibility aggregation, as shown in Figure 2. 

 

 
Figure 2.  The Smart-MLA layers 

On the lowest layer (shown in Figure 3), flexibility occurs 
within a household or a building. The main objective of this 
layer is to improve the awareness of the prosumers on the 
merits of flexibility at the prosumer level. Here, the customer 
sets constraints and the preferred scheduling for flexible 
appliances. Then, the proposed algorithm [6] optimizes the 
operation of the flexible appliances and comes up with the 
difference between the cost of using user-preferred and 
optimal schedules. The solution considers both production 
capacity (solar panels) and storage capacity (batteries) to 
obtain the best possible result. 

 

 
Figure 3.  Smart-MLA layer 1 

On the second layer (shown in Figure 4), the customer 
transfers the control of charging electric vehicles, heat pump, 
and other appliances to the aggregator. When the aggregator 

controls many households/buildings connected to the grid, 
the aggregator may optimize the power consumption for the 
whole smart grid. 

 

 
Figure 4.  Smart-MLA layer 2 

This layer includes settlements between the aggregator 
and the prosumers. In this layer, the grid is used as an on-
demand delivery service that may also buy back excess 
energy and reward the prosumer for transferring flexibility. 
The settlements are between the prosumers and the 
aggregator, as shown in Figure 5. The settlements are 
registered on the blockchain. 

 

 
Figure 5.  Settlements on layer 2 

The flexibility aggregated from the prosumers will be 
traded in the local flexibility market in coordination with the 
Distribution System Operator (DSO) on the upper layer.  The 
aggregator uses an iterative process based on schedules, 
prices, and bids for flexibility, as shown in Figure 6. 

 

 
Figure 6.  Smart-MLA layer 3 

Further details on the three-layer aggregator flexibility 
can be found in a separate paper [7]. 
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The settlements are made between the aggregator and the 
prosumers, and the aggregator and the DSO, as illustrated in 
Figure 7. 

 
 

 
Figure 7.  Settlements on layer 3 

Both types of settlements are registered on the 
blockchain.  The settlements include the amount of energy, 
time, period, and the two entities involved in the transaction. 

III. BLOCKCHAIN BASICS 
Blockchain technology was initially developed to handle 

cryptocurrency safely and transparently [8].  Bitcoin was the 
first cryptocurrency using blockchain as a platform. The 
blockchain is a decentralized, immutable ledger. The ledger 
is implemented as blocks of data chained together [9], as 
shown in Figure 8. Cryptographic techniques ensure that it is 
impossible to change the block's content when put on the 
blockchain [9]. The first block is called the genesis block. 

 

 
Figure 8.  The blockchain 

Each block contains a link to the previous block and also 
a hash value of the previous block. Each new block is 
encrypted (including the hash value of the previous block).  
A block cannot be altered after it is added to the blockchain. 
In that case, the whole blockchain becomes invalid [9]. 
Figure 9 shows the layout of the blocks and the block header. 

 

 
Figure 9.  The blockchain header 

A "Merkle" tree [9] secures the integrity of the 
transactions stored in the block. First, a hash value is 
calculated for each transaction. Hash values are then 
calculated for each pair of transactions, and the process is 
repeated until the root of the tree appears. Finally, the Merkle 
root hash is stored in the block header. The construction of 
the Merkle tree is illustrated in Figure 10. 

The block is added after validation.  The validation is 
done by so-called miners who solve a mathematical problem 

and get rewarded (with cryptocurrency) for solving the 
problem [9].  

A new block is distributed to many nodes in the network. 
A majority consensus protocol secures the integrity of the 
blockchain. Therefore, an attack needs to succeed with a 
majority of the nodes in the network, which is nearly 
impossible. 
If one or more nodes fail, the data is still obtainable from the 
other nodes. Thus, if there should be an inconsistency, the 
majority will win.  
 

 
 

Figure 10.  The Merkle tree 

A blockchain may be public or private. Everyone has 
access to the public blockchain and can examine the 
transactions that have been made.  The blockchain is semi-
anonymous; the user is identified with a binary address. A 
private blockchain may require permission to examine the 
transactions. 

IV. BLOCKCHAIN IN SMART GRIDS 
    In recent years, the centralized power grids have 
experienced significant changes and challenges as follows 
[10]: 
● The production is unpredictable and variable due to an 

increase in renewable energy sources. 
● The power transmission and distribution become more 

controllable and fault-tolerant due to network 
digitization. 

● Prosumers (entities that both produce and consume 
energy) have the active dual role of both producer and 
consumer. 

● Loads become more interactive and dynamic. 
     Blockchain as a decentralized and distributed technology 
secures suitable applications in the transition to smart grid 
infrastructure. The utilization of the blockchain in smart grids 
could offer various advantages to the electrical power system 
with increased security, improved data privacy, data 
transparency and immutability, removal of third-party 
control and trust, ubiquitous solution, and greater data 
accessibility. A lot of research has been done about 
blockchain technology applied to the power sector [11]. The 
integration of blockchain and renewable energy sources, 
energy storage devices, and electric vehicles into the 
electrical grid has been a broad research area [12]. 
Blockchain technology brought agreeable advantages and 
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created much interest in applying this technology in smart 
grids [13]. Blockchain applications in the smart grid could be 
divided into three parts of the smart grids as follows [14]: 

● Power generation: Blockchains and smart contracts can 
allow a generating unit to directly trade with a consumer 
or a retail energy supplier via autonomous trading 
agents, cutting out the middleman [15]. Blockchains 
could also provide innovative trading platforms for 
integrating small-scale renewables, distributed 
generation, and flexibility services [16]. 

● Power transmission and distribution: Blockchains enable 
independent power grid nodes, without prior trust in each 
other, to reach an agreement on the optimal power flow 
solution through simulation experiments on the 39-bus 
New England transmission system [17]. Blockchains 
also guarantee the origin of the energy from the voltage 
distribution across the network [18]. 

● Power consumption: Emerging blockchain technologies 
ensure the seamless and secure implementation of a 
decentralized demand-side management approach 
following optimized demand profiles, including battery 
devices, electric vehicles' charging [19].  

Among the examined research, a focused topic is about 
electric vehicles' connection to the smart grids. The random 
charging of these vehicles may give a heavy burden to the 
power grid. To solve this problem, blockchain technology is 
introduced. An electric vehicle integration scheme is 
proposed based on blockchain technology for reducing 
fluctuations in the grid [20]. It is suggested that a platform 
that integrates electric vehicles and charging stations enables 
a negotiation between them over blockchain [21]. It explains 
using blockchain technology to make electric cars find a 
close-by charging station [22]. To improve voltage stability 
of the grid while minimizing charging costs for electric 
vehicle users, an adaptive blockchain-based electric vehicle 
participation scheme is proposed to schedule electric vehicles 
charging/discharging demand to flatten the impact of 
consuming/injecting excess amount of energy at the level of 
the transformer substation [23]. The preservation of vehicle 
owners' privacy is also considered by a smart contract that 
allows vehicles to signal their demand and receive offers by 
charging stations using predefined regions without revealing 
their exact location [24]. The integration of electric vehicles 
with blockchain technology may secure the best location and 
price for electric vehicle users and ensure security and 
privacy [25]. It proposes a secure and efficient vehicle to grid 
energy trading framework based on blockchain and edge 
computing [26]. 

The following section will show how blockchain is used 
in the Smart-MLA project to handle settlements between the 
aggregator and the prosumers.  

V. BLOCKCHAIN IN THE SMART-MLA PROJECT 
One of the aims of the Smart-MLA project is to 

demonstrate the use of blockchain technology for 

settlements.  The reason for including blockchain was an 
increasing interest in using blockchain for applications other 
than the pure cryptocurrency transfer. In Smart-MLA, the 
communication is between the aggregator and prosumers 
connected to the smart grid and between the aggregator and 
the DSO. 

Ethereum [27] is a further development of blockchain 
technology introducing smart contracts. Smart contracts [28] 
are self-executing programs stored on the Ethereum 
blockchain that run when some predetermined conditions are 
met. It provides the possibility to do more than transfering 
amounts between actors. For example, smart contracts can be 
used for bidding processes between prosumers and the 
aggregator and between the aggregator and the DSO. 

Smart contracts are written in the Solidity programming 
language [29], an integrated part of the Ethereum blockchain 
technology. 

The demonstration of blockchain technology for 
settlements has been done as a set of activities: 

 
● Setting up a local blockchain using Ganache and Remix 
● Writing to and reading from the blockchain using web3 
● Setting up a test blockchain using the Ropsten test 

network 
● Using Nethereum to build applications using the .NET 

framework 
● Making a test API for settlements 

A. Local Blockchain 
The local blockchain was implemented by using 

Ganache. Ganache provides a free Ethereum test blockchain 
network and is part of the Truffle blockchain development 
framework [30]. Figure 11 shows the Ganache graphical user 
interface (GUI) with ten accounts set up on the local 
blockchain. 

 
 

 
Figure 11.  Ganache GUI 
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Ganache can be accessed from the Remix integrated 
development environment (IDE) [31]. Remix facilitates the 
writing, compilation, and deployment of smart contracts 
written in the Solidity language. The combination of Remix 
and Ganache was used to test the smart contracts. The smart 
contract validates senders and receivers, uses tariffs to 
compute correct amounts to be transferred, and checks if the 
sender has the necessary amount available. 

B. Using web3 
The web3 [32] library provides access to the Ethereum 

blockchain from programs. The library may be used with 
Ganache, the Ethereum test networks (e.g., Ropsten), or the 
public Ethereum network. 

C. Using the Ropsten test network 
Ropsten is one of four Ethereum test networks listed on 

the Ethereum website [33]. Like the public Ethereum 
network, Ropsten requires payments for making transactions.  
However, coins for payment are free and requested by 
sending a Twitter message to the network operator. 

D. Using Nethereum 
Nethereum [34] is a .NET library that makes it possible 

for .NET programs to write to and read from the Ethereum 
blockchain. User interfaces, as well as application program 
interfaces, may then be written in .NET code. 

E. Test API 
Finally, a test API was made to demonstrate how 

settlements may be done in practice.  The smart meter or an 
agent talking to the smart meter writes a record to the 
blockchain about a settlement.  The blockchain can also be 
accessed from the billing service and other services doing 
statistics and monitoring. Figure 12 shows the architecture of 
the settlement service. 

 

 
Figure 12.  The settlement service 

As shown earlier, the settlement records contain the 
amount of energy, time, period, and the two entities involved 
in the transaction.  The smart contract checks the validity of 
the sender and receiver; and if the sender has the necessary 
amount available. The smart contract may also create a 
competitive environment based on bidding between the 
aggregator and prosumers and between the aggregator and 
the DSO. 

VI. CONCLUSIONS AND FUTURE WORK 
The Smart-MLA project has demonstrated the use of 

blockchain for a specific smart grid application – registering 
settlements between an aggregator and the prosumers 
connected to the smart grid.  The demonstration showed some 
disadvantages of using blockchain for this purpose. 

To register a transaction on the real Ethereum blockchain 
requires a transaction fee.  The current transaction fee on the 
Ethereum network is around USD 4.00 (June 2021). 
Therefore, if blockchain is used to register car owner 
transfers, the transaction fee would be negligible compared 
to the transaction itself. 

However, the settlements between the aggregator and 
prosumers will be tiny amounts.  Even if aggregated for each 
hour or even each day, the transaction fee would create a 
considerable overhead for the transactions. 

Therefore, the public Ethereum blockchain should not be 
used for transactions involving minimal payments.  Also, 
aggregation does not solve the problem since the whole idea 
of using blockchain was to achieve full transparency of all 
transactions. 

The alternative is to set up a private blockchain.  In that 
case, the fees for registering will not have a real value.  But 
the infrastructure itself, mainly servers, will have a price tag.  
Blockchain is supposed to have a large number of copies on 
a distributed network. For a private blockchain, the number 
of nodes will be limited, and the blockchain will be more 
vulnerable to security attacks. 

A traditional system of record (e.g., a relational database) 
could handle settlements in a much more efficient way. 
However, the problem with a database is the centralization of 
physical control combined with the ability to delete or modify 
records. 

The blockchain excels in being immutable and 
transparent. 

The Smart-MLA project strives to demonstrate how 
aggregators may benefit from customer flexibility. The smart 
grid may be enhanced by letting prosumers trade with each 
other through a stock-market exchange. Prosumers with 
storage capacity may compete to buy energy from other 
prosumers for future sales. This will create an internal market 
within the smart grid.  The aggregator will then have to 
compete for excess energy produced by prosumers, 
optimizing the revenues for the prosumers.  Today, the 
aggregator decides the buying price in a monopolistic way. 
An internal market within the smart grid would remove the 
monopoly of the aggregator and make a sounder competitive 
environment. 
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Abstract— Researchers and practitioners alike have discussed 
Vehicle-to-Grid (V2G) technology for quite some time, and we 
have extensive coverage of the technology needed, as well as 
opportunities, challenges, algorithms, and business models. 
However, few studies have examined V2G from a crisis 
management perspective. This paper presents a review of the 
current V2G literature. It gives an overview of the possibilities 
for using electric cars as a backup power supply in case of 
emergencies, such as citywide power outages.  We calculate the 
potential power available in a typical Norwegian mid-sized city 
and examine to what extent this can be part of crisis 
management in case of a massive power outage. We then review 
existing business model literature to analyze possible incentives 
for people to make their cars available for V2G. Finally, we 
conclude by pointing out several technical and social issues that 
need to be addressed for V2G to become a viable option and 
suggest vehicle-to-home (V2H) as the most likely scenario in the 
short to mid-term. 

Keywords-vehicle-to-grid; V2G; smart city; smart grid; 
electric vehicles. 

I.  INTRODUCTION 
Vehicle-to-Grid (V2G) technology is the ability to 

reverse the flow of energy between Electric Vehicles (EVs) 
and the home/power grid so that EV batteries function as a 
backup power source for peak hours or power outages. V2G 
can also help balance renewable energy sources by feeding 
electricity to the grid when winds are calm or the sun is not 
shining. The charging interface initiative (Charin) estimates 
that V2G technologies are widely available around 2025 [1]. 

Many technical papers are describing V2G algorithms 
for optimizing grid and charging efficiency [2], optimal 
placement and planning of charging and charging locations 
taking supply challenges and demand into consideration [3], 
or cost-optimization for end-users [4]. There are even 
examples of modeling V2G capacity [5]. However, few 
papers combine this with a crisis management perspective. 
Thus, this paper focuses on the potential of vehicle-to-grid 
technology in the context of crisis management. As Norway 
has been the leading country in adopting electric vehicles, we 
use Norway as our example. We examine the potential of 
V2G to act as a backup power source for households in case 
of emergencies and present a scenario for potentially 
available energy in 2025 and 2030, based on the current EV 
fleet and predictions of future uptake. We have calculated the 
potential for the country as a whole and for a typical mid-
sized Norwegian city of 80.000 inhabitants. However, few 
papers combine this with a crisis management perspective. 
Crisis management refers to handling a crisis, which in our 
case is a potential failure in the power grid and the use of 
energy stored in EV batteries as part of the solution. 

The reason for only examining households is that critical 
functions such as hospitals already have backup systems such 
as generators in place. For these functions, the varying energy 
available from EV batteries would probably not meet the strict 
criteria for reliable backup (but could perhaps be of interest as 
a last resort if everything else fails).   

The rest of the paper is structured as follows: Section II 
presents a literature review of V2G, including technical 
requirements, available algorithms, and the challenges, 
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opportunities, and willingness of users to adopt the 
technology. Section III presents our research approach. 
Section IV presents our findings; Available energy on the 
national and mid-sized city level as a best-case scenario for 
summer and winter, and a more realistic scenario where 
assume less available energy. Finally, in Section V, we present 
our conclusions and possibilities for future research. 

II. LITERATURE REVIEW 
This section presents related research on the vehicle to 

grid definition and background, business case, challenges, 
opportunities, and crisis management.  

A. Vehicle to grid definition and background 
The power grid has little storage capability and needs to 

be carefully managed to handle fluctuating customer demand. 
Storage capacity is costly, except perhaps for hydropower, 
where energy is stored in dams. According to Kempton and 
Tomic, electric vehicles are already there, and the number is 
increasing. On average, cars are stationary 96 % of the time, 
making their stored energy potentially available for the power 
grid. The basic definition of V2G is simply the ability of 
vehicles to provide power to the grid when stationary [6].  

 
There are different ways of connecting vehicles and the 

power grid. This paper is concerned with bi-directional V2G, 
where power can flow both ways, and EV batteries can aid in 
grid balancing and backup. This requires aggregator services, 
communication between DSO/TSO and homes, as well as 
smart meters and equipment for two-way transfer of energy 
between home and grid [7]. Other definitions include 
unidirectional V2G, where charging is determined based on 
variables such as available energy and the current prices of 
electricity. Unidirectional V2G requires less infrastructure 
and has considerable potential for overall energy-saving and 
load-balancing of the grid but does not allow for using 
batteries as a backup energy source [2]. Literature has also 
examined hybrid solutions, such as Vehicle-to-Home (V2H), 
where the EV battery is used as a backup power source for 
individual homes, and Vehicle-to-Vehicle (V2V), where cars 
can charge each others' batteries [8].  

B. Business case, challenges, opportunities 
The overall business case for all variants of  V2G is the 

potential for significant cost savings due to energy saving and 
load balancing, which in turn requires less investment in peak 
capacity [8]. In Norway, for example, the challenge is not 
(yet) the availability of electricity but the fact that peak 
demand sometimes exceeds the grid's capacity to deliver.  

As electricity moves to renewable sources such as wind 
and solar, the need for backup and balancing increases. Winds 
fluctuate, and the sun doesn't always shine when the need for 
electricity is greatest. So one scenario for V2G is to act as a 
backup to ensure the grid is balanced and operational, 
replacing polluting alternatives such as coal- or gas-driven 
power plants. Calculations indicate that  V2G could stabilize 

half the US electricity grid with a low base capacity in the 
form of fixed batteries and 8-38% of the EV fleet providing 
reserves [6]. Høj, Juul, and Lindegard [9] claim that V2G 
technology offers the potential for new and profitable business 
models if they manage to balance and integrate intermittent 
renewable energy into the grid, reduction of peak load, 
charging optimization, and regulation of participating 
capacity. They, therefore, call for more research into the 
creation of such business models. 

Almenning, Bjarghol, and Farahmand [10] have 
responded and examined the impact of grid tariffs on peak 
power demand. They found an 11% decrease in peak power 
use in a test neighborhood where peer-to-peer energy trading 
in local markets allowed for local energy exchange from solar 
and batteries. Economic incentives are also important for the 
large-scale acceptance of peer-to-peer "prosumerism", 
including willingness to participate in a V2G scheme [11]. 

 In recent years, several studies have modeled the potential 
economic costs and benefits of V2G. Gough et al. applied a 
monte Carlo-based data-driven analysis of V2G in UK 
commercial buildings, where the car park was equipped with 
V2G capabilities. They found that the most significant 
potential was wholesale market trading involving peak and 
off-peak tariffs, with a potential income of around £8400 per 
vehicle over a 10-year investment period. Vehicle-to-home 
peak reduction generated less value. Short-term operating 
reserve (providing extra power at times of high demand) was 
not viable because battery degradation cost exceeds the 
savings. This factor is likely to change as battery prices drop 
[12]. Similarly, Ahmadian et al. [13] found battery 
degradation costs to exceed the potential income unless set up 
in a system for balancing wind power. Unidirectional V2G 
(smart charging) was found to be economical and with no 
impact on battery degradation. 

 Li and colleagues [14] found that battery costs might 
already have dropped enough for a short-term operating 
reserve to be profitable. They conducted a case study in 
Shanghai and found the total net profit of V2G to be positive, 
but with higher profit for power plants than EV users and 
negative profit for grid companies. Finally, Berglund et al. 
[15] found that effective use of battery storage could shave 
peak energy costs by as much as 13,9%, enough to cover the 
costs of battery storage facilities. This makes it even more 
likely that V2G could become profitable even when 
considering increased battery degradation.  

There are also some challenges to V2G: A survey 
conducted in the Nordic countries regarding EV adoption and 
willingness to be included in V2G capacities showed that only 
two of the four countries (Norway and Finland) were 
interested in V2G. The study concludes that the public knows 
little of the potential of V2G and calls for greater education 
and awareness-building regarding V2G to increase EV 
drivers' willingness to participate. However, monetary 
incentives seem to be popular if people are aware of the 
potential. Sæle [16] conducted a survey to examine the 
willingness of Norwegians to change their electricity user 
habits and found that up to 64% was willing to either allow 
remote control of appliances, water heating, etc. or to 
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contribute with a manual response if they save 200 Euros or 
more in a year.  

Another challenge, or rather a criticism, is that many 
studies of V2G and electricity efficiency take the idea of the 
rational human for granted and that cost-benefit analyses fail 
to include human factors (human beings are not necessarily 
rational) or social inequality. Smart equipment can be costly 
and is not necessarily something everyone can afford. There 
is also the question of what is the underlying philosophy of 
this constant "surveillance" of users [17]. While the ethics of 
technology is beyond the scope of this paper, the topic should 
definitely be on the agenda of researchers.  

C. Crisis management 
Crisis management is a sub-field of organizational studies, 

which draws on various fields such as psychology, 
management, technology, and politics. Coombs defines crisis 
management as "a set of factors designed to combat crises and 
to lessen the actual damage inflicted by a crisis" [18]  Pearson 
and Clair [19] define crisis management as a process, where 
some kind of event (blackout, natural disaster, terrorism, etc.) 
triggers a crisis, which is met by individual and collective 
reactions and handled in both planned and ad hoc ways. 
Successful handling of a crisis depends on a range of 
contextual and environmental factors, of which preparedness 
and adoption of a crisis management mindset are among the 
most important ones [19].  

Crises come in many shapes and sizes, ranging from the 
local pub running out of beer via industrial-scale crises (metal 
quality reports being falsified, the VW diesel scandal, BPs oil 
spill in the Gulf, or unexpected side effects of drugs) [20] to 
natural disasters such as earthquakes, floods and extreme 
weather [21]  

The power industry is not exempt from crises. Literature 
shows issues ranging from natural disasters via short-term 
power failure to more deep-seated issues such as lacking 
infrastructure or too low capacity for energy generation. 
Examples include Pakistan, which struggles with massive 
energy shortages and power outages ranging between 8 hours 
a day in cities and 18 hours a day in rural areas [22]. In Brazil, 
seasonal changes in weather patterns have proven to be a 
challenge for their hydropower dams, with the latest major 
supply challenge in 2015 [23], and Nepal has struggled with 
both earthquakes and blockades [24]. 

Western countries also face electricity-related crises. In 
the UK, strikes in the 1980s threatened the entire power grid 
[25]. The US state of California had supply issues in the early 
'00s, forcing energy companies to introduce incentives for 
reducing consumption [26]. More recently, we have seen 
electricity prices soar in Texas due to extreme weather 
conditions. The current transition towards renewable energy 
sources also brings challenges and potential crises that need to 
be handled [27]. Zyadin and colleagues [28] point out lack of 
storage and variations in production as major challenges. The 
wind is not always blowing, and the sun doesn't always shine, 
so we need backup sources or energy storage. Traditionally, 
coal-fired or nuclear power plants have provided this, but 
environmental concerns and social pressure mean this is no 
longer an option. This is where V2G comes in as a possible 

(partial) solution to the problem, as discussed by Zdrallek et 
al. [29]. 

III. RESEARCH APPROACH 
We used data from statistics Norway for household 

energy use, which has been fairly constant over the past 
years. Thus, we assume that household energy needs will 
remain at the same level for the next decade. To calculate the 
number of EVs in 2025 and 2030, we examined data from the 
Norwegian Information Council for the Road Traffic [32] and 
from the Norwegian Public Roads Administration's open data 
platform [33]. In addition, we conducted a document analysis 
of white papers on V2G and smart grid from 
Distribution/Transmission System Operators (DSO/TSO) 
and the EU. Finally, we have conducted interviews with 
regional DSO and TSO to discuss their views on V2G as a 
viable source for backup electricity.  

Using the available statistical data and input from white 
papers and interviews, we have made a calculation of the 
potentially available energy from EVs, using the following 
approach (calculations and details are presented in detail in 
section IV): 

1. Calculate daily energy needs nationally and for a 
mid-sized city 

2. Calculate potential number of EV's in 2025 and 2030 
3. Estimate available battery capacity in 2025 and 2030 
4. Estimate available power available, taking use into 

account 

IV. FINDINGS – SCENARIOS FOR BACKUP POWER 
In this section, we present the potential of EVs as a power 

source in a crisis, using Norway as our case and looking at 
both the national level and a mid-sized city of 80.000 
inhabitants.  
 
Household energy demand 

We started by examining data from statistics Norway on 
energy use for households (Table I). We have kept this 
number constant, as increased demand from EV charging so 
far has been offset by more efficient appliances and heating. 
Demand is higher in winter (about double) due to the cold 
climate. Nationally, households consume 70,5 GWh/day in 
summer and 140 GWh/day in winter. For our mid-sized city, 
demand is 1 GWh/day in summer and 2 GWh/day in winter. 

TABLE I.  DAILY ENERGY DEMAND, HOUSEHOLDS 

 National demand City demand 
Summer 70,5 GWh 1 GWh 
Winter 140 GWh 2 GWh 

 
Estimation of EV numbers 

The Norwegian government has said all new cars should 
be electric from 2025, and annual EV sales growth has been 
10% in the last four years. Based on total annual sales of 
150.000 cars (average new car sales 2017-19) and 10% 
annual sales growth, this means about 900.000 EVs 
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nationwide, and 11.000 in a mid-sized city by 2025, and 1,7 
million/18.000 in 2030 (Table II). This number is close to the 
calculations by Saele [30], who estimates around 1,5 million 
EVs in Norway by 2030  

TABLE II.  ESTIMATED NUMBER OF EV'S 

 Nationally Mid-sized city 

2025 900.000 11.000 
2030 1.700.000 18.000 

 
Estimation of battery capacity in EV's 

This is, of course, nothing more than an informed guess, 
based on current battery sizes and predicted battery size for 
coming models. Currently, city cars and small cars have 
battery packs of 30-50 kWh, compact cars average 50 kWh, 
and medium-large cars have battery packs ranging from 75-
100 kWh [34]. As costs of batteries go down, battery pack 
size is likely to increase. However, the current information on 
coming models shows the increase might not be as big as 
expected, with most models announced for the coming years 
have battery packs between 50 and 80 kWh.  

Thus, a conservative estimate is that the average EV in 
2025 has a 40 kWh battery pack, increasing to 60 kWh in 
2030, as the oldest models with 18-24 kWh battery packs are 
gradually decommissioned.  
 
Estimation of available energy in EV batteries 

Battery capacity is one thing, state of charge something 
else. In order to estimate how much energy is available, we 
need to consider the average state of charge on parked cars at 
different times of the day. We have calculated this for 
morning and evening. As smart meters allow dynamic pricing 
of electricity, we assume most people charge their cars at 
night when prices are low. Thus, there should be more 
electricity available in the morning than in the evening when 
cars have been driven back and forth to work and activities. 
As with gasoline-powered vehicles, there is no reason to 
assume that everyone keeps a "full tank" of electricity every 
morning, but also that few people let their "tank" remain 
empty for long since both a high and a low state of charge can 
damage the battery. Thus, we estimate 30 kWh/car in the 
morning in 2025 and 40 in 2030 (Table III). 

The average private car drives 11.883 km in a year, or 33 
km a day. Based on the current US Environmental Protection 
Agency numbers from fueleconomy.com [35], if the average 
car mileage is 200 Wh/km, this means 6,6 kWh spent for 
driving each day. As we drive more some days than others, 
we round this up to 10 kWh, which leaves a conservative 
estimate of 20 kWh (2025) and 30 kWh (2030) available 
energy from each EV in the evening (Table III). This is, of 
course, again an informed guess, based on what we know of 
EV users' current charging habits – According to the 

Norwegian EV survey, most people charge at home, during 
the night, every 2-3 days [31] 

TABLE III.  AVAILABLE ENERGY IN THE MORNING AND EVENING, 
AVG/CAR 

 Morning Evening 
2025 30 kWh 20 kWh 
2030 40 kWh 30 kWh 

 
EV's potential as a backup power source 
Given the above assumptions and estimates, we can calculate 
the backup power potential of EVs is as follows: Multiply the 
number of EVs (nation and city) with available energy 
(morning and evening) as a percentage of daily energy 
demand. Tables IV and V below show how much of daily 
energy demand can potentially be covered by EV batteries:  

TABLE IV.  POTENTIALLY AVAILABLE ENERGY IN EVS, 2025. SUMMER 
AND WINTER, AS A PERCENTAGE OF AVERAGE HOUSEHOLD DEMAND 

2025 Nation, 
morning 

Nation, 
evening 

City, 
morning 

City, 
evening 

Available 
energy 28 GWh 18.7 GWh 0.3 GWh 0.21 GWh 

Summer, 
percentage 
of demand 

40%  27% 30% 21% 

Winter, 
percentage 
of demand 

20%  13% 15% 10% 

 

TABLE V.  POTENTIALLY AVAILABLE ENERGY IN EVS, 2030. 
SUMMER AND WINTER, AS A PERCENTAGE OF AVERAGE 

HOUSEHOLD DEMAND 

2030 
Nation, 
morning 

Nation, 
evening 

City, 
morning 

City, 
evening 

Available 
energy 67 GWh 42 GWh 0,72 GWh 0,45 GWh 

Summer, 
percentage 
of demand 

95%  60% 72% 45% 

Winter, 
percentage 
of demand 

48%  30% 36% 23% 

 
These numbers are not meant as absolutes, and much can 
change between now and 2030 in terms of household 
demand, EV battery sizes, and charging habits. However, 
they do provide us with an indication of the potential of EV 
batteries as part of a crisis management plan to address power 
outages. This is probably an optimistic estimate, as it assumes 
every EV sold has V2G capabilities and that households have 
equipment in place for feeding electricity back to the grid – 
both assumptions that are not true as of today. Our intention 
with this paper is, however, simply to point out the potential, 
which is not insignificant, at least for shorter-term power 
outages. In winter, heating is critical in the northern 
countries, and even a few hours can lead to people freezing 
in their homes. At least in 2030, the potential is there to use 
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the energy stored in EV batteries in case of power outages. 
The challenge then is to be ready both on a technological 
level and with proper crisis management plans for 
distribution and priorities.  
 In the next section, we outline some of the future research 
challenges that need to be addressed for this to be feasible in 
the near future. 

V. CONCLUSION AND FUTURE RESEARCH 
This paper has examined the potential of using energy 

stored in EV batteries, so-called V2G technology, as part of a 
crisis management strategy in case of power outages. Using 
numbers from Norway, we have shown that in 2030, the 
energy stored in EV batteries can potentially cover almost the 
entire household energy demand in the summertime. Our 
estimates are based on current energy demand, a careful 
increase in battery capacity, and Norway reaching its 
objective of all new cars being sold from 2025 are electric.  

Of course, many factors can push this estimate both higher 
and lower. The percentage of new cars might decline, new 
battery technologies might significantly increase the 
potentially available energy, to name but a few.  

To realize the potential, there are several challenges and 
factors in need of further research, both on the technical and 
social level:  

Technical issues: As EVs cannot necessarily cover all of 
the demand in an emergency, grid balancing and demand 
needs to be carefully managed, most likely using automated 
algorithms and requiring smart hubs installed in homes with 
the ability to control household energy use. One possible 
research approach could be to examine "neighborhood grids", 
attempting to balance supply and demand within, for example, 
the grid served by one transformer. 

  Currently, few homes have the technology to reverse the 
current and draw power from EV batteries. Mostly we find 
this in households with solar panels or other forms of battery 
storage, such as Tesla's powerwall. Thus, equipment 
supporting energy transfer between home, EV, and grid needs 
to be installed in homes. These challenges are technically 
possible to overcome, but so far, households have few 
incentives to install expensive equipment. The most likely 
scenario is perhaps not V2G, but V2H – using the car's battery 
as a backup for individual homes. This brings us over to the 
social and organizational issues: 

As the literature review showed, monetary incentives are 
important for households to invest in smart energy products, 
so research on business models that facilitate this is important. 
Other areas that need examination include transaction 
handling, where studies have appeared on, for example, the 
use of blockchain to handle micro-transactions between 
households. From a crisis management perspective, plans 
need to be made and implemented on both technical and social 
aspects. One important issue is the creation of guidelines for 
prioritizing demand. Even if the equipment is there to switch 
households appliances on and off, there is still a need for a 
plan on how to prioritize. Should families with small children 
be allowed to use more than other households? What about 
essential medical equipment for the elderly living at home, 

with various home care appliances? Heating in winter and 
cooling in summer demands a lot of energy, and here too, 
there is a need to plan and prioritize.   

In summary, EVs have the potential to become a 
significant part of energy crisis management, but in order to 
make this feasible, numerous challenges need to be overcome 
in the coming years. As we are still in the early days of smart 
grids/meters/hubs/homes, we have the opportunity to plan for 
these things now in order to make the energy system more 
robust in the future.  
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