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ICDS 2019

Forward

The thirteenth edition of The International Conference on Digital Society (ICDS 2019) was held
in Athens, Greece, February 24 - 28, 2019.

Nowadays, most of the economic activities and business models are driven by the
unprecedented evolution of theories and technologies. The impregnation of these
achievements into our society is present everywhere, and it is only question of user education
and business models optimization towards a digital society.

Progress in cognitive science, knowledge acquisition, representation, and processing helped to
deal with imprecise, uncertain or incomplete information. Management of geographical and
temporal information becomes a challenge, in terms of volume, speed, semantic, decision, and
delivery.

Information technologies allow optimization in searching an interpreting data, yet special
constraints imposed by the digital society require on-demand, ethics, and legal aspects, as well
as user privacy and safety.

The event was very competitive in its selection process and very well perceived by the
international scientific and industrial communities. As such, it is attracting excellent
contributions and active participation from all over the world. We were very pleased to receive
a large amount of top quality contributions.

The accepted papers covered a large spectrum of topics related to advanced networking,
applications, social networking, security and protection, and systems technologies in a digital
society. We believe that the ICDS 2019 contributions offered a panel of solutions to key
problems in all areas of digital needs of today’s society.

We take here the opportunity to warmly thank all the members of the ICDS 2019 technical
program committee as well as the numerous reviewers. The creation of such a broad and high
quality conference program would not have been possible without their involvement. We also
kindly thank all the authors that dedicated much of their time and efforts to contribute to the
ICDS 2018. We truly believe that thanks to all these efforts, the final conference program
consists of top quality contributions.

This event could also not have been a reality without the support of many individuals,
organizations and sponsors. In addition, we also gratefully thank the members of the ICDS 2019
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organizing committee for their help in handling the logistics and for their work that is making
this professional meeting a success.

We hope the ICDS 2019 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress on the topics of digital
society.

We also hope that Athens provided a pleasant environment during the conference and
everyone saved some time for exploring this beautiful city.
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Abstract—Internationally E-Government (E-GOV) has been 

broadly demonstrated as an anti-corruption instrument in extant 

research, based on the extensive analyses of E-GOV Development 

Index (EGDI) against Corruption Perceptions Index (CPI). 

EGDI’s effectiveness in combating corruption ideally involves 

country-specific appropriate policy-driven development along its 

three constituent components: Human Capital Index (HCI), 

Telecommunications Infrastructure Index (TII), and Online 

Services Index (OSI). However, we argue that, while considering 

EGDI’s impact on lowering corruption, existing studies do not 

consider the heterogeneity among the countries in terms of their 

EGDI maturity levels. Also, past research does not delve into the 

analysis of the relative contribution of EGDI components in 

controlling CPI, which may very well vary with EGDI maturity 

level. We posit that, unless these determinants are explored, 

countries would lack in formulating right policies to strengthen 

the enablers they are currently weak in to fight against corruption. 

So, this paper aims to understand the exact role HCI, TII, and OSI 

play individually in alleviating corruption vis-à-vis how these 

index values vary across cohorts of countries having similar EGDI 

trajectories. Using longitudinal clustering based on EGDI, we first 

identify temporal country cohorts and then perform cohort-wise 

panel regression to analyze the individual effects of HCI, TII and 

OSI on CPI. As expected, the three components do not contribute 

uniformly in lowering corruption, and more importantly, each 

assumes significance only under different contingent internal 

factors. So, based on our results, we recommend, for each cohort, 

a set of specific E-GOV development policies targeted for 

combating corruption, thereby helping countries formulate long-

term and short-term measures toward moving up the E-GOV 

maturity stages too. 

Keywords— E-Government; EGDI; Corruption; CPI; E-Gov 

Strategies; Longitudinal clustering; Panel regression. 

I. INTRODUCTION 

Corruption is a social menace that corrugates the 

foundations of a government machinery, thereby undermining 

the socio-economic welfare and well-being of the citizens 

nation-wide. Elbahnasawy [1] defines corruption as “a 

manifestation of the principal-agent problem owing to 

information asymmetry and non-alignment of incentives”. It 

has proved to be a major barrier for countries seeking to achieve 

the Sustainable Development Goals (SDGs) set by the United 

Nations Development Programme (UNDP) [2]. Extant research 

provides substantial evidence of the negative externalities, such 

as lowering of economic prosperity, increased environmental 

degradation, growing resource wastage, increased income 

inequalities, and growing poverty, propagated by corruption 

[3]. Taking cognizance of these negative externalities, 

controlling corruption has become imperative for governments 

all around the world. E-Government (E-GOV), which 

advocates the use of Information and Communication 

Technologies (ICT) in the delivery of public services, has been 

demonstrated in past studies as an effective anti-corruption tool 

[4] to reduce information asymmetry and bring transparency in 

government service delivery [1][5][6]. In literature, E-GOV [5] 

is defined as “the use of ICTs to enable and improve the 

efficiency with which government services are provided to 

citizens, employees, businesses and agencies”. 

Corruption level of a country is usually estimated with the 

help of the well-known measure, called Corruption Perceptions 

Index (CPI), published annually by Transparency International 

[7]. Countries are given a score between 0 and 100, where “0” 

signifies highest corruption and “100” signifies lowest 

corruption [7]. On the other hand, E-GOV development of 

countries is assessed through the measure, called E-GOV 

Development Index (EGDI), published by the United Nations 

on a bi-annual basis from 2008 onwards (earlier published 

annually during 2003-2005) [6]. EGDI is a composite metric 

consisting of three components: (i) Human Capital Index (HCI) 

– that assesses the human capabilities (HC) and skill levels, (ii) 

Telecommunications Infrastructure Index (TII) – which 

assesses development levels of telecommunications 

infrastructure (TI), and (iii) Online Services Index (OSI) – 

which assesses the scope and quality of government’s e-

services or online services (OS) [6].  

Although recent research works [3]–[5] in the “E-GOV–

Corruption” discourse provide substantial evidence regarding 

the potential of E-GOV development in combating corruption, 

we have identified two inter-related research issues that have 

not been adequately addressed in the literature: (i) how the 

impact of E-GOV development on lowering corruption varies 

with the heterogeneity among countries through their temporal 

EGDI evolutions, due to the differing HC/TI/OS capabilities 

and differing levels of internal factors, and (ii) how the relative 

contribution of HC, TI and OS matters in managing corruption 

at various levels of E-GOV maturity across countries. The 

previous studies on E-GOV–Corruption, therefore, do not 

consider adequately the context-specific component-wise 

variations in the EGDI-CPI relationship. Hence, the policy 

recommendations mentioned in these studies are not complete 

and sufficient to a large extent, rendering such policies not 

1Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-685-9
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readily operationalizable at the country-level [8][9]. 

Consequent to such scant research focus and insufficient 

empirical guidance, countries may incorrectly estimate the 

exact impact of the three components, namely HC, TI, and OS, 

in reducing corruption, which could lead to incorrect 

prioritization and inefficient resource allocation and hence, sub-

optimal outcomes thereof [10].  

Our primary focus in this paper is on the context-specific 

role that HCI, TII and OSI play within EGDI in increasing CPI; 

to be more specific, the relative contribution of HC/TI/OS in 

reducing corruption. In order to avoid any over-estimation of 

HC/TI/OS’s impact, we have controlled for the effect of 

governance quality and economic factors on corruption. 

Towards this, firstly we have taken help of longitudinal 

clustering technique to group the countries into clusters 

(referred to as cohorts henceforth), based on the similarity of 

their EGDI trajectories across time; secondly, we have 

employed panel regression to understand the quantum of 

individual impact of HCI/TII/OSI on CPI for each of the 

cohorts. Finally, based on the above findings, we recommend 

context-aware cohort-specific E-GOV policies to provide 

guidance regarding the HC/TI/OS prioritization by countries 

and the enabling factors that the countries should take 

cognizance of, in order to harness the full potential of E-GOV 

development in combating corruption.  

Therefore, the paper contributes to the “E-GOV–

corruption” discourse in the following four ways: (i) we 

account for the heterogeneity among countries in their temporal 

EGDI evolution, taking cognizance of the dynamic similarities 

of countries across time, (ii) we identify the individual roles of 

HC, TI and OS in controlling corruption and the enabling 

conditions under which the effect of HCI/TII/OSI on CPI is 

significant, (iii) we combine the above two analyses by relating 

country-wise heterogeneity with E-GOV-corruption 

correlation, and (iv) we recommend, based on our unique 

combination of analyses, long-term and short-term E-GOV 

strategies closely aligned with the objective of lowering CPI.  
The rest of the paper is organized as follows: The following 

section reviews the relevant literature, Section III outlines the 
research framework and methodology, Section IV presents the 
results and discussions. Section V finally concludes the paper. 

II. LITERATURE REVIEW AND BACKGROUND 

Since our study draws from two distinct streams of 

literature: (i) Country-wise heterogeneity, and (ii) E-GOV-

corruption discourse, we begin with short introduction of each 

followed by brief survey of relevant works in each domain. 

A. Country-wise Heterogeneity 

We extend the definition of a firm’s competitive advantage, 

as defined in the Resource-Based View literature [11], to define 

country-level heterogeneity as “the distinct and unique 

characteristics inherent in countries due to their access to a 

unique bundle of resources and the subsequent development of 

capabilities and knowledge, not easily duplicated by other 

countries.” In the context of its influence on longitudinal E-

GOV development of countries, extant research provides 

evidence for two broad categories of variables to handle 

country-level heterogeneity - (i) Internal Capabilities, and (ii) 

Country-level Governance and Economic factors [3][10][11]. 

Adapting the definition of organizational capabilities [12], we 

define internal capability of a country as its ability to derive 

utility through deployment of valued resources, either in 

combination or copresence. Borrowing from the arguments in 

[11], internal capabilities differentiate countries in terms of 

their absorptive capacity, i.e., their ability to assimilate and 

make use of available knowledge or technology (including ICT 

which leads to E-GOV). This, in turn, highlights the importance 

of internal capabilities in creating unique country-level 

attributes. At the same time, there exists sufficient empirical 

evidence of governance and economic factors, such as judicial 

independence, economic prosperity, institutional strength, and 

press freedom, having a significant role in fostering E-GOV 

development in a country [13]. Hence, it becomes imperative 

that, while using EGDI, one should take country-wise 

heterogeneity into consideration properly. 

However, to the best of our knowledge, no previous study 

on explaining E-GOV-corruption connect has longitudinally 

incorporated such country-wise heterogeneity, arising out of 

the combined effect of internal capabilities and 

governance/economic factors acting over time. Few studies that 

try to differentiate among countries, however, either attribute 

such differences to geographical affiliations [9] or confine to 

single time-period, thereby ignoring the underlying structural 

differences among countries over temporal domain. To 

circumvent these limitations, we invoke longitudinal clustering 

– a technique that captures the underlying dynamic structural 

similarities of countries by grouping countries based on some 

variable (EGDI in this study) over a time-period, as explained 

in details in Section III. 

B. E-GOV and Corruption Discourse 

 Existing studies in the E-GOV-corruption discourse have 

demonstrated the ability of E-GOV in lowering corruption at 

the broader index level [1][5][13], as well as at the individual 

resource levels, such as Internet diffusion, citizens’ educational 

capability, or mobile phone penetration [8][9]. However, extant 

studies are silent on taking the country-wise heterogeneity into 

proper consideration while analyzing the E-GOV-corruption 

relationship. Furthermore, these studies have missed out on the 

possibility that the said heterogeneity may stem from the 

variations in HC/OS/TI capabilities of countries. Extant studies 

[5][13]–[16], therefore, have not empirically studied the effect 

of HCI/OSI/TII on corruption. Consequently, the EGDI-

corruption relationship has never been explored at the sub-

index level (i.e., at the level of HCI, TII and OSI), to the best of 

our knowledge. However, unless such understanding is 

explored, countries would be unable to leverage on the strength 

of their internal capabilities, meanwhile lacking in policies to 

strengthen the sub-index they are weak in. Moreover, the use of 

the broad index EGDI masks the inter-country differences in 

their sub-index prioritizations. For example, Chile and Czech 

Republic have almost identical EGDI viz. 0.60137 and 0.60695 

in 2010 and 2014, respectively [6]. However, there are marked 

differences at the levels of their EGDI components. While Chile 

is much superior to Czech Republic in terms of OSI (0.60952 
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vs 0.37007), it lags Czech Republic in terms of TII (0.27109 vs 

0.57532). As existing literature does not clearly spell out the 

relative contribution of each of the three components of EGDI 

on CPI, countries, therefore, face decision uncertainties while 

formulating their E-GOV development strategies. Due to 

resource limitations, which is a reality in many countries, some 

countries may choose to provide more emphasis on one or two 

of the critical components at the expense of other less 

significant component(s), thereby failing to utilize their limited 

resources effectively [10]. 

Our motivation behind delving deeper into the sub-index 

level comes from the following observation. Despite lack of 

studies probing HC/TI/OS’s effect on corruption individually, 

there exist empirical evidences that point towards the 

possibility of each component having its own significant effects 

in lowering corruption. Education levels and access to 

education have been shown to lower corruption [13], thereby 

building a strong case for HCI’s significance in increasing CPI. 

In support of TII, Internet diffusion and cellphone subscription 

[8] (both being sub-components of TII) have been shown to 

have significant influence in lowering corruption. In support of 

OSI, digitalization of government services has been shown to 

increase transparency, which is an antecedent of reduction in 

corruption. Furthermore, enablers of E-GOV service usage, 

such as Internet adoption has been shown to lower corruption 

levels [8]. We, therefore, posit that the three EGDI components 

– HCI, TII, and OSI – have significant effects in increasing CPI 

in their own capacities alone. 

III. RESEARCH FRAMEWORK AND METHODOLOGY 

As mentioned earlier, we first account for country-wise 

heterogeneity by employing longitudinal clustering to group 

countries with similar EGDI levels. Next, within each group, 

we use panel regression for testing the effects of HC, TI, and 

OS in lowering corruption as per the model of Figure 1, which 

captures the overall structure of the conventional research 

framework used in this kind of study [3]–[5]. We assume that 

HCI, TII and OSI (on the left part of Figure 1) are the three 

basic capabilities derived out of EGDI that contribute to CPI, 

subject to the internal factors (on the right part) explained below 

in details. 

A. Research Model 

Our model (Figure 1) aims to draw upon the resource-based 

view of countries to understand how the unique mix of 

HC/OS/TI capabilities, subject to governance and economic 

factors, contribute to corruption control. We control for the 

effects of governance and economic factors on corruption in 

order to avoid over-estimation of HC/TI/OS’s effects on 

corruption. Regarding the control variables, though there is no 

universally agreed upon set as determinants of corruption, 

based on the existing literature [1], we make use of five control 

variables, namely Government Effectiveness (GE) [17], which 

operationalizes Institutional Strength (IS), Rule of Law (RL) 

[17], which operationalizes Law and Order (L&O), Anti Press 

Freedom (APF) [18], Trade Openness (TO) [17], and Economic 

Prosperity (EP) [17], which represent the degree of political and 

economic freedom enjoyed by the citizens of a country. Causes 

of corruption have been consistently found, in extant research, 

to be deeply rooted in these governance (that contribute to 

political freedom [13]) and economic factors [1][3][13], and 

have therefore been extensively used as control variables. We 

consider IS as the variable that captures GE, as shown in Table 

I, which provides a summary of all variables used in our study. 

B. Data Sources 

Our study uses a balanced panel dataset consisting of 102 

countries with data ranging from 2003 to 2016. The dataset 

comprises 8 time periods with consecutive time-period data 

from 2003 to 2005 and alternative year’s data from 2008 

onwards due to non-availability of EGDI data (the United 

TABLE I.  SUMMARY OF VARIABLES USED 

Sl. 

No. 
Variable Measure / Description Scale Source Years 

1 CPI Corruption Perceptions Index 0 to 100 Transparency International 2003-2005: 2008-2016 

2 EGDI E-government Development Index 0 to 1 United Nations E-government Global Survey 2003-2005: 2008-2016 

3 HCI Human Capital Index 0 to 1 United Nation E-government Global Survey 2003-2005: 2008-2016 

4 TII Telecommunications Infrastructure Index 0 to 1 United Nation E-government Global Survey 2003-2005: 2008-2016 

5 OSI Online Services Index 0 to 1 United Nation E-government Global Survey 2003-2005: 2008-2016 

6 IS Government Effectiveness -2.5 to +2.5 World Bank World Governance Indicators 2003-2005: 2008-2016 

7 L&O Rule of Law -2.5 to +2.5 World Bank World Governance Indicators 2003-2005: 2008-2016 

8 APF Press Freedom from political influence 0 to 100 Freedom House 2003-2005: 2008-2016 

9 TO 
(Imports + Exports) of goods and services 

(as % of GDP) 
Actuals (%) World Bank World Development Indicators 2003-2005: 2008-2016 

10 EP GDP per capita (constant 2010 US$) Actuals ($) World Bank World Development Indicators 2003-2005: 2008-2016 

 

 

Figure 1. Model for testing EGDI components on CPI 
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Nations did not publish the same for the other years). EGDI data 

contain the three component level data too for HCI, TII and 

OSI. All the four measures viz. EGDI, HCI, TII and OSI score 

countries on a scale of 0 to 1, where “0” signifies low and “1” 

signifies high. The outcome variable, namely corruption, has 

been operationalized using CPI, published annually by 

Transparency International [7]. Table II provides the 

descriptive statistics of all the variables. Our dataset provides a 

total of 816 observations for every variable. 

C. Methodology 

Our methodology consists of two primary sequential steps: 

(i) longitudinal clustering based on EGDI trajectory, and (ii) 

panel data regression within each cluster. 

a) EGDI Trajectory based Clustering 

Although there are several clustering techniques available 

[19], our study employs the commonly used k-means clustering 

technique to create longitudinal cohorts of countries in order to 

capture the dynamic similarities of some countries across time. 

The k-means based algorithm, being an unsupervised learning 

technique, does away with the need to pre-specify the number 

of clusters, hence being appropriate for our exploratory study, 

where the number of clusters is unknown. Some related works 

have done region-specific studies using single time-period data 

[9]. However, they have not used any clustering technique per 

se. So, our paper is the first of its kind to use multi-time period 

clustering employing k-means technique. As mentioned earlier, 

the factor we have used for the longitudinal clustering is the 

EGDI trend from 2003 through 2016. We have used the “kml” 

package present in the open source statistical programming 

language “R” for conducting the clustering analysis. After 

testing with various values of k, we have narrowed down to four 

cohorts, namely A, B, C and D, (Figure 2) because four clusters 

maximize the Calinski-Harabasz Index [20] in the case of 

EGDI. Table III provides the list of countries included in each 

cohort post our analysis. Cohort A represents the largest group 

with 34 countries, while cohort D represents the smallest group 

with 20 countries. 

b) Panel Data Analysis 

Compared to only cross-sectional data or pure time series 

data, panel data includes the inter-individual, as well as the 

intra-individual differences, besides containing information 

along both cross-sectional and temporal dimensions. This suits 

our research requirement perfectly. Moreover, panel data 

analysis has several advantages including: (i) the ability to 

model and/or test more complex behaviors and/or hypotheses 

[21], (ii) the ability to control the effect of omitted variable 

biases, and (iii) the ability to handle the effect of inter-

individual dependencies as well as correlation (aka 

dependency) across time. This is not possible in other 

techniques (like Ordinary Least Squares [21]) due to violation 

of independence assumption [21].  

Our research model uses two approaches for fitting the 

panel data: (i) Within Group Fixed Effects Regression, and (ii) 

Random Effects Regression [21]. We have used Hausman test 

[21] to identify the appropriate model for each cohort. Prior to 

running the models, the dataset was tested for the presence of 

fixed effects using Chow test, post which the time effect and 

the individual effects were tested using the Lagrange Multiplier 

test developed by Breusch and Pagan [21]. The Random Effects 

model have been run using either the Swamy Arora’s 

Transformation [21] or the Wallace-Hussain Transformation 

[21]. Heteroskedasticity was tested using Breusch Pagan test 

[21] and was detected in majority of the models. Therefore, we 

have calculated heteroskedasticity robust estimates, using 

Arellano’s and White’s method [21], for Fixed Effects and 

Random Effects regression, respectively. The dataset was 

tested for stationarity using the Augmented Dickey Fuller test 

[21], where all variables were found to be stationary. 

IV. RESULTS AND DISCUSSIONS 

We present here our findings, which provide substantial 

evidence regarding the existence of cohort-wise differences in 

the EGDI levels, as well as cohort-specific roles of the different 

EGDI components in lowering corruption. 

A. Cohort-specific Characteristics 

Our findings provide evidence of significant inter-cohort 

differences regarding their EGDI trajectories. Figure 2 shows 

the result of the EGDI-based longitudinal clustering, where the 

vertical axis in the right side of the figure denotes EGDI levels 

TABLE II. DESCRIPTIVE STATISTICS OF THE VARIABLES 

Variable Obs. Mean 
Std. 

Error 
Min Max 

CPI 816 47.47 21.72 13.00 97.00 

EGDI 816 0.54 0.19 0.09 0.95 

HCI 816 0.80 0.17 0.17 1.00 

TII 816 0.34 0.25 0.00 0.94 
OSI 816 0.49 0.24 0.01 1.00 

IS 816 0.36 0.92 -1.53 2.44 

L&O 816 0.27 0.96 -1.82 2.10 

APF 816 41.77 21.49 8.00 90.00 

TO 816 88.63 52.77 20.59 441.60 
EP 816 17904.47 21463.99 307.03 108600.93 

 

TABLE III. COHORT WISE COUNTRY LIST 

Cohort Countries 

D 

Bangladesh, Cameroon, Algeria, Ghana, Gambia, Honduras, 

Kenya, Morocco, Madagascar, Mali, Mozambique, Malawi, 

Namibia, Nigeria, Nicaragua, Pakistan, Senegal, United 
Republic of Tanzania, Uganda, Zimbabwe. (20) 

A 

Albania, Armenia, Azerbaijan, Bolivia, Botswana, China, 

Costa Rica, Dominican Republic, Egypt, Georgia, Guatemala, 
Indonesia, India, Jamaica, Jordan, Kyrgyzstan, Kuwait, Sri 

Lanka, Republic of Moldova, Macedonia, Mauritius, Panama, 

Peru, Philippines, Paraguay, Qatar, Saudi Arabia, El Salvador, 
Thailand, Trinidad and Tobago, Turkey, Ukraine, Vietnam, 

South Africa. (34) 

B 

United Arab Emirates, Argentina, Bulgaria, Brazil, Chile, 
Colombia, Cyprus, Czech Republic, Spain, Greece, Croatia, 

Hungary, Italy, Kazakhstan, Lithuania, Latvia, Mexico, 

Malaysia, Poland, Portugal, Romania, Russian Federation, 
Slovakia, Slovenia, Uruguay. (25) 

C 

Australia, Austria, Belgium, Canada, Switzerland, Germany, 

Denmark, Estonia, Finland, France, United Kingdom, Ireland, 

Iceland, Israel, Japan, Republic of Korea, Luxembourg, 
Netherlands, Norway, New Zealand, Singapore, Sweden, 

United States of America. (23) 
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while the horizontal axis denotes the time period. Table IV 

provides a descriptive summary of the four cohorts (Table III) 

identified therefrom. Cohort C represents the countries at the 

higher end of the spectrum across all the variables used in the 

study, while cohort D represents the countries at the lower end 

of the spectrum across all the variables. In between, we have 

cohorts B and A. It can be observed that countries with similar 

levels of governance levels (IS/L&O/APF), internal capabilities 

(HCI/TII/OSI), and economic factors (TO/EP) have similar 

longitudinal EGDI trajectories demonstrated by their automatic 

affiliation to distinct cohorts (Table IV). Countries are 

identically clustered for all the variables considered in this 

study. In other words, cohort D is the cluster with the lowest 

average value for all the variables, cohort C is the cluster with 

the highest average value for all the variables, with cohorts B 

and A in between. Our results provide evidence regarding (i) 

heterogeneity among countries in terms of their EGDI evolution 

trajectories, and (ii) the heterogeneity being contingent on the 

level of internal capabilities and governance quality/economic 

development levels of countries. As posited, our clustering 

result provides sufficient evidence of   country-wise 

heterogeneity in EGDI evolution trajectories. 

B. EGDI Components and CPI 

The panel regression summary indicates some cohort-wise 

variations in the way EGDI components affect corruption. As 

observed in Table V: (i) cohorts A and B, both with relatively 

steeper EGDI trajectories, have TII as the only EGDI 

component having a significant effect on CPI. Besides TII, 

governance factors, namely IS, and L&O, are significant for 

both cohorts, while TO and EP differentiate the two cohorts, (ii) 

cohorts C and D, both with relatively flat EGDI trajectories 

have HCI as the only EGDI component having a significant 

effect on CPI. Besides HCI, IS has a significant effect on CPI 

for both the cohorts, and (iii) OSI does not have a significant 

effect on CPI for any of the cohorts. Thus, our findings indicate 

that the three EGDI components are not uniform in their 

contribution in lowering corruption. The roles of HCI and TII 

in lowering corruption assumes significance only under specific 

contexts, while OSI has no significant effect on CPI. 

C. Temporal Analysis of E-GOV Trajectories 

In terms of the EGDI trajectory and the relationship 

between EGDI components and CPI, the four cohorts can be 

grouped under two broad categories: (i) an unstable 

transitionary trajectory observed for cohorts A and B, where TII 

has a significant effect in lowering corruption, and (ii) a stable 

flat trajectory observed for cohorts C and D, where HCI has a 

significant effect in lowering corruption. From these 

observations, we draw short-term E-GOV policy measures for 

combating corruption. For cohorts with flat trajectories, HCI 

needs to be given focus in order to lower corruption, whereas 

TABLE IV. DESCRIPTIVE STATISTIC OF THE FOUR EGDI TRAJECTORY COHORTS 

Cohort Ave. CPI 

Ave. 

EGDI 

Ave. 

HCI 

Ave. 

TII 

Ave. 

OSI Ave. IS 

Ave. 

L&O Ave. APF Ave. TO Ave. EP 

D 28.89 0.29 0.55 0.08 0.24 -0.61 -0.60 54.10 68.16 1437.98 

A 36.29 0.47 0.79 0.21 0.41 -0.10 -0.23 52.51 85.99 7842.92 
B 47.47 0.61 0.88 0.40 0.56 0.55 0.38 38.42 89.89 16502.06 

C 80.17 0.80 0.94 0.70 0.75 1.69 1.65 18.80 108.96 48621.10 

Overall 47.47 0.54 0.80 0.34 0.49 0.36 0.27 41.77 88.63 17904.47 

 

 

Figure 2. Results of EGDI Longitudinal Clustering 
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countries in cohorts where EGDI is transitioning towards 

mature levels need to prioritize TII in order to lower corruption. 

As expected, IS has significant effects in lowering corruption 

for all four cohorts; so overall IS cannot be ignored if corruption 

control is desired. L&O has a significant role to play only after 

countries begin the transition, as can be deduced from L&O’s 

insignificance on corruption for cohort D. EP influences 

corruption only for countries which are at the initial transition 

stage (cohort A), which highlights the importance of purchasing 

capacity of citizens to avail the ICT services. For cohorts at 

higher maturity levels, EP’s effect in lowering corruption loses 

significance. As EGDI levels mature (cohorts B and C), TO and 

APF, which foster greater transparency in trading practices, as 

well as information dissemination, start assuming greater 

importance in lowering corruption. 

On a longer term, countries need to plan how they can 

transition towards cohorts with higher maturity in terms of their 

EGDI and corruption levels. Although countries need to 

develop their overall levels for all variables used in this study 

to gain membership to the next mature cohort, there are certain 

factors that should receive higher prioritization on a long-term 

basis as deduced from the panel regression analysis. 

Accordingly, we have recommended adequate short-term and 

long-term prioritization of EGDI components, governance and 

economic factors for each cohort as summarized in Table VI. 

By focusing on the appropriate factors that have significant 

effects on corruption, countries could hasten their shift to the 

next higher mature cohort, while their EGDI strategy being in 

close alignment with corruption reduction.  

V. CONCLUSIONS 

The relationship between E-GOV and socio-economic 
welfare has received major focus in extant research. This line of 
research helps justify the investments that go into building the 
requisite infrastructure for E-GOV, and therefore the importance 
on national E-GOV strategy formulation. Our study also falls in 
this line of inquiry, where we explore the impact of E-GOV 
development on corruption, while taking cognizance of 
associated country level factors, such as IS, L&O, APF, TO and 
EP. We have found that countries are not homogeneous in their 
EGDI maturity, and heterogeneity is due to the combined effects 
of internal capabilities, as well as governance and economic 
factors. Furthermore, the EGDI components that have 

significant effects on lowering corruption are different for the 
different cohorts of countries. So, there is a need for a context-
aware prioritization of EGDI components in order to harness the 
benefits of EGDI in controlling CPI. Towards this, we have 
derived short-term and long-term E-GOV policy measures, for 
each of the cohorts, geared towards lowering of corruption, as 
summarized in Table VI. For instance, let us consider cohort D, 
which is at the lowest EGDI maturity level primarily due to the 
absence of adequate capabilities in terms of TII, as well as EP 
(Table IV). This warrants cohort D to emphasize on TII and EP 
as part of their long-term policy measures.  

Some limitations of this study include unavailability of data 
for all countries thereby limiting our dataset, and the use of 
perception-based measures that suffer from subjectivity. 
Alternative measures could be derived based on the sentiment 
data mined from social media, or online discussion forums. Our 
plan for future works goes like this. Additionally, survey 
instruments capturing perception measures could be 
administered using these online communities or social media, 
thus leveraging on new avenues for data collection. We have 
used the k-means longitudinal clustering for grouping the 
countries. We intend to repeat this work using other clustering 
methods and compare the results for robustness. Additionally, 
we wish to further work on uncovering the additional reasons 
for the decreasing CPI despite increasing EGDI observed for 
cohort C.  
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Abstract—In this paper, a one-stop e-Government solution will 

be proposed for the existing Korean government multi-

ministry Employment-Welfare plus system that utilizes latest 

IT technologies. Since 2001, the Korean government had 

established 11 initiatives and 31 roadmaps to build e-

Government infrastructure. Although this infrastructure has 

been very successful and well-esteemed in the international 

society, several improvements are required towards a one-stop 

shop solution. Currently, the system used by the Korean 

government is not a one-stop solution with a single point for 

the citizen to access government services. A Virtual 

Employment – Welfare Plus Centre (VEWPC) is then 

introduced to unify the services offered to the citizen.  

Comparing this VEWS with UK’s e-Government solution and 

review of corresponding literature, several requirements for 

change towards a one-stop shop solution implementation have 

been identified. A refined architecture to implement a South 

Korean e-Government one-stop shop is identified and 

proposed in this paper. Future plans for the applicability and 

cost of its adoption are also identified.  

Keywords; e-Government; virtual organizations; one-stop 

shop. 

I.  INTRODUCTION 

Described simply, e-Government is the application of the 
tools and techniques of e-Commerce to the work of 
government. These tools and techniques are intended to 
serve both the government and its citizens. It can also be 
described as the complete process transformation of the 
Governance using the implementation of Information and 
Communication Technology. Its primary objective is to 
bring faster and transparent service delivery, information 
sharing, accountability and people participation in 
governments’ decision-making process [1]. 

After the economic crisis in 1998, over the past 20 years, 
the South Korea government is continuously engaged in 
reforming the government structure by integrating large 
departments performing similar public service functions. 
This has led to building up an e-government structure 

providing improved administrative services with better 
efficiency.  

Since 2002, with the help of ICT functions, an online 
platform in the form of the one-stop shop is established to 
make numerous public services easily accessible through the 
website “Government 24”. This online service allows 
citizens to request and receive many civil petitions without 
having to visit administrative agencies [2]. 

The current structure of the South Korean Government 
welfare service system and functions of its different building 
blocks are greatly influenced by New Public Management 
(NPM) and Joined-up Government (JUG) organization 
structure by integrating multiple ministerial departments to 
provide a single platform based public services. This 
presents both problems and challenges to form a collaborated 
system to combine the employment and welfare services 
under a virtual organizational platform [3]. 

Based on the data collected in previous case studies, 
literature review and comparative analysis along with the 
results from the interviews and surveys, it is possible to draw 
the architecture of the current system to distinguish between 
the key elements and considerations necessary to design the 
architecture of the one-stop shop center.  

Finally, based on this high-level architecture description, 
it can be concluded that the one-stop shop virtual 
government organization is a conceptual model of the 
manpower management system that utilizes business process 
data in the information system.  

In this paper, we have viewed the high-level architecture 
as a three-layered functional architecture in order to 
elaborate the different infrastructural functions: layer one the 
customer, layer two local welfare service centres and layer 
three as the virtual environment of the ICT infrastructure 
with integration of e-Governance policy.  

However, this can possess both limitations and 
challenges to implement conceptualized architecture using 
multi ministerial policies. Therefore, a comprehensive 
evaluation and further research are required to this paper in 
the areas of producing a detailed collaboration model for the 
above system. 
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The remainder of this paper will cover an overview of the 

system, including its requirements, in Section 2. In Section 

3, the designs of the system will be defined and presented. 

Section 4 will detail the implementation of the overall 

system, including the classifier, interfaces, and 

explainability. Section 5 will present reflections and 

evaluations of the system, and Section 6 offers conclusion 

and suggestions for future work and research directions. 

II. E-GOVERNMENT EVOLUTION IN SOUTH KOREAN 

GOVERNMENT 

This case study has been constructed in a collaborative 
project between South Korea Government Department and 
Bournemouth University. The main aim is to propose 
improvements in the existing South Korea Government 
business processes and infrastructures.   

The evolution of e-government implementations within 
the South Korean Government ministries is briefly 
described in the following subsections. 

A. Service-Centred Government Policy 

After the economic crisis in 1998, over the past 30 years, 
South Korea government is continuously engaged in 
reforming the government structure by integrating large 
departments performing similar public service functions. 
This has led to building up an e-government structure 
providing improved administrative services with better 
efficiency. Since 2002, with the help of ICT functions, an 
online platform is established to make numerous public 
services easily accessible through the website “Government 
24”. This online service allows citizens to request and 
receive many civil petitions without having to visit 
administrative agencies. 

South Korea Government has implemented a 3.0 strategy 
in the form of ‘Government 3.0’ in 2013 [4], to integrate the 
administrative services provided by the various 
administrative agencies into one window, and the provision 
of these services is well appreciated by the public. The main 
elements of this strategy were based upon (i) to set-up and 
promote an administrative reform in the form of the e-
government, (ii) open information on all administrative 
agencies and (iii) collaborate and share information between 
administrative agencies. This strategy eventually has led to 
the formation of the ‘Employment Welfare Plus Centre’, 
which handles the employment and welfare related public 
services that have been carried out in various institutions 
autonomously. 

B. The Level of e-government 

In 2001, the Korean government had established 11 
initiatives and 31 roadmaps to build e-government 
infrastructure. These initiatives include 11 systems, with an 
online administrative service system, an electronic 
procurement system, a financial information system, a home 
text system, and an electronic approval document system. 
The roadmaps include improved governments’ working 

methodology, innovating administrative services and 
innovating information resource management.  

In [5] presents the Government 24 online portal providing 
public services, such as apply and print official documents 
using the internet from home or offices, without a need of 
visiting the government agencies. It uses the cloud-based 
Government Integrated Data Centres (GIDC) gateway 
comprising of 20,000 information systems from 44 
ministries. The cloud system has proprietary government-
private cloud services that could provide central government 
agencies with information resources quickly and efficiently 
to support government agencies' smart service. With the 
advent of ICTs and integrated government services, South 
Korea is implementing a 'smart government' in which 
ordinary users can easily and freely access government 
services regardless of delivery channels.  

Based on these achievements, Korean e-Government 
ranked No. 1 in the E-Government Development Index 
(EGD) and E-Participation Index in the United Nations 
Global E-Government Survey for 2010, 2012 and 2014 [6]. 
Therefore, Korean e-governmental effectiveness is widely 
recognized in the international society and a similar range of 
e-government systems are being introduced to developing 
countries [2]. 

C. Workforce Management Strategy and Public Body 

Reform 

As part of the reformed South Korea government, 
Ministry of the Interior and Safety (hereafter MOIS) is 
responsible for the manpower management, through setting 
up an upper threshold for a total number of employment and 
operating the manpower demand within that threshold.   The 
review of the workforce for legal amendments and 
manpower threshold for upcoming projects in the coming 
years is assessed by the MOIS and confirmed with the 
Ministry of Strategy and Finance (hereafter, MOSF) every 
year. Ministry of Personnel Management (hereafter, MPM) 
administers the recruitment, independence, and 
professionalism of the personnel workforce. 

III. EMPLOYMENT-WELFARE PLUS CENTRE (EWPC) – 

ONE-STOP SHOP SOLUTION 

To introduce the implementation of JUG and NPM 

concept, the South Korean government has formed 

Employment - Welfare Plus Centre (EWPC) that links 

employment services and welfare services to alleviate the 

budget burden caused by the surge in welfare costs in 2014. 

A. EWPC Managers and staff 

The Employment - Welfare Plus Centre is an 

administrative service delivery system that eliminates blind 

spots in employment and allows the social safety net to be 

linked to employment. EWPC has been established in more 

than 100 geographically distributed centres, between 2014 

and 2017, depicting the one-stop shop model that provides a 

combination of employment, welfare and financial services 

to the public easily and comfortably. 
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B. EWPC Architecture 

The implementation of EWPC is modeled in two ways, 
first by adding welfare-related services to the existing 
employment centres and second by creating the new centres 
with linked welfare and employment-related public service.  

EPWCs are affiliated to the Ministry of Employment 
and Labor, they are controlled and monitored by employees 
from the ministries and agencies related to employment and 
welfare policies [7]. Thereby, the centre is subdivided into 
employment, welfare support, finance, and culture 
departments and other welfare-related functions [8].  The 
centres’ management consultation is done by the steering 
committee and the complex employment welfare case (if 
any) is managed by the Working Group and the Case 
Management Group. 

Figure 1 presents the typical architecture for 
Employment-Welfare Plus Centre. 

 

 
Figure 1.  Architecture for Employment-Welfare Plus Centre 

 

An individual seeking the government services should 
be able to find the relevant information using the online 
portal (Workplus.go.kr), then call further to gain 
information or visit the EWPC in person for an additional 
consultation [9]. 

Also, there is a separate online portal (Work.gov.kr) on 
job searching and job advertising for job seekers, which is 
not connected to EPWC. This is the problem with not 
having a true one-stop shop where employment-related 
services are integrated into one platform. 

C. EWPC Functions and Clients 

The main functions offered by the EWPC to their 
various clients including job seekers, benefit seekers, 
women with career break, veteran soldiers, retirees, and 
low-income earners are as follows: 
(i) Employment services: Provides comprehensive 

employment services such as job-hunting and re-
employment support to help the livelihood of the 
unemployed, employment stabilization project 
supporting job creation and vulnerable classes. 

(ii) Training services: Provides employment support 
services for job seekers (interview technical 
coaching, cooperative interviews, etc.), job search, 
recruitment events, etc. 

(iii) Women with career break: Provides job counseling, 
vocational education and training, and internship for 
women with career breaks. 

(iv) Services for veteran soldiers: Supports career 
counseling, employment and start-up support for 
soldiers who have completed long-term service. 

(v) Benefit support services: Provides counseling social 
welfare services, receiving welfare applications, 
linking public and private for welfare support. 

(vi) Finance Support Services: Provides services such as 
low-interest funds, credit recovery support, and 
illegal financial meltdown counselling services for 
ordinary people, small businessmen and low-income 
people who are experiencing economic difficulties 
[8]. 

D. EWPC Business Process 

Based on the type of the required public services, the 
main functions of the Employment Welfare Plus Centre can 
be categorized as follows: 
(i) Employment Services: Available for clients who are 

unemployed and do not require any welfare services 
(ii) Employment and Welfare Services: Available for 

clients who are unemployed and require welfare 
services as well, such as housing benefits, low-
income support etc. 

(iii) Welfare Services: Available for clients who are able 
to work, however, requires other forms of welfare 
services. They also receive the employment services 
[8]. 

 
The list below describes the business process flow for 

availing different types of services in the EWPC, in its 
current state: client seeking employment or welfare public 
services can do so by, (i) visiting the centre directly, (ii) 
receiving an initial interview on employment services, 
welfare services only or both the services, (iii) deciding and 
implementing a suitable service. Record of these activities is 
stored in the local information database. 

E. EWPC Performance 

After the implementation of the EWPC, in 2016, there are 
remarkable improvements in public welfare services to the 
client such as: 
(i) The number of employed workers per centre 

increased from 653 to 731, an increase of 12%. 
(ii) Employment-welfare services linkage per centre 

increased from 118 to 212 [8]. 
(iii) Different service paths are set for clients seeking an 

initial consultation, giving the benefit of availing 
employment services in more than one field within 
the visit to the centre. 

(iv) Reduction of time and cost by not visiting more than 
one service centres. 

(v) The collaboration of organizations to solve clients’ 
problem by not only taking their own problem but 
also, by taking into account their surrounding 
circumstances. 
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The EWPC is expanded quantitatively to 100 centres 
within three years of introducing the system, however, the 
gap in the service quality is huge due to a large variation in 
workloads in each region and lack of legal platform as a 
government organization.  

The above information was provided and evidenced by 
one the authors- Min Sig Park through confidential 
performance information collected from South Korea 
Government Ministry of the Interior and Safety (MOIS) 
where he is the director.  

There is a need to increase manpower as the physical 
integration and expansion of the centre is steadily 
increasing. In addition, there is segregation of work due to 
the operation of a separate government system internally by 
dispatching agencies. The current integrated service on 
employment and welfare is to achieve the original purpose, 
that is expanding the employment rate and saving the cost of 
welfare. Therefore, it needs innovation of the operating 
system for the present centre by utilizing IT.  

F. Problems Areas in Employment Welfare Service 

System-Comparison with UK’s system 

This section presents a comprehensive comparison 
between the Korea Employment Welfare Service System 
with the corresponding UK system. The choice for the 
comparison was by the definition of the project as the 
Korean Government representative who is an author in this 
paper, Min Sig Park, was tasked to start an appropriate 
study comparing the two countries to start with from his 
Government employer. More countries and examples should 
be considered in future research. 

Both countries used the e-government architectural 
concept to establish and promote national government 
reforms by adopting a top-down approach. The innovations 
are prioritized in areas directly affecting people’s lives. In 
both countries, recent administrative reforms trends are 
being pursued in the form of an open government using data 
and digital technology.  

Compared to the UK, Korea has lack of 
interconnectedness and consistency between national plans 
for government innovations. There is not enough and 
specific systematic approach towards offering the 
consultation to government officials who are promoting 
government innovations and/or related guidelines that the 
public officials should pursue. 

Both countries are evaluated as e-government 
powerhouse by the international community to provide one-
stop service to the people using government portal viz, 
GOV.UK for UK and Government 24 for Korea. The UK 
has continued its efforts to build an e-government centred 
on the integration of the people's services through the 
council. However, South Korea has pursued e-government 
centred on building service systems and data centres. 
Therefore, the UK has established GOV.UK as a national 
government gateway to provide a single administrative 
service, however, South Korea is providing services through 
Government 24, which is a representative government 
gateway. 

In terms of the workforce management, both countries 
require to consult with the financial authorities when they 
increase the government workforce. The two countries have 
established a long-term plan for government personnel and 
carrying out planned and systematic workforce policies. In 
the UK, government organizations and manpower 
management are managed by the Cabinet Office. However, 
in South Korea, the Ministry of the Interior and Safety 
oversees organization and manpower management, while 
the Ministry of Personnel Management is in charge of 
human resources development such as recruitment of 
manpower. Unlike the UK, which is reducing its workforce 
by establishing and implementing a workforce reduction 
plan, South Korea is restricting workforce growth by 
adopting a quorum system to maintain the upper limit of the 
workforce. 

In terms of the organizational architecture of the e-
government system and business processes, both countries 
use face-to-face interviews as the primary medium to 
converse with their clients due to the nature of the public 
services offered. However, Korea does not have an online 
system for a remote application like the UK where online 
applications can be made through GOV.UK which is the 
governments’ single gateway. 

The UK is well structured in partnership with local 
government, local communities, employers, and so on. In 
the case of Korea, the centre staff is dispatched to the 
relevant ministries, local government, and related 
organizations to collaborate. The UK is integrated with the 
job search website GOV.UK, but the Korean Worknet 
operates independently of the centre. 

Typically, the clients in both countries organization 
system are either unemployed or like to seek other benefits. 
The clients for Jobcentre Plus in the UK are job seekers, 
students, graduates, and the disabled people, however, the 
clients of Employment Welfare Plus Centre in South Korea 
are job seekers, women with career interruptions, retirees, 
veterans, disabled people, and social disadvantage. In the 
UK, the benefits are directly implemented because the 
benefits agencies are integrated into the early stages. 
However, the Korean centre only enforces employment-
related benefits directly, and the benefit only functions in 
consultation and acceptance. 

In terms of business processes, both organizations are 
conducting face-to-face interviews for the initial assessment 
and conducting job search programs for job seekers with 

benefits. The UK provides consultation and employment 
welfare services through the integrated government gateway 
GOV.UK, telephone, and visit, whereas, South Korea has 
the drawback of not having an integrated online gateway but 
provides counseling and employment welfare services 
through telephone or institution visits. The client seeking 
unemployment benefit needs to go through initial 
interviews, however, in South Korea, an unemployed client 
does not need to go through the initial interviews. In the UK 
centre, professional counselors as a work coach are in the 
process of customizing their work. However, South Korea 
Centre is engaged in consultation with employees 
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dispatched from ministries related to employment 
counseling. 

In terms of the performance, the UK centres are making 
a visible contribution to reducing unemployment benefits 
and increasing labour supply. There are direct and indirect 
effects on saving the welfare budget and increasing the 
national treasury. In South Korea, it is estimated that 
outcome will take time because the centre has been in 
operation for only three years. 

The below is the summary of the main problem areas in 
the current South Korea Welfare System: 
(i) lack of connectivity between national strategies 
(ii) single gateway does not fully integrate to online 

service level 
(iii) workforce management using information 

management is not available 
(iv) no one-stop shop for employment welfare services 
(v) no linkage or integration with government 24, the 

government gateway 
(vi) a high proportion of manual work processes 

no visibility on the performance 

IV. SURVEY WITH KOREAN GOVERNMENT EMPLOYEES 

AND MANAGERS 

This paper uses in-depth interviews and focus group 
interviews among various qualitative research methods to 
obtain user’s requirements. These interviews were conducted 
online and in person by Min Sig Park as part of his role in 
the Korean Government and as part of the research project 
with Bournemouth University in order to provide a 
comprehensive analysis of an e-government solution for 
South Korea Government. Since, VEWPC is an information 
system that processes the current business process, business 
management, and manpower management in a virtual space. 
Thus, to understand the system better, in-depth interviews 
are required including MOIS mid-level managers and staff 
who manages government organizations and personnel in 
off-line activities [10]. In addition, focus group interviews 
were conducted in order to grasp the various requirements of 
the staff working at the site. All the interviews were recorded 
with the consent of the interviewee. This survey uses an open 
questionnaire to identify the diverse experiences and 
opinions of the interviewees. 

The following section describes the results without 
incorporating the authors’ related research. The final 
proposed system in this paper, incorporates all elements 
from the survey and the research.  

A. Survey Findings 

a) EWPC Supervisors and Employees 

The results are extracted from the survey conducted by 

the Ministry of Employment and Labor departments, as part 

of the "Development Plan for the EWPC” projects. This 

describes three aspects of service linkage, manpower 

management and information system operation. 

 

 

 

TABLE 1. EWPC SUPERVISORS AND EMPLOYEES SURVEY RESULTS 

Service Linkage 

Aspect  

Due to the reorganization of the 

employment centers into employment 

and welfare centers, the main clients 

of the center are the unemployment 

seekers. The lack of integration 

between the welfare and 

unemployment services brings 

diversity and complexity to the centre, 

which leads to poor services 

Personnel 

Management 

Aspect 

As a result of the employment and 

welfare linkage there is a surge in 

workforce requirement demanding 

new workers to cater the service 

demands. Centers vary in workload, 

workforce composition, service 

objects and jurisdictions leading to 

difficulty in coordinating work among 

internal employees.  

Information 

System Operation 

Aspect 

Due to the separated information 

system of employment and welfare 

services, it is difficult to compare, 

collaborate and share information of 

employees resulting in data 

redundancy and administrative 

inefficiency. This possesses one of the 

major concerns for the development 

of employment and welfare linked 

services. 

b) Workforce management 

The summary of the results listed below are extracted 
from the survey conducted with the employee responsible for 
workforce management across the centers.  

TABLE 2 – EWPC MANAGERS AND STAFF SURVEY RESULTS 

Information 

systems 

operation status 

Most of the staff supported the idea of 

using information system for 

workforce management and 

management of the organization. This 

consists of workload information, 

staffing information and accuracy of 

data around that information. 

However, due to lack of integrated 

infrastructure and difficulties of 

collecting those data, most employees 

are not actively utilizing the 

information data. 

Workforce 

analysis 

functions 

Staff agreed that the annual workload 

prediction and work assignments are 

important in the calculation of 

manpower to identify the annual 

workload trend. Besides, analysis 

based on the accurate identification of 
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the current workload and manpower 

problems are equally important. 

Factors and 

benefits while 

introducing the 

new system 

Many of the interviewees agreed for 

the implementation of the virtual 

government organization concept, but 

there can be unforeseen side effects 

due to the emergence of this fictitious 

virtual organization. The consideration 

of many factors is vital such as 

information security, details of 

comprehensive services and 

consideration for vulnerable groups 

accessing those data. However, the 

introduction of this virtual system can 

create new services beyond the 

existing business domain, 

communication between employees 

can be greatly improved along with 

proper organization management. 

The above surveys led to the realization that an IT 

integration through a new virtual organization approach was 

emerging within the South-Korean government. 

V. VIRTUAL EMPLOYMENT-WELFARE PLUS CENTER 

(VEWPC) SYSTEM 

The employment welfare service system is not a simple 
interorganizational collaboration system but a virtual service 
that is built around a multi-ministry collaboration system to 
combine employment and welfare services to provide fast 
and personalized employment-welfare services. In addition, 
it presents a model to develop an organization and workforce 
management system for efficient management of the 
organization and employees related to the employment-
welfare service.  

A. VEWPC Architecture – Functional Requirements 

The architecture supports the model to build a 
collaborative system using the virtual space to provide 
employment-welfare services that are performed jointly by 
multiple ministries. The intended users and audience of this 
architecture can be categorized into two parts. The first 
categories are the users and audiences related to the 
collaboration system comprising of government officials and 
supervisors who provide employment-welfare services. It 
also includes unemployed customers seeking the 
employment- welfare services. Second category of users are 
the users of the organization and the employee’s 
management system related to the employment-welfare 
service. This includes the managers managing the relevant 
ministry officials providing the employment-welfare 
services. In addition, government officials in related 

ministries can also be seen as users because they need to 
update matters related to their duties.  

The stakeholders of the virtual employment-welfare plus 
center are the various sponsors, customers, and users. The 
sponsors include the Ministries of Employment and Labour 
(MOEL) in South Korea and the Ministry of the Interior and 
Safety (MOIS) which is in charge of the management of 
government organizations and employees. The customers are 
the people seeking support in terms of employment and 
welfare public services from the government. Finally, the 
users are employees and staff who work for MOEL and 
MOIS [10]. 

The VEWPC is a collaborative system built by integrated 
online employment-welfare service to manage the workforce 
efficiently. In addition, it identifies the number and workload 
of the employees who are using the existing information 
system and utilize it in the management of the workforce 
using the newly developed information system.  

The section below discusses the architecture of the 
Korean Virtual Employment-Welfare architecture and the 
business process flow associated with it. 

The center consists of an online platform (web portal), 
employment-welfare service system, workforce management 
system and the related seven support systems. The customers 
seeking unemployment support services or welfare services, 
get support from this center through the portal. Then, after 
going through an initial assessment and database cross-check 
of seven administrative agencies the center evaluates 
customers’ current situation, needs and comes to a decision 
of providing the support to that customer. The Workforce 
Management System comprehensively analyses the 
operational speed and performance of the ministries and 
agencies that operate to support the virtual center. The 
system also helps managers to determine the relocation, 
reinforcement and reduction of workforce. 

Figure 2 shows the database diagram for the Virtual 
Employment-Welfare Plus Centre. The main frame of the 
databases is made up of two parts. One of the databases (DB) 
stores information related to the welfare services and another 
one stores workforce management related information. The 
employment-welfare service server is composed of 
employment information DB, local job DB, woman’s re-
employment DB, veteran employment DB, local welfare DB, 
microfinance DB, and self-sufficiency DB. Also, the 
workforce management server consists of personnel 
management DB, system metadata DB, payroll DB, 
organization and workforce DB, individual business record 
DB, and user profile DB. 
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Figure 2.  Database Model for the Virtual Employment-Welfare Pulse 
Centre 

 
The process flow as the use cases represent in providing 

the public service can be described as follows: 
1) the system receives enquiries seeking employment and 

welfare support from a citizen, 2) the inquiries are cross-
checked by the employees of multi-ministries or agencies in 
government, 3) the employee decides and provide a  suitable 
solution based on the decision, 4) the system record 
individual business performance, 5) the system analyses 
relationship between workforce and workload, 7) the 
administrative staff determine which action is appropriate 
based on the workload demand, 8) the administrative staff 
and managers take suitable actions to re-deploy, increase and 
reduce workforce accordingly. 

 In this arrangement, the citizen creates a personal 
account to use the public service. The actors are the citizens 
requesting employment and welfare public services from the 
government. The requests can be directly made via the 
online portal or by visiting the service center or by sending a 
letter. The employees enter the request details manually into 
the system. The employees do not work in one center but 
work individually in different ministries, responsible for 
different tasks. The meetings with customers and reporting 
activities are not automatically managed by the system. 

One of the functional requirement of the system is to 
monitor the business process of employment-welfare service 
and employee’s workload 24/7 to identify the processing 
time it takes to handle inquiries and be able to support 
flexible working hours for the employees.  

B. VEWPC Non-Functional Requirements 

The non-functional requirements, which can be 
implemented as improvement areas to realize a true one-
stop shop virtual employment-welfare service system are 
shown below: 

Usability and humanity requirements: The system 
should consider the work process, results, and working style 
of the employees. In addition, the system should be 
designed with usability heuristics in mind. 

Performance requirements: The system should measure 
the individual workloads and the workload of the 
organization. It should also be able to calculate the 
manpower demands based on criteria set by the workforce 
policy standards. 

Operational and environmental requirements: The 
system should have an integrated web portal and easy to use 
a mobile app for employees to enter the business progress 
remotely from an off-site location. The working times can 
be set for this remote working arrangement. 

Maintainability and support requirements: The system 
should provide real-time information about new 
appointments and retirements of employees.  

Security requirements. The system should include 
employees' personal and business performance information 
along with employees’ task schedule information as 
workload changes. Therefore, managers and employees 
should have different access rights to this sensitive 
information. 

Cultural requirements. The system should be 
customized based on the way of working such as, 
administrative policies and regulations, administrative 
culture etc.  

Legal requirements. Government organizations should 
limit the basic rights of the people or impose obligations on 
them, so the establishment of the government in a virtual 
environment should be done carefully. This should be 
examined together with the implications of legal issues and 
public confidence in government organizations. 

C. VEWPC Architecture Modeling 

Based on the literature reviews and the specific case 
study requirements, we have transformed the existing 
Virtual Employment-Welfare System architecture into 
SysML Block Definition Diagram. Although SysML is not 
the traditionally used formalism for business processes, we 
have selected this in order to integrate the business 
processes world with the corresponding systems 
architectures. More diagrams from this project towards a 
completed model-based approach will be part of our future 
plans.  This can help to prototype the model for one-stop 
shop based solution architecture. Due to the limitation of 
accessing the government technical information, Figure 3 is 
an approximate view of the existing architecture 
 

 
 

Figure 3. Block Definition Diagram for Korea Virtual Employment-
Welfare Plus Center 
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As mentioned in the earlier section, in South Korea, the 
integrated information system has not yet implemented 
except for the Work-Net online platform for customers 
seeking employment services established by the Ministry of 
Employment and Labor. This Work-Net is not an exclusive 
business process information system of the EWPC, but an 
employment portal operated by the Ministry of Employment 
and Labor. 

The inquiries submitted by the client are handled by the 
staff dispatched by the related ministries. The tasks are 
carried out by using the existing information infrastructure 
of their respective departments. This is the drawback of lack 
of integration of the information system between different 
ministerial departments and business processes, although, 
the work gets carried out at an integrated place. This 
demands to design a new model for a true one-stop shop 
virtual employment and welfare service system.  

VI. PROPOSED ONE-STOP SHOP ARCHITECTURE 

The architecture of the one-stop e-government, the virtual 
government organization in the public sector, is similar to the 
one-stop shop architecture described above.  
The generic model of one-stop e-government, presented by 
[11], is based on a client-centered approach, concurrent 
access point, channel multiplicity, versatility, and security. 
Alo, Liu described that the model of one-stop e-government 
comprises of integration of information resources, system-
based application construction and infrastructure 
construction [12]. 

Figure 5 shows the prototype architecture for one-stop 
shop Employment and Welfare Plus Center in South Korea 
based on the previous literature review of Liu and Dias & 
Rafeal, the comparative analysis results of the UK and Korea 
and the results of the survey.  

In 2005, the South Korea has integrated servers of 44 
central government ministries and local governments. 
Recently, G-Cloud has been introduced to optimize data 
management, analysis and services, and to protect data 
resources from the hacking. Thereby, the South Korean 
government needs a foundation for the information resource 
infrastructure and resource integration needed to build a one-
stop shop.  

Thereafter, the reorganization of the back office is 
required to build a one-stop shop, which is not yet done. 
Also, it is necessary to integrate work processes using 
information systems and collaborations of related ministries 
and agencies to provide employment welfare services. 
Therefore, it is designed that the government officials of 
each ministry or agency access the Employment-welfare 
service system through the platform that handles the inquiry 
related to employment welfare. A data exchange system 

should be designed separately to exchange data between 
existing related information systems. With the help of 
business process integration, it is possible to process work 
from a distance which provides the less expected number of 
employees required at the center. 

The customers who need employment welfare services 
should access the platform and submit an inquiry once, and 
then the Employment-welfare service system and related 
public officials should be able to process the inquiry. The 
information system then automatically handles the tasks that 
are handled manually, and the center staff only needs to 
perform the face-to-face meeting with clients in a 
complementary manner. 

Finally, all the work processes and performance are 
managed by the workforce management system. If 
necessary, it can reallocate the work and personnel to 
increase or decrease the manpower. 

Figure 4 shows the high level of architecture in more 
detail and allows for the construction of a customized 
regional center that reflects regional characteristics. This 
architecture includes a detailed server deployment plan 
which has improved the efficiency of data management by 
providing a regional server (database) under the main sector 
server. In addition, to implement the customized one-stop 
shop as a virtual governmental organization, a Virtual Online 
Window is integrated into the existing Work-Net and 
GOV.KR. 

“LAYERED” PROPOSED ARCHITECTURE 

The proposed architecture for the one stop shop 

Employment and Welfare system can be represented as 

three-layered high-level architecture. In this section, we 

discuss each of these sections with a view to integrate and 

consolidate the information data for easier workflow and 

knowledge management. 

The first layer of this architecture depicts the citizen 

seeking the welfare support services should access the 

online platform and submit the inquiry. To implement the 

customized one-stop shop as a virtual governmental 

organization, the primary step is to integrate the Virtual 

Online platform with the official portal of the South Korean 

Government. This portal provides public services [5], an 

employment portal operated by the Ministry of Employment 

& Labor (Work-Net), telephone consultation services and 

employment & welfare hub.  
The second layer presents the Employment Welfare Plus 

Centre architecture. For instance, if the client seeking 
employment, welfare or both services are unable to find the 
required information and avail the services using the online 
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Figure 4. Conceptual Architecture of one-stop shop. 

 
Figure 5.  The Architecture of one-stop shop. 

 

 

 
Figure 6.  Intention-Based Design for one-stop shop Conceptual Architecture. 

 

16Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-685-9

ICDS 2019 : The Thirteenth International Conference on Digital Society and eGovernments

                           27 / 109



 

 

 
web portal information hub and telephone services are 

required to visit the walk-in welfare-employment center. An 
inquiry submitted by the client is checked and accepted by 
the Inquiry Process Department. Following to this, the client 
seeking employment services is required to attend an initial 
interview with the government employee consultants 
available at the centre. Once, the enquiry acceptance, 
processing and validation are completed, a suitable 
employment service is decided and implemented to the 
client’s inquiry. 

An unemployed person who seeks a welfare service 
receives an employment service can also avail the welfare 
benefits. However, there is an option where an unemployed 
person can choose to take the employment service only by 
opting-out the welfare services. In contrast to this, welfare 
service recipients can receive both welfare and employment 
services, if they have a valid working ability, otherwise can 
only choose to avail welfare services. 

After a certain period of time, the client is required to 
visit the local walk-in centre for further consultation to 
evaluate the status of the provided services and eligibility 
criteria associated with the initial inquiry. Furthermore, a 
check is required to identify if there is any change of 
circumstances since the recording of the last update. If there 
is no change in personal circumstances and the eligibility 
criteria are met, then the provision of the services is also 
continued. In the instance where there is a change, then the 
client is advised for an in-centre consultation to re-evaluate 
and check if the eligibility criteria are met or not and 
accordingly to avail the services.  

Information related to eligibility criteria, provided 
services, decisions and any special notes are stored in 
centers’ local Employment & Welfare Service Server 
Database against the unique ID.  

Information related to financial data such as employees’ 
payroll, business record, personal skillset matrix is stored in 
the localized Work Management Server. Databases in 
various Employment Welfare Plus Centres are located in 
many geographically dispersed locations.  

These information data are integrated into centralized 
server system, creating the 3rd layer of the proposed high-
level architecture. Here, we would propose a federated or 
hybrid technology or similar for efficiency, scalability and 
security as well as service-oriented architecture 
implementations. This is to be further investigated in future 
studies.  

Centralized database not only acts as an information 
storage system but also a platform for decision making and 
governance for policies and regulation. These policies and 
directives will be adopted from different ministries which 
are responsible for providing the services and its functional 
operation. Thus, creating a true one-stop architecture which 
can be easily and efficiently managed and controlled.  

The following points describe the main components that 
are catered to by the database:  

• An integrated hub for policies, directives and 
regulation governed by different ministries, 

localized public agencies, local government and 
ministry of employment and labor 

• Support and decision-making process for legal and 
jurisdiction compliance 

• An integrated workforce management system 
facilitating: work allocation and prioritization, 
employee skillset evaluation and development 
program, service levels classifications and 
monitoring, QA/QC monitoring and control 

• Archive of information 

VII. CONCLUSION 

In this paper, we have presented a virtual organization 
solution by introducing a one-stop shop solution to the 
Korean government case study. The required collaboration 
model presented by the Korean government case study is 
very complicated as it involves several ministries and 
models of collaboration and therefore a Virtual Organization 
(VO) approach is required that will take into account all 
contributing factors. In this paper, an initial conceptual 
model of the proposed architecture has been proposed.  

In the proposed architecture, a hybrid approach that 
combines centralized and localized information storage and 
handling decision making has been followed. Despite the 
main requirement for a centralized VO approach, it has been 
proposed that a major part of the data processing and 
decision-making stays at the local level, therefore, leading 
to a hybrid architectural model. This optimizes the overall 
decision-making process by assigning to the local resources 
for data processing and storage, while, the complex decision 
making, involving multi-ministerial policies and related 
influences is handled by the centralized e-Governance layer. 
This has been tailored to the specific case study 
requirements in order to optimally solve South Korea 
Government e-government requirements. 

The work was evaluated through feedback from Korea 
Government as was submitted to the Ministry of Interior 
and Design for evaluation as the outcome of the 
collaborative project with Bournemouth University. 
According to this feedback the virtual organization approach 
of the proposed architecture would add a major advantage to 
the existing structure. It would provide a simplified and 
faster model of decision making led by an integrated & 
centralized e-Governance policy platform (VO solution). 

Initial draft cost analysis was also performed which 
demonstrated that this was a beneficial solution which 
required medium and feasible investment. This particular 
solution was preferred comparing to riskier alternatives 
which incorporated, for example, block-chain solutions and 
were also proposed and discussed during the project.     

Future plans also include the design development of a 
complete model-based approach using SysML and other 
formalisms in order to incorporate the business processes 
and virtual organizations’ requirements with system 
architecture descriptions. In this work, we have started from 
a high-level description of the problem and the proposed 
architecture. In order to proceed with the implementation of 
such a complex architecture, a top-down model-based 
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approach has been identified as a requirement that will 
incorporate business logic with IT. For the time being, the 
SysML language has been identified a standard and more 
accepted platform both requirements and solutions.   

Although there are several steps required until the 
successful conclusion of this study, the initial feedback from 
the South Korean government is encouraging and promising 
for the adoption of Virtual Organization approaches in real-
world applications.   

 

REFERENCES 

[1] Mogaha, “Government of Koreae Best Practices,” Seoul: 
Ministry of Government Administration and Home Affairs in 
South Korea, 2016. 

[2] M. Howard, “E-government across the globe: How will “e” 
change government?” e-Government 2001, 90, 80. 

[3] C. S. Chung, “The Introduction of e-Government in Korea: 
Development Journey, Outcomes and Future1,” Revue 
Gestion et Management Public , vol. 3, no. 4, pp. 107-122, 
2015. 

[4] S. G. Lim, “Achievement and Challenges of Government 3.0:. 
2015-34 ed. Seoul: Korea Institute of Public Administration,” 
2015. 

[5] Government 24 online portal. [Online] Available from: 
www.gov.kr/portal/main [Accessed 30 5 2018]. 

[6] United Nations DESA, UNITED NATIONS E-
GOVERNMENT SURVEY 2014 E-Government for the Future 
We Want, New York: the United Nations. [Online] Available 
from:  
https://publicadministration.un.org/egovkb/portals/egovkb/do
cuments/un/2014-survey/e-gov_complete_survey-2014.pdf 
[Accessed 13 01 2019]. 

[7] MOEL, Ministry of Employment and Labor in South Korea. 
[Online] Available from: 
https://www.moel.go.kr/english/main.jsp 
[Accessed 26 5 2018]. 

[8] Employment Welfare Plus Center in South Korea, Emplyment 

Welfare Plus Center. [Online]  

Available from: http://workplus.go.kr/index.do 

[Accessed 29 5 2018]. 

[9] Korea Employment Information Service, Worknet. [Online]  

Available from: http://www.work.go.kr/seekWantedMain.do 

[Accessed 30 5 2018]. 

[10] MOIS, Ministry of the Interior and Safety. [Online]  

Available from: http://www.mois.go.kr/eng/a01/engMain.do 

[Accessed 26 5 2018]. 

[11] G. P. Dias and J. A., Rafael, “A simple model and a 

distributed architecture for realizing one-stop e-government,” 

Electronic Commerce Research and Applications, vol. 6, no. 

1, pp. 81-90, 2007. 

[12] H. Liu, “Model and architecture of one-stop government 

system: A solution of systemic interoperability,” In 

Information Management, Innovation Management and 

Industrial Engineering (ICIII), 2013 6th International 

Conference, vol. 1, pp. 75-79, 2013. 
 

 

 

 
 

 

 

 

 

 

 

 

  

 
 
 
 
 
 

 
 

 

 

 

 

18Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-685-9

ICDS 2019 : The Thirteenth International Conference on Digital Society and eGovernments

                           29 / 109



Digital Interactions Strategy: A Public Sector Case 

Samantha Papavasiliou and Carmen Reaiche  
Entrepreneurship, Commercialisation and Innovation 

Centre (ECIC) 
University of Adelaide,  

Adelaide, Australia 
e-mail: samantha.papavasiliou@adelaide.edu.au, 

carmen.reaiche@adelaide.edu.au 

Peter Ricci 
Data Science 

Australian Taxation Office (ATO), 
Adelaide, Australia 

e-mail: peter.ricci@ato.gov.au

 
Abstract— The public sector’s role as mandatory service 
provider is to produce effective services for users, and to 
make compliance uncomplicated and straightforward. 
However, at present, public sector services appear to not 
meet these user expectations. The purpose of this 
research is to explore ways to enhance digital adoption 
in the public sector by further understanding who these 
users are, when and why they seek assistance, and the 
various potential outcomes post-assistance. Evidence to 
support this research will be provided via a case study 
from the Australian Taxation Office. This research 
project will be presented in three sections. Firstly, the 
researchers describe a conceptual model they have 
created, which places the user at the centre of the 
research and policy direction. Secondly, results and 
some critical findings will be presented, of a pilot study 
which was conducted to test the model on a small scale. 
Thirdly, the researchers will outline planned extended 
research which proposes to validate the pilot findings 
and explore the service users in greater detail. The 
extended research utilises additional demographic data 
to better understand the greater system dynamics. This 
research is ongoing and forms part of a PhD 
dissertation. 

Keywords- Mandatory Systems; Digital Service; Digital 
Ecosystems.  

I. INTRODUCTION 
Increasing digital service adoption and the provision of 

a better digital client experience is vital to any successful 
government digital service platform. To achieve this 
success, research needs to identify and understand the users, 
including understanding why users seek assistance, and 
leverage points to maximise the users’ capacity to complete 
their interaction. A recent study conducted by the Australian 
Digital Transformation Office [1] suggests that there is 
evidence that further research is required to address how to 
maximise digital service adoption. Improved understanding 
of issues users may have with specific public sector digital 
services has become increasingly important in Australia, 
with changes to service provision from in-person/call centre 
to digital. This research seeks to address knowledge gaps 
regarding who the users are, why they need assistance and 
where self-service assistance can be provided. This research 

will be based on a case study conducted by the Australian 
Taxation Office (ATO). Through consultation with the ATO 
staff and examining company and academic literature, a 
clear gap was identified between what was known about 
mandatory digital service use and the users required to use 
them. Currently, standard methods for evaluating 
government services include interviewing or surveying 
users about services provided. This often results in biased 
results, as users often display expected behaviours [2]-[4]. 
Accordingly, research thus far has ignored a multitude of 
factors that impact adoption, and failed to identify barriers 
to adoption within a mandatory environment, and how 
different experiences with digital services can impact long-
term adoption and when and why users seek assistance.  

The creation of the Digital Continuity Policy 2020 
mandated digital first platforms for all public sector services 
[5], causing significant challenges to service providers and 
users. For the purposes of this research, mandatory users are 
defined as citizens who meet certain characteristics, which 
including earning an income in Australia, and submit an 
annual income tax return to the ATO. Research into digital 
adoption does not engage with the concept of mandatory 
services and the impacts of digital first policies on users 
required to engage with digital services to comply with 
legislative requirements [6].  To address these concerns, 
analysis techniques should be holistic and adaptive, in order 
to incorporate an understanding of how a variety of factors 
can prevent or encourage users to go digital. This research 
utilises a holistic approach to analyse factors impacting 
users through the application of Systems Thinking and the 
testing of a conceptual model for analysing 
stakeholders/users in a multidimensional manner.  

This paper is divided into six sections. Section one 
contains the introduction, section two presents the literature 
reviewed, section three discusses the research significance, 
section four outlines the research methods undertaken, 
section five highlights the results to date, and section six 
offers some conclusions.  

II. LITERATURE REVIEW 
Citizens expect digital services to be useful, accessible, 

easy to use and functional [7]. The goal of eGovernment is 
to create additional public value, by increasing stakeholder 
inclusiveness and encourage equal access to services [8]. 
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The purpose of utilising e-government is to provide 
transparency and cooperation, improve government process, 
and provide digital services [9], all of which require 
continuous monitoring and assessment [8]. Furthermore, 
more needs to be done to understand the structural 
inequalities that affect the use of digital services, to prevent 
the issues becoming more intense and ingrained [10]. There 
is also a concern that social inequalities may be perpetuated 
online, given that those who are already in more privileged 
positions are more likely to use the medium [11]. These 
important factors highlight the value of researching barriers 
which prevent individuals from accessing government 
services.  

The most common definition of adoption refers to 
continuous use of a digital service or innovation [12]. For 
digital services to be sustainable, they should be appealing 
and useful [13]. Shareef et al found in their research that 
perceived usefulness, perceived ease of use, perceived 
security and perceived reliability positively impact an 
individual’s intention to adopt digital services [14]. Hargitti 
argued that not all online activities are equally important to 
enhancing one’s human, financial and social capital [15]. 
This research determined that there is a strong relationship 
between level of education and type of digital services used 
[15]. Access to technology no longer determines inequalities 
alone – exposure to experiences which increase the digital 
participation and literacy are vital [15].  

Research highlights four kinds of barriers to digital 
access: (1) lack of elementary digital experience due to lack 
of interest, (2) no computer access, (3) lack of digital skills, 
and (4) lack of significant usage opportunities [16]. Further 
barriers identified within the literature include lack of 
internet access, lack of awareness, language, user friendly 
websites, lack of trust, and security fears [9]. Researchers 
still need to understand the digital divide within the social, 
psychological, cultural and non-technological access context 
[17]. The challenge going forward is to determine the 
resources and functions that can be developed and provided 
to support positive user behaviour [7]. eGovernment aims to 
provide information and public services to citizens and 
encourages citizens to participate in different platforms [7].  

Existing research does not focus on the multitude of 
factors impacting users’ capacity to adopt and participate in 
a mandatory digital ecosystem, and there is little discussion 
around how digital adoption in mandatory spaces is 
different from adoption in other contexts. A thorough 
review of the literature identified the factors within a user’s 
environment which have a significant impact on a user’s 
capacity or willingness to adopt digital services within a 
mandatory space. For this research project, numerous 
different ecosystem styles were analysed, including digital, 
business, technology and innovation ecosystems.  

Through the creation of a testable conceptual model, it 
is proposed that through the use of client-centric research, 
policy can better understand and support different 
stakeholders/users.  

 
 

 
Figure 1 Conceptual Model with the User at the Centre 

 
This conceptual model was created through the 

application of numerous stakeholder analysis techniques, 
combined with an analysis of the environment (based on 
Systems Thinking analysis) and digital ecosystems 
literature. The proposed conceptual model is highlighted in 
Figure 1. The four elements which capture the system are 
the Environment (including interactions with other people), 
Digital Ecosystem (including how digital products are 
accessed), Mandatory Services (including how they are 
different to voluntary services), and Public Sector (including 
the elements that make the services mandatory). Along with 
results of further research, this will be used to build an in-
depth model. 

III. SIGNIFICANCE AND RESEARCH GAP 
This research will extend current understanding about 

the variety of factors impacting mandatory digital service 
adoption, bridging a gap in knowledge. The conceptual 
model in Figure 1 tests how policy can put the user at the 
centre, and help develop a better understanding of the user. 
Understanding digital adoption in the mandatory space 
should include how, why and when users adopt digital 
services, and in contrast when, how and why they do not, 
and in the latter case how they fulfil their mandatory 
compliance obligations. This research is based on 
understanding the outcomes of those users who actively 
seek assistance when using digital services, mapping the 
links between non-digital and digital issues, while also 
measuring outcomes. The application of a Systems Thinking 
approach will be applied to provide a more transparent view 
of the system, to understand the process holistically, per 
individual components and key interactions within the 
system. Therefore, the overarching aim of this research is to 
understand areas which may require intervention or can be 
leveraged to assist citizens adopt public sector mandatory 
digital services. This research proposes the model in Figure 
1 to be tested through the collection and analysis of 
supporting data. 

Previous research has applied a client-centric view to 
researching digital adoption; however, based only on 
voluntary digital services or those provided by the private 
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sector [18]-[22]. Prior research has identified that there are a 
number of socioeconomic, cultural and intrinsic values that 
influence whether or not an individual will accept digital 
services [23]-[26]. This has been, to a certain degree, 
ineffectively applied to public sector research on digital 
adoption [1]. When mandatory digital services have been 
researched, the outcomes commonly revolve around 
acceptance of e-government services; results are based on 
survey responses specifically related to trust and innovation 
factors [27]-[31].  Previous research does not appear to have 
addressed the issues around adoption in a mandatory space, 
why users do and do not adopt these services, and how they 
comply with legislative obligations when they do not utilise 
digital services. Research has not included in-depth 
exploration about why users seek assistance when utilising 
digital services from the supplying entity and the outcomes 
post seeking assistance. This is critical for successfully 
adopting and sustaining commitment in mandatory digital 
systems. Previous models too, fail to explore the issues and 
environments associated with mandatory digital service 
adoption. The application of the proposed model helps fill 
some of these gaps and provide greater clarity on these 
potential blockers.  

IV. APPROACH 
The research approach used in this research has been 

exploratory in nature, allowing for ongoing developments as 
the findings developed. The researchers initially had a 
liberal set of goals, with the intention of allowing the data 
collected to further refine the specific questions, direction 
and analyses. The data collection was implemented in two 
phases. First, a pilot study was conducted to determine the 
validity of the proposed model for stakeholder/user 
inclusiveness. The second phase involved the data collection 
for the extended research Only the pilot results are included 
in this paper, with plans in place to examine the second 
phase with different analysis techniques.  

A. Data 
Two qualitative datasets were collected during the pilot 

and extended research period. The pilot study was 
conducted over a 3-week period (July 2017) to validate the 
conceptual model. This was conducted by 2 researchers, 
located in an ATO shopfront environment (in-person 
assistance) in South Australia; 234 cases were collected. 
The second and more extensive dataset was collected by 11 
ATO officers over 4 weeks (July 2018). Data was collected 
from numerous ATO call centres across Australia, with 
3990 valid cases collected. From the 3990 cases collected, 
additional quantitative data was obtained. This data includes 
three years’ worth of results for callers’ including their 
income, income type, occupation and how they lodged their 
tax return. This data was joined to the qualitative data to 
provide a richer picture of the callers, specifically 
identifying why they sought assistance and how that 

impacted their lodgement. All data was anonymised to 
ensure confidentiality and anonymity of participant data.  

B. Methods 
Two qualitative methodologies were applied to explore 

the data – firstly, Gioia’s method for qualitative rigour and 
secondly, a Systems Thinking Approach. This enabled the 
researches to find structure in unstructured qualitative 
forms, as it is a systematic approach. Firstly, the Gioia 
method [32] [33] requires the researcher to step back, and 
then categorise the accounts into three different phases 
(First, Second and Third order). The first order, ‘Concepts’, 
is the ‘voice of the user’ (also known as ‘voice of the 
customer’).  The second order, ‘concerns and statements’, 
identifies specific sentences from participants which are 
then grouped together to discover the themes and patterns in 
events and accounts.  These create Themes that are more 
generalised underlying explanatory dimensions, to test 
consistency and patterns [32] [33]. Finally, the third order 
‘aggregate dimensions’, identifies the generic themes 
encompassing all of the first and second order data [32] 
[33]. Significance was measured through counting 
occurrences of first, second and third order elements to 
identify themes and patterns throughout the different 
accounts. The patterns in the text were then linked by 
connections, highlighting key features and emergent 
concepts or themes that require further analysis. 

Secondly, Systems Thinking analysis was applied to 
systematically identify and order findings into their 
respective components of the process [34]. This helped to 
identify the points within the process and system that are 
causing the most issues and where support can be 
implemented. Systems Thinking was used to visually 
convert the findings into simplified figures that highlight 
key emergent findings. Our analysis will focus on profiling 
participants to identify relationships between why users seek 
assistance, their demographics and how/if they lodged a tax 
return.  

V. RESULTS 
Results from the pilot demonstrate that there are many 

components of the system which are hindering the 
successful adoption and use of ATO digital services for 
users lodging tax returns. Specifically, without support 
many taxpayers would have been unable or would have 
struggled to lodge their documents.  

 

 

Figure 2 Pilot results - Lodgement Process Assistance Points 	
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As highlighted in Figure 2, this is the first view of the 
system where intervention points are possible. Lessons 
learnt from this research demonstrate that, on average, 
taxpayers who sought assistance required it for more than 
one element of their tax return. Systems analysis 
demonstrates that there are more than one intervention 
points pre/during/post lodgement that should be leveraged 
for education and assistance. However, this research does 
understand that not everyone will be able to lodge digitally, 
and not everyone who needs help seeks help. For the 
purpose of client experience, it is important to recognise that 
negative experiences within the system will impact 
willingness to obtain assistance and advice in the future. 

Descriptive analysis of the pilot data indicates that of 
the individuals who sought assistance utilising digital 
platforms for lodgement, the most frequent age group was 
18-29 year olds (53.5%). This finding was unexpected. The 
other significant trend within this data was the high 
frequency of the pilot population seeking assistance who 
were in different life transitions (25.65%) (e.g., rental 
properties, deductions, income sources, retirement, etc.). Of 
the pilot population, those who had self-reported language 
barriers (17% of those seeking assistance) were more 
inclined to utilise paper solutions for lodgement rather than 
digital means. There is a concern that this will deter them 
from utilising digital means, and future research will 
determine whether or not digital or non-digital lodgement 
patterns are habitual, and if there are identifiable clusters of 
the population or demographics that are more inclined to 
behave in this manner.  
 

  
Figure 3 Extended research - Lodgement Process Assistance Points 

 
Results from the extended research are still under 

development; however, preliminary results show how 
detailed follow-up research can improve the level of detail 
of the lodgement process systems view diagram, as shown 
in Figure 3. The current findings show that this process of 
analysis provides a more transparent view of the system, 
identifying the issues and points of the system that can be 
leveraged. This research has highlighted the links between 
digital and non-digital components of the tax system, e.g., 
understanding of tax and needing assistance. Figure 3 
highlights the level of complexity associated with digital 
services in mandatory environments, especially when 
considering how adoption is impacted considerably by a 
multitude of factors. Implications of the extended lodgement 
process in Figure 3 are still under exploration.  

This research is ongoing with additional research 
underway, including modelling of key outcomes, with a 

number of analytical techniques being explored. As is, the 
research continues to justify and validate the model outlined 
in Figure 1. Suitable methodologies to support the 
quantitative data analysis are currently being explored. This 
research can be applied to other areas of the public sector, 
especially those areas that have or are introducing 
mandatory digital services. With the transition of private 
sector entities to digital first platforms, the financial services 
sector, for example, could benefit from this style of 
research.  

VI. CONCLUSION 
This research seeks to understand the different barriers 

affecting adoption of mandatory digital services. The 
preliminary results highlight findings that need to be 
explored in further detail. The conceptual model will assist 
in identifying the interactions between the different 
elements outlined within the model, as well as increased 
details built within a systems view. Through ongoing data 
analysis and future papers, this model will be tested further.  
Future research will identify specific areas of assistance that 
are required going forward. 
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Abstract— E-government offers citizens the potential for 
greater access to their representatives and confers policy 
makers the possibility to make G2C relationships more 
inclusive. However, the real translation into governance 
outcomes will depend on policy makers’ consideration of the 
environmental complexity and the singular characteristics of 
the target population. This paper analyses the relationships 
between e-participation development and the variables 
associated to the digital divide in a sample of 178 countries for 
the period 2008-2016. The authors use a multiple linear 
regression model and the UN’s E-participation Index as the 
dependent variable. The test of the hypotheses shows the 
significant and positive effect of telecommunications 
infrastructure and age and a significant negative effect of 
education and rural condition. Results reveal that Gender and 
Political freedom and Democracy are not influential.  

Keywords- E-participation; UN’s E-participation Index; digital 
divide; linear regression 

I. INTRODUCTION 

E-government (EG) can be an instrument to improve the 
relationship between people and their government. In the 
achievement of public governance, EG aims at increasing 
participation in decision making and making public 
institutions more transparent and accountable. From the 
perspective of the principal-agent theory, EG provides 
citizens with a basis to decide, participate and engage with 
government actions, which in turn may strengthen their trust 
and reinforce Government-to-Citizen (G2C) relationships, 
increasing public authorities´ legitimacy [25][26]. However, 
Dawes [10] pointed to a multi-dimensional digital divide 
that posed challenges to governments trying to provide 
equitable access to information and services as well as 
opportunities to broaden participation in political processes.  

Although recognizing the growing interest and literature 
in the field, there is a relative low number of papers focused 
on the analysis of citizen e-participation from a quantitative 
perspective. In this context, our article wants to contribute to 
the existing research and enhance the understanding of the 
drivers affecting e-participation dynamics. With that aim, 
the UN’s E-participation Index (EPI) is taken as indicator 
for e-participation in order to study its evolution over the 
period 2008-2016 in a sample of 178 countries. EPI 
measures the availability of e-participation tools on national 
government portals [48]. This legitimized index remains 
meaningful in that it enumerates the diverse levels of the 
online activity of civil participation. The index has been 
used in previous research [15][18][50]. 

In this research, panel data is used to conduct ordinary 
least squared linear regression model in order to test 
hypotheses as to the relationship between the evolution of 
EPI and that of economic and socio-demographic variables 
of the context, which relate to the digital divide 
(telecommunication infrastructures, education, location, age, 
gender, and political freedom and democracy). 

Apart from the introduction section, the paper is 
structured in six more sections. Section 2 corresponds to 
literature review, in Section 3 we propose the model and the 
hypotheses developed, Section 4 describes the methodology 
applied, in Section 5 we show the main results, Section 6 
corresponds to the discussion of the results and finally we 
present the main conclusions in Section 7. 

II. LITERATURE REVIEW 

A broad line of research have described and measured the 
attributes of government websites trying to assess their 
maturity in terms of EG development [9][12][13][19][22] 
[36][39]. Generally, these researches have also investigated 
the factors affecting that development, considering politic, 
socio-economic and demographic variables, mainly. 
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A less abundant amount of publications have studied, 
from a quantitative perspective, the potential of EG to permit 
citizen participation [33][34][35]. Pina, Torres and Royo 
[29] in their web maturity assessment in UE local 
governments, obtained similar results: democratic 
participation and citizen dialogue presented the lowest 
scores. For their part, Pina, Torres and Acerete [28], Bonsón, 
Torres, Royo and Flores [4], Girish, Yates and Williams  
[15], Zhao, Ning and Collier [50] or Jho and Song [18] 
analyzed EG development in terms of e-participation and 
connected it with economic, socio-demographic, cultural and 
information society factors, among others. 

III. CONCEPTUAL MODEL AND HYPOTHESES
DEVELOPMENT

The main objective of this section is on the one hand to 
clarify the concepts of the E-participation and the Digital 
Divide and on the other hand, to raise the research 
hypotheses. 

A. E-participation and the digital divide. 

Generally, E-participation is defined as the use of ICT to 
support democratic decision [23][24]. Following Reddick 
[33], our research considers different forms of participation 
in government ranging from the one-way interaction 
(managerial), two-way interaction directed from government 
(consultative), and finally the highest form of e-participation 
of the two-way interaction directed from citizens to 
government and vice versa (participatory). 

According to the UNDESA 2016 EG Survey [48], the 
digital divide refers to the gap among individuals, 
households and businesses at different socio-economic levels 
with regard to both their opportunities to access ICTs, and 
their use of the Internet for a wide variety of activities. It also 
refers to disparities between developed and developing 
countries, as well as within and among groups in a country, 
especially countries with greater rural populations. In 
general, it could be said that the digital divide refers to the 
unequal access of citizens to ICT, and uneven possession of 
skills and experience required for using it. It can take many 
forms and be described variously in terms of gender, 
location, skills, and income [1]. 

B. Determinants of e-participation: hypotheses. 

From the above, it can be drawn that EG-enabled citizen 
participation is influenced by socio-economic and 
demographic and political factors that, in turn, might be 
associated to the existence of a digital divide [7][37].  A 
research question arises and leads us to investigate if 
governments are considering this digital divide when 
designing their national portals. In particular, are the 
variables associated to the digital divide an influential factor 
for the inclusion of participation tools in the webs? 

Using the EPI as indicator of web maturity in terms of 
citizen participation, the relationship between e-
participation and telecommunications infrastructure, education, 
age, location, gender and political freedom and democracy will 
be explored. 

Experience suggests that the implementation of EG 
demands significant investments in technical and 
administrative infrastructures. Holzer and Kim [16] 
indicated that economically advanced countries had more 
emphasis on citizen participation, compared to less 
developed countries. Similarly, Siau and Long [36] and Das, 
Singh and Joseph [9] identified significant differences in EG 
development for countries with different levels of 
telecommunication infrastructure. Akin to them, the analysis 
of Jho and Song [18] showed that the level of ICT is a 
crucial variable in determining the level of e-participation. 
After this reflexion the first hypothesis in this research is set 
out:  

H1. The investment in telecommunications infrastructure is 
associated with EG-enabled citizen participation.  

The literature on the digital divide has claimed that 
internet use relates to higher educational levels 
[3][6][38][48].  Similarly, authors like Kim [22] refer to the 
need of knowledge and skills for the use of the EG-related 
technologies. Developing countries’ lower literacy rates 
hamper the necessary changes that must take place for the 
appropriate development of EG projects, leading to their 
failure [8]. According to this idea, the second hypothesis is 
set out: 

 H2. Education is associated with web-enabled citizen 
participation  

There are large regional and rural/urban differences with 
regard to access to and possession of information 
technology [2]. Rural population is often associated with 
lower levels of EG usage and, subsequently, e-participation. 

Educational levels might be one factor behind this fact, 
considering that education is frequently concentrated in 
large cities. Taipale [38] reached this conclusion when 
observed that rural people, who would benefit most from 
EG services, are not using them, while in cities that have 
been able to maintain office services, people also use e-
services. Taking the above into account, our third 
hypothesis is as follows: 

H3. Location is associated with web-enabled citizen 
participation 

The age of the population has been studied in connection 
with levels of political participation, citizen engagement and 
trust [30]. Specifically, within the abundant research on EG, 
it is easy to find publications that have investigated its 
relationships with the age factor. Literature on the digital 
divide points to older populations facing significant 
disadvantages in the use of EG compared to younger people 
[11][14]. The following hypothesis investigates the 
relationship between age and e-participation:

H4. Age is associated with web-enabled citizen participation. 
Previous research has been inconclusive regarding the 

existence of a relationship between gender and EG. 
Although many discard this connection [3][6][32][38][49], 
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other works confirm a positive relationship between 
masculine gender and use of EG. Some studies point out to 
the fact that women in many parts of the world lack an equal 
access to ICT services [1]. To contribute to this debate, a 
fifth hypothesis is drawn: 

H5. Gender is associated with web-enabled citizen 
participation. 

The approach of deliberative democracy or pluralist 
democracy addresses citizens as active participants and as 
co-producers of policies [28]. In this regard, digital 
government has the power to increase citizen input to 
government [20]. However, unless civil liberties are widely 
permitted, e-government would not perform beyond a 
billboard as one-way communication with the public, and 
citizens might be afraid of voicing their opinions and 
monitoring government programs and services. To 
contribute to this debate, the last hypothesis is set out: 

H6. Political freedom and democracy are associated with 
web-enabled citizen participation.

IV. METHOD

The research has used secondary data drawn from the E-
Government Survey, published biannually by United 
Nations. The Survey is the most extensive world survey on 
EG to date, covering 191 countries [48]. Other data sources 
used are the World Bank and the World Bank Group. 

A panel data has been complied for the period 2008-
2016, for a group of 178 countries. The number of cases 
observed is 890. The high number of countries studied and 
the longitudinal character of the analysis allows our research 
contribute to understanding the e-participation development 
factors on a global scale. Figure 1 shows the variables 
analysed, their correspondent indicators and the data source.

Figure 1.  Variables, indicators and source 

In order to study the e-participation, the EPI has been 
selected as the dependent variable. As it was explained 
before, the EPI is elaborated by the UN within the EG 
surveys [40] [41][42][43][48]. 

As regards the independent variables, the first one is the 
level of telecommunications infrastructure of a country, 
which is measured by the Telecommunications Infrastructure 
Index (TII), also extracted from the UN’s EG surveys, yet 
the primary data source is the ITU. The second independent 
variable is the level of education of a country’s population, 
measured by the Human Capital Index (HCI), which is 
extracted from the UN’s EG surveys as in the previous cases. 
Data to measure the next three independent variables have 
been extracted from the World Bank. The predictor variable 
Location reflects the percentage of rural population over the 
total population. The variable Age takes as indicator the 
percentage of population above 65 years over the total 
population of a country. The variable Gender is measured by 
the percentage of females over a country’s total population. 
Political freedom and Democracy makes up the last 
independent variable, measured by the indicator “Voice 
Account Rank”. This is one of the Worldwide Governance 
Indicators calculated by Kaufmann, Kraay and Mastruzzi in 
2010 [21] for the World Bank Group. 

In addition to this, the variable Year has been included as 
a controlling factor in order to reflect the variations derived 
from the economic scenarios. 

V. RESULTS 

The ordinary least squared multiple regression model for 
EPI has been conducted using R statistical program [31].  
Figure 2 offers the results for the Ordinary Least Squares 
(OLS) model. 

Figure 2.  Linear Model

From the results, it can be observed that about 68% of the 
countries in the sample started the period with an EPI value 
of 22 ± 14 points and increased almost 2.36 % every year. 
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The seven variables included explain a 56.4 % of the 
variance of EPI, according to its adjusted R squared. The 
beta coefficients shows the significant positive influence of 
Year, TII and %Pop.>65 and the significant negative 
influence of HCI and %Rural. The 95% confidence intervals 
for their coefficients are [0.43, 0.68] for TII, [0.17, -0.00] for 
HCI, [0.02, 0.68] for %Pop.>65 and [-0.33, -0.17] for 
%Rural. 

VI. DISCUSSION 

In this section, our results will be explained and 
discussed against literature of reference in the general field 
of EG and in the particular area of e-participation. 

Focusing on our results, the variable Year positive 
influence reflects that, in a good proportion of the sample, 
EPI improves over the time for the period considered.  

The coefficients for TII (beta 0.55) are statistically 
significant at the 0.05 level and indicate that throughout the 
period 2008-2016, there is a strong connection between the 
telecommunications infrastructure of a country and the level 
of e-participation allowed on national government portals. 
When holding all other variables constant, a one-unit 
increase in a country’s TII increases a country’s score on the 
EPI by 0.55. Consequently, hypothesis 1 is verified. This 
positive and significant influence of technology and 
telecommunications on the specific topic of e-participation 
has not been confirmed by any of the works consulted, yet 
Jho and Song [18] identified a positive effect of a country’s 
online population over EPI. Notwithstanding, Siau and 
Long [36], Pina et al. [28] and Das et al. [9] concluded TII 
was influential on EG development in general.  

As regards the second predictor variable, Education, 
measured through Human Capital Index, it results 
significant with a beta value of -0.09. According to the 
digital divide phenomenon, educational levels affected 
positively e-participation, but with a different sign. Our 
second hypothesis is confirmed but not in the expected way. 
One possible explanation would be that education solely is 
not enough to increase e-participation, meaning that 
governments need to work to make citizens aware of the 
benefits of using EG [17].  

 Following the results, the indicator used to measure 
Location, % Rural population, shows a significant negative 
influence in EPI (beta -0.25) along the period of study, 
confirming our third hypothesis that belonging to rural areas 
is associated to lower levels of e-participation and vice 
versa. These results support the digital divide paradigm [48] 
that conveys that rural areas are generally associated with 
low levels of ICT and telecommunications [39] and 
education [38], which, in turn, generate barriers for EG 
access and usage. Besides, our results are consistent with 
those obtained by previous research [15][22].  

As far as the variable Age is concerned, the results point 
to a significant and positive influence of the percentage of 
population over 65 in EPI (beta 0.35), at the 0.05 level. In 
other words, when holding all other variables constant, a 
one-unit increase in a country’s %Pop.>65 increases a 
country’s score on the EPI by 0, 35. This strong connection 
confirms our fourth hypothesis, although in a different sense 
from the expected according to the digital divide approach, 
which claims that older populations face significant 
disadvantages in the use of EG compared to younger people 
[11][14]. On the contrary, our results suggest that ageing 
relates to increased e-participation in government portals. 
Piewtrosky and Van Ryzn [27] could not confirm that older 
people demanded more transparency from Governments. 
The authors have not found previous works that tested the 
effect of ageing on the specific area of e-participation, with 
the exception of Reddick [33], who also pointed to the not 
significant effect of age in the participatory model 
constructed by the author. 

Focusing now on the values obtained for the indicator 
percentage Female, used to measure the effect of Gender. 
The results do not permit to verify the fifth hypothesis. This 
contradicts the existence of a digital divide between men 
and women, in the sense that women in many parts of the 
world lack an equal access to ICT services [1] or men are 
more prone to use EG services than women [5]. Reddick 
[33] also discarded a statistically significant influence of the 
gender in e-participation. 

Finally, political freedom and democracy come up as not 
significant according to our research. It is surprising that 
civil liberties are not required for the full development of 
EG. It cannot be confirmed that countries that do not 
guarantee civil liberties and democracy are associated with 
low levels of EPI. Consequently, our last hypothesis is 
rejected. Previous work is inconclusive about this issue. 
Girish et al. [15] and Jho et al. [18] have studied the topic in 
relation to EPI. The former detected a significant and 
negative influence for the political freedom variable coupled 
with a positive coefficient for democracy aspects. As Das et 
al. [9] pointed out; the evidence that EG can develop without 
significant dependence on governance alerts us that the type 
EG that is being developed is primarily for the billboard.  

As a synthesis of the above, Figure 3 collects the test of 
the hypotheses put forward in this research. 
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Figure 3. Summary of the test of the hypothesis 

VII. CONCLUSIONS 

From the test of the hypotheses, some practical 
implications may be drawn: 

In general, it is important for governments to identify 
demographic groups with unequal access to the benefits of 
EG services. This will provide them with the ability to 
target future policies and initiatives to narrow the digital 
divide and increase the population that can actively engage 
with public services. 

The positive and significant coefficient of the TII 
permits to verify the first hypothesis. In this regard, 
inclusive EG polices should be supported with investment 
plans in ICT in order to raise the number of people with 
Internet access. 

The results for the HCI predictor were significant but 
unexpected. It could be argued that education is only a 
minimum requirement but does not imply use of EG. 
Governments must consider this fact and implement policies 
to increase awareness about the benefits of the use of EG for 
citizens. 

The percentage of rural population over all population 
resulted significant with a negative influence on EPI. 
Interpretation of this finding advises policy makers to pay 
appropriate regard to the special condition of the rural 
population, normally associated to reduced government size 
and budget to develop e-participation tools. 

The results for the older population go against the 
existence of a digital divide due to age. However, 
interpretation must be careful. More aged countries are also 
associated to higher degrees of life expectancy, ICT 
infrastructure and education, which may be behind these 
results. It seems that the elderly living in developed countries 
are increasingly adopting EG, reducing the digital divide. 

As regards for the gender, the results lead to discarding 
an influence of this variable in the level of e-participation. 
Similar conclusions apply for the “voice account rank”.  

Civil liberties and democratic institution are not 
necessarily associated to EPI scores, which seems 

incoherent with the foundations and objectives of EG and e-
governance in particular. 
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Abstract— A common approach transforming a city into a smart 

city is to study successful transformation approaches. However, 

there is no recommended adaptation process for smart city 

transformation, thus often resulting in manual, project-based 

and costly efforts. In this paper we propose a methodology, tools 

and a process which guides through the documentation and 

transformation process when transferring smart city innovation 

to other cities. Considering public value as main result of the 

smart city value chain, an adaptation of the business canvas to 

a smart city canvas allows a holistic view on the most important 

aspects during smart city transformation. Moreover, a 

blueprint template is proposed together with a process which 

has proven to be a valuable tool for the adaptation of successful 

smart city concepts to other cities. The approach has been 

validated in the context of a large-scale smart city innovation 

project. 

Keywords- Smart City; Blueprint Template; Transformation 

Process; Public Value. 

I.  INTRODUCTION 

An increasing number of cities use data from citizens and 
devices in order to use resources efficiently and design smart 
services, thus becoming a smart city. Although there is no 
shared definition of smart city available, in [1] a taxonomy of 
pertinent smart city application domains is elaborated. Instead 
of just automating routine functions for individuals, buildings 
or traffic systems, a smart city should monitor, understand, 
analyze and plan its situation in order to increase efficiency, 
equity and the quality of life for its inhabitants in real time [2]. 
Often, smart cities are seen as a composite of various 
networks, which continuously collect data regarding the 
movement of people and materials and use them for decision-
making. Cities, however, can only be smart if they have 
intelligent tools which are able to integrate and synthesize data 
for a specific purpose. 

It is common to use smart city platforms to process sensor 
data, open (government) data, social media data, as well as 
data from third party providers and private users. Many smart 
city projects describe the need for such a platform [3][4] as a 
valuable driver in the promotion of smart city innovation.  

Within the CPaaS.io research project [4], the developed 
smart city platform had to be validated through several large-
scale use cases from different contexts such as (high) water 
management, (sports) event management, emergency medical 
care, smart parking and public transportation [5]. Instead of 
starting from scratch for every use case, the authors searched 

for ways to re-use knowledge and experiences from prior use 
cases. 

Although there exist information frameworks for the 
creation of smart cities (e.g., [6]), to date there is no common 
process or even a recommendation for developing a smart city 
project beyond the commonly acknowledged trinity data – 
platform – smart applications. Often, the wheel is re-invented, 
although the transformability of use cases and applications 
from city to city would be possible thereby re-using 
experience and know-how. The following research question 
was used as guidance throughout the research: "How can 
successful smart city concepts be used for smart city 
transformation?". Or, more precisely: "Which are appropriate 
methods, tools and processes for performing and documenting 
smart city transformation?". This paper proposes a blueprint 
process and a template covering technical and organizational 
aspects. 

Since every city has specific characteristics, smart city 
applications are not transferable without adaptation to its 
context. To support the documentation and adaptation of 
smart city applications, a blueprint approach is proposed, 
guiding through the problem-solving cycle and assisting in the 
abstraction and concretization process of a smart city 
application and thus in the adaptation process. 

The blueprint template covers important categories along 
the value chain [7] of smart city applications. The objective of 
the blueprint template is to create a description of the system 
without enforcing specific implementation methods. It 
considers processes, architecture views, hardware, software, 
possible project and communication plans. Further aspects 
support the creation of public value within a smart city 
application as well as the operation and optimization of an 
application set in place. 

To simplify the adaptation of a smart city blueprint, a so-
called One-Pager shows the most important aspects of the 
blueprint. The One-Pager guides through the development of 
the blueprint and shows which aspects need to be re-evaluated 
when adapting an existing blueprint to another city. 

The paper is structured as follows: After presenting the 
research design conducting our findings in Section 2, the tools 
and processes are introduced in Section 3, where the 
derivation of the smart city value chain is also discussed, and 
the blueprint template based on it is justified. In Section 4, the 
checklist-based adaptation process is presented, and in 
Section 5, the validation of the approach is discussed within 
the context of a practical, large-scale smart city innovation 
project. 
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II. RESEARCH DESIGN 

The development of the blueprint template and process 
was conducted in a classical three-step approach: analysis, 
design and validation. In the analysis phase, relevant literature 
was searched on smart city blueprints, on public value of 
governmental initiatives, on the value chain of smart city 
applications, on the future of smart cities and on specification 
guidelines in the smart city context. The literature research 
was conducted in various online resources in spring 2018. 
However, in none of the papers a blueprint template, 
framework or specification guidelines for smart city 
applications was presented. 

Additionally, papers on best-practice methodologies on 
innovation creation, architecture guidelines, specification 
guidelines, business model creation and operation models 
were searched in the same way for importance on the planned 
template design. 

During the design phase, a generic grid was suggested 
based on the value creation of smart city applications 
according to [8]. The definition of vision, mission and strategy 
is an adaptation of the Business Model Canvas from [9] with 
focus on the generation of public value.  

As a result, a four-phase blueprint template is suggested 
considering the phases initialization, conception, realization 
and deployment and operation, as common in project 
management [10], accompanied by a process guiding users 
through the development of a blueprint instance. 

During the third step the blueprint template process is 
validated against use cases of the CPaaS.io project [4], in 
which the authors of this paper participate. This validation 
process is still ongoing, initial results are promising as they 
confirm the usefulness of the tool in capturing information and 
some of the cities we are in contact with have expressed 
interest in using such templates for their upcoming application 
implementations. These activities will help us to improve the 
blueprint template further. 

III. THE SMART CITY BLUEPRINT TEMPLATE 

The blueprint template covers important categories along 
the value chain of smart city applications. The objective of the 
blueprint template is to create a description of the system 
without enforcing specific implementation methods. It 
considers processes, architecture views, hardware, software, 
and possible project and communication plans. Further 
aspects support the creation of public value within a smart city 
application as well as the operation and optimization of an 
application set in place. 

A. Value Chain of Smart City Applications 

In business, the concept of a value chain is commonly 
used. Porter [7] defined five primary activities of a company 
that lead to profit: sourcing logistics, production, distribution 
logistics, marketing and sales, and customer services. In 
addition, he defined the following supporting activities: 
infrastructure, human resources, technology development, 
and procurement. A city however has different goals 
compared to a business-oriented company: While a company's 
primary goal is to increase profits, a city strives to create 

public value. Introduced by Moore [11], the concept of public 
value describes the value an entity contributes to society, e.g., 
increasing the quality of life for its population, supporting 
transparency and democratic processes, or other useful 
services a city may provide to residents or enterprises. Such 
services are especially important where market mechanisms 
alone are not providing the desired service levels, like in 
health care or public transportation [12].  

So how could a value chain for a smart city be defined? 
The base currency for a smart city is data, which leads to 
information and insights, and thus to new services and better 
and faster management of city processes. Laaboudi and 
D’Ouezzan [8] postulate that the value chain of a smart city 
consists of the following elements: 

• Data Collection: Data collection from a wide range of 
devices such as mobile devices, sensors, home 
applications, vehicles or data from 3rd party applica-
tions via interfaces. 

• Data Carriage: Network technologies like fiber, 
wireless, telecommunication infrastructure or Low-
Power Wide-Area Network (LPWAN) or other 
connectivity components to transfer the collected 
data. 

• Data Storage: Data centers, cloud or other storage 
capabilities to store the collected data. 

• Data Analytics: The heart of the value chain that 
brings smartness into a smart city application. 
Dedicated platforms are used for standardization, 
communication of information and transforming data 
into linked data with semantic context. 

• Data Marketplace: Exposing data, authenticating 
users, authorizing access as well as possible billing or 
booking capabilities. The marketplace is a central 
element to open data strategies for cities. 

• Application Layer: The application layer is dedicated 
to creating, developing and improving a smart city 
application. It represents the tools and services, as 
well as APIs for the city and the users.  

All these elements need to be considered when creating a 
smart city application generating public value. However, not 
every element may be essential for value creation in every 
smart city application, some applications may only address a 
few elements. Usually however, most elements of the smart 
city value chain need to be addressed.  

Regarding supporting activities, the following can be 
identified: sourcing of vendors (hardware and software), 
governance and risk management, data protection and 
security, as well as financing. Thus, the model of Porter is 
adapted as shown in Figure 1. 

Sustainable and optimal development of a smart city 
application is based on a city’s vision with focus on public 
value, a network of organized actors, a set of codes and 
technologies and values that governs all stakeholders. In this 
sense, governance is needed around a common vision for the 
transformation of cities. 

B. Structure of the Smart City Blueprint Template 

The smart city blueprint template consists of four parts 
(see Figure 2) which relate to the four typical phases of most 
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projects [10] plus a One-Pager giving a summary and 
overview of the blueprint and its use case. In the following, 
we will describe these parts in more detail. 

 

 

Figure 1.  Smart city value chain (adapted from [7, 8]), generating public 

value based on data usage and on supporting activities. 

 

 

Figure 2.  Structure of a smart city blueprint and relationship to project 

phases 

C. Smart City Application White Paper 

The Business Model Canvas defined by Osterwalder and 
Pigeur [9] is a well-recognized tool in the business world for 
the creation of innovation and the associated development of 
new business fields. With few adjustments due to the different 
goals for business and cities discussed above, a similar 
conceptualization for the smart city context is proposed (see 
Figure 3). 

Contrary to the business model canvas, in the smart city 
canvas the focus is on the public value proposition, and on 
beneficiaries instead of customer segments. For the same 
reason also the customer relationships and channels elements 
of the Business Model Canvas are replaced with a single 
relationships element which is used to capture all stakeholder 
relationships, both positive and negative, as Smart City 
projects typically involve a multitude of different 
stakeholders. 

This smart city canvas is the central piece and starting 
point of the smart city application white paper within the 
initialization phase (see Figure 2). In addition to the canvas, 
the white paper should provide an overview of services, 
standards and technology, especially on IT topics. This 
includes user descriptions, case studies and market research 
results. 

 

Figure 3.  The smart city canvas is an adaptation of the business model 

canvas of Osterwalder and Pigeur [9] 

D. Requirements Specification 

The following specification guidelines are based on the 
IREB Standard, which includes a toolset of different 
methodologies for the management of requirements [13]. The 
requirement specification should begin with the description of 
the planned system, giving an overview of the application to 
be created. Furthermore, it should be ensured that the system 
boundary and the system context are defined before the 
requirements are collected. This is relevant for the definition 
and understanding of the requirements of the system under 
consideration. 

To structure the requirements catalogue in a uniform and 
retrievable manner, they are categorized according to the 
elements in the value chain of smart city applications. Such a 
split is also helpful when developing the application, as each 
part may possibly be developed as a separate component. As 
a first step, it is thus advisable to identify which elements of 
the value chain are affected and play an important role in the 
application at hand. Table I provides a simple but useful tool 
for such analysis, also listing initial questions to help elicit 
requirements. In addition, for each element a sentence 
template for how to formulate the requirements has been 
defined. For example, the sentence template for the Data 
Collection element looks as follows: 

 
The system can/should/must collect data from <source> about <topic>. 

 
Sentence templates are an easy-to-learn and easy-to-use 

approach to reduce linguistic effects [13] – an important issue 
in multi-stakeholder projects as smart city applications 
typically are – and are also commonly used in agile 
approaches like SCRUM. 

E. Realization Concept 

An important step for the realization concept is listing 
selected technology toolsets for realizing the application. 
Similar tables as used in the requirements specification (cf. 
Table I) can also be used for summarizing the technology 
options, however, instead of listing requirements, possible 
solutions are listed here, thus spanning a solution space from 
which elements can be selected during a transfer and 
adaptation project. In addition to technology options, the 
realization concept must also tackle the issues of project 
methodology, development road map and architecture. 
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TABLE I.  CHECKLIST TO DETERMINE THE APPLICATION 

REQUIREMENTS ACCORDING TO THE SMART CITY VALUE CHAIN  

Value 
Chain 
Element 

Requirements Element 
affected? 

Data 
Collection 

Is the planned application dependent on 

collecting data?  

What types of data are required to 
implement the smart city application? 

Where, how (e.g., sensors) and by whom 

(e.g., 3rd parties) is the data collected?  
 

  yes 

Data 
Carriage 

Is the transfer of data needed for the 

application? 

All functional and non-functional 
requirements related to data transmission.  
 

  yes 

Data 
Storage 

Is persistent storage of data relevant to 

the application? 

How is the data stored? How sensitive is 

the data? How fast must the data be 

retrievable? Does the data have to be stored 
in a certain form? Which semantic 

standards or guidelines must be observed? 
 

  yes 

Data 
Analytics 

Does the application require the data to 

be analyzed in order to provide value? 

How must data be aggregated? Which data 

is relevant for the analysis? What does the 
data curation processes look like? 
 

  yes 

Data 
marketplace 

Is it intended to sell data? 

Who should have access to the collected 

data? How is the operator of the application 

remunerated for providing the information? 
What are the price models and payment 

modalities? 
 

  yes 

Application 
Layer 

Is an interface / API necessary to provide 
another application with information? 
Which interfaces are required? Are 
actuators required for the application? Is a 
user interface provided? What actions are 
users or actuators performing?  
 

  yes 

 
 

Project methodology 
Identifying a project methodology for implementing a use 

case is crucial for the realization concept. There are various 
project methodologies in use, from classical waterfall-like 
models to agile approaches like SCRUM. In this context, it is 
important to decide, to what extent citizen participation should 
be encouraged, and if co-creation approaches are useful. 

Since smart city projects are mostly highly complex 
projects with multiple stakeholders and sometimes unproven 
technology, agile project methods are very suitable, as they 
are designed to deal with changing requirements, to integrate 
a balanced set of stakeholders and use a controlled, iterative 
procedure to offer an appropriate, situational response. On the 
other hand, government agencies often have regulations and 
standards how public projects have to be executed (e.g., 
HERMES in Switzerland) that mandate more classical, 
waterfall-like models of project management. 

 
Project Roadmap 

According to Galati [14], smart city planners should 
develop a realistic path to move from the concepts of their 
smart city architecture to achieving the application objectives. 
When planning the roadmap, project managers must consider 
that there may be delays in projects and that unexpected 
obstacles may arise. Furthermore, all expenditure should be 
meticulously managed and monitored. The roadmap in the 
realization concept must give the necessary, high-level 
guidance, possibly also coordinating with other smart city 
applications being developed in parallel. The selection of 
common platforms, which should be used in a given setting is 
a typical element of such a roadmap. 

 
Architecure 

A sound architecture of the overall smart city application 
landscape is crucial, since any newly developed application 
needs to fit into the landscape. In particular when a common 
smart city platform is already deployed or is planned to be, a 
common architecture like the functional architecture 
developed in the context of the CPaaS.io project becomes very 
useful. The realization concept must address how the 
application is integrated into the existing landscape. Using 
views and perspectives as defined by Nick Rozanski and Eoin 
Woods [15] is recommended to describe the application 
architecture. Of particular importance for smart city 
applications are the following perspectives: security, 
regulation, performance and scalability, usability, availability 
and resilience, as well as evolution. 

 
Operational Concept 

According to [16], the following aspects should be 
considered when defining an operational concept: 

• Determination of operational requirements 

• Description of the system technology 

• Description of the organizational plan 

• Description of business processes 

• Treatment of disorders 

• Description of safety aspects 
 
The IT4IT operating model [17] proves to be well suited 

within the realization concept due to its flexibility, because it 
can be integrated into existing operating models such as ITIL 
and COBIT but focuses on the clear embedding and obligation 
to integrate new applications and suppliers into the operating 
model. The great benefit of IT4IT as a reference architecture 
for the IT function lies in its application as a guide. 

For a smart city application landscape, it is important to 
think about the transfer and operation of the platform in 
advance. By using the IT4IT reference model, a future-proof 
operation of the application is achieved in view of necessary 
extensions. In [17], a template is given according to which 
IT4IT could be implemented. 

F. Smart City One-Pager 

For orientation, the extensive information described in the 
previous sections is summarized in the so-called smart city 
blueprint One-Pager, as shown in Table III. It forms the basis 
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for any transfer, as a city official interested in a specific 
application can quickly gauge if that blueprint is relevant for 
his or her city, and if yes, it provides an initial list of issues 
that need to be tackled, and thus to an initial roadmap and 
project plan. An example of a One-Pager is discussed in 
section V. 

IV.  ADAPTING AN EXISTING SMART CITY BLUEPRINT 

Developing a blueprint for a targeted city is guided by an 
adaptation process (see Figure 4), starting with the selection 
of an appropriate existing One-Pager. The next step focuses 
on the gaps between that One-Pager and the targeted 
implementation, where those aspects are identified that must 
be validated against the blueprint template of the targeted 
implementation. Finally, the blueprint can be enhanced (e.g., 
with new options for the realization phase), adapted or 
completed in an appropriate way. 

In Figure 4, the adaptation process is modeled in BPMN 
notation. Note that it is crucial to take the technical 
possibilities as well as the cultural context of a city or its 
region into account. 

 

 

Figure 4.  Adaptation process of a smart city blueprint during smart city 

transformation. 

Checklists can assist in identifying existing gaps between 
the blueprint and the needs of the city that wants to adapt a 
blueprint. An initial version of such a checklist is given in 
Table II, referring to sections in the One-Pager. It might be 
necessary to continuously update this initial checklist with the 
experience gained in the actual blueprint adaptation processes. 

V. SMART CITY BLUEPRINT VALIDATION 

The smart city blueprint template provides a tool to guide 
developers of smart city applications in the initial process, 
giving a structure for a project plan and listing all aspects that 
should be considered. Using the blueprint template already at 
this early stage allows also capturing important information 
and experiences gained along the way, and thus provides the 
basis for the transfer to another city.  

To validate the practical use, the first step is to fill out the 
template for selected use cases, leading to concrete blueprints. 
In a second step, we need to adapt these blueprints to the 
requirements and the context of other cities and use this 
adapted template in the implementation of the use case in the 
respective city, thus verifying that the blueprints significantly 
facilitate and speed up the implementation process.  

In Table III, a preliminary One-Pager is shown for the 
Amsterdam water management use case from the CPaaS.io 
project, illustrating the basic use of the blueprint template. 
Currently, this blueprint and blueprints for other use cases are 
being detailed and completed. Several cities show interest in 
using this blueprint approach in their smart city activities, 
where its usefulness can be demonstrated. Specific interest 
exists also in using the Smart City Canvas and the One-Pager. 
For example, we are currently talking to a larger Swiss city to 
use and adapt the smart parking blueprint originally developed 
for the implementation in the city of Murcia, Spain. 
Furthermore, the water management use case shown in Table 
III has raised the interest of some cities in Japan. The 
questions listed in Table II will guide this adaptation process. 

TABLE II.  CHECKLIST FOR BLUEPRINT ADAPTATION 

Section Checklist questions 

Vision 
• Does the value proposition cope with the needs of 

urban environment? 

Requirement 
Specification 

• Are there any additional special security risks? 

• Are frameworks in use, which are not applicable 

for us? 

• Are sourcing and vending partners considered who 

are not suitable for us? 

• How is the project financed? 

Realization 

• Is it possible to use the project methodology used 

for implementation? 

• Can the implementation period be similar or is a 

massively shortened implementation period 

targeted? 

• Can the same software be used? 

o Yes 

o No  Does the software intended for use have 

the same functionality as the one used in the 

other city? 

Tools & 
Technologies 

• Is data collected independently or obtained from 

existing systems that cannot be used by us? Do we 

depend on the same data? 

• Is the technology used for data transmission 

available in our region and does it operate in the 
same frequency band? 

• Does the data storage meet our expectations 

regarding queries and does it have sufficient 

protection mechanisms against external access? 

• Is the syntax and semantics used sufficient for data 

analysis? 

• Is recorded content made available to other parties 

and does the marketplace support your 

requirements for data transfer or provision? 

• Should the end application be structured as it is 

used in the other city? Can the software and any 

actors involved also be used? 

Operation 
• How can the smart city application be operated 

after introduction?  

• What does the organization look like? 

VI. CONCLUSION AND FUTURE WORK 

With the presented blueprint approach, a methodology, 
tools and a process are available for documenting and 
transferring smart city innovations to other cities. Based on 
well-proven concepts, such as Osterwalder's Business Model 
Canvas, Jenny's project phase concept and Pohl's work on 
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specification, the proposed smart city value chain together 
with the blueprint template are well suited for specifying a 
holistic picture of a specific smart city implementation. 
Moreover, the proposed checklist guides through the 
adaptation process and helps identifying gaps between an 
existing blueprint and the needs of a city that is aiming at 
adapting the blueprint. 

To date, all the proposed concepts are developed and 
documented, and have been validated in the context of a smart 
city innovation project [4]. By capturing the information of 
the use cases in the project, we could validate that these tools 
can not only be used to capture information about specific use 
cases, but that the structure of the tool is helpful in doing so. 
Currently, the approach is applied for various other city 

contexts and use cases for validation purposes, in order to 
evaluate and possibly adapt the proposed tools and processes. 
Respective stakeholders from different cities have shown 
specific interest in the Smart City Canvas as well as the One-
Pager. This will enable the next step of validation, applying 
and adapting an existing blueprint in the context of another 
city. 
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TABLE III.  SMART CITY BLUEPRINT ONE-PAGER FOR AMSTERDAM WATER MANAGEMENT USE CASE 

 
Smart City Blueprint One Pager 

Value Proposition –  
Creation of Public Value 

Extreme rainfall and periods of continued drought are occurring more and more often in urban areas. Because 
of the rainfall, peak pressure on a municipality’s sewerage infrastructure needs to be load balanced to prevent 
flooding of streets and basements. With drought, smart water management is required to allow for optimal 
availability of water, both underground as well as above ground. 

Requirement Specification 

Ownership / Contact WaterNet (water utility) 

Affected Value 
Chain Elements: 

Data Collection Data Carriage Data Storage Data Analytics Data Marketplace Application Layer 

[x] yes [x] yes [x] yes [x] yes [ ] yes [x] yes 

Supporting Activities 

 Sourcing  LoRa Network (The Things Network), Polderdak (water buffers) 

 
Governance & 
Risk Management 

tbd 

 
Data Protection & 
Security 

Remote-control access to valves must be secured, data transmission over secure channels 

 Financing Government-level funding 

Realization 

Project organisation Led by WaterNet 

Roadmap Prototyping individual sites, then boader roll-out  

Architecture PaaS (Platform as a Service), using CPaaS.io / FIWARE components (e.g., FogFlow for distributed edge 
computing 

Chain link specific tools and technologies used: 

 Data Collection Data Carriage Data Storage Data Analytics Data Marketplace Application Layer 

1. Water-level 
sen-sors (in 
buffers as well 
as in sewage 
systems) 

2. Weather data 

LoRaWAN 
transmissionon 
(EU 863-870MHz 
ISM band) 

Storing the Data in 
the FIWARE 
Orion context 
broker 

Control water 
buffer valves 
based on fill 
levels, expected 
weather data, and 
status od sewage 
system. 

 FIWARE APIs 
(NGSI-10) 

Operation 

Currently in prototype stage, determining parameters for continuous operation. 
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Abstract—The analysis of the quality of life has become an 
increasingly complex process through which a number of 
economic, political and social factors are examined in order to 
identify the necessary measures to be taken for the social 
inclusion of disadvantaged people, to reduce the poverty rate of 
the population and to increase the living conditions. Through a 
detailed analysis of the determinants of living standards, we 
identified the progress that Romania has made since 2007, the 
year of accession to European Union, until 2016, the year for 
which the latest open data sets are available. Thus, an important 
discrepancy it has been identified between the level of quality of 
life from the region that has obtained the highest score, the 
region which covers the Romanian capital has been excluded, 
and the one which has obtained the lowest score. With an income 
difference of 28% and with four times higher of foreign 
investments attracted in the Central Region against the North-
Eastern Region, the identification and adoption of 
administrative politics become imperative for ensuring a 
unitary development of the eight Romanian regions of economic 
development. 

Keywords-quality of life index; quality of life dimensions; 
open data quality; QoLI Framework. 

I.  INTRODUCTION 
Measuring the quality of life represents an important 

instrument in determining the level of development of a 
determined region, as an increased value of life satisfaction 
reflects at the same time the individual’s and the society’s 
economic welfare, individual’s satisfaction, which reflects 
not only in his/her good emotional state, but also in the 
assessment of the local economy by the increase of 
productivity, capital attraction, increases of workplaces, etc. 

For an identification as accurate as possible of the level 
of the quality of life it is necessary not only to use the 
economic dimensions, which consider the rate of income and 
expenses, or other financial elements, but also to turn towards 
the factors which measure the citizens’ safety level, the 
medical facilities’ capability to ensure public interest 
healthcare, the education level accessible to citizens, the 
individuals’ satisfaction and other social factors which might 
have significant influence both on the economic welfare and 
on the social welfare of individuals belonging to a certain 
society.  

On the same hand, even though the data sets come from 
official sources, for calculating the level of the quality of life, 
an analysis of the former must be realized in order to ensure 
a level of data quality as high as possible by correcting 
possible errors present in the analyzed data sets. 

For the atomization of the calculation of the quality of life 
index, the QoLI Framework represents an authentic solution 
as it absolves the analysts from the application of complex 
sets of formulas in order to determine the level of quality of 
life of a determined community. Through this framework, the 
analysis becomes easier, involving only the preparation of the 
date which will be used to realize the calculation and to 
interpret the results obtained after applying the calculation 
formulas over a sphere of eight economical-social 
dimensions and of two supplementary indicators, the net 
medium income and the level of resident population. Thus, 
the quality of life indicator calculated using the QoLI 
Framework becomes a robust indicator, which has in mind 
both the financial nature factors which influence the 
purchasing power of individuals and the social nature factors 
as well, which affect the physical and emotional state of the 
population. 

The present case of study aims at realizing a study relative 
to the level of the quality of life in Romania centered on the 
economic development areas for the period 2007-2016, the 
year of accession of Romania to the European Union (2007), 
respectively the last year for which statistics are available. 
For this reason, we will briefly present the most important 
indexes for measuring the quality of life used after 1990, 
followed in Section III by a focus over detailing the economic 
and social dimensions which make up the formula for 
calculating the Quality of Life Index (QoLI). 

Section IV is reserved to presenting the used open data 
sources, followed on the next section by a focus on the 
process of ensuring the quality of data by identifying and 
suggesting solutions for rectifying the sensitive aspects 
regarding the increase of the data’s quality. The framework’s 
structure implementation will be presented in Section VI, 
while in Section VII it will be presented the result of the 
calculation of the QoLI for the laps of time analyzed so that 
the following section exposes a series of findings regarding 
the approached subject will be revealed.  

II.  STATE OF ART 
One of the most used metrics for determining the level of 

development of a country [1], the Human Development Index 
(HDI) [2], has its origins in year 1990, when the United 
Nations Development Programme launched a formula for 
calculating the rate of the welfare of the population using the 
following three factors:  

a) the population’s health status and longevity; 
b) the level of knowledge the citizens have access to; 
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c) the population’s life standard reflected through the 
rate of its income.  

The recognition of the multi-dimensional nature of the 
factors that affect the quality of life has determined the 
identification of a new index, the World Health Organization 
Quality of Life (WHOQOF) [3], which treats more 
dimensions than the HDI: 

a) physical domain; 
b) psychological domain; 
c) level of independence; 
d) social relationships; 
e) environment; 
f) spirituality, religion, personal beliefs. 
Although HDI and WHOQOF are two indexes useful in 

determining a country’s level of development, the European 
Union’s Statistical Office (Eurostat) proposed that in official 
reporting, to measure the quality of life using the following 
relations [4]:  

a) material and living conditions; 
b) productive or main activity; 
c) health; 
d) education; 
e) leisure and social interactions; 
f) economic and physical safety; 
g) governance and basic rights; 
h) natural and living environment; 
i) overall experience of life. 
As far as the quality of the data is concerned, in the 

literature [5] [6] [7] can be distinguished the following four 
central dimensions which ensure a level of data quality as 
high as possible: i) data accuracy - measures the degree of 
representativeness of the data from the database in relation to 
the elements from real life which they represent; ii) data 
consistency - is the data’s property of respecting the integrity 
constraints; iii) information completeness - measure the 
capacity of the database to offer complete information at the 
user’s queries; iv) data currency - reflects the degree of 
update of the data. 

III. QUALITY OF LIFE INDICATORS 
Although the Gross Domestic Product Index (GDP) is one 

of the most used indicators for determining the level of 
development of a country [8], it is limited as it measures the 
quality of life only from a financial perspective. Therefore, 
scientists headed towards the identification of all factors 
which might have a significant influence over the 
population’s quality of life, such as social indicators, 
measures for the increase of the population’s welfare, 
economic measure [9], etc. As Eurostat itself specifies [4], 
the dimensions of the quality of life are grouped according to 
the functional capacities the citizens should have in order to 
identify a decent living. 

A. Material and Living Conditions 
The Material and Living Conditions (MLC) is a 

dimension which reflects the living conditions of a 
population, not only from a material point of view, but also 
from the perspective of the place where they live in. If the 

pay grade is a component which highlights the rate of 
standard living, MLC includes other relevant factors to be 
taken into account, such as the purchasing power of a 
household, the relative poverty rate, poverty risk and severe 
material depravation, etc. These distinctive factors reflect, on 
the one hand, the difficulty of satisfying the basic needs of a 
decent living, and on the other hand, the capacity of a 
population to afford expenses in order to support a decent 
living, such as contacting mortgage loans, paying bills, 
purchasing household appliances, tacking voyages inside and 
outside the frontiers of the country, etc.  

B. Productive or Main Activity 
As the time spent at work represents a significant lapse of 

time at which the individual renounces so that he/she might 
obtain benefits for him/herself, it represents an important 
factor in determining the self-respect. Thus, through a fair 
remuneration of the work undergone and through the 
evolution of the social status, individuals may feel their work 
appreciated, and their mental health is enriched by 
professional life success [10]. Therefore, the Productive or 
Main Activity (PMA) dimension is particular one as it 
measures the quality of life from the perspective of the 
individual’s social status.  

C. Health 
Health is another determining factor in calculating the 

rate of the quality of life because it directly affects the life of 
the individuals. This dimension can be calculated from the 
perspective of several factors, such as the quantity of fruits 
and vegetables consumed, the quantity of alcohol consumed 
(with a negative effect on the quality of life), the population’s 
degree of access to healthcare and the medical facilities’ 
capacity of ensuring public interest healthcare both from the 
point of view of the available infrastructure and of the 
existing qualified personnel, the rate of incidents (with a 
negative influence), average life expectancy, as well as other 
factors which directly affect the individual’s health quality.  

D. Education 
An important factor which has a significant contribution 

in determining the quality of life is represented by the level 
of education of the population, because a group with a high 
educational level may have access more easily to well-paid 
employment, which contributes to the possibility of accessing 
higher quality healthcare and to the increase of the living 
conditions. Moreover, the high level of education of the 
population is reflected in the governing and lawmaking, in 
creating a friendly environment both from the point of view 
of social interaction and from the point of view of nature 
preservation.  

E. Leisure and Social Interactions 
The fifth dimension which can measure the population’s 

quality of life, the Leisure and Social Interactions (LSI), is 
closely linked both to factors which facilitate the social 
interactions in environmental areas, such as museums, 
spectacles and to factors which are found in sports 
environments, such as the number of sports facilities.  
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F. Safety 
Another dimension which has a significant influence over 

the quality of life of the population is represented by Safety. 
As the Law no. 51/1991 on National Security of Romania 
defines national security as a state of social, economic and 
political stability, we can look at the safety term as being a 
state of stability both social and economic. Therefore, the 
Safety dimension considers the individual analysis of the 
economic security (of the measures the society or individuals 
take for ensuring the individual economic security in case of 
loss of employment, variation of monthly expenses, 
mortgage and other exceptional situations) and of the 
physical security (of the factors that reflect the physical 
insecurity of a population, as the crime rate, the percentage 
of the population with a definitive penal sentence, etc.). 

G. Governance and Basic Rights 
The dimension Governance and Basic Rights (GBR) 

represents that series of factors which influence the life of 
population from the perspective of the governing and law 
making, but also from the perspective of the equality of 
opportunity no matter the political, religious or cultural 
background of the individuals in a society.  

H. Natural and Living Environment 
The dimension Natural and Living Environment (ENV) 

considers the calculating of the level of standard living of the 
population considering the quality of the environment where 
the individuals live by analyzing a series of factors, such as 
the level of pollution of the area, the measures taken to 
combat pollution, the degree of the population’s access to 
basic services (drinking water systems, electrical power 
supply systems, etc.). 

IV. OPEN DATA SOURCES 
From a simple perspective, by the term open data it can 

be seen as being that concept which defines the freedom of 
use, reuse and distribute data. Nevertheless, some data 
suppliers may have different perspectives regarding what it 
can be understood by openness [11], in the sense that the use, 
reuse, reworking, redistribution and reselling might have 
terms and conditions by their own, so that, even though the 
access to data is free, their use in one way or another, might 
be restricted. 

The collection of statistical was made through the API’s 
offered by the National Institute of Statistics of Romania 
(INSSE) [12], which allows the selection of open data sets 
according to topics, years and economic development area 
both in XLS format but also in CSV format. For the analyzed 
period, there have been identified data sets referring to the 
eight main topics, as the level of income and the average 
expenses of a household, the living standard of the 
population, the GDP value, the average number of employees 
and of unemployed workers, the population’s state of health, 
the level of development of the healthcare and educational 
system both from the state and private area, the number of 
leisure places, data regarding the measure for assistance and 
social protection, the rate of green spaces per head of 

population, the dimension of the drinking water supply 
system and a two data sets referring to the level of the average 
net income and the level of resident population which permits 
to calculate the main topics indicators as they have been 
presented in Table I.  

Due to the fact that INSSE does not make available a set 
of public data regarding the result of the parliamentary 
elections, these data were extracted using the portal of the 
Permanent Electoral Authority of Romania [13], where we 
identified two PDF files containing information regarding the 
turnout at the parliamentary election dated year 2008 and 
2012, and one HTML file dated year 2016. 

V. OPEN DATA QUALITY ASSESSMENT 
Considering that the open data is a concept that enforces 

the existence of a free license for accessing the data, the open 
data quality may be expressed as it is expressed the quality of 
the data regardless their licenses, as being that state of the 
data which allows their use by consumers [14] [15]. The most 
frequently mentioned dimensions of this property [16] [5] in 
the literature being accuracy, completeness, consistency and 
timeliness. Therefore, the rate of the quality of data is directly 
related to the accuracy of the presented elements.  

TABLE I.  DATA SOURCES 

Dimension Name Dimension Indicator Name 

Material and Living Condition 
(5 CSV files) 

Household income rate 
Poverty Rate 
Poverty Risk 
Deprivation Rate 

Productive or Main Activity 
(4 CSV files) 

Researchers Rate 
GDP Rate 
Employment Rate 
Unemployment Rate 

Health 
(17 CSV files) 

Infrastructure Rate 
Medical Staff Rate 
Food Consumption Rate 
Injured Rate 
Natural Population Growth Rate 
Life Expectancy 

Education 
(5 CSV files) 

Teaching Staff Rate 
Infrastructure Rate 
Abandon Rate 

Leisure and Social Interactions 
(3 CSV files) 

Museums Rate 
Cinematographic Performances Rate 
Sports Sections Rate 

Economic and Physical Safety 
(8 CSV files) 

Family Support Allowance Rate 
Social Assistance Rate 
Social Canteens Rate 
Pension Rate 
Convicts Rate 
Crime Rate 
Offences Rate 
Police Solved Offences Rate 

Governance and Basic Rights 
(1 CSV file, 2 PDF file, 1 
HTML file) 

Employee Rate by Gender 
Parliamentary Elections Rate a 

Natural and Living 
Environment 
(2 CSV files) 

Green Spaces Rate 
Drinking Water Access Rate 

Auxiliary Dimensions 
(2 CSV files) 

Net Average Wage 
Resident Population 

a Sets of data downloaded from the portal of the Permanent Electoral Authority of Romania  
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A. Data Currency Issue 
Data currency or timeliness is an indicator which 

measures the quality of data which reflects the degree of their 
timeliness in relation to the nature of the activity for which 
the date is being used [7]. Although the API of the INSSE 
includes an entry regarding the last date of update of the data 
sets, this date is available only for the data sets as entities, and 
not for the records from the data sets. This feature does not 
allow to identify whether the data set has been modified due 
to adding new records or whether the existing records have 
been modified.    

B. Data Source Inconsistency 
For the analyzed data sets, the data model is divided into 

categories having only 4 common columns: the economic 
development area, the reporting year, the measurement unit 
and the actual value. This discrepancy of the data sets implies 
the application of separate rules for each data category. 
Another relevant aspect of the way data is stored – the use of 
the Comma Separated Values (CSV) files, which implies 
storing data on columns in a text file, columns separated only 
by a comma or another specific separator. Therefore, storing 
data in text format restricts the user in terms of types of data 
related to the stored values, which urge the user to identify 
the data types based on the columns’ description and of the 
existing values before using these data. 

C. Data Inconsistency 
The data inconsistency can be seen as the state of the data 

of not being consistent, that is of not having the format and 
the value in conformity with the chosen data model [17] or of 
having discontinuities of data.  

TABLE II.   ENTRIES STATISTICS 

Dimension Name Expected 
Input a 

Missing 
Values 

Inconsistency 
Rate (%) 

Material and Living 
Condition 400 16 4.00 

Productive or Main 
Activity 320 8 2.43 

Health 1,440 0 0.00 

Education 480 81 16.88 
Leisure and Social 
Interactions 240 0 0.00 

Economic and Physical 
Safety 640 64 10.00 

Governance and Basic 
Rights 240 8 3.33 

Natural and Living 
Environment 160 8 5.00 

Auxiliary Dimensions 142 16 11.27 

TOTAL 3,182 201 6.32 

a The total number of entries that should exist for the data set to be complete 

For the analyzed data sets, the data inconsistency is 
determined by the value of the missing record, as shown in 
Table II, considering that due to the periodical method of 
organization of the parliamentary election, the values of the 

missing years have been corrected with the one of the last 
years when parliamentary election has been organized in 
Romania. For example, for the years 2008, 2009, 2010 and 
2011, for each year it has been considered the value related 
to year 2008, year when parliamentary elections have been 
undergone, proceeding the same manner for the following 
periods. 

As an exception to the previous calculation mode of the 
results of the turn-out, lacking the statistical data regarding 
the turn-out for the parliamentary elections from 2004, the 
value for the year 2007 has been calculated applying (1), 
realizing the arithmetic mean of the values relative to year 
2008-2016. 

To decrease the negative effect of the missing records 
during the process of calculating the QoLI, we have 
proceeded, taking in consideration that: i) the value 
fluctuation from one year to the other is linear; ii) by using 
(1) to calculate the average of the series, the magnitude of the 
majority of the series is low under 50% than the average. 

 𝑎𝑣𝑔 = ∑ &'(')
*+,
)	.	/0120

3
 (1) 

start = beginning year 
end = end year 
data = the values related to the analyzed column  
n = the number of the years for which data are available  
 

Another aspect important to be mentioned regarding the 
data inconsistency is represented by the absence from certain 
data sets of the records classified for each county; this 
shortage restricts to an analysis on economic development 
areas, not including a detailed analysis on counties.  

VI. THE FRAMEWORK ARCHITECTURE 
Considering the complex character of the calculation of 

the Quality of Life Index, the present case of study, at the 
same time, aims at presenting the way the framework [18] has 
been conceived for the calculation of this economical-social 
indicator. Thus, who is interested in realizing the analysis 
referring to the state of living of the population is absolved 
from implementing the formulas of calculation of the QoLI, 
the only tasks that must be done being the supply of the input 
data and the interpretation of the obtained results.    

Figure 1 presents the diagram of the processes of realizing 
the QoLI framework, the first step being the analysis of the 
downloaded data sets in order to identify the common 
elements and the types of data for each individual column. 
After that, based on the formulated findings, the data model 
will be created for each analyzed data category, and for the 
missing records, the average of the respective period will be 
calculated using (1), so that the impact of the data set 
inconsistency will have an influence as light as possible when 
calculating the QoLI. 

The second stage implies the actual calculation of the 
values of the 8 QoLI main topics as they have been described 
and of the following complementary indicators: 

a) the average number of resident persons; 
b) the average net salary,  
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Figure 1.  The framework architecture. 

values calculated according to the reporting year and to the 
chosen economic development area. These indicators are 
used in determining the complementary statistic data, such as 
the share of the overall income of a household in relation to 
the average net earnings for the specific area; the share of the 
education establishments related to 1,000 resident persons, 
the number of square meters of green space for each 
inhabitant, and so on.  

The intermediate stage to presenting the QoLI result is 
represented by the analysis of the data, which aims at 
identifying errors and discrepancies in the calculation process 
of the indicators. For example, the school drop-out rate, the 
rate of persons involved in accidents, etc., they are all 
elements which negatively influence the calculation of the 
indicators they belong to, which implies that in the final 
formula their reverse must be considered, that is, to determine 
the proportions of population that is not affected. 

With the identification of the correction that must be 
made on the data so that they can reflect the real-life situation, 
the flow of operations come back to the sub-stage “Data 

Processing and Data Quality Assessment” for applying the 
mentioned modifications, a cycle that will be repeated until 
obtaining the expected results. In the end, the user will have 
the possibility of extracting the final result of the Quality of 
Life Index calculation classified on reporting years and on 
economic development area calculated using (2). 

							𝑄𝑜𝐿𝐼 = 8𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛𝑠 ∗ 𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 ∗ ℎ𝑒𝑎𝑙𝑡ℎ ∗ 𝑒𝑑𝑢∗ 𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛𝑠 ∗ 𝑠𝑎𝑓𝑒𝑡𝑦 ∗ 𝑙𝑎𝑤 ∗ 𝑒𝑛𝑣
H

     (2) 

conditions = Material and Living Conditions Indicator 
activity = Productive or Main Activity Indicator 
health = Health Indicator 
edu = Education Indicator 
interactions = Leisure and Social Interactions Indicator 
safety = Safety Indicator 
law = Governance and Basic Rights Indicator 
env = Natural and Living Environment Indicator 
 

Using the geometric mean for the calculation of the QoLI 
is imposed by the asymmetric character of the indicators 
which compose the eight dimensions so that the linear 
compensation of the reduced values of one dimension with 
the higher values of another dimension will be avoided [19]. 
Thus, using the geometric mean for calculating the QoLI, will 
allow that a reduction of 1% of one dimension to register the 
same impact as a reduction of 1% of any other dimension. 

VII. DATA USAGE 
The result of the current analysis can be used both by 

governmental factors which have at their disposal the legal 
measures for combating poverty and increasing the living 
standard of the population and to other actors of the society 
interested in following the evolution of the economic and 
social development level in time. The analysis uses a series 
of statistic data broken down on reporting years and 
economic development area, which facilitates both the 
identification of the area which met a considerable advantage, 
and to those which present an index of the quality of life 
lower than the other areas.   

TABLE III.  FOREIGN DIRECT INVESTMENT IN ROMANIA BY YEARS AND REGIONS (MILLIONS OF EURO) 
Region    

Year  2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 

Bucharest-Ilfov 27,516 30,594 31,699 32,720 34,021 35,859 36,808 35,665 38,243 42,021 

Center 3,541 4,146 3,703 3,909 4,215 4,625 5,179 5,833 5,831 6,379 

North-East 672 2,108 975 1,244 1,627 1,767 1,685 1,624 1,662 1,606 

North-West 1,907 1,226 1,940 2,232 2,454 2,814 2,665 3,384 3,783 4,108 

South-East 2,448 3,551 2,938 3,290 2,970 3,253 2,529 2,898 2,869 3,477 

South-Muntenia 2,942 3,411 3,576 3,816 4,059 4,230 4,599 4,194 4,626 4,837 

South-West Oltenia 1,379 1,226 2,058 1,928 1,806 2,068 1,912 1,954 2,172 2,080 

West 2,365 2,626 3,095 3,446 3,987 4,510 4,581 4,646 5,237 5,605 
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The result of the calculation of the QoLI is presented 
using the histograms from Figure 2 and Figure 3, where it can 
be observed the evolution of the indicators in time, according 
to the economic development regions. Thus, it can be noted 
that, as expected, the Bucharest-Ilfov Region, the one which 
comprises the Romanian capital, is the most developed, being 
followed by the North-Western Region, the Western Region 
and the Central Region, and on the other side, the most 
underdeveloped region being the North-Eastern one, being 
followed by the South-Western Oltenia Region, the South-
Muntenia Region and the South-Eastern Region. 

The growth trend of the Quality of Life Index from the 
central-western region of Romania may be considered as 
being the result of the consolidation of the industrial poles as 
Cluj-Napoca, Timisoara and Brasov [20], evolution that can 
be noticed even from the statistical data regarding the foreign 
direct investment rate which the National Bank of Romania 
supplied [21] as it is in Table III. As the statistical data are 
presented, the Bucharest-Ilfov Region and the Central Region 
remain on the entire analyzed period on the top of the regions 
with the height’s foreign investment capital in Romania, and 
the North-Eastern Region and the South-Western Oltenia 
Region being classified as the most unattractive regions from 
the point of view of foreign capital attraction.  

 

 
Figure 2.  Lowest evolution of QoLI. 

 
Figure 3.  Heist evolution of QoLI.  

The importance of foreign capital attraction occurs due to 
the relation which has in the increase of the state of living of 
the population. If the financial value of the investments is 
inconstant, alongside the advantage of attracting the capital 
for the development of the private area, at the same time, the 
investors may realize technological and knowledge transfers 
with the host country, may integrate both highly-qualified 
employees and unqualified employees, investing, thus in 
human resources, they may bring new management concepts, 
may influence the local market structure determining the 
sector in which they activate to be more productive and, of 
course, may contribute to the local and national budget by 
paying taxes, which can materialize in the increase of the 
level of public investments done in the interest of the citizen 
[22] .  

Another important component which has a major impact 
on the increase of the state of living of the population is 
represented by the correct financial remuneration of the work, 
because, alongside the financial factor needed to each person 
for leaving, individuals can feel more appreciated if they are 
remunerated accordingly to the performed work [10]. 
Therefore, the increase of the self-esteem influences not only 
the individual satisfaction but also his/her productivity, 
which translates by the increase of the value of the company 
they work for, a value which can attract financial investments 
and can create new workplaces for the resident population. 

By analyzing the data relative to the value of the monthly 
income on household for year 2016 [12], presented in Table 
IV, it can be noted that in the four regions which register a 
higher QoLI indicator, the level of the income reaching 
almost 700 euro; in the Bucharest-Ilfov Region the income is 
reaching to 911 euro. On the other hand, the level of income 
on household relative to the other economic development 
regions do not even reach the level of 600 euro, in the North-
Eastern Region, the one which presents the lowest QoLI 
indicator, the level of income barely reaching 525 euro. 

VIII. CONCLUSION 
The analysis of the population’s living standard is a 

complex process which is considered the determining of the 
level of economic development and the degree of satisfaction 
which a group of individuals has in the society. From this 
point of view, for calculating the Quality of Life Index, 
analysts must take into account the use not only of economic 
indicators which reflect the financial situation but also of the 
social indicators which reveal the level of satisfaction of 
individuals, both on personal and professional level. 

Analyzing the statistical data previously presented, 
except for the Bucharest-Ilfov Region, it can be noted a 
considerable discrepancy between the most developed and 
the less developed economical region from Romania, for 
which the level of monthly income per household differs with 
up to 28%, and the value of foreign investments attracted in 
the North-Eastern Region represents only 25% of the value 
of the investments from the Central Region. Thus, the 
existence of these discrepancies between the economic 
development regions from  Romania may  represent an  alarm 
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TABLE IV.  MONTHLY AVERAGE OF TOTAL INCOME PER HOUSEHOLD BY YEARS AND REGIONS (EURO) a 
Region    

Year  2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 

Bucharest-Ilfov x 714 746 709 723 703 742 763 812 911 

Center x 535 542 537 574 565 611 563 644 673 

North-East x 480 505 478 504 510 514 474 481 525 

North-West x 551 537 539 582 570 582 589 640 694 

South-East x 483 494 474 504 490 492 477 524 584 

South-Muntenia x 517 532 553 541 548 542 545 545 594 

South-West Oltenia x 492 489 498 500 509 527 510 541 580 

West x 548 574 547 588 617 602 577 618 689 
a The monthly average of total income per household has been converted from RON to EUR accordingly to the exchange rate provided by The National Bank of Romania [23]

signal for the authorities, enforcing the realization and 
application of the public politics which should advantage the 
less developed regions for reducing the existent discrepancy 
and the increase of the level of the population state residing 
in less developed regions. 

Thus, extending dimensions proposed by Eurostat, QoLI 
Framework allows for a more complex analysis of the level 
of quality of life in a region by including factors, such as the 
degree of school and health infrastructure development, the 
number of square meters of green spaces per inhabitant, the 
share of the number of researchers per thousand inhabitants, 
etc., factors that have a significant influence on the social life 
of individuals. At the same time, the utility of the framework 
can be easily extended to any level of administrative detailing 
by including, in the constant lists, the name of the 
administrative unit which is desired to be analyzed, 
regardless of the fact that it is a city, a county, a region, a 
country or any other administrative form.  

The utility of this indicator is incontestable for any part 
involved in society, from government which need accurate 
data to identify and apply the best measures for combating 
poverty, to nongovernmental organizations which supervise 
the application of the measure on social welfare and regional 
development, up to individuals who, on the basis of the data 
supplied by the state institutions or by specialized 
organizations, can take decisions upon migration towards a 
more developed area.  

If the state institutions authorized to make forecasts and 
analysis regarding the living standard of the population have 
access to the data, natural or legal persons are strictly limited 
to the public data offered by the state institutions, which, 
unfortunately, cannot be used before processing them. 
Therefore, it is mandatory to make an analysis in order to 
ensure the quality of the data by identifying errors and 
applying specific technics for adjusting them, so that the 
identified errors will have an impact as light as possible on 
the calculation.  
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Abstract— To maintain the integrity of information technology 

in governmental organizations, efficacious success factors in 

information security must be applied. Upon broad assessment 

and screening on the factors that influence information security, 

no permutation to successful assessment was reached. In 

addition, the influence of such factors has yet to be evaluated 

across the stages of assessment. This research’s objective is the 

discovery of successful implementation of information security 

factors.  
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I. INTRODUCTION 

Today's society is data-driven. Collecting data from 

people, actions, algorithms, and the web has resulted in large 

data stores, and accommodating all this data has become a 

major challenge. ‘Big data' tends to grow exponentially each 

year [14]. How secure is confidential information when 

people are not actually in their offices using a desktop 

computer, or when they are using a laptop computer on a 

network set up by a network administrator, When people take 

advantage of networking to use cloud computing services or 

to access e-mail on their own documents, they may 

accidentally risk the loss and/or disclosure of sensitive data 

and confidential client information. Organizations must pay 

more attention to data security and use protection tools to 

help secure their sensitive data and the confidential client 

information. Weak security systems used by the 

organizations may lead to data breaches and theft, resulting 

in major data losses and loss of customer’s confidence in their 

service provider. The hierarchal structure of current 

organizations has placed more of emphasis on reinforcing 

possible breaches on an individual level due to the fact that 

Organizations depend more and more on computers and that 

computing control has been brought down to the individual 

desktop. Hence, realizing the importance of the type of 

environment people work in. More employees are interacting 

with technology to commence their daily tasks, and 

employees have established a greater threat because they 

have direct access to an organization's assets [5]. Also, 

information that is generated and stored on their individual 

desktop must remain confidential to the concerning party, this 

is because insufficient protection of confidential information 

may result in destruction, delay or disclosure to an illegal 

party [15].  Conventional computer systems may be 

desirable, but conventional security mechanisms are not 

sufficient against unauthorized access in cloud systems [7]. 

Network systems have provided many advantages to 

organizations, essentially providing a means of access to 

facilities and resources from any computer, anytime, 

anywhere, bringing about a technological revolution. 

However, organizations need to give more attention and 

consideration to their system security and need to guarantee 

that unauthorized individuals cannot access their 

information. A standout amongst the most undesirable 

circumstances to happen in systems is the unapproved access. 

This sort of access might be cultivated by an organization’s 

official, or an unofficial intruder, or both. Such access may 

significantly harm the organization's notoriety by taking its 

imperative information, which favors adversely the 

organization's business dealings and diminishes its client's 

trust. 

A number of risks and threats exist in the operational 

environment of computers and networks, particularly where 

they can become exposed to security breaches. There could 

be various reasons for the vulnerability, including an 

incorrect installation of systems, incorrect usage or malicious 

software. 

In general, information shared among two or more computers 

over a network, may be exposed to the risk of intrusion. There 

are four ways of intrusion that can negatively affect the 

system [24]:  
• Interception: An unwanted entity between the 

transmitter and the receiver steals the information. 

• Interruption: Any unwanted entity between the 

conversations of two nodes stops the message and 

prevents it from being passed to the destination. 

• Modification: An unwanted entity at the middle of a 

conversation of two nodes changes the sender's 
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messages, modifying their information before 

forwarding them to the receiver. 

• Fabrication: A type of lie; here, one party is 

fabricated, and the other participants on the network 

are unaware that the messages are not from a valid 

participant. 

Computer networks make it easier for organizations to 

distribute their business worldwide at a low cost. The Internet 

in particular increases the trading operations where 

organizations are targeting billions of customers. The open 

nature of the Internet makes it easy for people to access 

services from all over the world by using their own devices. 

Companies have developed and implemented easy access 

applications to provide their services over the Internet. 
 

II. LITERATUE REVIEW 

Studies on the factors affecting risk assessment practice 

and information security are light and there is a lack of 

experimental research in the area of security risk 

management [1]. Therefore, a need to consult a literature on 

factors affecting information security which helps us to 

identify a set of factors that may potentially affect the 

successful undertaking of information security risk 

assessment practices in organizations. These are listed in 

Table 1[4]. 

 

 
TABLE 1 SECURITY FACTORS 

 

     “Information security relates to an array of actions 

designed to protect information and information systems” 

[4].  However, in statistics protection does not consist of only 

the information itself but also the entire infrastructure that 

enables its use, it covers hardware, software programs, 

threats, physical protection, and human factors, where each 

of these components has its own features. Consequently, 

information security plays a major role in the internet age of 

technology. Given that the number of organization security 

breaches is increasing daily, and the more available the 

information, the greater the dangers, it is expected that 

security will need to be tightened [17].  

Because of the quantity of personnel, packages, and 

structures increases in the organizations, the control of the 

groups information becomes more difficult and therefore 

vulnerability potential propagates. Considering preferable 

practice of hardware and software program, notwithstanding, 

encouraging and empowering worker conduct, the 

organizations must make utilization of records and protection 

regulations. Data security coverage is a mixture of principles, 

rules, methodologies, strategies, and equipment installed to 

protect the business enterprise from threats. These guidelines 

also help agencies to become aware of its facts property and 

define the company mindset to these statistics belongings 

[16]. 

The authors of [3][10][19][26] agree that established 

standards, together with the worldwide widespread ISO 

27002, are an excellent starting point for shaping the statistics 

safety policy to improve statistics safety in a 

company/business. ISO 27002 provides some 

recommendations associated with successful implementation 

of facts protection and is particularly supposed to help 

management to make decisions and then pass the important 

actions to those in management positions. ISO 27002 deals 

with: 

• Security policy, objectives, and activities that 

properly reflect business objectives, 

• Clear management commitment and support, 

• Proper distribution and guidance on security policy 

to all employees and contractors, 

• Effective 'marketing' of security to employees 

(including managers), 

• Provision of adequate education and training, 

• A sound understanding of security risk analysis, risk 

management, and security requirements, 

• An approach to security implementation which is 

consistent with the organization's own culture, 

• A balanced and comprehensive measurement 

system to evaluate the performance of information 

security, 

• Management and feedback suggestions for 

improvement. 

The authors of [2][16][20][21] quantify the causes and 

consequences of threats to information tackled by 

organizations. The following threats have been 

acknowledged by their researches:  

1. Outside threats: computer viruses; herbal catastrophe; junk 

emails and hacking incidents. 

2. Internal threats: set up or use of unauthorized hardware, 

peripherals; abuse of computer to  get admission to controls; 

physical robbery of hardware or software program; human 

mistake; damage with the aid of an aggravated worker; use of 

employer resources for prohibited communications or sports 

Critical Success Factors Reference Discipline                                          

Management support Risk assessment 

Risk management  

Information security 

User security awareness Risk assessment 

Risk management  

Information security 

Technical experts Risk assessment 

Risk management  

Information security 

Alignment with 

organization’s 

objectives 

Risk assessment 

Risk management  

Information security 

Funding Risk assessment 

Risk management  

Information security 
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(porn browsing, electronic mail harassment) and installation 

or use of unauthorized software programs. 

III. METHODOLOGY 

The aim of this research is to evaluate the effect of the 

different information security factors implementation on 

governmental organizations. This research used the 

exploratory method by using a semi-structured qualitative 

method for collecting data and the grounded theory to get the 

results. The Data was categorized by defining patterns or 

topics and organizing them to derive meaning. This research 

was conducted in Jordan, for several governmental 

organizations. The research will depend on table 1 on 

designing the interview. There are more than 60 

governmental organizations in Jordan , we used the semi-

structured method to interview the selected samples , the 

samples consists of a mixture of Information technology  and 

Information Security experts, in which they representing 

most of the governmental organizations in Jordan, we spent 

from forty minutes to one hour interviewing the population 

of the research, most of the expert samples were highly 

educated in IT, and most of them  have more than three years' 

experience in their work, the semi-structures questioner was 

chosen in such a way  to encourage the Population to explore 

their experience  in their job as an Information Security 

Experts to grasp the success factors and the actions taken to 

secure the information. The selected sample is related to the 

in-depth nature of the qualitative approach used by author 

[30].   Reliability was addressed by a clear visualization of 

the research variables by means of multiple coders and case 

study procedure [22]. The questioners were clearly defined 

and have a summary of all the factors before given to the 

interviewees. The interview was conducted at the 

interviewee's convenient time. 

IV. RESEARCH DISCUSSION AND FINDINGS 

The success of the information security factors derived from 

the results are discussed below: 

A. User Security Awarness and Training  

The majority of the interviewees conceded to the 

organizations security. They imagined that the security can 

be accomplished by expanding the awareness and training. 

Some even admitted that awareness was next to nothing in 

their organization, and that the employees thought that the 

sole measure of security to maintain integrity was by using 

the username and password. Thus expanding, the awareness 

can be implemented through training employees in order to 

establish a sense of  information security amongst them. The 

interviewees have requested the need of proceedings with 

preparations and plans to achieve execution of data security 

approaches. Author [8] Claims that organizations need to 

have continuing education and training plans to accomplish 

the essential outcome from the implementation of 

information security policies. 

The 2002 security awareness index report mentioned by 

author [12] concluded that organizations all over the world 

are failing to make their employees aware of the security 

problems and concerns. The interviewees concluded that the 

majority of the security incidents in their organizations came 

out from their own employees identified as insider threat 

damage, this approves what author [23] finds, that employees 

are the biggest threat to information security. Other 

interviewees said that the outsider attacks come only from 

viruses and spam.  Besides which, the interviewees do not 

face any real attack, but the viruses came from their 

employees when the employees themselves  opened spam 

email or attached files. "The human side of computer security 

is easily exploited and constantly overlooked. Companies 

spend millions of dollars on firewalls, encryption, and secure 

access devices, and it is money a waste, because none of these 

measures address the weakest link in the security chain", 

where humans are the weakest link in the security chain [25]. 

So, if the security fails, that will weaken any organization.  

The interviewees also commented on some of the employee 

behavior claiming that some of them leave their computers 

on, other employees write the username and password on a 

small sheet near the computer and this will break the 

confidential to unauthorized people. That’s why the research 

recommend doing a continuous course in training and 

awareness to all levels in the organization. 

B. Management Support  

Management commitment was essential in implementing 

the factors of information security, it was reflecting in 

assigning IT managers in the organizations' department to 

identify the importance of security in their organizations. A 

successful implementation of information security factors 

need very qualified staff. The Management tends not to start 

any procedure to guarantee the security of organizations 

because naturally they feel that the IT department is 

responsible for selecting the correct technologies, installing 

the essential software tools, keeping the technology in the 

organization and protect the organization's information [29]. 

That is what our interviewees confirmed; they said our 

management does not know everything we have to explain 

and convince them about the importance of the security of the 

organization and keep the IT department updated to keep the 

organization information secure. One of the interviewees said 

we cannot do anything without their permission; they have to 

give us support in implementing the security factors. Another 

expert said if the management does not understand our need 

to information security, whatever we do to prevent attacks 

and keep our information safe will fail. Hone et al. [18] 

clarify that the performance and the behavior of employees 

towards information security will be more coherent with 

secure behavior if the top management shows concern about 

the organization security. Thus it is recommended that the 

security procedures is set by the attitudes of those at the 

topmost of the organization [27]. Management will not 

support the information security except if they can see that it 
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supports the organization's important business purpose [28]. 
Hereafter they must be persuaded of the importance of 

information security before they will run enough budget, and 

act to apply the information security policy [9]. 

C. Funding  

All expert interviewees agreed upon that the budget is 

the major concern that affects the successful implementation 

of information security; the budget is needed to buy the 

software tools for identifying the vulnerabilities and 

recommended controls, so funding must be sufficient because 

without enough money organizations cannot be secured. 

Hinde [27] defines budget as the financial facility which 

firstly wisely estimates the costs and secondly measures the 

access required to the resources to reach a successful 

implementation of information security. Budgets generally 

depend on the manner in which individuals' investments 

translate to outcomes, but the impact of security investment 

often depends not only on the investor's own decisions but 

also on the decisions of others [26]. One of the experts said 

that the vendors of security tools do not mention that after a 

while these tools must be updated to meet the new threats and 

attacks so without sufficient money our system organization 

will be vulnerable to the new attacks. It was, therefore, 

suggested that if the Organizations does not have the 

appropriate software tools  or hardware that will lead to 

difficulties in control some security concerns like access 

control tools, assisting the employees to apply some security 

principles such as changing the password regularly or logoff 

after finishing their work. Another interviewee said that if 

they do not have the proper resources that may lead to lack of 

implantation of information security factors.  

D. Alignment With the Organization’s Objectives and 

Polices  

Information security policy is a set of arrangements set 

by organizations' to guarantee that all data innovation clients' 

inside the space of the organization or its subsystem comply 

with rules and plans related to the security of digital 

information at any point inside the organizations' of the 

specialist. Each organization should ensure and control its 

information, moreover, it ought to be conveyed both inside 

and outside the organization's boundaries. This may cruel that 

data may need to be scrambled, authorized through a third 

party or an establishment and may have confinement set on 

its dissemination with reference to a classification framework 

laid out within the data security approach. The information 

security policy may be a plan identifying the organization's 

crucial resources with detail explanation with what is worthy, 

unsatisfactory and sensible behavior for the employee to 

ensure the security of data [13]. There is no question that the 

selection of good information security policy is the 

introductory degree that must be in place to play down the 

threat unsatisfactory utilize any of the organizations' data 

assets. 

The interviewees said if we have a good information 

policy, compelling execution of this policy, acknowledgment 

from the employees, adhere to our rules and not try to control 

them, then that will positively affect the organization's 

performance and security. The participators mentioned that 

the organization's policy ought to be clear, understood by the 

employees, and it should be updated regularly. 

IV. FINDINGS 

Organizations ordinary do nothing in terms of security 

as long as nothing goes off-base but when things do go off-

base they all of a sudden pay consideration and part of action 

is required to recover from the attack or the threat they face, 

indeed in spite of the fact some of the full-time recovery is 

inconceivable [11]. The observational findings developed 

from the interviewees affirm the significance of key basic 

information security factors mentioned in Table 1. Another 

new factor was found to be important which is using a 

suitable software tool. The important part of the management 

plays a recognized role in finding the suitable resources and 

managing the necessary policies and strategies, the 

management should provide essential funds and the right 

resources to guarantee that the controls are implemented, and 

this finding is balanced with author [6] which says that the 

management commitment in all levels is vital to guarantee 

the implementation of information security factors.  

V. CONCLUSION AND FUTURE WORK 

In this research a set of factors were illustrated that 

applies a great influence on different phases of the 

organizations' security. In spite of the fact that these factors 

are used in the existing literature. But their pertinence in the 

association of organization security has not been 

observationally discussed. Also, a new factor which is 

utilizing appropriate software tools was recognized, in order 

to facilitate information security in the governmental 

organizations. The foremost commitment to this paper, is 

fortifying the informative ability factors drawn from the 

existing literature, to satisfactory describe the success factors 

affecting the governmental organization in Jordan. 
The findings were of great importance to the 

governmental organization in Jordan as well as in the 
organizations in the world, to realize compelling information 
security, achieve security in the organizations and to decrease 
the attacks and breaches. The paper recommended to follow-
up studies, utilizing different distinctive strategies or diverse 
instruments. Finally this study is not without shortcoming, 
first, only five organizations were investigated and hence 
future work, must focus on multiple organizations. Second, 
we believe that the findings ought to be compared with non-
governmental organizations, in order to study the influence of 
these factors on the information security of these non-
governmental organizations.     
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Abstract—This study presents a solution to enhance the cities’
traffic control by classifying particular vehicles’ behaviors. A
Support Vector Machine (SVM) approach is presented, enabling
the system to classify cars that are looking to park and those
that are simply transiting through a city. Through this paper,
we also propose a new way of managing the high density of
traffic data using a grid. The results show that the system is
able to distinguish the two different behaviors with an accuracy
averaging 80%.

Keywords–Machine learning; Intelligent Traffic System; Feature
Selection; Global Positioning System

I. INTRODUCTION

Today’s big cities are getting submerged by the traffic
growth. It started to become critical as the traffic grew and
the cities are now facing problems like traffic congestion
and others, although a desperate try to mitigate them. Thus,
Intelligent Transportation Systems (ITS) and research in that
sense, are also getting more attention. Most cities struggle to
counteract such issues due to the lack of flexibility in their
architecture. The use of ITS solutions is therefore helpful
when a city tries to understand the possible bottlenecks or
other particular behaviors observable in its streets. Through
these identification capabilities the cities are trying to solve
the problems linked to their architecture.

We based our research on [1] data, which provides the
Global Positioning System (GPS) location of many smart-
phones at a given interval in the city of Aracaju (Brazil).
The dataset is composed of either people simply walking,
taking a bus or a car. Using such location technology has been
motivated by the wide amount of device capable of using it,
considering the growth of the smartphone market.

The following study is oriented towards enriching a city’s
knowledge of its traffic by differentiating the parking patterns
of the transiting patterns by extracting it from the Global
Positioning System’s data of a moving vehicle. The Section III
show details about the dataset and the features that we selected
or created, our system is explained in the Section III-C, its
results and a final discussion are presented in Section IV and
Section V respectively.

II. RELATED WORK

Behavior detection or classification is a field where many
research projects are trying to respond the best they can, it is
even defined as the field having the least research by [2]. In
the agricultural domain, farmers are trying to understand how
their cattle behave during a certain period of time. Therefore,
they use specific sensors but also couple them with the GPS
information they get [3]- [5].

Researchers identified that the raw GPS points cannot be
used very efficiently. Therefore, information like the speed,
direction or distance was inferred from the GPS records and

the time of the capture [6]. Most of the reviewed papers would
rather focus their models on determining the users’ actual
activity across the time. This means that they were first trying
to determine if the participant was moving, if so what the
transportation mode he was using. [7] proposed a system based
on fuzzy logic to identify if a person was walking, taking
some sort of transportation method or simply staying. Their
model is capable of determining the three situations according
to the angle between the points and the speed computed from
it. Based on few features, the model is capable of giving the
probability of the actual segment to pertain to one of the three
sets.

A machine learning approach was used in an article from
[8] which labelled multiple segments of a GPS trace. La-
belled segments were checked for errors using some fuzzy
logic rules, ending in a multi-staged technique to provide the
corresponding label to a segment. The usage of SVM was
helpful in classifying the mode of transportation used, since
the model was capable of identifying four types of vehicle
types (car, bus, train or tram). [9] also proposed a multilayered
classification model, composed of a decision tree and a Hidden
Markov Model (HMM). Using their pipeline, they were able to
categorise transportation modes like running, walking, biking,
stationary position and motorised transport (no distinction).

The work from researchers in [10] are exposing different
ways of training an Artificial Neural Network for pattern
recognition, and the results tend to demonstrate that this
depends on the amount of data available. [11] developed a
neural network, based on a multi-layer perceptron model that is
capable of identifying the mode of transportation used by a per-
son. They offer, through a mobile application called TRACIT,
the capabilities to determine when a trip began and finished
and how the person travelled in order to enhance surveys’
processes and ease their use. They also note the importance
of certain features in determining the type of transportation,
like the acceleration and the total distance of the trip. The
previously presented systems were beaten by TrajectoryNet, a
Recurrent Neural Network (RNN) model proposed by [12]. It
was able to classify GPS trajectories in four categories; bike,
car, walk and bus, with the precision of 98% which is beating
at least by 4% the results of [8]. Similarly, [13] presented two
different approaches of managing the raw GPS tracking points.
They used fuzzy logic rules and a random forest model in order
to recognise indoor and in-vehicle travels and mentioned some
problems to determine if a pedestrian was walking or not.

Researchers like [14] also tried to predict potential acci-
dents or traffic congestion based on data inferred from the
GPS location of vehicles. They segmented roads using vari-
ous points along them and then computed different variables
relatively to them. [15] were able to extract and classify three
traffic congestion levels using a Decision Tree algorithm with

50Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-685-9

ICDS 2019 : The Thirteenth International Conference on Digital Society and eGovernments

                           61 / 109



a high accuracy. In order to assess highway traffic conditions,
[16] have demonstrated that the SVM and information inferred
from vehicles’ positions could provide results above 75%.

III. METHODS
A. Data Generation

UCI’s dataset is composed of GPS points series that
describe the movements of people using their mobile phone
GPS antenna. This statement induces that the data had to be
filtered while being labelled. The GPS series were displayed
and labelled visually, meaning that we relied on the actual
position of paths’ segments in order to attribute a specific
label to them. Going through such process also helped to
identify paths that were done by people walking and not using
a vehicle.

The second step in the process was to create an appropriate
tracks’ dataset. Therefore, we decided to create a grid around
the city center. Each of the cell is covering a parcel of a
hundred meters squared and the total coverage of the city
was ten thousand meters squared. We then computed for each
grid cell the number of unique tracks going through it. This
count helped us understand and filter the useless parts of the
grid, reducing the total matrix. Tracks were then processed
to produce the dataset which contains four different features.
We decided to keep the track id (which was unique for each
record), the “from win id” which is the origin’s cell id of a
track, the “to win id” which is the destination cell id, and
finally “delta t” the time delta between the origin to the
destination in seconds. An example of the grid with a path
is given in the Figure 1 and its matching Table I.

All the records were labelled using two different classes:
“transit” meaning the vehicle is transiting through the city and
“parking” identifying a car looking for a parking. A path could
be segmented with both transiting and parking segments. We
additionally created a dataset filtering the paths containing at
least two different classes (“parking” or “transit”).

Figure 1. A path (turquoise) going through the grid.

B. Data Analysis
The dataset generated includes a few features, but to assess

their variance and to ensure a good usage of them during the
training and testing phase we decided to run multiple feature
selection techniques. We first tried to understand the variance
ratio of each feature and so understand their importance in the

TABLE I. SAMPLE OF THE GENERATED DATASET FOR A PATH.

Track id From To Delta t
1 4 9 37
1 9 8 60
1 8 12 200
1 12 11 85
1 11 15 40
1 15 21 172
1 21 22 29
1 22 30 14
1 30 31 56
1 31 36 193
1 36 37 230

future model usage. We therefore used a Principal Component
Analysis (PCA) to get a clear observation of the ratios, as
demonstrated in Figure 2. Obviously, the track id revealed to

Figure 2. Principal Component Analysis of the dataset in a log scale.

be the most important feature, but we will not use it as it may
skew the results by relying too much on this value which may
be dynamic in future usage. Another observation from Figure
2 is that the delta between the cell movement has a lot of same
values, but this is understandable since the vehicles could take
the same time to transit through cells. We further explored
with two types of feature selection techniques, the filters and
the wrappers. Filters are based upon statistical measure results
and provide a score for each feature, while wrappers are
using machine learning models in order to determine a feature
ranking depending on the score obtained by the classifier using
a particular set of them.

We started with the filters and therefore selected the
ANOVA-F measure as demonstrated in Figure 3 and the χ2

which is observable through Figure 4. The results provided

Figure 3. The ANOVA-F feature selection scores.

by the two measures are slightly different, especially looking
at the track id and delta t features which are interpreted
differently. This is due to their specific characteristics, where
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Figure 4. The χ2 feature selection scores.

the χ2 is a measure taking more the number of times the same
observations is made between a feature value and the class
and ANOVA-F is scoring features by analysing the variance
of Fisher’s test values.

As for the wrappers, we used a Decision Tree where we
selected the two best features. The model and approach is
based on the scikit-learn python library [17]. Using the model,
we obtained a new histogram for the Decision Tree as shown
in and Figure 5. By omitting the track id feature from Figure

Figure 5. Decision Tree feature selection results.

2, Figure 3, Figure 4 and Figure 5, one can still make the
observation that the origin cell is determinant in the dataset
generated.

C. Model Selection
We ran the whole dataset in a pipeline composed of

multiple classifiers. We dedicated 70% of the dataset to be
the training set and used it to make a 5-fold cross-validation.
Results of the classifications were then compared as in Figure
6. We observed the standard deviation of the results and the
accuracy for each classifier and came to the conclusion that
the SVM was the promising model to use.

We decided to further explore the SVM classifier and made
the fine-tuning of its hyper-parameters using a grid searching
approach. The algorithm was given four different parameters
range configurations and used a 3-fold cross-validation. The
best scores were obtained using the following parameters:

• Kernel: Radial Basis Function (RBF)
• C: 1.0
• Tolerance: 0.001

IV. RESULTS

We ran each dataset through the feature selection tech-
niques described earlier and compared the results. At each

Figure 6. The accuracy results of all the tested classifiers and their standard
deviation.

step, the resulting dataset containing only the selected features
were used to classify the 30% test set that has never been used
during the previous steps.

By comparing the two confusion matrices in Figure 7a and
Figure 7b resulting from the classification using the whole set
of features, we observed that the filtered paths’ classification
was harder. The model is providing 3.56% of false positive for
the transit class while for the whole dataset it represented only
0.06%. We observed an inverted tendency on the false positives
of the parking class with this error representing 16.35% and
13.91% respectively for the non-filtered and the filtered dataset.
This is certainly due to an unbalance between the number of
transit records and the parking ones.

By running the results of each feature selection subsets we
observed that the best-performing one was the whole dataset.
This is demonstrated by Table II, which summarizes different
scores of three different measures. Reducing the features did
not enhance the results, even if the results are still good. As
the paths were entirely present in either the training or testing
set, using all the features was not skewing the algorithm. The
results also demonstrate that our model is capable of providing
a classification precision of 86%.

TABLE II. COMPARISON OF THE RESULTS OBTAINED BY RUNNING ALL
THE DIFFERENT SUBSETS OF EACH DATASET.

Dataset Precision Recall F1-score
all features, all paths 86 0.84 0.81
all features, filtered paths 80 0.81 0.79
2 best tree features, all paths 83 0.81 0.78
2 best tree features, filtered paths 75 0.75 0.71
2 best ANOVA-F features, all paths 77 0.79 0.78
2 best ANOVA-F features, filtered paths 75 0.72 0.63
2 best χ2 features, all paths 78 0.81 0.77
2 best χ2 features, filtered paths 77 0.78 0.75

V. CONCLUSION
To conclude our study, we demonstrated a new approach

attempting to answer the problematic linked to one of the
least researched domains in Intelligent Transportation Sys-
tems. We were able to obtain significantly good results in
detecting whether a car was looking for a parking place or
simply transiting through the city. We compared results of
many different subsets, using techniques normally used for
dimensionality reduction. Unfortunately, these subsets did not
provide better results, but at least we identified that a key factor
in the decision-making was the origin of the vehicle, if we
ignore the path’s id.

Results might even be further enhanced by a better an-
notation technique, and a better data collection quality as the
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(a) Using the whole dataset. (b) Using the filtered dataset.

Figure 7. Comparison of the confusion matrices.

UCI dataset was based on people’s smartphone location system
and not directly from cars. This will be the subject of a future
work as this study is part of an HES-SO directed project named
Mobicam, specifically meant to solve the data collection and
data treatment problematic.

Further work could also investigate more classes for be-
haviors like stopping to get somebody, waiting for somebody
or traffic congestion.
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Abstract—In recent years, the increasing amount of data arisen
from mobile terminals has deteriorated the response speed felt
by users especially in a crowded place. Our previous studies
have proposed a method of identifying an application being
used by each terminal and selecting the optimum access point.
However, there are some considerations in an actualizing the
system. In order to compose a more realistic environment,
this research developed a prototype system with an Android
application on each mobile terminal and a control server. Some
network performances are evaluated from the perspective of
assignment status and computation time.

Keywords–Wi-Fi service, Round-Trip Time, assignment problem,
Android.

I. INTRODUCTION

While the Long Term Evolution (LTE) has been in
widespread use and the line speed for data communications
has also been improved, the exploding data traffic that evolving
applications require lead to increase the utilization factor of
public WiFi services from now on. However, the response
speed that users feel might become longer due to throughput
degradation on a public WiFi station because of increasing
network load in a crowded place such as a railroad station
and a classroom in an academic campus. Particularly, Japanese
train stations are congested during commuting rush hours.

One of the above causes is considered that there are some
mismatches between users and Access Points (APs). Therefore,
it is essential to associate with an appropriate AP to improve
the Quality of Experience (QoE). A problem to lead a user
to an appropriate AP is named an AP selection problem. The
current association policies are mostly based on a selfish user’s
behavior maximizing its own throughput [1][2]. However, it
should be realized that different users have different needs
since running applications have their particular Quality of
Service (QoS) requirements [3]. Our previous studies [4] have
proposed a method of identifying an application being used by
each terminal and selecting the optimum AP.

II. PREVIOUS RESEARCH

A. System Model
Our proposed system includes a control server, plural APs,

and mobile terminals in Figure 1. Each AP is constantly
associated with a Measuring Terminal (MT) that is dedicated
to measuring the response speed. MTs regularly obtain RTT
and throughput by using ping and PathQuick, and send the
information to the control server. PathQuick is a systematic
approach to estimate the throughput in brief time [5].

2

 
2 1 2 1  

1

 

Figure 1. System Model

The control server solves an assignment problem by the
Hungarian method to find the optimum AP for each user based
on the information acquired from the MTs and the running
applications on user terminals. Then, the server sends the
suitable AP information to terminals.

Finally, according to the information sent from the control
server, all user terminals switchover to the optimal AP.

B. Problem Formulation
There are some real-time applications, which require more

strict RTT between a user terminal and a destination server, and
others which might strongly demand throughput. The former
applications belong to a group GRTT and the latter ones belong
to a group GTP . Therefore, the needed RTT (RTTneed) and
throughput (TPneed) are defined by four different types of
applications shown in TABLE I.

TABLE I. RTTneed・TPneed

Application Group RTTneed TPneed

Call Application GRTT 200ms -
Browser GTP - 6Mbps

Video Application GTP - 2Mbps
Others - - -

Si =

{
RTTneed

RTTlink
(APPi ∈ GRTT )

TPlink

TPneed
(APPi ∈ GTP )

(1)

Equation (1) expresses a satisfaction degree Si of each mo-
bile user. APPi indicates an application running on terminal
i. RTTlink and TPlink indicate RTT and throughput provided
when connecting to the AP i. The objective is to maximize
the harmonic mean for all Si.
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C. Research Tasks
In the previous research, the system was evaluated by

simulating only an assignment algorithm in a control server.
However, it is needed to consider the detailed communication
contexts and a practical network environment to develop an
implementation plan for a real case. This paper explains a
system with actual devices, such as user terminals and a control
server, and evaluates the validity of the assignment results and
computing time by constructing the system.

III. DEVELOPMENT AND IMPLEMENTATION

The software on a user device includes the five main
functions, ”Obtain the available AP informations.”, ”Switch the
connection automatically.”, ”Measure the response speeds.”,
”Identify the running application.”, and ”Communicate with
the control server.”. The system used an Android application
which is relatively easy for implementation.

The software on a control server includes the four main
functions, ”Communicate with the user device.”, ”Decide the
needed response speed.”, ”Calculate the assignment problem.”,
and ”Store the virtual terminal informations.”. Also, because
of fairness, the control server must be located on a different
network, and be able to access the Internet.

IV. SIMULATIONS AND EVALUATIONS

A. Definition of Satisfaction Degree

TABLE II. RTTneed

Application RTTneed

Call Application 200ms
Browser 85ms

Video Application 256ms
Others -

In this paper, the response speed considered is only RTT
at this stage, for that reason the applications included in
GTP need to be redefined. The redefined RTTneed is shown
in TABLE II. Instead of using (1), the satisfaction degree
RTTgap is derived by subtracting RTTneed from RTTlink.
If the RTTgap is a negative value, it is set to 0. The objective
in this paper is to minimize the total amount of the RTTgap.

B. Conditions
In the experiment, the number of APs is set to 3, the

number of terminals is set to 50 (pattern 1) and 70 (pattern 2),
and the terminal capacities of AP are set to 20, 25, 30 in pattern
1 and 30, 40, 50 in pattern 2. The RTTlink is set to increase
by 3ms or 4ms for each connected terminal. This research also
verified the greedy method and the random method. The greedy
method prioritizes assignment in order from the terminals with
the shortest response speed required, and the random method
assigns the terminals in a random manner.

C. Results and Discussions
The results are shown in TABLE IV. The experimental

results have demonstrated that the Hungarian method gains the
highest satisfaction degree compared with two other methods.
The satisfaction degree by the Greedy method does not in-
crease because a terminal judges an appropriate AP according
to a transient response speed.

TABLE III. CONDITIONS

Case RTTlink AP
increase(ms) capacity

case1-1 3 20
case1-2 3 25
case1-3 3 30
case2-1 4 20
case2-2 4 25
case2-3 4 30
case3-1 3 30
case3-2 3 40
case3-3 3 50
case4-1 4 30
case4-2 4 40
case4-3 4 50

TABLE IV. RESULT

Case Average of RTTgap(ms)
Hungarian greedy random

case1-1 0 0 0
case1-2 0 1.36 0
case1-3 0 4.96 0.07
case2-1 0 2.54 0.58
case2-2 0 7.36 1.52
case2-3 0 12.16 1.88
case3-1 0 6.2 1.8
case3-2 0 12.39 1.64
case3-3 0 19.67 1.37
case4-1 1.22 15.2 7.85
case4-2 0 22.1 7.03
case4-3 0 35.47 6.4

This research defines computing time as a processing inter-
val from identifying an application to establishing a connection
to an assigned AP. The greedy method and the random method
finish the calculation within below 1 second in every case.
However, the Hungarian method finishes that within around
12 seconds in the most frequent processes. This processing
time leaves room for improvement on the effectiveness.

V. CONCLUSION

This research implemented the previously proposed system
with actual devices and showed the higher satisfaction degree
by using Hungarian method. The developed system has to
be extended with considering TP in order to improve the
effectiveness, since the experiments consider only RTT. The
processing time in our proposed system has been found to be
longer for users in a certain case. The future tasks include
devising a simpler approximate method for rapidity.
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Analytics-Driven Digital Platform for Regional Growth and Development: A Case 

Study from Norway 

 

 

 

 

 

 

 

 

 
Abstract—In this paper, we present the growth barometer 

(Vekstbarometer in Norwegian), which is a digital platform 

that provides the development trends in the regional context in 

a visual and user-friendly way. The platform is developed to 

use open data from different sources that is presented mainly 

in five main groups: goals, premises or prerequisites for 

growth, industries, growth, and expectations. Furthermore, it 

also helps to improve decision-making and transparency, as 

well as provide new knowledge for research and society. The 

platform uses sensitive and non-sensitive open data. In contrast 

to other similar digital platforms from Norway, where the data 

is presented as raw data or with basic level of presentations, 

our platform is advantageous since it provides a range of 

options for visualization that makes the statistics more 

comprehensive. 

Keywords- digital platform; growth barometer; regional 

growth; analytics; visualization. 

I.  INTRODUCTION  

Nowadays, open data plays an indispensable role for 

governments’ strategy to deal with many innovation 

challenges of the future. Furthermore, open innovation 

philosophies and approaches are being launched and 

adopted by public sectors in many different countries [1][2]. 

In Norway, many governmental agencies have embraced the 

open data initiative and are making data available for public 

use. Hence, businesses and citizens can now access and 

utilize these open data resources to create innovative value-

added products and services [3]. When it comes to defining 

the meaning of open data, we use the definition provided by 

Open Data Institute, which defines open data as “data that is 

made available by government, business and individuals for 

anyone to access, use and share” [4].  The global economic 

potential value of open data has been estimated to $3 trillion 

[5]. On the other hand, the potential and advantage of Open 

Government Data (OGD) for enhancing services in different 

economic sectors has not been realized to a large extent [6]. 

In this paper, by using open data provided by Statistics 

Norway [7], Real Estate Norway [8] and the Brønnøysund 

Register Centre [9], we present the Vekstbarometer digital 

platform, an analytics-driven web application, which 

contains regional indicators presented along with research-

based knowledge relevant to regions’ growth. According to 

the conceptual model presented in Figure 1, regional growth 

is associated with growth in Value Creation, Employment, 

Workplace and Population. A region’s growth is often 

measured by growth in GDP (Gross Domestic Product_. 

However, the aim of the policy is to contribute to higher 

welfare and transform the region into better place to live and 

run business. In order for the Growth Barometer to be able 

to explain developments and provide relevant information 

related to political and business decisions, a broader 

definition of growth is therefore needed. The indicators are 

based on open data while statistical visualizations can be 

generated also for purposes other than regional growth. We 

have focused our study in the region of Ringerike from the 

southeastern part of Norway, which has recently seen a 

decline in the number of jobs and weak economic growth. 

To the best of our knowledge, there is no similar open-data 

based system previously developed or introduced, which 

encompasses research-based knowledge on a regional level 

in Norway. Nationally, there exist different digital 

platforms, but they are all different because not only they 

are using different data categories, but they also have 

different purposes. Several regions have business 

barometers based on survey data, collected on annual basis 

and register data. They forecast the national and regional 

business trends. One example is Konjukturbarometer 

Østlandet [10], a digital platform that contains, among 

others, a knowledge-based database on developments in the 

counties of Hedmark, Oppland, Oslo, and Akershus. The 

Confederation of Norwegian Enterprise (NHO), which is 

Norway’s largest organization for employers and the leading 

business lobbyist, is another example of digital platform. 

Their platform, Økonomibarometeret [11] covers the market 

situation, operating profit, investments, and employment on 

a county and national level. 

The main intention behind developing our innovative 

system, which can be accessed at vekstbarometer.usn.no, is 

to provide public sector authorities and local industries a 

management tool with key indicators related to the region’s 

growth. Apart from having the potential to enhance public’s 

sector transparency and engagement of civil society, our 

system can also contribute towards improving economic 

growth through processing and illustrating regional open 

data in a comprehensive way.  
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The rest of paper is structured as following: Section 2 

presents related work, Section 3 highlights the need of 

digital platform for regional development in Ringerike, 

while Section 4 introduces the Vekstbarometer system and 

the technology used for its development, along with its 

strength and impact for regional growth. Lastly, Section 5 

concludes the paper and provides some insights about 

potential future work. 

II. RELATED WORK 

Due to the emergence and pervasiveness of ICT 

(Information and communication Technologies), many 

governments across the globe have been undertaking 

initiatives to transform themselves into e-governments [12], 

and subsequently are encouraging citizen participation in 

governments. OGD is one of the main extensions of such e-

government initiatives [13]. OGD is making data freely 

available and accessible to all with the goal to ensure public 

accountability and transparency [14], to empower 

innovation in different economic sectors and to enhance 

efficiency in administration.  

Nevertheless, in order for stakeholders to derive the 

public value out of the open data, it is of paramount 

importance for the data sets to be re-usable, comprehensive, 

interpretable, complete, and permit user-friendly interface. 

Moreover, government authorities should be proactive 

towards ensuring that the data sets are published according 

to stipulated norms, such as protecting personal and private 

information of the users, or prohibiting the release of 

sensitive data related to national security. In this 

perspective, the Norwegian government has created a 

license for open government data and have recommended 

all data owners in the public sector to apply the license, 

which contains, inter alia, information on preserving 

confidential and personal data [15]. When it comes to global 

status and trends of open data in the context of readiness, 

implementation and impact, Norway ranks among the top 

ten best countries in the world [16]. 

In the literature, there are two categories of OGD 

research. The first category is mainly based on conceptual 

frameworks and theoretical proposals [17][18], also 

including studies discussing the main stages of the OGD 

life-cycle [19]. The second category, where our work 

belongs, includes studies that are conducted in different 

countries by using OGD at the national or local level. 

Furthermore, this category is characterized by open data 

exploration and exploitation, where data from multiple 

sources of government agencies are processed and 

visualized for further use, such as to conduct various 

analysis, create mashups, to enhance the interpretability of 

open data, or even innovate upon the open data.   

Over the past years, multiple applications have been 

developed based upon the open data sets across the world, 

focusing primarily on larger cities, such as Chicago 

[20][21], New York [22], Dublin [23], St. Petersburg [24], 

Singapore [25]. 

In spite of the interest and the rapid proliferation of open 

data platforms, many challenges remain with the 

accessibility and usability of platforms using open data, data 

quality and completeness, and interpretability of open data. 

When it comes to enhancing the interpretability of open 

data, the authors of the research work [20][21] conduct a 

case study to analyze the open socioeconomic data released 

by the city of Chicago, where they apply different 

visualizations tailored for univariate, bivariate and 

multivariate analysis. This approach helped them to 

understand that exploring open urban data can lead to more 

effective data interpretation. Considering the usability for 

user interface design of open data platforms, a case study 

scenario involving a transportation challenge in Dublin City 

identified important patterns for highly usable open data 

platforms for open data policy, recommending these 

platforms should adopt user-friendly technology and social 

media platforms [23]. From architectural point of view, 

there is a work presented by [25]. Here, the authors 

developed an open data platform prototype and illustrate the 

requirements and the architecture of open real time digital 

platform to serve as a base for programming the city of 

Singapore, and provide visual data analytics in an urban 

context. 

III. THE NEED FOR A DIGITAL PLATFORM 

Several key factors related to growth and welfare points 

to the wrong direction of development for the region 

Ringerike. The region has around 43,000 inhabitants while 

the number of total new employment for the region was 

only 145 people over the past 10 years [26]. The number of 

jobs decreased was 321 for the same period. At the same 

time, value creation for the region's business sector has 

shown a weaker development compared to other regions 

that can be naturally compared with Ringerike, i.e., 

neighboring regions with similar background and assets. If 

this negative trend is not reversed, the Ringerike community 

will face the consequences of declining private and public 

welfare. This will make the region a less good place to live. 

However, politicians and businesses in the region are 

optimistic in terms of the future. New high-speed railway 

from Oslo to Ringerike region, and the new four-lane 

highway from Oslo to Hønefoss is planned to be completed 

around 2028. This gives enormous opportunities for the 

region to reverse the negative trend and create new growth 

that will ensure future welfare and good living conditions in 

the region. Nevertheless, in order to achieve this growth, it 

requires good decisions from the region's public authorities 

and industry. A growth barometer that monitors the growth 

in the region and significant conditions for growth could 

provide a useful management tool for strategic decisions.  

The target user group for the barometer will be 

politicians, municipal administration, business and the 

community. There are large amounts of statistics and 

information related to growth and development for 

municipality regions from different sources. However, there 
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is a need to provide these statistics and information in a 

customized way targeted for the use in Ringerike region, 

develop new and better statistics, and break down the 

statistics at regional and local level. In the preparatory work, 

we have conducted a simple survey to find similar tools or 

platforms as growth barometer for other regions in Norway. 
We have found a large number of solutions, but none 

with the approach and objectives that we mentioned here. In 
this context, we believe that a digital platform like growth 
barometer could give Ringerike region a significant 
competitive advantage over other regions that are also 
working towards regional growth and development. 

A. The logical model of Barometer 

The conceptual model behind the growth barometer is given 

in the Figure 1 below.  

The objective of regional development is given through 

the points in (A), i.e., higher value creation, employment, 

jobs and higher populations. Nationally, there will always 

be a certain amount of people and businesses considering to 

"relocate". There will be national competition to get these 

businesses and individuals to establish themselves in our 

region. Here, conditions for regional growth (B) and local 

industry's contribution to local growth (C) can serve as 

lucrative points for capturing a good share of the influx of 

national movements of persons and businesses. If the 

conditions (B) and the local business sector's efforts (C) are 

large, this portion will be large. The result will be a major 

influx of businesses and individuals. We assume that growth 

targets mentioned in (A) could be achieved together with 

regional economic dynamics linked to business 

development, housing construction, etc. 

IV. VEKSTBAROMETER - THE DIGITAL PLATFORM 

TECHNOLOGY 

The growth barometer (Vekstbarometer in Norwegian) is 

a digital platform that provides the development trends in 

the regional context in a visual and user-friendly way. The 

platform uses data from different sources that is presented 

mainly in five main groups: goals, premises or prerequisites 

for growth, industries, growth, and expectations.   

Each group contains several categories and each 

category contains several variables, which actually contain 

the statistical data. The groups and the categories form the 

information architecture of the digital platform, which is 

shown in the Figure 2.  

The group goal contains categories: Population, Value 

Creation, Employment, Jobs, and Welfare. Each of these 

categories contain a number of variables that are not shown 

in the figure. These variables represent the data analyses and 

the visual representations in the form of charts, graphs, and 

diagrams. For example, the population category contains ten 

variables, some of which are:  total inhabitants, age-wise 

population, population change trends, net population change 

etc. Each variable is represented by a number, for example 

total inhabitants (1), age-wise population (25). The numbers 

are not assigned in any order; rather they were assigned 

when the statistics of the variable were being added in the 

system.  

The variable number can be seen from the URL; when 

browsing a certain statistics from the navigation menu the 

URL gets changed with the variable number.  

 
Figure 1. The logical model behind the vekstbarometer 
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Figure 2. Information architecture of the application 

 

Thus, the statistic variable 25 can be accessed from the 

navigation menu, as well as from the url by appending the 

variable number after the URL given at [27]. 

Apart from presenting the open data, Vekstbarometer 

also presents survey data from the local industries that 

reflects the expectations and assumptions of the local 

entrepreneurs and business owners. The application consists 

of mainly three parts: backend, presentation and 

database.  The schematic architecture of the growth 

barometer application is given in Figure 3.  

 

 
Figure 3. Vekstbarometer system architecture 

 

Back-end’s main feature is to process requests from the 

presentation layer. Based on the requests, it retrieves raw 

data from the database, sort the data and send them to the 

presentation. Backend retrieves data from external data 

storage such as open data that are provided by others 

through APIs (Application Programming Interface). It also 

processes other input data to the system and survey data. 

Data from external sources are retrieved in the desired 

formats and are saved in the database for storage. External 

data sources are fetched periodically to keep the main 

database updated. Presentation takes care of conversion of 

data transmitted from backend, transformation of these and 

display on-screen to end-user. This is the main part of the 

application that the user sees and interacts.  

The database holds the persistent and transient data that 

are critical for running the application. We have used 

MySQL databases for the persistent storage and Angular 2 

for presentation and frontend, and PHP for Backend. 

 

A. Data 

Vekstbarometer is a data visualization platform. It 

includes several kinds of data. Some data are sensitive and 

some are not sensitive. Data that are already presented as 

open data by other outlets, such as Statistics Norway are 

non-sensitive. Since these data are already available and 

open for public, we do not have any restrictions on showing 

them in raw format or in modified format. Apart from non-

sensitive data, there are data or part of data that contains 

some sensitive information about people or businesses that 

should not be made publicly available, e.g. a person’s 

personal number (social security number) or a business’s 

sales and marketing plans, confidential customer or supplier 

information, etc. These data contain privileged or 

proprietary information that only certain people are allowed 

to see. In our system, we present data collected through 

surveys from the companies in the region, which contain 

sensitive information. However, these data are not 

represented in a way that are trackable to individual 

response level. Rather, the data in the system are presented 

only as aggregated data. We make sure that data does not 

contain any attributes that can directly identify a person’s 

response. Identifiers, business names, or organization 

numbers are removed from the data set and the results are 

published only as aggregates. 

Besides, we follow the GDPR (General Data Protection 

Rules) rules when collecting data from local businesses. 

Most of the data are collected from other sources by some 

operations such as filtering or making queries in order to fit 

our local needs that are represented by the statistics 

variables in our system. However, the barometer also shows 

some newly created data that are not available in any other 

data sources. 

B. Visualizations  

Data is presented using different kinds of charts and 

diagrams. The diagrams include line charts, bar charts, 

stacked columns, stacked percentage column, column with 

drill down, pie charts etc. For visualizations, we have used a 

javascript library called Highcharts. With Highcharts is it is 

possible to create charts in many shapes, like heat maps, 

waterfall series and more. Additionally, the charts are highly 

configurable, customizable, and interactive.  

By configurable and customizable, we mean that values can 

be added and removed on the charts on the fly. As an 

example, the Figure 4 below presenting variable 25, which 
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shows age-wise population comparisons in different 

regions, we can choose the age groups that will be presented 

in the graph. The graph shows not only the percentage of an 

age group, but also the absolute value of that group in a 

tooltip text when mouse is hovered over that group. Besides 

the customization features, the regions in the x-axis are 

linked to a detailed view of the age wise population chart for 

only that region (Figure 5), thus making the visualization 

configurable and interactive at the same time.  
 

 
Figure 4. Age wise population chart for all regions, variable 25 

 

The visualization of a statistic variable is further 

complemented by i) textual description of the variable, ii) 

links to related documents iii) links to related variables and 

iv) alternative graph options.  The textual description gives 

a brief introduction about the variable for better 

understanding and use. Users can read the links to related 

documents for further concepts. By using the links to related 

variables, user can navigate to related statistic variable 

directly from this page.  

Alternative graph option lists a number of options, and 

by selection one from those options, the user can view the 

same statistical variable in a different form of presentation, 

for example linear chart, bar chart, pie chart etc.   

 

C. The Strength and Impact of the platform 

The digital platform shows data in an easy, 

comprehensible and meaningful way. Although some data 

already exist in other data outlets, our platform adds value 

by making a better presentation of the data.  

 
Figure 5. Age wise population chart for a specific region, variable 25 

 

Furthermore, in contrast to other platforms, such as [28]-

[32], where the data is presented as raw data or with basic 

level of presentations, our platform is advantageous since it 

provides a range of options for visualization that makes the 

statistics more comprehensive. Even in case where the 

platform is showing existing data from other sources, still 

we add value on it. 

In addition to showing already existing data, the 

platform shows some new data. The new data can be of two 

types: i) newly formed data, ii) newly created data. Newly 

formed data is created by combining and filtering data from 

multiple sources where the data were partly available but the 

in the form that is presented here. 

On the other hand, newly created data is the case where we 

create, collect or gather very new data that were not 

available or presented in any other platform.  As an example 

of newly formed data we can mention “future population 

growth” which is represented in our platform as statistical 

variable 56 (see Figure 6). Here, the future expected 

population growth is taken from three different sources: 

Statistics Norway assumptions, political assumption and 

housing building assumption. This new variable shows the 

lack or surplus of housing capacities with political 

assumptions or the Statistics Norway assumption and gives 

a good indication if they are feasible or not compared to the 

housing capacities that are planned for the region. When it 

comes to the possibility of downloading data and images,  

besides showing the statistics in visual form, the platform 

also provides the option to download data in multiple 

formats, such as csv, pdf, xls, png and jpeg image, svg 
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vector image, etc. It also provides the option of printing the 

chart and view the data of the chart in tabular forms. These 

options increase the usability of the tool and facilitates 

multiple use cases for the users of the system. Other users 

can use customized graphs and charts from our platform and 

include them in presentations or documents. 

  

 
Figure 6. Future population growth, variable 56 

 

The vekstbarometer platform is a constituent part of the 

five years long Growth Barometer project, which is 

managed by the Regional Development Group at the 

University of South-Eastern Norway (usn.no). Since the 

initiation of the project, a status report is issued 

continuously presenting the current regional growth. The 

Ringerike region also has a business policy strategy that sets 

the premises for how business policy is to be pursued to 

create growth in the region's business community. The 

strategy is created based on Vekstbarometer platform and 

presents the annual results of the regional growth according 

to the growth objectives given at Figure 1. Moreover, the 

municipality authorities can rely on vekstbarometer data in 

order to define their priorities and make better decisions. 

V. CONCLUSION AND FUTURE WORK 

In this paper, inspired by the recent developments in the 

field of open data initiatives, we have presented the 

Vekstbarometer digital platform. We developed the platform 

to combine multiple open data sources to generate various 

visualizations. This gives insights into the regional growth 

and development, and demonstrates the usefulness of open 

data in regional context. Furthermore, it also helps to 

improve decision-making and transparency, as well as 

provide new knowledge for research and society. The 

platform uses sensitive and non-sensitive open data. 

As a future work, we intend to expand the functionality 

of the platform by expanding the dataset and focus on 

converting the digital platform into a fully-fledged and 

mobile-friendly application. 
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Abstract— Vehicular ad hoc networks (VANETs) have been 

instrumental in intelligent transportation systems that enhances 

road safety and road management significantly. This technology 

enables communication among vehicles where drivers can share 

road information conditions. However, users can threaten 

spectrum access caused by launching passive and active attacks 

that prevent nodes to access spectrum efficiently. Securing 

spectrum access has become critical issue in VANET to ensure 

reliability and trustworthiness. In this paper, a novel 

collaborative approach during the spectrum access process is 

proposed. In our approach, vehicles are divided into clusters 

and Road Side Unit (RSU) is used to manage spectrum access 

for each cluster. RSU monitors the traffic for each node and 

identifies the malicious and misbehaving nodes. The proposed 

approach measures the node’s data reliability using a decision 

function. The scheme is applicable to a wide range of VANET 

applications, such as traffic safety, commercial applications, and 

Internet access. 

Keywords— Resource management; VANETs; trust 

management; security; misbehavior detection. 

 

I. INTRODUCTION  

 

Recently, VANETs are adopted to enhance road safety 

and to improve efficiency of traffic management. In VANET, 

vehicles cooperate to relay warning messages and road 

condition which improve safety significantly [1]-[3]. Each 

node in VANET (i.e., vehicles and RSUs) are equipped with 

different environmental sensors, processing, and wireless 

communication devices. VANETs support various 

applications that have been developed to innovate solutions 

to real life problems [1]-[3]. These applications include life 

safety, commercial applications, and Internet access. 

VANETs' applications can be classified based on 

communication model into the following categories: Vehicle 

to Infrastructure (V2I), Vehicle to Vehicle (V2V) and the 

hybrid communication.  

In order to enhance road safety, vehicles should monitor 

the nearby vehicles to avoid accidents. Traffic status might 

be stored at RSU where collected data from vehicles can be 

processed and then RSU disseminates road status to other 

vehicles. Because vehicles move at high speeds, the 

likelihood of VANET disconnection increases. Thus, 

sufficient number of road side units should be installed to 

maintain connectivity in VANET. Some of VANETs' 

applications, i.e., safety applications, require timely and 

accurate data. However, VANETs are vulnerable to 

numerous security threats and attacks that may make 

VANETs unavailable to the users. These attacks have several 

impacts on the VANET performance and users. For instance, 

the following are attacks that VANET may face [4]: 

 Attacker may send false messages about the road status. 

The attacker may send wrong information in VANETs 

to vehicles for exchanging this information. 

 The misbehaved vehicle may change the context of 

messages over VANET. 

 The malicious vehicle sends a high volume of messages 

to overwhelm nodes, reserve VANETs' bandwidth, and 

consume nodes' resources. 

 The eavesdropper vehicle injects some malicious codes 

to crash the control system in vehicle.  

In safety application, any vehicle in VANET detects an 

accident, emergency or sudden changes in speed or direction 

should report new road status to RSU [1]-[3]. RSU 

disseminates traffic alerts to all vehicles in the cluster. 

Warning messages should be delivered very fast in a high 

reliable manner to prevent accidents. However, if the reported 

data to RSU is faulty or malicious, then a traffic jam can take 

place, thus, result in life-threatening [4]. Hence, it is 

necessary to secure data communication in VANETs.  The 

rest of this article is organized as follows. First, related work 

and our contributions to the paper are introduced in Section 

II. Next, VANET is presented in Section III. We describe the 

proposed security scheme in Section IV. Then, we present 

some of the performed tests and show the performance of the 

VAET under different conditions with our scheme in Section 

V. Finally, the article is concluded in Section VI. 

 

II. BACKROUND 

 

Recently, there has been growing research interest and a 

great deal of emphasis placed in VANET security. In [5], 

authors proposed a new security scheme where public key 

infrastructure is used for message authentication and 

integrity. Large number of anonymous public/private key 
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pairs and the corresponding public key certificates are stored 

in each vehicle. A public/private key pair are used by each 

vehicle to avoid movement tracking. However, each node 

would require very high storage capacity to save many key 

pairs and corresponding certificates. Furthermore, each node 

should store all anonymous certificates of vehicles. Hence, 

message verification incurs high cost using this scheme.  

 In [6], authors proposed CARAVAN scheme where 

vehicles are divided into groups and the leader for each group 

acts as a proxy on behalf of all group members. Authors in 

[7] proposed new Cooperative Neighbor Position 

Verification (CNPV) security scheme. CNPV uses several 

heuristics for messages verification. These heuristics include 

direct verification, crosschecking, and multipoint location 

verification. CNPV detects any node announcing false 

positions and this node is prevented from relaying any 

message in the network. CNPV considers only nodes that 

advertise correct information about their positions to forward 

critical information. It adopts support vector machine (SVM) 

classifier to determine the authenticity of the messages. SVM 

uses vehicle attributes and message content for detecting 

untrustworthy nodes.  

In [8], the proposed scheme determines the false messages 

by monitoring the behavior of nodes after receiving the road 

status reports. It computes the "degree of belief" for each 

primary information by correlating secondary information 

observed by more than one node. Authors proposed new filter 

in [9] to specify spurious messages. Messages should pass 

through two-layer filter for classification purposes. In the first 

layer, some features for the message are used for rapid 

filtration. These features include digital signature 

verification, time validation, geographic location validation, 

and support from RSU. In the second phase, alert message is 

evaluated accurately. The filter uses incremental back 

propagation neural network (BPNN) and the support from 

neighbors to recognize the behavior the node. Authors in [10] 

proposed a new scheme for intrusion detection that combines 

BPNN and support victor machine for spurious messages. 

Some security schemes adopt node reputation for 

detecting untrustworthy nodes. Reputation is approximation 

of node behavior based on collective opinion about a node 

[11]. It represents node’s behavioral history which is used to 

predict node behavior in future. In [11], authors proposed 

new reputation management approaches. To detect 

hackers/liars, they suggested new service reputation and 

feedback reputations. The proposed scheme integrates trust 

management model with a pseudonym technique to preserve 

privacy. Reputation model is used to resist the tactical 

attacks. In order to recognize false messages, information 

entropy and majority rule are integrated to reputation 

algorithm. In [12], distributed trust model (DTM) is proposed 

for motivating selfish nodes to cooperate more. For each 

node, the cost for sending data is computed based on the 

node's behavior, so that malicious nodes pay more for 

communication. Most of the existing security schemes for 

VANET focus only on assessing the trustworthiness of nodes 

by analyzing the history of the nodes. However, these 

schemes have omitted the evaluation of the trustworthiness of 

the data shared among these nodes in VANET. In contrast, 

our scheme detects malicious nodes based on reported data. 

These nodes are evicted form VANET by RSU. Thus, 

multiple attacks can be avoided by focusing on nodes' data 

instead of focusing on the attacks. In order to improve the 

accuracy of trust function, the trust level for each node is 

calculated considering the trustworthiness of data. Moreover, 

the trust model makes a decision more scientifically, 

dynamically, and adaptively where trust level for each node 

is calculated and changed with the number of communication 

interactions.  

 

III. NETWORK OVERVIEW 

 

Each road is divided into K segments. We assume that 

the existence of RSU manages the traffic at each segment 

(cluster). Each node is equipped with a single IEEE 802.11b 

based transceiver. The spectrum is partitioned into non-

overlapping channels (16 channels for each RSU with 5 MHZ 

spacing with transmission and power mask restrictions 

similar to the ISM band), which is the basic unit of allocation. 

Our system model for VANET is depicted in Figure 1 

where both communications model are allowed (i.e., V2I, and 

V2V). Each vehicle is outfitted with radio communication 

gear that acts as a relay point for other nodes as well as an 

RSU. In our work, all vehicles are equipped with assistance 

of on-board sensors. These sensors include an GPS receiver, 

speedometer, accelerometer, and digital map to help a vehicle 

to gather road data. Each node in the cluster senses the road 

status and reports the data to RSU. Each vehicle is considered 

within the range of ith RSU if: 

 

                      TS ij ,       (1)                                                                

 

where  ijS ,  is the signal power received at 
thi  RSU from 

thj node, and T  is the threshold for signal power.  Signal 

power is computed as follows: 
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where  0d  is the close-in reference distance, n  is the path 

loss exponent, and 0S   is the signal power at distance 0d . 

 

 
 

 

Figure 1. Architecture of VANET  
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IV.  PROPOSED APROACH 

 

Each vehicle in VANET gets a value called a trust level (

lT ), which describes the level of reliability of the node. Trust 

level for a node is computed as follows: 

 

m

m
l

T

F
T                        (3) 

 

where  mF  is the number of false messages that a node sent, 

and mT  is the total number of messages that were sent by a 

node.  Trust level ( lT ) is the key parameter in our scheme to 

secure VANET by monitoring the nodes’ activities and detect 

the misbehaving nodes. Our scheme handles four different 

behavior categories (ways) that may threaten VANET and 

degrades its security and performance. The following threat 

model is considered in this paper: 

 

(i) Selfish behavior where a node does not follow 

VANET's protocol. An attacker does not cooperate 

with nodes in VANET and rejects to forward data 

packets.  

(ii) A node behaves in a malicious, misbehaving, and 

cheating way where it emulates RSU and sends false 

status of road to other nodes in VANET. 

(iii) A node behaves in a malicious, a node launches 

denial of service (DoS) attack one or more VANT's 

resources (i.e., medium, and RSU) to prevent other 

nodes from accessing VANET for their data 

transmission. 

(iv) One or multiple adversary nodes may launch 

objective function attack to change communication 

parameters such as signal power, center frequency, 

encryption type, and public-key cryptography and 

the symmetric key cryptography.  

 

The main objectives of our scheme are threefold, namely 

high data rate, secure communication and maximizing 

VANET utilization. To make the communication in VANET 

secure, the public-key cryptography and the symmetric key 

cryptography are generated and used for communication 

between nodes. Firstly, public-key cryptography is used in 

VANET to ensure data security until a symmetric key is 

shared between RSU, and the node. The symmetric key is 

generated and assigned to new node in the class during the 

node’s authentication process. It is worth indicating that the 

key is used for encrypting and decrypting all messages in 

VANET.  

A symmetric key is used to encode the messages. The 

receiver decodes the data using the same key. Nodes 

exchange certificates, IDs, and symmetric key. RSU keeps 

track of all nodes in its cluster. After gathering road data, all 

nodes send their data to RSU. The data gathered by node j  

are represented by vector Xj . For node j , RSU compares the 

node's j  data with other nodes and if they match, RSU 

decides that node j  is a trustworthy node; otherwise it is 

untrustworthy node. The dissimilarity between node's j  data  

and node i  is computed as follows: 

 

                  fXfXjid ji
f

s  max,                             (4) 

 

where  fX i  is the 
thf dimension for 

thj  node. Each 

dimension of the vector iX  corresponds to an attribute of a 

vehicle. Each node constructs more than one vectors which 

contain information about vehicles in the road. The vector 

includes the speed of each vehicle on the cluster, and the 

position for the vehicle. Each node gathers information and 

sends the data periodically to RSU through beacon messages. 

Upon the reception of the different data reports from the 

cluster nodes, RSU analyzes these reports to extract the road 

status and decides the reliability of the reported nodes. A 

decision functions a bout 
thj node can be described using the 

following function: 
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where G is the set of nodes in VANET, and   is the 

dissimilarity threshold. jQ  is a decision function that is 

executed by a RSU to decide whether
thj  node is trustworthy 

or not. RSU decides whether the 
thj  node is untrustworthy 

if the dissimilarity between node's j  data  and node i is 

greater than threshold  . RSU selects node based on the trust 

level.   RSU does not receive data from untrustworthy nodes. 

It informs other nodes in VANET to discard any message 

from these nodes. Therefore, spectrum utilization is increased 

significantly.   

 

V. PERFORMANCE EVALUATION 

 

We simulate the proposed scheme to specify the 

adversary nodes in VANET which degrade the performance 

of the network. Table I shows the network simulated with 

values used for the parameters required. Results are analyzed 

to clarify the importance and the effectiveness of our scheme 

to secure data over VANET by monitoring nodes behavior 

and analyzing nodes' data. The key performance measures of 

interest in the simulations are:  

 

(1) Throughput, which is the average rate of successful 

message delivery over a communication channel. 

(2) Utilization, the average amount of time the spectrum 

is kept busy. The utilization is calculated as follows: 

 

                             
t

t

S

B
U                                                   (6) 

 

where tB  is the amount of time in which the spectrum is kept 

busy, and tS  is the  simulation time. The results are averaged 
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over enough independent runs so that the confidence level is 

95% and the relative errors do not exceed 5%. We examine 

the performance under different parameter settings. 

 
TABLE I. SIMULATION PARAMETERS 

 

Parameter Value 

Number of nodes 200 

Number of channels per RSU 40 

Number of messages per node Random 

Type of interface per node 802.11 b 

MAC layer IEEE 802.11 b 

Transmission power 0.1 watt 

Packet size 512 

Max Vehicle Speed 80 km/h 

Number of malicious nodes  10,20,30,40, 50 

Simulation            

Device 

Intel i5 Core 2.50GHz 

Process cores 2 x 2.50GHz 

RAM 6 GB 

OS Windows 7 64 bit 

 

 

Figure 2 illustrates the simulation results in terms of 

throughput for VANET using our security scheme (secure 

VANETs, (SV)) and VANET without security mechanism 

(NSV). It is apparent that from the figure that the throughput 

shifts into higher level when the number of malicious nodes 

decreases to the lowest possible number. Sometimes, 

malicious nodes reject forwarding packets. Furthermore, the 

attacker might keep sending RSU false reports to gain 

exclusive access to the spectrum and to prevent other nodes 

from utilizing unused spectrum. Hence, the number of 

dropped packets increases significantly, which lowers 

throughput. Packet drop ratio is plotted under various number 

of malicious nodes as shown in Figure 3. It can be observed 

that the drop ratio increases as the number of malicious nodes 

is increased. Our scheme excludes malicious nodes in 

VANET. Thus, drop ratio is decreased when attack is 

detected and attackers are prevented from forwarding 

packets.  

 

 

                     Figure 2. Throughput comparison for the two schemes 

 

            Figure 3. Packet drop ration comparison for the two schemes 

 

For fixed arrival rate, the utilization for VANET's 

resources is plotted under various number of malicious nodes 

in Fig. 4. It can be observed that system utilization decreases 

as the number of malicious nodes is increased. Dummy 

messages are sent by attackers to jam channels and reserve 

VANETs' resources. Hence, VANET will not be available to 

licensed users. The results in Fig. 4 show the ability of our 

scheme to enhance the utilization of the network's resources. 

In our scheme, RSU does not receive reports from untrusted 

nodes. Furthermore, it informs trustworthy to neglect 

untrusted nodes' messages. Thus, untrusted nodes are 

prevented from forwarding messages and they won't be able 

to generate false messages to RSU. 

 

 
                        Figure 4. Utilization comparison for the two schemes 
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VI. CONCLUSION AND FUTURE WORK 

 

Securing VANET communication is very important to 

save lives by guiding drivers to spotting hazards and 

improving road safety and traffic conditions. Different 

attacks might be launched by adversary nodes. These attacks 

degrade the performance and reliability of VANET 

significantly. Thus, this paper has presented a security 

scheme that monitors nodes behavior in VANET to identify 

and to exclude adversary nodes. In this paper, the 

trustworthiness of data is evaluated for each node to extract 

the set of untrustworthy nodes. To validate the proposed 

scheme, we conducted simulation experiments. The 

experimental results stress the ability of our scheme to 

improve the performance of VANET by eliminating 

malicious nodes. As future directions, several criteria will be 

used to assist the node trust, including, functional trust and 

recommendation trust from other nodes. In addition, different 

operating scenarios and conductions will be considered.  
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Abstract— The article explores the perceptions of senior police 
officers concerning the place of social media in the current 
media ecology, and the desired mode of operation of the police 
within them. The study demonstrates that the different forms 
of social media are perceived as significant arenas in the 
contemporary media landscape, which are "here to stay" and 
the police has a "duty of presence" in them. Still, this presence 
should focus primarily on information-providing and image-
enhancing activities, avoiding "confrontations" about 
contested issues. 

Keywords- Social Media; Police; Public Administration. 

I. INTRODUCTION

New media, especially social media, enable government 
agencies to communicate with citizens and disseminate 
information fast and directly, recruit people and organize 
collective actions. Such uses may have implications for the 
character of relationships between citizens and 
governments, as well as for how citizens perceive 
government agencies' image.  

One of the public institutions that are constantly in 
contact with citizens is the police. The main research 
question in this paper is how senior police officers perceive 
the use and impact of online social media. For this purpose, 
15 semi-structured interviews were conducted with police 
officers in the rank of Major General and above, who 
finished their service in the Israeli police from 2006 
onwards. 

The Findings demonstrate that the interviewees recognize 
online social media as a centerpiece of the contemporary 
media landscape, with significant possibility to impact the 
image of the police. According to the interviewees, the 
police digital strategy should focus primarily on 
information-providing and image-enhancing activities, 
while avoiding confrontations on contested issues.
Section II of the paper presents the theoretical background 
and research literature on the adoption and use of social 
media by public agencies, especially law enforcement 
agencies such as police, and the advantages and implications 
of using such environments. Section III presents the main 
research goals and questions. Section IV presents the 
method. Section V reviews the preliminary findings. 
Sections VI concludes the paper. 

II. LITERATURE REVIEW

Social media are becoming important intermediaries 
between public institutions and citizens [1]. The usage of 
social media by public institutions may enable them to 
disseminate and receive information quickly and efficiently, 
recruit people for various purposes, interact more closely 
with the public, and possibly improve decision-making and 
problem-solving processes [2]. Still, public institutions are 
often known for their rigid hierarchical structures and 
bureaucratic red tape, and less for their excellence in service 
provision and adaptation to new technologies [3]. Hence, no 
wonder they are considered late and limited adopters of new 
and, particularly, social media.  

The use of social media by the police, like its usage by 
other public institutions, can have many advantages. 
Information can be sent quickly to many people without 
mediation, such as information on missing persons [4]. 
Information can also be efficiently received from people and 
organizations, including complaints against the police or 
against private individuals, or information on crimes and 
suspects [4][5]. Social media can also assist in mobilizing the 
public and enable public participation in planning processes. 
These uses can significantly improve the work of the police, 
improve its contact with the public, and also contribute to its 
image [6]. But while significant literature addresses the 
usage of social media by the police, there are very few 
studies that address the perceptions of decision-makers in the 
police about the place of social media in the current media 
ecology, and the desired mode of their operation. 

III. RESEARCH QUESTIONS

1. How do senior police officers perceive social media? Is it 
a passing phenomenon or a permanent component of the 
current media ecology? 

2. According to the senior officials' perception, what should 
the goals of the police activity on social media be? 

IV. METHODOLGY

   In order to answer the research questions, semi-structured 
interviews were conducted with policemen from the rank of 
Major General and above, who finished their service in the 
police from 2006 onwards. This study only deals with senior 
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police officers, due to their broader and more in-depth 
perspective on the organization's needs and the factors 
influencing the police-citizen relationship. The officers were 
selected based on their year of retirement. Since Facebook 
(the main social platform in Israel) has only been open to the 
public since 2006, only the policemen who served in the 
police this year onwards dealt with the question of relations 
between the police, social media and citizens. 
  15 senior police officers were interviewed. Most of the 
interviews were conducted in person, in a location chosen by 
the interviewees. In only a few cases where there were 
technical difficulties or unwillingness of the interviewees to 
hold a face-to-face meeting, telephone interviews were 
conducted. The interviews were semi-structured, consisting of 
15 questions and lasting between 40 minutes and 2 hours. 
Interviews were used to present the phenomenon through the 
participants' perceptions and their own words [7]. The 
interviews were recorded and transcribed. A thematic 
categorical division of these transcriptions was performed, in 
order to identify, evaluate and report prominent themes [8]. 

V. PRELIMINARY FINDINGS

 Many of the interviewees made it clear that in their 
opinion, social media activity should be an important and 
strategic goal for the organization, and that more resources 
should be invested in it. Interviewee I-1 declared that social 
media are significant tools for building public trust: 

"Improving service to the citizenry is critical for your ability 
to generate trust, and we should definitely use the new media 
platform [for this purpose]" 

  Interviewee I-6 described social media as important sources 
of information for the police to convey to citizens: 

"The police is disseminating all kinds of messages on 
Facebook, and we have to do this systematically and 
correctly. Both extract information and disseminate 
information..." 

This kind of two-way communication and information 
streams require investment and proper resources, as 
interviewee I-6 said: 

  "It cannot be that there is a social conversation on social 
media and the police are not involved, the organization has 
to invest in it. Investing means getting more people, teams, 
standards and enacting new policies.” 

  Despite the statements about the importance of police 
activity on social media, most respondents expressed 
reservations about bi-directional and dialogical behavior, and 
believed that the activity should mainly be with an emphasis 
on providing information and positions [9] rather than 
conducting conversations with the public. They argue that 
brief and practical responses are sufficient without waiting 
for a response from the public or addressing such responses 
further.  

Interviewee I-5 argues that it is desirable for the police to 
respond to such public concerns but only briefly and only in 
its page: 

  "You cannot run after anyone who posts something in any 
Facebook group about you. Maybe in some exceptional 
cases an official police representative, needs to intervene in 
the discussion, and provide a link and tell everyone, 'Guys, 
come on read the facts'".

  However, most of the interviewees did not see even such a 
minimal response as useful. For example, Interviewee I-9 
does not see the need to participate in any discussion with 
the public about police matters: 

  "I would present the position of the police in a very solid 
and precise manner and let time do its work. I would not 
participate in the conversation itself…. This discourse will 
exhaust itself sooner or later, and the fact that we react and 
participate in this discourse, that is the fuel for the fire." 

VI. CONCLUSIONS

  The paper studies perceptions of senior police officers 
about the place and usage of online social media, in the 
contemporary media ecology. Findings show that the 
interviewees recognize online social media as a centerpiece 
of the contemporary media landscape, with significant 
consequences in terms of the abilities to send and receive 
information, which can impact the image of the police. At 
the same time, there is a clear concern about the possible 
fallbacks of entering long conversation with citizens, where 
officers prefer a minimal response approach in such cases.  
Future studies can examine the perceptions of senior 
decision-makers in other public organizations regarding 
online social media, and also investigate the 'customers' side: 
What are the citizens' perceptions of this activity, and how 
exposure to it influences opinions and attitudes towards the 
police. 
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Abstract—Over the past years, implementation of and research 

on cloud computing in the eGovernment context have increased 

substantially. A wide range of benefits and challenges is 

suggested in the literature. However, these suggestions appear 

fragmented and disconnected and do not offer a clear overview 

of the main challenges and benefits. Therefore, there is a need 

for clarification about both benefits and challenges of cloud 

computing, especially in the eGovernment context. To address 

this need, the literature on cloud computing and eGovernment 

is reviewed in this paper. The findings show that despite the 

extensive number of benefits and challenges, some stand out 

from the rest. This paper presents an overview of these, explains 

them in detail, and suggests avenues for further research. 

Keywords-cloud computing; eGovernment; benefits; challenges. 

I. INTRODUCTION 

Governments and public organizations in both developed 
and developing countries are increasingly adopting 
eGovernment solutions throughout their service portfolios 
[1][2]. Most often, eGovernment services are provided 
through the Internet [3][4]. While eGovernment services show 
substantial potential related to increased efficiency and 
effectiveness, there are also considerable challenges in 
transitioning to digital services. The challenges discussed in 
the eGovernment context are often related to investment and 
development costs [1], insufficient Information Technology 
(IT) skills [5], the lack of compatibility and shared standards 
[3], and the lack of compatible infrastructure [3]. These 
obstacles are especially challenging for developing countries 
[6][7]. A proposed solution to several of these challenges is to 
adopt cloud computing to support eGovernment [4][8]-[10]. 

Today, the existing literature outlines a plethora of 
possible benefits and challenges in relation to cloud 
computing and eGovernment. However, the literature does not 
present an accessible overview of what the main benefits are 
and how challenging the adoption of cloud solutions can be. 

This paper's objectives are to identify 1) the benefits and 
2) the challenges, both associated with cloud computing in the 
eGovernment context. 

To address the objectives, the following research 
questions are formulated: 

1. What are the main benefits of cloud computing in 

eGovernment? 

2. What are the main challenges of cloud computing in 

eGovernment? 

These questions are addressed by performing a systematic 

review of peer-reviewed scientific literature on the use of 

cloud computing in eGovernment.  
The rest of this paper is structured as follows: Section II 

describes the use of cloud computing in the eGovernment 
domain and explores possible implications for its use in public 
service provision. Section III presents the methodology for the 
literature analysis. Section IV explains the results of the 
analysis. Section V discusses the findings, providing answers 
to the two research questions. Finally, Section VI presents the 
conclusion and several suggestions for further research. 

II. CLOUD AND EGOVERNMENT 

As a theme in conjunction with the government, cloud 
computing emerged in 2009 [11], where the exploration of 
implementation [12][13] and associated key issues [14] were 
studied. The potential use of cloud computing technologies in 
eGovernment was supported by Cellary and Strykowski [15], 
who recommended cloud infrastructure as the default solution 
for digital public services generally. Cloud adoption by the 
government has been studied repeatedly [9][16]. On this basis, 
Mohammed et al. [17] suggested an eGovernment cloud 
adoption model that would list the factors contributing to the 
adoption of the technology in public service. 

Cloud computing is perceived as a possible solution to the 
challenges that governments face regarding the dramatic 
increase in computational data [13]. The Internet of Things 
(IoT) devices collect significant amounts of data, especially in 
the smart city context. Sensors collect environmental data, 
with the potential to be used for evidence-based decisions, 
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increasing the effectiveness, efficiency, and responsiveness of 
public services [18]. E-participation platforms, 
crowdsourcing, and social media mining also contribute to the 
increase in the data collected by governments. However, due 
to its properties (complexity, heterogeneity, and volume), Big 
Data cannot be efficiently analyzed using traditional methods 
[19]. Cloud computing can provide the necessary storage and 
computational capacities [18][20] to store and analyze very 
large volumes of data. In this regard, cloud computing is 
considered one of the crucial components of the realization of 
smart cities, usually viewed in combination with IoT [21]-
[23], providing the necessary capacities and aiding in 
automated decision making [24]. 

In Gartner's latest overview of the top trend hype cycle for 
digital government [25], cloud computing is identified as a 
growing hype. The European Union (EU) explicitly mentions 
cloud computing in Agenda 2020, underlining its importance 
and estimating that the European cloud market would reach 
€44.8 bn by 2020 [26]. Following the recommendations of the 
European Commission's Cloud Strategy 2012 [27], many EU 
countries have developed their own national cloud strategies 
[28]. However, only a few countries have backed up these 
strategies with the development of their government cloud 
infrastructure to support public administration, with several 
notable exceptions, such as the UK, Spain, and Denmark 
[29][30]. 

III. METHODOLOGY 

Any literature review relies on systematic, rigorous, and 
well-established methods to help avoid cherry picking, biases, 
and a poor selection of relevant literature. Otherwise, the 
sample would likely not contain an accurate overview of 
existing knowledge and would therefore be of limited 
scientific value [31]. This review is based on Okoli [32] and 

 
Figure 1. Literature review process. 

 
Figure 2. Literature per year. 

 
Webster and Watson [33] methods, whose goal is to identify 
and analyze relevant literature to answer this present study's 
research questions. 

To explore the research questions and identify existing 
knowledge in the literature, the following search queries were 
used: ("cloud computing") AND ("e-government" OR 
"eGovernment" OR "electronic government").  

Three databases were searched for relevant articles: 
Scopus, Web of Science, and Digital Government Reference 
Library (DGRL). The DGRL is a highly regarded EndNote 
library consisting of over 10,299 references of peer-reviewed 
publications in the domains of digital government/governance 
and digital democracy. 

Additionally, we applied the following inclusion criteria: 

1) contain the search phrases based on the research questions 

and 2) be peer reviewed and published in journals or 

conference proceedings. The exclusion criteria required 

discarding the articles that were 1) irrelevant to the research 

objectives, 2) not in English, and 3) not offered for download 

or otherwise inaccessible. This process yielded a literature 

sample of 51 articles (Figure 1). The articles were published 

between 2011 and 2018 (Figure 2). 

IV. RESULTS 

A. Benefits of Cloud Computing 

The studies discussing cloud computing in eGovernment 
settings report a number of benefits. Some benefits are studied 
in depth, while others are superficially mentioned. Out of the 
51  papers,  46  mention  benefits  to  some  extent. In total, 49 

 

 
Figure 3. Benefits 
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Figure 4. Challenges 

 
benefits are identified in the first round of analysis. In the 
second iteration, some of the benefits found in the first round 
are grouped together, resulting in 32 distinct benefits.  

A pie chart (Figure 3) illustrates the relative proportions of 
the papers that focus on each benefit and how focused they 
are. Table I (Appendix) lists the benefits and the associated 
literature, where three benefits stand out: cost reduction, 
security, and flexibility and scalability. 

B. Challenges of Cloud Computing 

Our analysis indicates differences in the extent to which 
the various challenges are studied. In total, 38 papers include 
discussions on cloud computing challenges. A total of 54 
challenges were identified in the first iteration. A second 
iteration of the analysis resulted in 34 distinct challenges. 

Similar to the benefits, a pie chart (Figure 4) illustrates the 
relative proportions of the papers that focus on each challenge 
and how focused they are. Table II (Appendix) lists the 
challenges and the associated literature. The challenges that 
stand out are security issues, costs, and complexity. 

V. DISCUSSION 

In this section, the findings from our analytical efforts are 
summarized and discussed, focusing on benefits and 
challenges. 

Of the 51 papers reviewed, only seven use theories in their 
research. This indicates a lack of theoretical development in 
the eGovernment field in relation to cloud computing. 

A. Benefits of Cloud Computing 

Of the 32 identified benefits, cost reduction, security, and 
flexibility and scalability are mentioned much more 
frequently in the literature than the rest. Therefore, these three 
benefits are further explored. 

1) Cost reduction 
Cost reduction is a key driver for public organizations 

considering migrating to cloud solutions [1][8][34]. Of the 51 
papers, 38 suggest cost reduction as an advantage for public 
agency use of cloud computing. Costs relating to the purchase 
and the installation of information and communication 
technology equipment, software, and infrastructure can be 
greatly reduced [1][7][11][28][35]. Public organizations can  

also upgrade or downgrade their capacities as needed and pay 
only for the resources used (economy of scale) 
[10][11][36][37]. Several researchers believe that human 
resource costs can be reduced as well [10][11]. Savings on 
software licenses can also occur, especially when using open 
source programs [10][38]. By purchasing large quantities of 
hardware and software, cloud service providers can offer more 
economical solutions. Opportunities, such as the creation of 
server parks near power stations, affordable sites, and so on, 
can also contribute to lower costs [10]. A study estimates that 
government agencies would save between 50% and 67% of 
eGovernment operation costs by moving governmental 
applications into private or public clouds [28]. For example, 
the governments of the UK and Spain use cloud computing to 
reduce costs [28][29].  

2) Security 
Security is regarded as the largest obstacle to public 

organizations' deployment of cloud computing, but several 
researchers suggest substantial security benefits. Security can 
be improved with centralized security management 
[10][39][40]. Public organizations with one centralized 
system instead of silo structures can provide security 
enhancements [10]. Cloud computing can also offer backup 
solutions (e.g., use cloud storage to upload the backup or the 
supplier's own backup and disaster recovery solutions), which 
will likewise satisfy the requirements of off-site storage in 
different locations [39]. Restoration and recovery can be 
performed swiftly [39]. Private cloud solutions with stricter 
security are more appropriate for governments than public 
cloud solutions [6]. Cloud-based solutions for security have 
been developed, for instance, "identity in the cloud," which is 
an authentication service based on cloud technology [41]. 

3) Flexibility and scalability 

Flexibility and scalability are benefits of cloud computing 

in the eGovernment context [1][28][29][35][38]-[40][42]-

[44]. The pay-as-you-go pricing model allows an instrument 

of scaling, depending on user demand [5][28][42], thereby 

achieving flexibility in the form of rapid elasticity 

[6][37][43]. This especially allows an increased number of 

users, user loads, and applications [1][11]. This is possible 

due to virtualization technologies [45], where nodes can be 

seamlessly added to the public organizations' resource pools 

[10]. Public organizations can control these scaling options 

without interfering with suppliers or humans [2][40]. These 

options can even be fully automated [10]. Cloud computing 

also offers access to applications and stored data, anytime and 

anywhere [39]. Cloud computing has massive storage 

capabilities [11]. Denmark benefited from cloud computing 

scalability during the World Climate Conference in 2009, 

where the expectation of high load peaks made the use of 

traditional solutions unsustainable [28]. Cloud computing 

suppliers typically offer flexible contract terms to ensure 

scalability [39]. 

4) Other benefits 

Interestingly, several authors argue that cloud computing 

offers environmental benefits because of enhanced efficiency 

of resources and less consumption of power [1][6][11][42]. 
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Payment models (e.g., pay-as-you-go) may offer 
considerable benefits as the current climate of economic 
difficulties affects government budgets worldwide 
[5][7][28][39]. 

B. Challenges of Cloud Computing 

Security issues, costs, and complexity are the most 
frequently mentioned challenges, especially security issues 
(Figure 4). These three challenges are further explored in the 
following subsections. 

1) Security issues 

Many studies highlight security as the main issue or one of 

the most critical challenges for adopting cloud computing in 

eGovernment [2][11][28][29][35][38][45]. Security risks 

associated with cloud computing are prominent in 

eGovernment systems [28][46]. This situation can create trust 

issues [38][46] that in turn can lead to adoption barriers 

[9][43]. This matter is crucial for national security [11]. 

Public organizations transfer much of the security control to 

cloud computing suppliers, which leads to the government’s 

reduced ability to control data [4][6][37] and therefore 

requires complete trust [34]. By using cloud computing, 

public organizations store their data in the cloud, resulting in 

the challenge of protecting the data [28]. Data that are not 

kept in the government's premises and are therefore under 

less control might lead to concerns about unauthorized access 

and misuse [2].  
Moreover, data privacy law enforcement is not globally 

uniform [6]. Most governments have data protection 
regulations that do not allow storage of sensitive data in other 
countries, where cloud computing suppliers offer international 
mirrored sites for data storage [1]. It is difficult to check 
whether the cloud computing suppliers fulfill their promises 
of protection and storage of sensitive data [2]. High data 
encryption is therefore recommended [2]. It is also important 
to implement proper access control, authentication, and 
authorization [47][48]. There is the need for auditing as well, 
which is another challenge in cloud computing systems. In 
countries where cloud computing systems are based on public 
clouds, shifting to private clouds might help overcome this 
challenge [28]. Other mentioned challenges are users' use of 
e-payment systems [38] and cloud-based e-voting [6]. All of 
the above issues require physical security (data and 
information stored in a secure location) and logical security 
(protection from threats, such as hacking, intrusion, and 
viruses) [2]. Cloud computing suppliers are starting to support 
governments' security requirements. One example is Fabasoft, 
a supplier that offers secure authentication, supporting the 
national eID systems of Austria, Germany, and Switzerland 
[28]. 

2) Cost 
Several studies highlight cost as a crucial challenge 

[2][4][9][29][49]. This is somewhat confusing, given that cost 
reduction is viewed as the main benefit of adopting cloud 
computing solutions. Alkhwaldi, Kamala and Qahwaji [46] 
highlights high maintenance and operational costs. High costs 
may also be related to security solutions. Some studies also 
cite the higher costs associated with activities aimed at 

preventing lock-in (being dependent on one cloud supplier, 
with difficulty in changing the supplier or the solutions) 
[2][4]. Other challenges for cloud computing can be hiring IT 
experts, facilitation of network requirements, adoption costs, 
and government budgets allocated for cloud computing [9]. 

3) Complexity 

Several studies emphasize complexity as a major 

challenge, which adversely affects the adoption of cloud 

solutions [8][34], thus hindering the realization of the 

benefits [39]. Complexity also contributes to user 

dissatisfaction [39]. The lack of standards for cloud 

computing often leads to problems surrounding its adoption 

or difficulties in changing suppliers (of cloud services) [1]. 

Cloud service providers might also procure their services 

through a third party and therefore increase the risks of chain 

failure and interruption of cloud services [2]. 

4) Other challenges 

One notable challenge is the potential lack of the IT experts 

required to manage cloud computing [9]. This issue is 

interesting because of the finding that one of the drivers of 

the migration to cloud computing is reducing the need for IT 

expertise. It is also interesting that despite the research 

indicating an expected increase in performance [40], another 

study reports concerns related to under-performance [4]. 

VI. CONCLUSION 

This study has aimed to explore and understand the 

phenomenon of cloud computing in the eGovernment 

context. To this end, we adopted a literature review approach, 

collecting and analyzing 51 relevant research articles and 

discussed cloud computing in the digital government domain. 

Our analysis identified 32 distinct benefits of cloud 

computing in eGovernment. Of the 32 benefits, cost 

reduction, security, and flexibility and scalability are the most 

prominent. Among the 34 distinct challenges identified, those 

related to security are by far the most frequently mentioned 

in the reviewed literature. No consensus has been reached 

about the cost benefit of moving to cloud solutions as costs 

are mentioned among both benefits and challenges of the 

cloud technology. 

The limitations of this study include the choice of search 

terms (some related terms can also be included in the search) 

and the selection of databases. Some challenges and benefits 

are possibly better described in the more general computer 

science literature, while remaining applicable to the 

eGovernment domain. 

Nonetheless, we believe this review offers a useful 

overview of the use of cloud computing in eGovernment. It 

can be a starting point for more in-depth research on the 

applications of this technology for the provision of public 

services.  
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VII. APPENDIX 

TABLE I. IDENTIFIED LITERATURE ON BENEFITS. 

 
Identified Benefit Literature Identified Benefit Literature 

Cost reduction [1][5]-[11][29][34]-[44][46][48][50]-

[67] 

Security [1][2][6][8][10][28][35][38]-[42][44][46] 

[50][51][53-56][58][59][62][63][68][69] 
Flexibility and scalability [1][2][5][6][9]-[11][28][29][35][37]-

[40][42]-[46][50][51][53][56]-

[58][60]-[64][66]-[68] 

Mobility and availability [1][2][6][9]-[11][28][29][35][39][40][42] 

[45][50][54][58][59][61][64][67] 

Infrastructure [5]-[8][10][11][29][39][42][45][46] 

[56][61][68] 

Green technology [1][6][10][11][39][42][46][54][56][57][59] 

Storage [1][6][11][39][40][45][46][62] Resource pooling [1][6][7][11][40][42][46][60] 
Maintenance [6][11][28][29][39][55][56] Enabling capabilities [1][29][39] 

Collaboration [6][10][46][56][58] Management [7][46][58][70] 

Sharing data [2][42][70] Skills [5][8][11][56] 
Compatibility [5][8][59][63] Performance [6][9][40][58] 

Innovation [38][68][70] Service quality [10][38][60] 

Policy management [39][51][63] Broad network access [1][60] 
Implementation [11][28] Development [37][39] 

Support [34][39] Interoperability [28][29] 

Agility [29][52] Accountability [6][62] 
Customization [6] Automatization [6] 

Provision of better services [39] Technology update [39] 

Strategic management [10] Sustainability [10] 

 

 
TABLE II. IDENTIFIED LITERATURE ON CHALLENGES. 

Identified Challenge Literature Identified Challenge Literature 

Security [1][2][4]-[6][8]-[11][28][29][34] 

[35][37][39]-[44][46][48]-[50][54]-

[56][60][61][64]-[69][71][72] 

Costs [2][4][6][9][29][46][49][55][65][67] 

Complexity [5][6][8][9][34][46][65][67] Service providers [2][6][34][37][42][49][54][55][64] 

Availability [2][6][29][40][46][73] Knowledge and skills [6][39][42][55][65] 

Interoperability [1][11][28][39] Compatibility [8][9][65][67] 
Internet dependable [11][35][65] Technical [29][39][46] 

Support [6][56][60] Performance [4][29][40][55] 

Strategy [2][11][56][60] Infrastructure [40][46][73] 
Managerial [6][29][46] Business continuity [11][60][68] 

Standardization [29][60][73] Flexibility [6][67] 

Development [4][65] Accessibility [46][55] 
Intangible [46] Integration [6] 

Integrity [6] Suitability [2] 

Culture [46] Inconsistency [44] 
Connectivity [6] Cooperation [8] 

Bandwidth [34] Social [39] 

Change [34] Citizens' awareness [6] 
Tangible [46] Website design [46] 
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Abstract— Policy analytics is defined as the exploitation of 

existing data from government agencies, possibly in 

combination with data from private sector firms, and using 

advanced analytical techniques in order to support different 

stages of public policy making. It constitutes a highly 

ambitious new generation of electronic (digital) government, 

aiming to provide substantial support to higher government 

functions. However, the area of policy analytics is still in its 

infancy, so extensive further research is required in this area in 

order to develop effective methodologies for supporting 

various stages of policy-making in important domains of 

government intervention. This paper contributes to filling this 

research gap for a highly important domain of government 

intervention and policy, the promotion of firms’ innovation 

activity, in difficult times of economic crisis. It presents a 

methodology for exploiting existing data from Taxation 

Authorities and Statistical Agencies in combination with data 

from private sector consulting and business information firms 

in order to identify characteristics of the firm and its external 

environment that affect its innovation behaviour (the extent of 

their product/service innovation reduction) during economic 

crises. Our methodology exploits findings of previous research 

in the areas of innovation and economic crises. It can generate 

valuable insights, which can support substantially the 

development of innovation policies in times of economic crisis. 

Furthermore, an application of this methodology is presented, 

using existing Greek firms’ data from the Hellenic Statistical 

Authority, in combination with data from the business 

information and consulting firm ICAP, for the economic crisis 

period 2009 – 2014, which provides interesting insights. 
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I.  INTRODUCTION 

Policy analytics (previously called also as policy 
informatics) is defined as the exploitation of existing data 
from government agencies, possibly in combination with 
data from private sector firms, and using advanced analytical 
techniques in order to support different stages of public 
policy making [1]. It constitutes a highly ambitious new 
generation of electronic (digital) government, aiming to 
provide substantial support to higher government functions. 
While the first generation of electronic (digital) government 
aimed to support government agencies’ internal processes as 

well as their transactions with firms and citizens, and the 
second generation aimed to support communication and 
consultation with the society (with a special focus on the 
exploitation of the social media for this purpose), this new 
third generation aims to support and enhance the whole cycle 
of policy-making for addressing serious problems of modern 
societies [2][3].  

Though there has been a long interest in providing 
support for the design and implementation of important 
public policies (due to their high importance for and impact 
on the society and also the large amounts of financial 
resources they consume), recently this has become much 
more intensive, leading to an exponential development of 
policy analytics, mainly for three reasons:  
i) The development and success of the data science and 
business analytics in the private sector, which aims at the 
exploitation of the large quantities of data collected by firms 
in order to support decision making, strategy formulation, as 
well as development of new products and services [4][5]. 
ii) The increasing availability of data in government 
agencies, which can provide (after appropriate processing) 
significant support of policy and decision making. The main 
sources of these data are: the increasingly complex internal 
information systems (IS) of government agencies, as well as 
their electronic transactions and consultations IS; the 
growing use of social media by government agencies, which 
generates large quantities of textual data, containing valuable 
citizens’ knowledge, experience, proposals, ideas, opinions 
and comments; and recently the development of the Internet 
of Things (IoT), especially in the context of modern cities 
[6][7]. 
iii) The increasing complexity and severity of the challenges, 
problems and needs of modern societies. The ‘traditional’ 
social problems that governments face have become more 
complex and severe, while at the same time new problems 
have appeared (e.g., due to the globalization of the economy, 
the climate change, the ageing population, the migration of 
massive populations from underdeveloped countries or areas 
facing serious conflicts, warfare or social unrest to the more 
developed countries) [6][7]. 

It is widely recognized that the potential of the above 
massive government data, especially if combined with 
related private sector data (e.g., from consulting and business 
information firms), towards the provision of valuable support 
of highly important public policies, is quite high. This 
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potential can be exploited to a much greater extent if these 
data undergo advanced processing using various 
sophisticated analytical techniques from the areas of 
statistics, data mining, operational research, etc., such as 
regression analysis, clustering, association analysis, data 
segmentation, classification analysis, anomaly detection, 
social network analysis and computer simulation [1]. 
However, the area of policy analytics is still in its infancy, so 
extensive further research is required in this area in order to 
develop effective policy analytics methodologies for 
supporting various stages of policy-making in important 
domains of government intervention. Some useful 
knowledge has already been developed in the area of policy 
analytics, which includes methodologies for exploiting 
different sources of data, using advanced basic or more 
advanced analytical techniques in order to support some of 
the stages of the policy making cycle in some domains of 
government intervention, such as the environment [8], the 
energy provision [9], the justice [10] and the management of 
emergency crises (both natural disasters, such as earthquakes 
and hurricanes, and man-made crises, such as terrorism and 
ethnic violence) [11][12]. However, extensive additional 
research is required in this area in order to increase our 
knowledge concerning the exploitation of the large quantities 
of data available today in government, in combination with 
data from various private sector firms, and using advanced 
analytical techniques for supporting all the stages of public 
policies’ development and implementation, in various 
important domains. It is necessary to experiment with 
exploiting a variety policy-related public and private sector 
datasets, using various analytical techniques, from 
‘traditional’ statistical analysis to advanced data mining and 
artificial intelligent ones, in order to extract from them 
insights and knowledge that can be useful for policy making.  

This paper contributes in this direction towards filling the 
abovementioned research gaps, dealing with a highly 
important domain of government intervention and policy: the 
promotion of firms’ innovation. We focus on periods, in 
which this is more difficult and at the same time more useful 
for the economy and the society: on periods of economic 
crisis. It is widely recognized that innovation has become an 
important element of the modern economy, of critical 
importance for the competitiveness and growth of firms, 
sectors and countries [6][7][13]. It involves development of 
new products and services (or substantial improvement of 
existing ones) in order to adapt to evolving needs and 
preferences of customers, development of new markets or 
market segments, and exploitation of new technologies that 
have emerged. Governments of various layers (central, 
regional and municipal governments) of most countries 
exhibit active interest in promoting innovation, and design 
and implement policies for this purpose that take the form of 
financial support through grants, subsidies and tax credits, 
but also the form of relevant laws and regulations. 
Government initiatives become much more difficult, but at 
the same time much more necessary and important in periods 
of economic crisis, which are an inevitable trait of market-
based economies [14][15]. Economic crises are repeatedly 
occurring with varying intensities and durations in market-

based economies, with quite negative consequences for the 
economy and the society in general. One of the most 
important (however less observable and debated) negative 
consequences is the reduction of firms’ product/service 
innovation activities, which has quite negative impact on 
their medium- and long-term competitiveness. So, during 
periods of economic crisis it is even more important than in 
the ‘normal’ periods to design and implement policies for 
mitigating this reduction of firms’ innovation activities and 
promoting product/service innovation that can contribute to 
overcoming the crisis. However, this necessitates a sound 
evidence-base, which will allow achieving higher levels of 
effectiveness and maturity of these critical policies. 

In this direction this paper presents a methodology for 
exploiting existing data from Taxation Authorities and 
Statistical Agencies, in combination with data from private 
sector consulting and business information firms, in order to 
identify characteristics of the firm and its external 
environment that affect its innovation behaviour (the extent 
of their product/service innovation reduction) during econo-
mic crises. Our methodology is based on and leverages 
findings of previous research in the areas of innovation and 
economic crises. It can generate valuable insights, as to the 
types of firms exhibiting higher or lower sensitivity to the 
crisis with respect to innovation activity, which can support 
substantially the development of innovation policies in 
periods of economic crisis. Furthermore, an application of 
this methodology is presented, using Greek firms’ data from 
the Hellenic Statistical Authority, in combination with data 
from the business information and consulting firm ICAP, for 
the economic crisis period 2009 – 2014; it has revealed inte-
resting characteristics of firms and their external environ-
ment affecting innovation behaviour during the Greek crisis.  

The paper is organized in five sections. The following 
section II outlines the conceptual background of our study. 
Section III describes the proposed methodology of 
innovation policy analytics for economic crisis periods, 
while Section IV presents the abovementioned application. 
Finally, Section V summarizes the conclusions and proposes 
future research directions. 

II. BACKGROUND 

In this section we briefly present the background of the 
proposed methodology concerning innovation and economic 
crise.s 

A. Innovation 

The ‘Oslo Manual 2018’ [13] defines product/service 
innovation as ‘a new or improved good or service that differs 
significantly from the firm’s previous goods or services and 
that has been introduced in the market’. Innovation is more 
than simply a new idea or an invention: it includes 
implementation, diffusion and active use by other parties, 
such as individuals, firms or public organisations. It is the 
wide diffusion of an innovation that can actually generate 
economic and social positive impact and value. However, 
beyond the above positive value, innovative products and 
services might replace some existing ones, and this can cause 
problems to firms producing the latter (e.g., reduction of 
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sales, profitability and personnel employment), and in 
general lead to significant disruptions; however, in the long-
term innovation leads to economic growth. The main 
theoretical foundations of innovation have been developed in 
the beginning of the 20th century by the Austrian economist 
J. Schumpeter, who created theories on how firms search for 
new opportunities and competitive advantage over current or 
potential competitors [16]. He also introduced the concept of 
“creative destruction” to describe the disruption of existing 
economic activity that can be caused by innovations creating 
new ways of producing goods or services, or even entirely 
new industries. 

In the modern economy innovation is highly important 
for firms’ competitiveness, or even survival [6][7]. As new 
technologies are continuously emerging, firms have to 
develop new or substantially improved products and services 
that incorporate and exploit these technologies, acting either 
as ‘first movers’ (i.e., before their competitors) - leaders, or 
as ‘late movers’ (i.e., after some of their competitors have 
taken action) – followers. Furthermore, customers’ needs and 
preferences are evolving, and also markets are changing 
(e.g., new competitors, substitutes or suppliers appear), and 
firms have to respond by introducing new or substantially 
improved products and services. 

Innovation is a highly knowledge-intensive activity; it 
requires the use and combination of both internal and 
external knowledge, which necessitates significant human 
capital (human competences and skills) as well as 
organizational capital (appropriate practices and processes). 
In particular, innovation requires absorbing relevant 
knowledge from their external environment (e.g., from 
universities, research centres, suppliers, customers, partners, 
etc.), combining it with internal knowledge they possess, and 
then exploiting this combined knowledge for making 
product/service innovations [17]-[19]. So, modern firms in 
order to be innovative need to possess high levels of 
knowledge ‘absorptive capacity’, which has four main 
components: a) acquisition capacity (ability to locate, 
identify, value and acquire external knowledge that is related 
to firm’s products and services); b) assimilation capacity 
(ability to analyse, process, interpret, understand, internalize 
and classify the acquired external knowledge); c) trans-
formation capacity (ability to associate and combine the 
existing knowledge base of the firm with the newly acquired 
knowledge); d) application or exploitation capacity (ability 
to incorporate acquired, assimilated and transformed 
knowledge into new or significantly improved products and 
services) [18]. 

Due to the high importance of innovation for firms, 
sectors and countries considerable research has been 
conducted for the identification of factors that influence 
firm’s innovation activity, termed as ‘innovation 
determinants’; reviews of this research are provided in 
[13][20][21][22]. This research has revealed characteristics 
of the firm and its external environment that affect its 
innovation activity; the most important of them are size, 
human capital, adoption of ‘organic’ non-hierarchical forms 
of workplace organisation (such as teamwork, 
decentralisation of decision making and job rotation), 

technological capabilities, financial resources, creativity and 
innovation culture, as well as demand prospects and 
competition, which impact positively firm’s innovation 
activity. A more recent relevant research stream has focused 
on and revealed the strong positive impact that information 
and communication technologies (ICT) can have on both the 
‘process’ of innovation (i.e., the design and implementation 
of it) as well as its ‘outcomes’ (i.e., the resulting ICT-
enabled innovative products and services) 
[6][7][13][23][24][25][26]. In [25] are identified three main 
channels through which the use of ICT impacts positively 
firms’ innovation activities. The first channel is the support 
and improvement of the management of the knowledge 
(internal or external) required for the innovation process. 
ICT enables an efficient storage, accessibility and exchange 
of this knowledge throughout the firm. Internal networks, e-
mail systems, and electronic databases all facilitate the 
transfer of knowledge and the communication between 
innovation participants. Second, ICT enables a more efficient 
cooperation for innovation with external partners, which has 
become even more important in the last twenty years, with 
the wide adoption of ‘open innovation’ models [23]. Third, 
ICT enable new products and services, and also the variety 
and personalization of existing products and services, which 
were not operationally and economically feasible before 
without ICT [24]. Furthermore, some specific kinds of 
information systems (IS) have been identified, such as 
enterprise resource planning (ERP), customer relationship 
management (CRM), business intelligence/analytics (BI/BA) 
and e-business ones, as well as social media, which can 
substantially improve firm’s absorptive capacity and finally 
ability for innovation, by enabling the collection and 
processing of data that can be quite useful for firms’ 
innovation activity [27][28]. Also, the use of cloud 
computing can provide rapid and low-cost electronic support 
of product/process innovations, so it can positively impact 
firms’ innovation activity [29][30]. 

B. Economic Crises 

One of the most important problems that governments 
face, and have to address through appropriate policies, are 
the economic crises of varying intensities and durations that 
repeatedly occur in market-based economies [14][15]. They 
can be defined as significant contractions of economic 
activity, which can be due to ‘business cycles’ (i.e., the 
fluctuations that economic activity usually exhibits, with 
periods of expansion followed by periods of contraction) or 
other events that happen in the society or economy (such as 
the oil crisis in the early 1970, or banking crises) [15]. 

Economic crises have quite negative both short-term as 
well as medium- and long-term consequences for the 
economy and the society. The short-term consequences 
(which are much more ‘observable’ and widely debated by 
the society, as they directly affect large number of citizens) 
include reductions of the demand for many goods and 
services, resulting in serious decrease of firms’ sales, 
production and profits, leading to reductions in personnel 
employment and materials’ procurement (and through this 
mechanism the crisis propagates further towards the 
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suppliers, etc.). For the above reasons economic crises 
increase unemployment, especially among some 
disadvantaged groups, such as the young people, the low-
skilled, the immigrants and the temporary workers [14]. This 
causes big social problems, increasing the number of citizens 
living in poverty and social exclusion; furthermore, it 
increases the required government spending for 
unemployment benefits, as well as for other types of social 
welfare and assistance for the unemployed (e.g., further 
training), while at the same time during these economic 
crises government income from taxation decreases due to 
lower firms’ profitability and individuals’ income.  

Another highly important (however much less debated) 
negative consequence is that during economic crises firms 
usually reduce investment in fixed assets (e.g., in production 
equipment, ICT, buildings, etc.) and also in innovations, due 
to the reduction on one hand of the external demand for 
products and services, which makes such investment more 
risky, and on the other hand of the available financial 
resources for investment [14][15][31][32]. This is called 
‘pro-cyclical’ behaviour’ (i.e., investment follows the ups 
and down of the business cycle), having quite negative 
impact on firms medium- and long-term competitiveness. 
Especially the reduction of firms’ innovation activities 
during economic crises decreases the degree of renewal of 
their products and services, exploitation of emerging new 
technologies, and adaptation to changing needs and 
preferences of customers, and results finally in lower compe-
titiveness. However, for some innovation investments has 
been observed the opposite behaviour by some firms during 
economic crises: increase, in order to take advantage of 
lower prices of some required inputs (such as specialized 
personnel and equipment) [33]; this is called ‘anti-cyclical’ 
or ‘counter-cyclical’ investment behaviour’. 

The above negative consequences of the economic crises 
are not the same for all firms: some firms are more efficient 
than the others, offer higher value-for-money products and 
services, so they have weaker negative consequences on their 
sales revenue, and therefore on employment and investment, 
including investment in innovation. Therefore, it is important 
to identify characteristics of the firm and its external 
environment that affect positively or negatively its sensitivity 
to economic crises, especially with respect to innovation 
activity. In this paper we present an innovation policy 
analytics methodology for this purpose (described in the 
following section III). This can be quite useful for 
government agencies in order to develop effective and 
focused policies for reducing the negative consequences of 
economic crises on firms’ innovation activity. It allows 
identifying characteristics (with respect to strategy, 
organization, human resources, use of ICT, external 
environment) of firms exhibiting lower sensitivity to the 
crisis with respect to innovation (i.e., lower or even no 
product/service innovation reduction due to the crisis), and 
therefore learning from them (which strategies, forms of 
organization, human resources, kinds of ICT reduce a firm’s 
innovation sensitivity to the crisis). It further allows 
identifying characteristics of firms exhibiting higher 
sensitivity to the crisis with respect to innovation (i.e., higher 

product/service innovation reduction due to the crisis), in 
order to design effective policies for assisting and supporting 
them (e.g., financial support of innovation activities, relevant 
laws and regulations). 

III. PROPOSED  METHODOLOGY  

As mentioned above, the proposed innovation policy 
analytics methodology aims to identify characteristics of the 
firm and its external environment that affect its innovation 
behaviour (the extent of product/service innovation 
reduction) during economic crises. It exploits findings of 
previous research in the areas of innovation (concerning 
innovation determinants, briefly reviewed in the last 
paragraph of section II.A) and economic crises (see section 
II.B). In particular, our methodology uses two main data 
sources: 
i) existing public sector data concerning firms’ innovation 
behaviour (i.e., extent of product/service innovation 
reduction) during economic crises, possessed by Taxation 
Authorities and Statistical Agencies, 
ii) existing public and the private sector data concerning 
various characteristics of firms (e.g., concerning strategy, 
organization, human resources, use of ICT) and their external 
environment, possessed by Statistical Agencies, and also 
business information firms and consulting firms.  

These data are used for the estimation of innovation 
reduction regression models, having as dependent variables 
various measures of the reduction of different kinds of firm 
product/process innovation (e.g., incremental, radical, etc.) 
due to the economic crisis (INN_RED), and as independent 
variables various characteristics of the firm and its external 
environment (fchk, k = 1,.. ,n): 

INN_REDi=b0+b1*fch1i+b2*fch2i+…+bnfchni+bn+1*d_sizei+ 

bn+2 *d_sectori , for firm i          (1) 

where: d_size are dummy variables for firm size, and 
d_sector are dummy variables for firm sector affiliation. 
These regression models allow the identification of 
independent variables having statistically significant 
regression coefficients, which reveal characteristics of the 
firm and its external environment that affect the extent of 
innovation reduction due to economic crisis.  

In these innovation reduction regression models we can 
include as independent variables: 
a) Firm characteristics that can influence the extent of 
reduction of sales revenue due to the economic crisis, which 
is the main determinant of the financial resources available 
for investments in innovation. For instance, the extent of 
adopting an export strategy to countries not facing economic 
crisis can reduce the negative impact of a domestic economic 
crisis on firm’s sales revenue and therefore increase the 
availability of financial resources for innovation investments. 
b) Characteristics of the firm and its external environment 
that can influence its innovation activity. According to 
previous research on innovation determinants (briefly 
reviewed in the last paragraph of section II.A) the most 
important of them are: 
- size (with larger firms in general having more financial 
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resources for innovation investments, and also more 
opportunities for bank loans); 
-  human capital (employing personnel of higher educational 
levels, competences and skills can increase firms’ capacity to 
perform the extensive and complex knowledge related 
activities required for making product/service innovations 
[34] - see third paragraph of section II.A); 
- adoption of ‘organic’ non-hierarchical forms of workplace 
organisation, such as teamwork, decentralisation of decision 
making and job rotation (they facilitate the exchange and 
combination of knowledge of firms’ employees from 
different functions and background, which is of critical 
importance for innovation [26]); 
- financial resources and technological capabilities (for 
financing projects of product/service innovation, and for 
producing innovative products/services respectively); 
-  creativity and innovation culture; 
- use of ICT (which as mentioned in II.A can significantly 
support and enhance both the ‘process’ and the ‘outcome’ of 
innovation [6][7][26], and especially use of some specific 
kinds of IS that can substantially increase firm’s knowledge 
absorptive capacity and therefore ability for innovation, such 
as ERP, CRM, BI/BA, e-business, social media and cloud 
computing [27][28][29][30]; 
and also some characteristics of firm’s external environment 
that according to previous innovation determinants’ research 
(see section II.A) affect innovation activity, such as: 
- demand prospects (larger demand potential increases firm’s 
incentives for fostering product/service innovations);  
- competition conditions (higher competitive pressures also 
increase firm’s incentives for product/service innovation). 
The above provide useful guidelines for specifying the 
innovation reduction regression models for the practical 
application of this methodology. 

IV. APPLICATION 

The innovation policy analytics methodology described 
in the previous section III has been applied for the 
identification of characteristics of Greek firms and their 
external environment that affect the extent of their 
product/service innovation reduction due to the long and 
intensive economic crisis that Greece experienced from 2009 
until today. For this purpose, we have used existing Greek 
firm’s data for the period 2009-2014 from two sources: i) the 
Hellenic Statistical Authority (data concerning the extent of 
firms’ innovation reduction in the period 2009-2014); and ii) 
ICAP S.A., a well-known business information and 
consulting firm (data concerning characteristics of firms and 
their external environment). In particular, we have used data 
from these two sources for 363 Greek firms, which belong to 
the most technologically developed manufacturing and 
services sectors of the Greek economy; 40.2% of them were 
from manufacturing sectors, 9.4% from constructions, and 
50.4% from services sectors; 52.6% of them were small, 
36.1% medium and 11.3% large ones. From these data an 
innovation reduction regression model was estimated. 

Our dependent variable is the extent of reduction of 
firm’s product/service innovation due to the crisis, which is 
assessed in a 5-point Likert scale (“negligible, “small”, 

“moderate”, “large”, “very large”). In Table 1 we can see the 
relative frequencies of these values. 

TABLE 1. RELATIVE FREQUENCIES FOR EXTENT OF INNOVATION REDUCTION 

Negligible small moderate Large very large 

30.5% 21.1% 25.5% 16.4% 6.6% 

We can see that more than half (51.6%) of the firms of our 
sample (coming from the most technologically developed 
manufacturing and services sectors of the Greek economy, as 
mentioned above) had negligible or small extent of 
innovation reduction due to the crisis, while about one 
quarter (25.5%) had moderate extent of reduction, and less 
than one quarter of them (23%) had a large or very large 
extent of innovation reduction.  

The independent variables were: 
- characteristics of firm: adoption of export strategy (EXP - 
binary variable); use of ‘organic’ forms of workplace 
organization, such as teamwork, decentralization and job 
rotation (ORG – binary variable); human capital (HC – 
percentage of firm’s employees having tertiary-level 
education); 
- ICT use: extent of use of customer relationship 
management, business intelligence/analytics and collabo-
ration support systems (CRM, BI/BA, CS – ordinal variables 
measured on a 5-point Likert scale: “not at all”, “to a small 
extent”, “to a moderate extent”, “to a large extent”, “to a 
very large extent”); use of social media and cloud computing 
(SM and CLO – binary variables); 
- characteristics of a firm’s external environment: decrease of 
demand in the last three years (DEMDEC – ordinal variable 
measured in a 5-point Likert scale: “increased strongly”, 
“increased”, “remained the same”, “decreased”, “decreased 
strongly”); intensity of price competition and intensity of 
non-price competition (PRCOMP and NPRCOMP - ordinal 
variables measured in a 5-point Likert scale: “very weak”, 
“weak”, “moderate”, “strong”, “very strong”). 
-  size and sector control variables: two control variables for 
size: D-L (taking value 1 for large firms having more than 
250 employees and 0 for all other firms) and D-M (taking 
value 1 for medium-size firms having 50 - 250 employees 
and 0 for all other firms); and one control variable for sector: 
D-SE (taking value 1 for manufacturing or construction 
sectors’ firms, and 0 for service sectors’ firms). 

In Table 2 we can see the innovation reduction model we 
estimated from the above data through ordinal regression 
estimation (since the dependent variable is a five-level 
ordinal variable) and using negative log-log link function (as 
the lower categories of the dependent variable are more 
probable); the statistically significant coefficients at levels of 
1%, 5% and 10% are shown with ***, ** and * respectively. 

This model reveals two ICTs that have statistically 
significant negative effects on the extent of Greek firms’ 
innovation reduction due to the crisis (i.e., reduce the 
negative effects of the crisis on firms’ product/service 
innovation): the cloud computing and the BI/BA. The use of 
cloud computing can provide rapid and low-cost electronic 
support of firm’s activities and processes, improving their 
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efficiency, and this can make the firm more resistant to the 
crisis and reduce the negative impact of economic crisis on 
its sales revenue. This increases the availability of financial 
resources for innovation projects. Also, cloud computing can 
provide rapid and low-cost electronic support of firm’s 
product/service innovations, and this has positive influence 
on its innovation activity. The use of BI/BA allows 
extracting useful insights from the data stored in a firm’s IS 
(concerning sales, production, procurement, expenses, etc.), 
which can lead to efficiency improvements, making the firm 
more resistant to the crisis, reducing the negative impact of 
economic crisis on sales revenue, and therefore increasing 
the availability of financial resources for innovation projects. 
Furthermore, the use of BI/BA enables gaining valuable 
insights from firm’s sales data, which allow identifying 
opportunities for making product/service innovations. 

TABLE 2. ESTIMATED INNOVATION REDUCTION MODEL 

Independent 
variable Coefficient 

Independent 
variable Coefficient 

EXP -0.275** CLO -0.348** 

ORG -0.073 DEMDEC 0.218*** 

HC -0.298 PRCOMP 0.108 

CRM 0.040 NPRCOMP 0.084 

BI/BA -0.094* D-L -0.375 

CS 0.033 D-M -0.053 

SM -0.151 D-SE -0.100 

Nagelkehre Pseudo R2 = 0.125 

Also, the estimates in Table 2 indicate that the adoption 
of export strategy has statistically significant negative effect 
on the extent of Greek firms’ innovation reduction due to the 
crisis (i.e. reduces the negative effects of the crisis on firm’s 
product/service innovation). The adoption of export strategy 
reduces the reliance of firm’s sales revenue on its domestic 
market. So if there is an economic crisis in the home country 
of the firm the sales revenue from the domestic market is 
reduced, but this does not happen with the sales revenue 
from the markets of the other foreign countries, in which the 
firm is present (if in these countries there is not economic 
crisis, or at least it is less severe, which is the case for 
Greece). Therefore, the negative impact of an economic 
crisis in a firm’s home country on overall firm’s sales 
revenue is finally weaker. This results in higher availability 
of financial resources that can be used for product/service 
innovation. Finally, our model indicates that the extent of 
demand decrease that the firm experienced during the last 
three years due to the Greek economic crisis has statistically 
significant positive effect on the extent of innovation 
reduction due to the crisis (i.e., increases the negative effects 
of the crisis on firm’s product/service innovation). If the firm 
belongs to a sector that experienced higher demand decrease 
during the crisis then the decrease of its sale revenue will be 
stronger, reducing the financial resources for innovation.   

Furthermore, interesting and useful insights can be 
gained also from the independent variables that do not have 
statistically significant effects on the extent of firm’s 
innovation reduction due to the crisis. They indicate that 

Greek firms do not exploit their human capital, their organic 
forms of workplace organization (such as teams, decentra-
lisation of decision making and job rotation) and their 
collaboration support systems for coping better with the 
crisis and for promoting product/service innovation. The 
same holds for their CRM systems and social media. Also, 
they do not react to competition pressures during the 
economic pressure with product/service innovation.  

Our conclusions indicate that the design and implementa-
tion of public policies for promoting and facilitating export 
activities of Greek firms, and also the use of cloud 
computing and BI/BA, especially for sectors experiencing 
higher demand decrease during the economic crisis, would 
contribute to the reduction of the negative consequences of 
the economic crisis on their innovation activity, and 
therefore on their medium- and long-term competitiveness. 

V. CONCLUSIONS  

In the previous sections has been presented a 
methodology of innovation policy analytics, for the difficult 
periods of economic crises that market-based economies 
repeatedly face. It exploits and combines existing data from 
Taxation Authorities and Statistical Agencies, and also from 
private sector consulting and business information firms, and 
performs advanced processing of them (based on regression 
modelling), in order to identify characteristics of the firm and 
its external environment that affect its innovation behaviour 
(the extent of their product/service innovation reduction) 
during economic crises. Our methodology is based on and 
leverages findings of previous research on innovation 
determinants and economic crises. A first validation of this 
methodology was made through an application of it in the 
context of Greece, which provided some first evidence 
concerning the capabilities and usefulness of it. This 
application enabled the identification of some characteristics 
of Greek firms and their external environment that affect 
their innovation behaviour during economic crisis, which 
provide a useful base for innovation policy making. 

However, our study has some limitations. The proposed 
methodology is based on the estimation of regression 
models, so it would be interesting to extend it with 
estimations of other kinds of models as well, e.g., from the 
areas of data mining and artificial intelligence (such as 
various classifiers). Also, the first application of the method-
logy was based on a cross-sectoral sample of Greek firms, so 
it would be interesting to proceed to more applications of it, 
in various other national contexts, and also in specific 
sectors, for different kinds of firm product/process innova-
tion (e.g., incremental, radical, etc.), and using wider sets of 
characteristics of firms and their external environments as 
independent variables. 
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Abstract— ‘Government 3.0’ as the new paradigm brings in new 

disruptive technologies in the digitization process of the public 

sector.  The massive use of Artificial Intelligence, Machine 

Learning, Big Data Analytics, Internet of Things and other 

technologies in public service provisioning that have a potential 

to significantly influence the life of a large number of citizens 

demands for a thorough investigation of the ethical concerns. 

Along a literature review, this paper investigates the ethical 

issues associated with the implementation of disruptive 

technologies in the public sector. In the first part of the paper, 

ten categories of ethical concerns in e-government are identified. 

Subsequently, these ten categories guide a more detailed review 

of 74 articles dealing with specific ethical concerns in relation to 

the implementation of Artificial Intelligence and Big Data in e-

government. The literature review revealed important 

similarities and differences in ethical issues relating to the two 

technologies. 

Keywords-ethics, government 3.0, e-government, disruptive 

technologies. 

I.  INTRODUCTION 

The discussion of ethics should be an integral part of e-
government research, in particular when new disruptive 
technologies are to be deployed. Often however, ethical 
considerations are relegated to the “Discussion” or “Future 
research” sections of the papers. This paper therefore studies 
existing literature on ethics in e-government. Furthermore, 
ethical implications of the introduction of new disruptive 
technologies in e-government are identified. 

Ethics has been defined as “the art of living well” by 
Aristotle (cited in [1]) and has been one of the most discussed 
philosophical concept ever since [2]. Treviño et al. define 
ethical behavior as “doing the right thing, showing concern 
for people and treating people right, being open and 
communicative, and demonstrating morality in one’s personal 
life” [3, pp. 131–132]. Ethics in government refers to ethical 
behavior and to the approach of organizing the processes and 
rules of governance in a way that shows concern for citizens, 
is transparent and accountable (cf. good governance principles 
[4]).  

Discussion of ethics in e-government lies on the 
intersection of the areas of the ethics in government and the 
Information and Communication Technologies (ICT) ethics. 
In his paper of 1986, Anderson identified four major ethical 
issues in ICT: privacy, accuracy, property and accessibility 

[5]. More than thirty years later these issues are even more 
important and contentious than at the dawn of the Internet era, 
for several reasons (particularly in regards to e-government): 
firstly, the relationship between the government and a citizen 
is unequal one: citizen is dependent and vulnerable [6]; 
secondly, ICTs have an effect on public values, and their 
transformative potential should be also viewed in this 
dimension [7][8]; thirdly, the landscape of the public sphere is 
different from the private sphere as the ultimate aims of the 
organizations involved are very different [9]. 

This paper studies the subject of ethical implementation of 
e-government and the ethical introduction and use of the ICTs 
in public sphere, while we do not discuss questions of ethical 
decision-making by individual officials in government. The 
research is a part of the Erasmus+ Gov 3.0 project 
(https://www.gov30.eu), which aims to establish 
Government 3.0 as a research domain. The project team 
defines Government 3.0 as follows: 

Government 3.0 refers to the use of new disruptive ICTs 

(such as blockchain, big data and artificial intelligence 

technologies), in combination with established ICTs (such 

as distributed technologies for data storage and service 

delivery) and taking advantage of the wisdom of crowd 

(crowd/citizen-sourcing and value co-creation), towards 

data-driven and evidence-based decision and policy 

making. [10, p.2] 
The Gov 3.0 project identifies and describes new 

technologies, trends and concepts associated with the 
Government 3.0 paradigm. Some of these technologies are 
termed “disruptive” as they are likely to have significant 
impact on how e-government will be shaped in the future. 
Along the project, the authors conducted several workshops 
discussing the Government 3.0 concept and the use of 
disruptive technologies in public spheres. Ethical issues were 
one of the most discussed topics along these workshops. Yet 
despite ethics being one of the biggest concerns of academics 
along the implementation of new technologies, no systematic 
review of literature on ethics in e-government has been found. 
In this paper, we therefore investigate ethics in the implemen- 
tation of the most significant disruptive technologies, namely 
Artificial Intelligence (AI) and Big Data.  

The structure of the paper is as follows: Section II presents 
the research methodology of the paper and outlines the 
research questions, Section III presents results of the literature 
review of the ethical considerations in e-government, 
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identifying main ethical themes in the research. In Section IV, 
we present the results of the literature review of the ethical 
issues concerning AI and Big Data use in Government 3.0. 
Section V discusses the results of the literature review and 
concludes with an outlook on future research on ethics in e-
government and by reflecting the limitations of the paper.  

II. METHODOLOGY 

The aim of the paper is to scope the understanding of 
ethics in e-government and spotting the needs for ethical 
considerations in Government 3.0, specifically with new 
disruptive technologies and technological trends. The paper is 
descriptive and based on a systematic literature review. 

Three research questions guide this research: 
1. What are the main ethical considerations within the 

e-government domain? 
2. What ethical issues can be identified concerning the 

implementations of AI and Big Data within e-government? 
3. What are the research needs concerning ethical 

issues of disruptive technologies in e-government? 
Following Kitchenham and Charters [11], the articles were 

collected from the four databases: SpringerLink 
(http://link.springer.com/), IEEE Xplore 
(http://ieeexplore.ieee.org/Xplore/), ACM (http://dl.acm.org/) 
and DGRL (V. 14, only for the first stage). The search was 
carried out in autumn 2018. Search was restricted to the title 
and abstract of the papers and was with the search string: 
“ethics AND (‘digital government’ OR ‘e-government’)”. 
This allowed identifying main ethical considerations and 
themes in e-government, presented in Section III. Reviewing 
the results of the searches ensured that chosen papers focus on 
ethical issues, i.e., papers that did not include ethical issues as 
a main or at least a secondary topic, were not published in a 
peer-reviewed journal or conference proceeding or were not 
accessible in full-text were excluded (exclusion criteria). 

For the second stage, literature on ethical issues of the 
specific technologies was searched and reviewed. The search 
strings “AI | Artificial Intelligence | Big Data AND (‘ethical 
issues’ OR ‘ethics’)” were used, resulting initially in 645 
references. After the exclusion criteria were applied, 74 papers 
were left (27 AI, 47 Big Data papers). First exclusion was 
made after examining metadata of the articles, while the 
second exclusion was based on full-text scans of the articles. 
Out of the remaining papers, we extracted ethical issues 
applicable to the use of these technologies in e-government.  

To analyze ethics aspects specifically related to the 
disruptive technologies, we used the concept-centric approach 
suggested by Webster and Watson [12]. For example, the list 
of broad ethical themes resulting from the first review cycle 
of ethics was used to codifying the presence or absence of the 
theme in each paper on ethics in AI and Big Data. The results 
of this literature review are described in Section IV.  

III. ETHICS IN E-GOVERNMENT 

Literature review identified 22 articles focusing on ethics 
in e-government. Table I lists the ten ethical considerations in 
e-government along with the literature. Subsequently, we 
summarize the main aspects of these ethical considerations.  

 

TABLE I.  ETHICAL CONSIDERATIONS IN E-GOVERNMENT 

Ethical considerations in  

e-government 

Articles reviewed 

Inclusivity [6], [7], [9], [13]–[18] 

Privacy [6], [16], [17], [19]–[25] 

Data use [6], [21], [24], [26] 

Quality/ Accuracy of information [9], [23], [25] 

Transparency [7] 

Accountability [19], [27] 

Information ownership [20], [23] 

Trust  [6], [7], [9], [19], [23], [28] 

Alignment of values [13], [17], [23], [29], [30] 

Cost [6], [16], [25] 

Inclusivity refers to the concern about the inability of some 
groups of citizens to make use of the digital government 
services. It is discussed in the context of the digital divide 
either within a society or between countries. Most common 
factors causing digital divide are disparity in access to 
technology, wealth, education or age-related differences [14]. 
Inclusivity is a significant concern as in some cases e-
government services are replacing the traditional ways to 
interact with the government, so citizens who are unable to 
use the new services are put in significant disadvantage. 

Privacy is the concern about the unauthorized or 
inappropriate use of individual information by the government 
or other actors. Privacy is the most discussed ICT-related 
ethical issue, especially after the advent of social media and 
large-scale personal data collection [31]. 

Data use refers to the concern about inappropriate use of 
collected data. This includes for example the aggregation of 
data from different sources to infer new information or to de-
anonymize individual citizens. This is not a new issue [32], 
however with the increase of the amount of data about any 
particular person, cross-referencing different databases has 
become a significant concern, threatening citizens’ privacy. 

Concerns on quality and accuracy of information relate to 
the imperfect digitalization of certain data in the transition to 
digital services. Data errors or incomplete information in 
databases may result in additional costs for a citizen [25]. 

Transparency is a concern that certain processes in e- 
government may become black boxes, impossible to 
understand by individual citizens. Lack of transparency may 
lead to the inequality of treatment, when certain decisions are 
made using invisible decision processes based on data only 
available to the system [24].  

Accountability is related to transparency and concerns the 
responsibility of government toward an individual citizen in 
case of problems with or misuse of the digital government 
system. Accountability is necessary to improve citizen trust in 
e-government [33].  

Information ownership is about the possibility of the 
digital government system’s user to change or restrict access 
to one’s own information. It also concerns the re-use of certain 
information from the e-government systems by the third 
parties [34][35]. 

Trust is a general consideration of the effect that the 
automatization (and associated de-humanization) of the 
government services may have on an individual citizen. It also 
encompasses the issues of government control and 
surveillance [7][31].  
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Alignment of values refers to the mismatch between the 
values of the government and the citizens. Sometimes 
motivation of the government to introduce digital services 
(e.g. cutting costs, improving efficiency) may not be aligned 
with the interests of the citizens, who value accountability and 
inclusivity of the services [6][16]. This concern is connected 
to the inclusivity and trust concerns. The discussion of values 
in this context also touches on the differences of attitudes to 
the free speech versus security dilemma [17][36] and the 
difference between values across countries, i.e., imposing 
western values in the developing countries [13]. 

Cost consideration refers not only to the financial cost of 
implementing and running the digital government services but 
also trade-offs for the citizens, associated with the 
implementation of e-government services: ensuring inclusive 
access to government services may increase the workload for 
the civil servants and thus the cost of public services [6].  

IV. ETHICAL ISSUES IN GOVERNMENT 3.0 

The second stage of the literature review identifies specific 
ethical issues related to the new disruptive technologies AI 
and Big Data in e-government. The issues are categorized 
along the 10 ethical considerations identified in Section III.  

A. Artificial Intelligence 

The use of AI in government is expected to increase as 
well as the significance of its effects on issues with moral 
component [37][38]. Literature distinguishes between 
‘Artificial Intelligence’ (AI) and ‘Artificial General 
Intelligence’, A(G)I. “AI in e-government” refers to the use of 
elements of artificial intelligence to facilitate some of the 
services and processes, while A(G)I relates to autonomous 
decision-making and AI-supported robots in the society in 
future [39]. While the latter has implication for government as 
well [37], it is not part of our current investigations, as we 
focus on current implementations of AI in e-government. 

TABLE II.  ETHICAL CONSIDERATIONS OF AI IN E-GOVERNMENT 

Ethical consideration in  

e-government 

Supporting literature 

Inclusivity [40]–[45] 

Privacy [45]–[49] 

Quality/ Accuracy of 

information 

[46] 

Transparency [37], [47] 

Accountability [37], [45], [47]–[52] 

Information ownership [53] 

Trust  [37], [40], [47], [54], [55] 

Alignment of values [37], [42], [44]–[48], [53], [55]–[60] 

Cost [41], [42], [48], [61], [62] 

 
Of the literature reviewed, 27 papers (Table II) are dealing 

with ethical issues in the application of AI. Most common 
categories of the ethical concerns mentioned are values (14), 
accountability (9), privacy (8), inclusivity (6) and cost (6). In 
most of the cases, the issues relate to the AI-assisted Big Data 
use for decision making (both autonomous by AI or AI-
assisted). The most common ethical issues in each category 
are described below. 

 

1) Major issues  
Accountability: The concerns of this category relate to the 

automated decision-making by AI systems. Who is 
responsible or liable for AI making a bad decision (ethically, 
legally or otherwise)? This is a significant concern in private 
sector (especially relating to the autonomous vehicles), but 
also a huge issue in government, where decisions can have 
implications on a very large scale [52]. Thus the question of 
liability should not be only discussed when implementing the 
decision-making systems but also be explicitly addressed in 
laws [50][51]. 

Value alignment: while the decisions made by the 
autonomous AI systems should be ideally based on hard data, 
there is a concern that such decisions might not be objective 
[48]. What values should be programmed into the AI making 
complex data-based decisions is an open question [50][59]. 
For simple decisions, rules may be straightforward. For some 
other, choosing between two sub-optimal options may amount 
to the value judgment [55]. Ensuring transparency and 
providing sufficient discussions of such algorithms may help 
address such concerns [55][56].  

Privacy: Ethical concerns include using AI for surveil-
lance [45], for profiling [46] and the leakage of personal data 
(especially in sensitive settings like healthcare) [48][49]). 

Inclusivity: AI may also increase inequality between those 
who control AI and other people [44][45]. The effect of AI on 
the society needs to be studied to ensure inclusive realization 
with respect to human rights [40][42][43]. 

Cost: AI can be a costly endeavor, especially in regard to 
indirect costs: the increase of automation and move towards 
automated decision-making is forecast to lead to a profound 
shift in the structure of the labor market [42][48][61]. Brandy 
argues that changes may affect public services twofold: 
directly, when some public officials will lose their jobs as 
services will be automated; and indirectly, when the increase 
in unemployment will lead to the increasing pressure on the 
public sector [62].   

2) Minor issues 
Transparency: AI systems need to be able to "explain" 

why a certain decision has been made [37]. 
Trust: There is an issue of trust towards autonomous or AI-

assisted decisions [40][55], especially in sensitive settings like 
healthcare [54]. 

B. Big Data 

Big Data already plays an important role in many 

domains, for example: disaster management [63], healthcare 

[64][65], food security [66], law enforcement [67] and smart 

cities [68]. In some cases, Big Data is used for automated 

decision making, sometimes in conjunction with AI [69]. 

Ethics and ethical issues emerged as one of the important 

topics in the Big Data literature review by Lu and Liu [70] 

appearing in 97 of the collected sources. Other major topics 

included healthcare applications of Big Data and privacy 

(which was the fourth most prominent topic related to Big 

Data overall, trailing only behind technology-related 

keywords). 
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The review identified 47 papers dealing with ethical 

issues in Big Data as shown in Table III. Most named ethical 

concerns are privacy (40), data ownership (10), data accuracy 

(9), values (9), data use (6) and inclusivity (6). The 

descriptions of these ethical concerns along Big Data use in 

e-government follow below. 

TABLE III.  ETHICAL CONSIDERATIONS OF BIG DATA IN E-
GOVERNMENT 

Ethical consideration in e-

government 

Supporting literature 

Inclusivity [67], [69], [71]–[74] 

Privacy [34], [48], [65], [67], [71]–[106] 

Data use [77], [79], [86], [90], [107], [108] 

Quality/ Accuracy of 

information 

[65], [77], [95]–[97], [99], [100], 

[102], [109] 

Transparency [74], [81], [110] 

Accountability [48], [74], [75], [110] 

Information ownership [34], [48], [69], [71], [78], [85], 
[97], [98], [106], [111] 

Trust  [95], [105] 

Alignment of values [34], [48], [77], [81], [91], [94], 

[102], [107], [109] 

Cost [48], [65], [95], [98], [103] 

 
1) Major issues: 
Privacy: The main concern about Big Data is the ever-

increasing amount of personal information collected 

[34][82], often without the subjects being aware of that 

collection [90]. Even with de-personalised information there 

is a significant concern about the cross-reference of data 

between different datasets to identify the anonymised 

individuals [76][80][112]. Given large amounts of 

information collected and the improvements in Big Data 

Analytics and Machine Learning technologies, it is very 

difficult to guarantee full anonymity of data [78][96]. In the 

government context, this concern is connected to the worry 

about the surveillance state, when government "knows 

everything" [88][104]. The benefits of the use of Big Data for 

security and surveillance needs to be balanced against 

personal freedom and privacy, otherwise it may lead to 

significant erosion of trust towards government [100][101]. 

Data ownership: Organisations involved in data collection 

(e.g. social media companies [113]) may accumulate very 

large amounts of personal data. While the data may include 

identifiable and potentially sensitive information, it does not 

actually belong to the person: often individuals do not even 

know what kind of information is collected about them 

[90][106]. Ethical concerns regard making use of personal 

data by organisations for their own benefit (or even for the 

benefit of society), without explicit consent from individuals 

[48][85]. 

Data accuracy: in e-government contexts, the collected 

data can be used for decision making or provision of 

personalised e-government services. Inaccurate or 

incomplete data can lead to erroneous or biased decisions 

[95][100][102]. These issues are more significant in the 

public sector, as citizens cannot always opt-out of a service 

and potential harm from incorrect data can be larger [109].  

Data use: data misuse is a concern about the use of citizen 

data for purposes other than ones, for which an explicit 

consent has been given [86][90][108] or a legal ground exists. 

However, in a dynamically evolving field of e-government it 

may not be easy to predict every possible scenario, in which 

the data might be used. A balance should be found for ethical 

use of data, which would still allow creating innovative 

public services [79][107]. 

Alignment of values: similar to the issues discussed in AI, 

the use of Big Data may lead to the conflict between the 

values of the government and citizens: between individual 

and public good [81][94]. It is also necessary to consider the 

implications of the decisions based on the biased Big Data for 

the societal stability [48][102]. 
2) Minor issues 
Inclusivity: there is a certain risk of the discrimination 

based on the dataset used. This can lead to stigmatisation 

[72], wrong identification in criminal cases [67] and 

increasing digital divide [71]. 

Transparency and accountability: in public sector it is 

important to indicate when and how the data is collected and 

for what purposes is it used [74][92], while the algorithm 

creators need to be accountable for their product [48][110]. 

Trust: improper management of data may lead to the 

issues with citizen trust towards government. Data 

management becomes an important concern for the agencies 

dealing with Big Data, requiring skills and effort [95][105]. 

Costs: there are cost issues related to the storage and 

processing of Big Data. By definition Big Data requires 

significant resources that need to be diverted from elsewhere. 

Implementing Big Data-based decision making systems, it is 

necessary to assess the possible trade-offs [48][65][98].  

V. DISCUSSION AND CONCLUSIONS 

Deploying disruptive technologies in public services 

brings new ethical challenges that need to be addressed by the 

researchers and practitioners of e-government. From the 

literature research, we extracted ten ethical considerations 

that should be carefully reflected along each project aiming 

at deploying disruptive technologies in e-government. 

Ensuring that the implementation of new services properly 

addresses the inclusivity, privacy, data use, data accuracy, 

accountability, ownership, trust, alignment of values and cost 

concerns will help to move towards more responsible design 

and implementation of the new Government 3.0 paradigm. 

This research provides a description of ethical issues in AI 

and Big Data along the ten ethical considerations. Ethical 

concerns in the use of AI relate mostly to the accountability 

of autonomous decision-makers (who is accountable for AI 

making wrong decision?) and value alignment (what will be 

the basis for AI decisions?). Privacy and inclusivity are other 

important issues. 

In Big Data, the main concern is privacy: what data should 

be collected and for what purposes? Information ownership 

and consent are important ethical issues as well. There is a 

significant worry about the improper use of Big Data for 
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surveillance, there is an apparent need for ethical discussion 

regarding the limits of data collection and balancing the 

benefits of Big Data with its drawbacks. 

Finally, the need for legal frameworks and regulation of 

the use of disruptive technologies arises in both, AI and Big 

Data ethical discussions [37][51][85][95]. 
Kidder [114] argues that ethical responsibilities increase 

with the increase of potential harm resulting from an unethical 
decision. Both AI and Big Data offer significant benefits for 
public sector, at the same time having considerable potential 
for misuse. With the widespread use of ICTs by the 
governments and digital transformation of governance 
processes, main ethical concerns shift from the individual 
decision-making by government officials to the discussion of 
ethical implementation and management of ICTs and tools in 
public sector. 

Therefore, further research is needed to provide adequate 
frameworks along the introduction of disruptive technologies 
in e-government, which help to provide answers to the ethical 
considerations described in Sections III and IV guiding 
researchers and practitioners in the assessment of ethics. 
Further empirical and theoretical research is necessary to 
address the issues arising from the implementation of 
disruptive technologies and provide a basis for drafting legal 
framework regulating these technologies. 

Future research should also assess ethics in the 
implementation of other disruptive technologies identified as 
a part of the Government 3.0 paradigm [115] (e.g., 
Augmented and Virtual Reality (see [116] for a discussion of 
ethical challenges), Internet of Things, Blockchain, etc.). 

Limitations of the research conducted in this paper may be 
imposed by the methodology chosen: some relevant papers 
dealing with ethical issues may have been excluded if they had 
no “ethics/ ethical issues” in their title or abstract. Likewise, 
there are some papers that might not be in any of the databases 
used for the literature review, but still contain valuable 
information. A more extensive literature review is needed to 
overcome these limitations. Despite these limitations, we are 
confident that the literature review presented here is 
representative enough to provide valuable insights in the 
ethical issues in e-government and provide useful outline of 
the future research directions. 
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Abstract— Public administration and information technology 

university departments worldwide have responded to the 

explosion in e-Government by offering related programs or 

courses. In this study, the authors investigated education 

programs in e-Government by reviewing the curriculum and 

course descriptions of 70 programs that had web listings of 

their programs. Findings suggest that 64 institutions, from 32 

countries worldwide, offer e-Government related programs. 

The programs are classified into four types based on their 

education level. Offered courses have been classified in 15 

clusters.  The majority of the proposed courses belong to the 

areas of Information Systems (20,7%), e-Governance (17,8%), 

Management (12,9%) and Public Administration (8,4%) 

clusters. 

Keywords-component; e-Government; Education; Training; 

Program; Course; Digital Transformation. 

I.  INTRODUCTION 

Although e-Government is a relatively young subfield of 
the public administration discipline, it has gained significant 
academic and practical popularity during the last decade. 
This popularity is mainly due to the increasing and 
ubiquitous use of various information and communication 
technologies (ICTs) by citizens, businesses and by all types 
of public institutions.  

The relevance of information and communication 
technology (ICT) in public sector research and education has 
markedly increased. Thanks to the practical and academic 
interest in e-Government, its teaching as an academic subject 
has also attracted some scholarly attention [1]. That is also 
reflected in public administration and information systems 
scientific conferences and journals, which pick up the issue 
more often within distinct tracks and special issues (e.g. 
ICDS [2], ICEGOV [3], HICSS [4], GIQ [5] etc.). Even 
though there are master programs with e-Government at their 
core, it is not clear how universities take up the topic, what is 

taught, and how the programs can be classified. This 
question seems highly relevant, considering how 
multidisciplinary the e-Government research community is 
[6]. Nevertheless, there are still relatively fewer studies on e-
Government teaching compared to other kinds of e-
Government research. 

The contribution of this article is twofold: First, despite 
many publications on e-Government theory and practice, few 
exclusively examine e-Government education. Second, while 
the state of information systems and public administration 
education is soundly documented, the relevant literature in e-
Government field is limited. Therefore, this article aims to 
explore the supply-side in e-Government education from an 
international point of view. At the core is the question, in 
which type of programs e-Government is addressed in which 
manner and what are the course types that are provided. 

The rest of this paper is organized as follows. Section II 
describes the background of our study concerning the needs 
for e-Government education, as well as existing educational 
activities for fulfilling these needs. Section III describes the 
research method. Section IV presents the findings. Section V 
discusses the results and conclusions close the article. 

II. DEMAND AND RESPONSE 

During the last two decades, there has been a continuous 
growth of the e-Government initiatives, as government 
agencies are increasingly using (and relying on) various 
types of ICTs for supporting innovations in essential internal 
functions as well as in their transaction and consultation with 
citizens [7]. This trend is exponentially increasing, as 
governments are investing significant financial resources in 
various kinds of innovation promoting digitization projects. 
According to Ganapati and Reddick [8] in the U.S.A. the 
annual federal government ICT budget is over $86 billion, 
while the state and local government ICT market is valued at 
over $70 billion. A recent study by Grand View Research 
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(2017) estimated the global government ICT investment in 
2015 at 431.15 billion USD, expected to reach USD 654.73 
billion by 2025. At the same time, not only the ‘quantity’ of 
ICT investment increases in government, but also its 
‘quality’ as well: from digitization of existing internal 
processes we proceed to overall ‘digital transformation’ of 
government agencies, concerning both their internal 
administrative and policy making processes, and their 
interaction with citizens; furthermore, e-Government 
becomes more ‘context-specific’, i.e., more closely 
associated with the specific local, country and sectoral 
contexts it aims to support [7]. These increase the 
technological and organizational sophistication of e-
Government, making its development more difficult, 
demanding and risky. This critical size and high complexity 
of government ICT investment, and also the need for an 
efficient exploitation, operation and support of the existing 
government ICT infrastructures, necessitate extensive 
relevant human capital, which generates wide range of needs 
for e-Government education. Previous management and 
economic sciences research has revealed the importance of 
the human capital of organizations for knowledge intensive 
innovation related activities, as it improves their capacity to 
absorb relevant external knowledge, combine it with pre-
existing internal knowledge, adapt it to specific needs and 
objectives, and exploit it for innovation purposes [9].   

Therefore, e-Government education is of critical 
importance for the development of modern highly complex 
and sophisticated e-Government. For this reason public 
agencies, ICT implementers, students, and faculty are 
demanding e-Government education offerings with an 
urgency rarely seen before in academia. It is necessary, for a 
variety of e-Government-related roles occupations that have 
emerged, ranging from those requiring heavy technical skills 
in ICT and limited organizational knowledge, to those 
demanding extensive organizational skills and only modest 
technical knowledge (with many ‘hybrid’ ones that need 
considerable both technological and organizational 
capabilities). Previous literature has emphasized that the e-
Government domain is a highly interdisciplinary. It 
combines knowledge from four main domains: the 
technological, management, economic and political sciences 
[7][10][11]. For this reason, the e-Government practitioners 
(in government agencies as well as in involved private firms, 
such as ICT or consulting ones) have their background in 
one of these four fields. In this regard, they need to acquire 
knowledge and experience from the other three domains, and 
then obtain the main knowledge of the e-Government 
domain. However, despite the abovementioned inherent 
difficulty and complexity of e-Government education, as 
well as its high importance, limited research has been 
conducted about it. Most of these researches describe 
relevant educational programs and initiatives.   

According to Augustinaitis and Petrauskas [12], the 
interdisciplinary nature of e-Governance allows integrating a 
broad range of specialized knowledge, for instance 
knowledge from public administration, law, information 
technologies, communication, management and political 
sciences. In addition, significant percentage of students of 

such educational programs are primarily originated from 
these disciplines.  

Janowski et al. [13] analysed seven e-Government 
graduate university programs. The results indicate that 29% 
of the programs train political leaders, 57% of them train 
government leaders, project managers and management staff, 
and 43% of the programs train technical staff. The focus on 
only one of the above roles in these programs is very limited 
(29%). The majority of the programs (71%) target more than 
one role, while none of them target all roles.  

Concerning specific learning topics, the literature is 
mostly concentrated in country-specific studies, which 
provide different, but complementary results. Anohina 
Naumeca et al. [14] highlight the lack of learning courses 
concerning interoperability in the European countries. 
Interoperability related courses are essential, as they drive 
delivery of cross-border and cross-sectoral public sector 
services.  

Biasiotti and Nannucci [15] argue that regarding Italy, 
master degrees on Public Administration (PA) and 
information technology organized by public administration 
schools, concentrate on technological issues (information 
systems, communication networks, tools and methodologies 
for public communication) and on legal instances of 
technological innovation in the PA (security, information 
technology law, internet law, etc.). Ganapati and Reddick [8] 
conducted a survey of Master in Public Administration 
(MPA) programs in the U.S.A. concerning the provision of 
e-Government related courses, as well as the importance 
assigned to such courses. More than a quarter of the 
respondents (29%) viewed such a course as “extremely 
unimportant” or “very unimportant”, which indicates that a 
considerable share of MPA programs is not aware of some 
realities in public administration, associated with the high 
penetration and impact of ICT. Therefore, it has been 
concluded that the e-Government related education provided 
in the main U.S. MPA programs is not sufficient, and e-
Government is under-represent in them, so they finally train 
a workforce unprepared for the digital world.  

The needs for e-Government education increase, as 
government proceeds to the gradual exploitation of recent 
disruptive ICTs, and shift from solely looking to the support 
of administrative processes to a more ambitious purposes of 
supporting higher-level policy-making processes and 
functions.  

These new objectives and directions of e-Government, 
and the above new technological advances, as well as the full 
range of involved disciplines, necessitates the development 
of corresponding new e-Government courses, and in general 
a holistic educational public sector digital transformation. 

III. RESEARCH METHOD  

The methodology undertaken includes the following 
steps: 1) the definition of the research keywords regarding 
the data collection of existing training programs related to e-
Government, 2) the mapping of the geographical search 
areas, 3) the specification of a training programs metadata 
scheme and 4) the filtering and analysis of training programs 
focused on e-Government area.  
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Between February and May 2018, exhaustive Web search 
was conducted, using various search engines to analyse Web 
page descriptions of e-Government programs and course 
offerings by different types of educational institutions. Also 
particular web pages of universities reputed in the related 
literature or other publications to have an e-Government 
program were accessed. Also, all programs suggested from 
e-Government researchers and practitioners have been 
considered. Some established e-Government programs did 
not have a clear web presence or other did not provide the 
program courses. Identified e-Government programs include 
academic ones, executive training ones and various types of 
certifications. Most programs were at the master’s level, but 
a few were available for undergraduates. They varied 
considerably in their focus, types of courses offered, and 
degree requirements. We chose only those programs that 
were described in detail on the web and came up with a total 
of 73 programs in May 2018. The total number of 
institutions offering e-Government education stood at 64.  

 We examined programs considering the following 
aspects: (a) Institution’s country, (b) program’s educational 
level, (c) provided courses. The considered courses were 
further classified in clusters. We used course titles and 
descriptions to place courses in categories.  The 
classification scheme intended to provide a general picture of 
the types of courses offered in this area and an idea about the 
extent to which such programs give emphasis in each course 
cluster.  

IV. FINDINGS 

Seventy e-Government programs have been identified 
and considered. The most common strategy among these 
programs is to offer a concentration (or track or 
specialization) in a specific area of e-Government.  

Institutions that offer e-Government educational 
programs are located in 32 countries (alphabetical order): 
Argentina 2, Armenia 2, Austria 1, Barbados 1, Belarus 1, 
Belgium 3, Estonia 1, Bosnia & Herzegovina 1, Canada 2, 
China 1, Colombia 3, Estonia 4, Germany 5, India 2, Italy 4, 
Mexico 5, Netherlands 2, New Zealand 1, Norway 1, Poland 
3, Portugal 1, Romania 6, Russia 1, Serbia 1, Singapore 1, 
Slovenia 1, South Africa 2, Sweden 1, Switzerland 2, U.S.A. 
10, Uganda 1, UK 3. 

 
Figure 1. e-Government training programs categorized based on 

the certificate they award 

Regarding the education level, there are eight executive 

training programs, eight undergraduate university programs, 

thirty postgraduate university programs and the rest of them 

are short course ones (Figure 1). The courses of e-

Government related programs have been classified in the 

following clusters (each cluster is described, number of 

identified courses in parenthesis, course examples are 

provided in each group) (Figure 2): 

 

 
Figure 2. Course clusters and number of courses identified in each 

of them in e-Government related training programs 

e-Governance (87). Courses in e-Governance category 

consider aspects such as the application of information and 

communication technology (ICT) for delivering government 

services, exchange of information, communication 

transactions, integration of various stand-alone systems and 

services between government and users, back office 

processes and interactions within the entire government 

framework, etc. 

Indicative courses: Phases of e-Government and stages of e-

Government development, Impact and measurement of e-

Governance, Development of government websites. 

Public Policy   (30). The public policy category focuses on 

the systematic analysis of issues related to public policy and 

the decision processes associated with them. This includes 

training in the role of economic and political factors in 

public decision-making and policy formulation; 

microeconomic analysis of policy options and issues; 

resource allocation and decision modelling; cost/benefit 

analysis; and various applications to specific public policy 

topics. Public policy courses teach students policy analysis, 

policy studies, public policy, political economy, urban 

planning, public administration, public affairs, public 

management, etc. 

Indicative courses: Sustainability and innovation in society,  

Public Innovation and Resistance to Change, Importance 

and Impact of Social Channels on Public Policy, 

Information Security Policy and Ethics, Information Policy. 

Governance (22). Governance is composed of all processes 

of governing, whether undertaken by a government, a 

market or a network, over a social system and whether 

through the laws, norms, power or language of an organized 

society. It relates to the processes of interaction and 

decision-making among the actors involved in a collective 

problem that leads to the creation, reinforcement, or 

reproduction of social norms and institutions. Governance 

courses cover public sector, public organizations, and the 

concepts of leadership and governance. They study the 

features of the political structure of countries. They contain 

information on the institutional, procedural and value 

components of the political system and public policy in 

countries, as well as a description of the problems, 

contradictions, and prospects for the political development 
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of the country. They consider aspects such as the political 

system and regime, state institutions, political parties, civil 

society, directions and problems of economic and social 

policy. 

Indicative courses: Government Enterprise Architecture, 

Democracy and Governance, Evidence, Institutions and 

Power, Risk Assessment and Governance. 

Project Management (17). The project management 

category covers all aspects that are related to managing 

technology and innovation projects in the public sector. 

They include a variety of areas such as effort management, 

project portfolio management, program management, 

project risk management, project workforce management, 

etc. 

Indicative courses: Project Management, Management of IT 

Projects in Administration. 

Software Engineering (30). Software engineering courses 

consider issues regarding the systematic application of 

scientific and technological knowledge, methods, and 

experience to the design, implementation, testing, and 

documentation of software. Courses that are specifically 

incorporating programming, program design in their titles 

and that are technical in nature, such as web programming 

and security systems, are classified as software engineering.  

Indicative courses: Introduction to Development in Cloud, 

Building interoperability and digital data exchange, 

Principles of Database Management, Data Warehouse and 

Business Intelligence, Mobile Apps: Application 

Development, User-Based Design, Spatial Data Capture. 

Information Systems (101). Information Systems courses 

consider aspects such as management of information 

systems, design, implementation and development of 

information systems, systems analysis, data 

communications, database design, collection, organization, 

storage, and communication of information, etc. It also 

integrate topics related to business process design and 

automation, reengineering and transformation. 

Indicative courses: Business Information Systems, Virtual 

Environments Usability, Information Management in the 

Public Sector, Information Systems Architecture, 

Information security in state and municipal government, 

Collaborative Systems in Administration. 

Business Administration (25). Business administration 

courses provide a broad knowledge of the functional aspects 

of an organisation and their interconnection. They include 

all aspects of overseeing and supervising business 

operations and related fields which contain accounting, 

finance, and marketing. They also consider the performance 

or management of business operations and decision making, 

as well as the efficient organization of people and other 

resources, to direct activities toward common goals and 

objectives. 

Indicative courses: Advanced Business Process Modelling 

and Automation, Transformation and change management, 

Start-up world & Prototyping ideas, Develop an innovative 

ecosystem, Digitally-driven Entrepreneurship. 

Management (63). Management courses consider the 

administration of an organization, whether it is a business, a 

not-for-profit organization, or government body. 

Management includes the activities of setting the strategy of 

an organization and coordinating the efforts of its 

employees to accomplish its objectives through the 

application of available resources, such as financial, natural, 

technological, and human resources. Management courses 

provide a solid foundation in organizational behaviour, 

human resource management, labour-management relations, 

negotiation, conflict resolution, compensation systems, and 

organizational development.  

Indicative courses: Human Resources Management, 

Leadership and Teamwork, Strategic Planning, Conflict 

Management, Impact Assessment. 

Public Administration (41). Public Administration courses 

study the implementation of government policy and prepare 

civil servants for working in the public service. They 

introduce concepts whose fundamental goal is to advance 

management and policies so that government can function 

efficiently and effectively. They include aspects of 

economics, public finance, research methods/statistics, 

policy analysis, ethics, public management, leadership, 

program evaluation/performance measurement and human 

resources management. 

Indicative courses: Public Sector Service Design and 

Implementation, State and Municipal Administration, 

Theory of the state and rights, Theory of Administration, 

Organisation of the Public Sector, Public Procurement. 

Legal Issues (15). Courses in the legal issues category 

educate individuals in the principles, practices, and theory 

of law. This cluster of courses provides to the trainee, the 

knowledge and skills necessary for admission to legal 

practice in public administration. It also provides to current 

lawyers with advanced training or greater specialisation, or 

it updates lawyers on recent developments in the law. They 

include aspects such as understanding of the potential of e-

Governance, the policies, the required legal and institutional 

frameworks, and insights into an engaging e-Governance 

involving different stakeholders. 

Indicative courses: Legal aspects of e-Governance, cyber 

security & secure governance, Administrative Law, Legal 

Organisation of Public Administration, E-Regulation. 

Scientific Research (21). Scientific research courses 

concentrate on the fundamentals of doing research, aimed 

primarily, but not exclusively, at the postgraduate level. 

These courses provide an understanding of research 

approaches and skills, and importantly an ability to deploy 

them in students΄ studies or their professional lives. They 

aid those who have research as part of their postgraduate 

studies. Research methods courses prepare the student to 

design effective, ethical investigations. They teach 

appropriate frameworks and tools for qualitative and 

quantitative studies in e-Governance. 

Indicative courses: Strategy and methods of scientific 

research, Research Methods for Process Analysis, 
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Investigative methods for e-Governance, Research on Public 

Management and Organizations, Quantitative Methods. 

Economy (22). Economy courses include microeconomics, 

macroeconomics, econometrics, economic statistics, history 

of economic thought and political economy. They cover 

aspects such as microeconomic theory, macroeconomic 

theory, and econometrics. 

Indicative courses: Public Finance, Public Budgets, 

Financing Programs for Digital Development, Health Care 

Finance. 

Statistics (4). The statistics category is concerned with 

statistical methods, evidence-based reasoning, particularly 

with the analysis of data. Statistics courses study the 

collection, analysis, interpretation, and presentation of data. 

Indicative courses: Statistics in Administration, Probability 

and statistics. 

European Institutions (5). European institutions courses 

provide structured knowledge of EU fundamentals and 

focus on selected priority issues for an in-depth 

understanding and future-oriented approach to EU 

integration. The institutions of the European Union are the 

seven major decision-making bodies of the European Union 

(EU). 

Indicative courses: European Integration and EU 

Institutions, European Administrative Law, EU Funds 

Management. 

Other (5). The category “other” includes the rest of the 

provided courses. 

Indicative courses: Physical Education, Ethics, Publicity, 

Mathematics for decision sciences, English for Science and 

Research. 

V. DISCUSSION 

 Not that long ago, e-Government related programs and 
course offerings were virtually non-existent, but today they 
are rapidly increasing. In this research, we identified 64 
institutions offering either concentrations or majors in e-
Government at different types of educational level 
worldwide. But even as more universities rush to market 
with such offerings, major controversies remain unresolved 
surrounding the need for, and the nature of, e-Government 
education.  

e-Government courses have arrived as a significant 
element of public administration and technology schools. 
Educational institutions are scrambling to turn the study of e-
Government into majors and degrees. However, the approach 
to offering such course content varies across institutions. 
Controversy highlights whether e-Government represents an 
incremental modification of the capabilities and strategies 
available to information technology or public administration 
areas or whether we are witnessing the birth of a new 
education area. Institutions of higher education are debating 
if they should “patch” e-Government perspectives into 
existing courses and programs or offer new courses and 
majors.  

Though some researchers have contended that e-
Government should be an integral part of the curriculum and 

that separate programs and degrees are unnecessary, others 
have argued for specialized programs in the area [16][17].  

Schools with separate majors in e-Government aim to 
offer intensive study of e-Government and address what 
might be a new approach to reorganize and manage public 
sector. Other institutions are designing courses and programs 
that treat e-Government as an integral part of the broader 
public administration or information technology curriculum. 
This approach assumes that a basic grounding in 
fundamental public administration concepts and information 
technology aspects is still needed in the new type of 
government. e-Government facts and content may be 
obsolete sooner than students can finish a program. 
Integration of e-Government into established curriculums 
also may force students to examine the social, global, 
psychological, and ethical aspects of this approach to 
government.  

Technical versus nontechnical focus aside from the 
debate on whether to integrate e-Government into a public 
administration program or offer it separately, there is also a 
lack of clarity concerning the extent to which such courses 
should emphasize technology aspects as opposed to 
functional public administration areas. Should courses 
emphasize the technology that enables e-Government or 
focus on the effect of technology on government strategy and 
decisions? Do e-Government capabilities require a 
technological foundation, or can students function effectively 
in e-Government environment without knowledge of the 
enabling technology? Who should initiate and “own” e-
Government education- the computer information systems 
faculty or the public administration faculty?  

In the current study, e-Government programs are being 
offered by both public administration schools such as Hertie 
School of Governance and, primarily, technological schools 
such as the College of Information Science & Technology in 
the University of Nebraska Omaha or the Institute of 
Business and Management Informatics of the University of 
Koblenz Landau. Findings suggest that technology could no 
longer be an afterthought to government strategy but an 
integral part of every phase of the strategy development. But 
what this means regarding the related education is not clear. 

Education opportunities in e-Government field remain 
elusive for some regions and countries, in the developing 
countries. Only 6 academic programs are provided from 
institutions that are located in Africa or Asia. Therefore, it is 
also important to develop tailored e-Government training 
programs to support new public policy and technology 
professions to strengthen institutional capacities of 
developing countries in deploying digital government and 
digital services. 

To design a complete educational e-Government 
program, the present study suggests fifteen main course 
clusters that lay a solid foundation for the creation of a 
comprehensive and coherent e-Government program.  These 
clusters cover different aspects of e-Government needs. The 
majority of the provided courses belong to Information 
Systems (20,7%), e-Governance (17,8%), Management 
(12,9%) and Public Administration (8,4%) clusters. 
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These e-Government programs should be offered in a 

holistic way providing the opportunity to students to 

develop a high level of knowledge and capabilities in:  

 an appropriate range of organizational tasks, 

management procedures, multi-stakeholder 

projects, legal and methodological concepts 

towards the efficient and effective execution of 

public projects;  

 a wide range of technological skills (established 

and emerging ones), towards beneficial 

innovations, transformations and transitions in the 

public sector; 

 a variety of different aspects of information 

systems (IS), that can be developed: IS that support 

internal processes, electronic procurement, digital 

information provision to citizens and businesses, 

electronic transactions between the government 

and citizens/businesses, interoperability, electronic 

participation, governance and democracy, 

utilization of social media, open government data, 

smart cities, etc. 

VI. CONCLUSION  

The growing interest of e-Government programs during 
the last years is significant. The debate on whether e-
Government should be viewed as a new curricular area has 
not slowed down curricular innovation. The ability of 
universities to acquire faculty and technology resources and 
to continuously offer more innovative courses will affect the 
success and viability of these programs. This paper examines 
the nature of 70 e-Government programs and explores their 
content. It also sets the foundation for curriculum 
development in e-Government education. 

Educational postgraduate programs need a structure that 
allows the inclusion of country-specific needs based on the 
maturity stage of the country and the developed 
governmental action plan. To improve the efficiency and 
effectiveness of e-Government projects the country's leaders 
must pay closer attention to the problems of increasing the 
"right" e-Government skills of civil servants. 

Further steps to this study will be to identify, structure 
and describe the specific modules of undergraduate and 
graduate level educational programs. A possible research 
approach is also the identification of the needed micro-
certificates interrelated with the appropriate skills from the 
ESCO ontology, which is a classification that identifies and 
categorises skills, competences, qualifications and 
occupations relevant for the European Union labour market 
and education. 
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