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ICDS 2014

Foreword

The Eighth International Conference on Digital Society (ICDS 2014), held between March 23-27,
2014 in Barcelona, Spain, continued a series of international events covering a large spectrum of topics
related to advanced networking, applications, and systems technologies in a digital society.

Nowadays, most of the economic activities and business models are driven by the
unprecedented evolution of theories and technologies. These achievements are present everywhere in
our society and it is only a question of user education and business models optimization towards a
digital society.

Digital devices conquer from kitchen to space vessels most of the functionality commonly
performed by human beings. Telecommunications, advanced computation, miniaturization, and high
speed devices make tele-presence easy. Wireless and mobility allow ubiquitous systems to be
developed. Progress in image processing and exchanging facilitate e-health and virtual doctor teams for
patient surgeries.

Naturally, issues on how to monitor, control and manage these systems become crucial to
guarantee user privacy and safety. Not only devices, but also special software features must be enforced
and guaranteed in a digital society.

The variety of the systems and applications and the heterogeneous nature of the information
and knowledge representation require special technologies to capture, manage, store, preserve,
interpret and deliver the content and documents related to a particular target. In response to this
challenge, Intrusion Prevention and Detection Systems have now grown in prominence to such an
extent that they are now considered a vital component for any enterprise organisation serious about
network defence. However, the numerous recorded attacks against high profile organizations is
continuing evidence that many of these controls are not, at present, a panacea for dealing with the
threats. Having themselves learnt the mechanisms employed by IPDS malicious parties are becoming
particularly adept at evading them through inventive obfuscation techniques. These challenges need to
be addressed using increasingly more innovative, creative and measurable IPDS mechanisms and
methods.

Progress in cognitive science, knowledge acquisition, representation, and processing helped deal
with imprecise, uncertain or incomplete information. Management of geographical and temporal
information becomes a challenge, in terms of volume, speed, semantic, decision, and delivery.

Information technologies allow optimization in searching and interpreting data, yet special
constraints imposed by the digital society require on-demand, ethics, and legal aspects, as well as user
privacy and safety.

Nowadays, there is notable progress in designing and deploying information and organizational
management systems, experts systems, tutoring systems, decision support systems, and in general,
industrial systems.

The progress in difference domains, such as image processing, wireless communications,
computer vision, cardiology, and information storage and management assure a virtual team to access
online to the latest achievements.

Processing medical data benefits now from advanced techniques for color imaging, visualization
of multi-dimensional projections, Internet imaging localization archiving and as well as from high
resolution of medical devices. Collecting, storing, and handling patient data requires robust processing
systems, safe communications and storage, and easy and authenticated online access.
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National and cross-national governments' decisions for using the digital advances require e-
Government activities on developmental trends, adoption, architecture, transformation, barrier
removals, and global success factors. There are challenges for government efficiency in using these
technologies such as e-Voting, eHealth record cards, citizen identity digital cards, citizen-centric services,
social e-financing projects, and so on.

We take here the opportunity to warmly thank all the members of the ICDS 2014 Technical
Program Committee, as well as the numerous reviewers. The creation of such a broad and high quality
conference program would not have been possible without their involvement. We also kindly thank all
the authors who dedicated much of their time and efforts to contribute to ICDS 2014. We truly believe
that, thanks to all these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the ICDS 2014 organizing committee for
their help in handling the logistics and for their work to make this professional meeting a success.

We hope that ICDS 2014 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in the area of digital society.

We are convinced that the participants found the event useful and communications very open.
We hope that Barcelona, Spain, provided a pleasant environment during the conference and everyone
saved some time to enjoy the charm of the city.

ICDS 2014 Chairs:

Lasse Berntzen, Vestfold University College - Tønsberg, Norway
Åsa Smedberg, DSV, Stockholm University/KTH, Sweden
Freimut Bodendorf, University of Erlangen, Germany
A.V. Senthil Kumar, Hindusthan College of Arts and Science, India
Charalampos Konstantopoulos, University of Piraeus, Greece
Andranik Tangian, Wirtschafts- und Sozialwissenschaftliches Institut - Düsseldorf | Karlsruhe Institute of
Technology, Germany
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Abstract—As online product reviews become ubiquitous, more 
individuals increasingly write and rely on them. In an effort to 
share their experiences and opinions about a product, do 
individuals share private and sensitive information online? 
This study addresses this critical issue by examining the extent 
of sensitive information disclosed in Amazon.com’s product 
reviews. We crawled Amazon.com and gathered all online 
reviews posted for six products that pertained to weight loss, 
anti-aging, sex-related, fragrance, baby care and electronic 
goods. This resulted in 3,485 reviews, which were text-
analyzed and mined using Linguistic Inquiry and Word Count 
(LIWC) analysis. Then, data processed through LIWC were 
further analyzed through descriptive statistics and 
discriminant analysis. We found that Amazon’s reviewers 
disclose high levels of sensitive information in the following 
categories: family, humans, positive emotions, negative 
emotions, sadness, cognitive mechanisms, concerns related to 
work, achievements, leisure and money. Sensitive disclosure is 
also found to be a function of the type of reviewer and of the 
anonymization strategies adopted. 

Keywords-Privacy; Identity; Users-Generated Content; 
Sensitive Information; Natural Laguage Processing. 

I.  INTRODUCTION  
With the wide spread of social network sites (SNSs) and 

the gained popularity of user-generated content, individuals 
increasingly share information online. The information 
posted online has various degrees of sensitivity and reveals 
different layers of one’s personal life, identity [1], and 
personality traits [2]. Unfortunately, the features of online 
platforms open up the possibility of privacy infringements 
[3]. Despite the increased risks of losing control over 
personal information online, many still share several layers 
of the self, motivated by concerns that include desire of 
publicity [4], search for sociality [4], and narcissism [4]. 
The goal of this paper is to investigate patterns of self-
disclosure in Amazon’s reviews to further understand the 
levels of sensitivity of information shared by reviewers, and 
to provide implications related to end-user privacy concerns.  

Amazon is a pioneer in incorporating customer reviews 
in e-commerce sites. Building on a history of improvements, 
the current review system in Amazon provides users with 
features such as ease-of-use and flexibility. For instance, 
users may decide to review products using their real name – 
and authorize Amazon to verify it using the credit cards 
information on their profile. Everyone, not just purchasers, 
has the possibility to review items. These vary from less 
personal products - as technology and electronics - to more 

personal ones - as baby products, weight loss, and anti-
aging. Finally, Amazon provides the most active reviewers 
with different badges (e.g., Top Reviewer, Hall of Fame) to 
acknowledge their role within the Amazon’s community. 
Reviews, at times, reveal detailed information about 
reviewers and/or about their family and friends. Perceived 
anonymity and trust in the community may encourage one 
to disclose different levels of sensitive information. And yet, 
deanonymization, privacy infringements, and loss of control 
over information may harm one’s reputation and dignity, 
and generate psychological distress [5]. 

Exploring the extent of sensitive information shared in 
Amazon’s reviews, this study pays attention to a number of 
factors, evaluating their role in encouraging reviewers to 
disclose information about the self and about others. In 
particular, this study measures and compares the levels of 
sensitive disclosure for reviewers based on their 
anonymization strategies (use of real name vs. nickname; 
location disclosure). Also, this study addresses the 
relationship between one’s status within the Amazon’s 
community - measured through the use of Amazon badges - 
and the sensitivity of information disclosed. In sum, the 
current research project contributes to understanding some 
of the factors that may encourage sensitive disclosure. 

The organization of this paper is as follows. Section II 
discusses relevant literature. Section III outlines the problem 
investigated and the methodological approach. Section IV 
presents the findings. Sections V-VII explore and discuss 
findings and limitations of the current study.   

II. LITERATURE BACKGROUND 

A. Risks and Opportunities of Self-disclosure Online 
Despite initial dystopian views, most research shows 

that individuals who interact through social media are 
exposed to both risks and opportunities. In fact, research 
suggests that SNSs may facilitate ties creation and 
maintenance, online community formation [6], [7], identity 
development [4], psychological reassurance, and self-
expression [8]. Self-disclosure online, though, also entails 
risks of privacy infringements and identity theft [9], [10], 
commercial use of personal information [11], damages to 
reputation [5] stalking, reinforcing stereotypes and 
discrimination [12]. 

Clearly, self-disclosure online is an increasingly popular 
activity as users “share their ideas, interests, emotions, 
experiences, and knowledge with other” on the Web [13, p. 
234]. Research has explored the motivations that may 

1Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-324-7

ICDS 2014 : The Eighth International Conference on Digital Society

                           13 / 240



 
 

encourage one to share personal information online. Among 
the perceived benefits of disclosure scholars identify four 
main areas: cognitive needs (as information seeking), 
affective needs (as entertainment), social integrative needs 
(as forming communities), and personal integrative needs 
(as identity formation) [14].  

Social media provide new stages for sociality [3]. 
Research shows that social media are designed for sharing 
and connecting rather than for protecting privacy [8]. As a 
consequence, self-disclosure online may challenge one’s 
ability to control personal information and to manage 
private and public boundaries [10]. Self-presentation online 
is crafted to show different angles of the self to different 
audiences. One may connect to distinct spheres of sociality 
showing different facets of one’s identity depending on 
one’s envisioned, desired or perceived audience. In such a 
process of disclosure, one may consider surveillance, data-
mining, and behavioral marketing as remote possibilities or 
acceptable tradeoffs to enjoy the benefits of socialization 
and online community that may stem from disclosure [8]. 
Unfortunately though, managing levels of accessibility for 
different viewers is challenging and time-consuming, and 
ability to do so is often a function of internet literacy [3].  

Research investigated the dynamics of social media 
reframing old questions and introducing new ones. 
However, as of yet, there are not studies that investigate 
self-disclosure in consumers’ reviews sites. The current 
study addresses this gap in the attempt to identify and 
evaluate the disclosure of sensitive information (and the 
possible implications for privacy) in online platforms 
supposedly dedicated to e-commerce. 

B. Sensitivity of Information 
Research thoroughly explored the relationship between 

sensitivity of information and willingness to disclose often 
showing a negative correlation between the two [15]. 
However, most research focused on the sensitivity of 
information explicitly requested or required by a site. The 
current study is novel in its attempt to develop a method to 
evaluate the sensitivity of information disclosed in the 
unstructured texts of consumers’ reviews that do no 
necessarily encourage sensitive disclosure.  

Personal information may have different levels of 
sensitivity. Research often relates information sensitivity to 
its level of intimacy. Previous research adopted a number of 
strategies to measure depth and breadth of self-disclosure in 
consumers’ reviews and online forums [16]. 

The main contribution of this paper is to measure the 
extent of self-disclosure on Amazon reviews and analyze on 
its privacy implications. Our approach is a quantitative one 
that aims to measuring the extent of self-disclosure. The 
main assumption of the current study is that language may 
be used as a valuable indicator of the sensitivity of 
information disclosed. Such an assumption draws from 
abundant research published in cognitive psychology that 
suggests that the words may be reflective of one’s social 
relationships, personality, social behavior, and cognitive 
style. The use of language is also a meaningful indicator to 
measure the disclosure of positive or negative emotions and 

other psychological processes [13], [17], as well as 
personality traits [2]. Words used may also reveal a variety 
of sensitive information [18], [19], [20], [21]. 

Our methodology involves measuring the sensitivity of 
information disclosed using the Linguistic Inquiry and Word 
Count (LIWC) software. LIWC has built-in dictionaries 
used to count words and separate them in psychologically 
meaningful categories. LIWC allows to process large 
samples of text thus providing valuable quantitative insight. 
Thus, LIWC provides a unique analytic approach that 
allows studying the granularity of information disclosed. 
Over decades of use, LIWC has been tested for validity and 
reliability of results, and successfully implemented to 
analyze text in a large variety of categories [17], [18].  

For the scope of this study, the degree of sensitivity of 
information disclosed was measured using the framework 
adopted in Tausczik and Pennebaker’s work [17] and 
implemented through the software LIWC. In particular, this 
study used LIWC to measure the following: social processes 
(family, friends, humans), affective processes (swear, 
positive emotion, negative emotion, anxiety, anger, sadness, 
cognitive mechanisms), biological processes (health, 
sexual), and personal concerns (work, achievements, leisure, 
home, money, religion, death) [17], [18].  

Alternative scalable methods to study sensitive 
information in large portions of text include opinion mining, 
sentiment analysis, and other forms of natural language 
processing. These methods allow one to investigate point of 
view and subjectivity as they emerge from textual analysis 
[22]. For example, opinion and sentiment analysis have 
been successfully implemented for fake reviews detection in 
Amazon [23] or to mine and classify opinions and emotions 
from reviews in the blogosphere [13]. Alternatively, natural 
language processing has enabled the study of personality 
traits in SNSs [2]. Even though opinion and sentiment 
mining are very powerful methodological approaches, they 
tend to focus on solving opinion-oriented classification 
problems. As a consequence, they were not considered 
suitable for the scope of this study. 

C. Research Questions 
In particular, data were collected to address the 

following research questions: 
RQ1 - To what extent do Amazon’s reviewers reveal 

sensitive information when reviewing a product? 
RQ2 – Is there a relationship between the disclosure of 

sensitive information and the use of a real name?  
RQ3 – Is there a relationship between the disclosure of 

sensitive information and the disclosure of one’s location?  
RQ4 – Is there a relationship between type of reviewer 

and sensitivity of information disclosed? 

III. METHOD 

A. Types of Products 
Amazon includes a large number of products whose 

nature may encourage different degrees of disclosure. For 
the current research, we selected six products across the 
spectrum in the attempt to implement a study that would be 
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doable yet comprehensive, exploring a breadth of products 
that may prime individuals to disclose different kinds of 
sensitive information. The items selected pertained to the 
following categories: sex-related, weight loss, anti-aging, 
fragrance, baby care, and electronic. 

B. Variables and Data Collection 
Amazon reviews are public. This facilitated the data 

collection that was operated through a crawler launched in 
the Amazon website in November 25th, 2012. The data 
collection process generated 3,485 .txt files of review for six 
different products. The unit of analysis was the single 
review. Each file included the text of the review as well as 
the following variables: real name (y/n), top reviewer (y/n), 
hall of fame reviewer (y/n), vine voice (y/n), length of 
review, location (y/n), number of stars (1-5), and number of 
reviews posted by the reviewer.  

Some of these variables are identified through badges 
that Amazon awards to its reviewers. In particular, the 
badges Top Reviewer and Hall of Fame identify, 
respectively, reviewers who provided the most helpful 
contributions recently and longitudinally. The badge Vine 
Voice is provided to reviewers who received a free product 
for review. Finally, for the purpose of the study, “location” 
was turned into a yes/no categorical variable to distinguish 
between those who disclosed a “realistic location” (that 
included both city and state) from those who did not 
disclose their location or that provided vague or unrealistic 
information (e.g., state only, country only, or phantasy 
names). 

The texts of the reviews were processed through the 
software LIWC to measure multiple variables that could be 
used as indicator of sensitive information. In particular, 
based on existing literature, the current study considered the 
“level of sensitivity” of information as a multidimensional 
variable. LIWC allowed measuring the percentage of words 
belong in each of the following categories: social processes 
(family, friend, humans); affective processes (swear, 
positive emotion, negative emotion, anxiety, anger, sadness, 
cognitive mechanisms); biological processes (health, 
sexual); and personal concerns (work, achievements, leisure, 
home, money, religion, death). Afterwards, we merged the 
six result files created through LIWC to generate a 
comprehensive spreadsheet that could be inputted in SPSS 
for statistical analysis.  

IV. DATA ANALYSIS 
To describe our sample we run descriptive statistics for 

the whole 3,485 reviews. Descriptive statistics included 
frequencies for categorical variables (real name, top 
reviewer, hall of fame reviewer, vine voice, and location). 
They included means, standard deviations, and range for 
continuous variables (length of review, and number of 
reviews posted by the reviewer).  

Our sample included a larger number of reviewers who 
did not disclose their real name (72.4%), or their location 
(72.4%). Most did not belong in the Hall of Fame (99.8%), 
in the Top Reviewer (98.8%) or in the Vine Voice (96.4%).  
The typical reviewer in our sample published 30 reviews 

(SD = 216; range = 5675), whose average length was of 97 
words (SD = 107.64; range = 2080). In addition, most 
reviews were positive. In particular in a scale from 1 (worst) 
to 5 (best) the average number of stars was M = 4.26, SD = 
1.23.  

A. RQ1 - To what extent do Amazon’s reviewers expose 
sensitive information when reviewing a product? 
To answer the first research question, we measured the 

percentages of use of words per category of sensitive 
information in our sample. Then, we compared these results 
with the average level of information disclosed derived from 
a study conducted by Pennebaker and colleagues [17]. The 
latter study is the outcome of a collection and analysis of 
words used across a variety of settings including: emotional 
writing, control writing, science articles, blogs, novels, and 
talking (aggregated sample, N = 721,726).  

From the comparison, Amazon reviewers use 
significantly more words belonging in the following 
categories: family (overall mean of use = .48%), humans 
(.78%), positive emotions (5.12%), negative emotions 
(1.7%), sadness (.48%), cognitive mechanisms (17.03%), 
and concerns related to work (2.71%), achievements 
(3.31%), leisure (1.31%), and money (1.66%). Significance 
was measured at the 95% confidence level. 

B. RQ2 - Is there a relationship between the disclosure of 
sensitive information and the use of a real name? 
To address the second research question we analyzed the 

whole sample comparing the disclosure of sensitive 
information for those who used a real name badge against 
those who did not. As we ware exploring the relationship 
between a categorical variable (real name badge) and a 
multidimensional continuous variable (level of sensitivity), 
we measured the strength of the relationship using a 
discriminant analysis with a 95% level of confidence. 

The discriminant analysis highlighted some significant 
difference in the word use between the real name group and 
the non-real name group. In particular, reviewers who 
disclosed their real name were significantly more likely to 
use words in the following categories: sadness (Wilk’s 
Lambda = .996, F = 14.09), health (Wilk’s Lambda = .994, 
F=20.60), and concerns related to achievements (Wilk’s 
Lambda=.995, F=16.79). The real name group was less 
significantly likely to discuss leisure-related concerns 
(Wilk’s Lambda = .985, F = 51.32). Unfortunately, our 
sample included a larger number of non-real name 
reviewers (non-real name N = 2524; real name N = 961). As 
a consequence, the differences found may be affected by the 
differences in the size of the groups compared.  

Finally, we calculated the level of sensitive information 
aggregating the frequencies of words use for all the 
categories analyzed. Such an aggregated value was then 
used to conduct a second discriminant analysis at the 95% 
level of confidence. Interestingly, such an analysis revealed 
a significant difference (Wilk’s Lambda = .999; sig. = .023) 
showing that, overall, reviewers who used their real names 
disclosed higher levels of sensitive information.   
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In sum, individuals who used real names tended to 
disclose more information involving sadness, health 
processes and concerns related to personal achievements. 
They were less likely to discuss leisure-related concerns. 

C. RQ3 - Is there a relationship between the disclosure of 
sensitive information and the disclosure of one’s 
location? 
To answer the third research question we compared the 

disclosure of sensitive information for those who provided 
their location against those who did not (or disclosed a 
vague or unrealistic location). To measure the strength of 
such a relationship, we used discriminant analysis with a 
95% level of confidence to test each category of sensitive 
information. Afterwards, we run a second discriminant 
analysis, still at the 95%, to test the aggregated disclosure of 
sensitive information. 

From the first discriminant analysis, we found 
significant differences in information disclosure between 
reviewers who revealed their real location and those who 
did not. In particular, those who disclosed their location 
were significantly more likely to use words in the following 
categories: sadness (Wilk’s Lambda = .997, F = 11.48), 
health (Wilk’s Lambda = .994, F = 20.75), achievements 
(Wilk’s Lambda = .998, F = 6.80), and religion (Wilk’s 
Lambda = .997, F = 10.43). They were significantly less 
likely to use words that belong in the following categories: 
positive emotions (Wilk’s Lambda = .998, F = 7.01), sexual 
concerns (Wilk’s Lambda = .998, F = 8.24), and leisure 
(Wilk’s Lambda = .987, F = 47.40). Similarly to RQ2, 
reviewers who disclosed their location (N = 962) were much 
less than those who did not (N = 2,523). The second 
discriminant analysis showed that those who disclosed their 
location were slightly more likely to share sensitive 
information. Yet, such a difference was not found to be 
significant.  

In sum, and consistently with the findings related to 
RQ2, individuals who disclosed their location tended to use 
more words related to sadness, they discussed more health 
processes, and were more likely to tackle concerns related to 
personal achievements.  

D. RQ4 - Is there a relationship between type of reviewer 
and sensitivity of information disclosed? 
To address the fourth research question we run a number 

of discriminant analyses at the 95% level of confidence to 
evaluate the relationship between each of the categorical 
variables related to the “type of reviewer” (Hall of Fame, 
Top, Vine Voice) and the multilevel continuous variable 
“level of sensitivity.” As a result, some statistically 
significant differences were found.  

In particular, Hall of Fame reviewers were significantly 
less likely to disclose affective processes (sig = .048; F = 
3.903). Vine Voice reviewers were significantly less likely 
to use words belonging in the following categories: family 
(sig. = .007; F = 7.19), friends (sig. = .031; F = 4.68), 
humans (sig. = .001; F = 10.2), affective processes (sig. = 
.000; F = 26.7), positive emotions (sig. = .000; F = 12.58), 
negative emotions (sig. = .000; F = 12.33), anger (sig. = 

.002; F = 9.6), sadness (sig. = .031; F = 4.67), cognitive 
mechanisms (sig. = .000; F = 22.7), leisure (sig. = .000; F = 
21.78), home (sig. = .048; F = 3.9), and money (sig. = .000; 
F = 20.43). Top reviewers were significantly less likely to 
use words belonging in the following categories: affective 
processes (sig. = .004; F = 8.22), positive emotions (sig. = 
.043; F = 4.1), leisure (sig. = .042; F = 4.1), and money (sig. 
= .031; F = 4.66). Verified Purchase reviewers were more 
likely to use words in the following categories: swear (sig. = 
.019; F = 5.5), affective processes (sig. = .000; F = 18.93), 
positive emotions (sig. = .000 F = 16.04), work (sig. = .000; 
F = 13.1), achievement (sig. = .012; F = 6.27), and leisure 
(sig. = .000; F = 52.24). They were less likely to use words 
belonging in the categories that follow: humans (sig. = .014; 
F = 6.06), and health (sig. = .004; F = 8.5). 

Additionally, we run discriminant analysis at the 95% 
level of confidence to gauge the relationship between type 
of reviewers and aggregated level of sensitive information 
disclosed. Such an analysis revealed significant differences 
in the disclosure of sensitive information. In particular, the 
groups more likely to engage in such a disclosure were the 
following: non-Hall of Fame reviewers (Wilk’s Lambda = 
.997; sig. = .002); non-Top reviewers (Wilk’s Lambda = 
.996; sig. = .000); non-Voice Vine, (Wilk’s Lambda = .993; 
sig. = .000).  

Unfortunately, the sample analyzed included importantly 
larger number of “regular reviewers” (non belonging in the 
categories Hall of Fame, Top, or Vine Voice). Such a 
distribution may likely reflect the general composition of 
the Amazon community – where most reviewers are 
occasional and non-professional - yet the differences found 
in our analysis are likely affected by the differences in the 
size of the groups compared. 

In sum, regular reviewers (as opposed to reviewers who 
are awarded the special badges identified in this study) were 
often more likely to disclose sensitive information. They 
consistently tended to share higher level of personal 
information belonging in many categories, perhaps as a way 
to increase their personal participation in the Amazon 
community. These results may be consistent with common 
sense expectations. Yet, further research is necessary to 
further explore them, as the sample used in the current study 
included a limited number of non-regular reviewers (e.g., 
Top, Hall of Fame). 

V. DISCUSSION 
As it emerged from our analysis, Amazon reviewers in 

the sample collected tend to reveal higher level of sensitive 
information, compared to the average [17], in the following 
categories: family, humans, affect, positive emotions, 
negative emotions, sadness, cognitive mechanisms, and 
concerns related to work, achievements, leisure and money. 
Such a finding may suggest that people who post reviews 
online do so to actively participate in the Amazon 
community. Perhaps, they feel to be part of a trusted social 
circle within which one feels relatively safe in the disclosure 
of sensitive information about the self and the others – 
maybe without considering that Amazon reviews are public. 
These reviewers, in fact, do not seem to post reviews for the 
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gratification of receiving specific badges (otherwise they 
would be more active reviewers). And yet, they share high 
levels of sensitive information - levels that increase for 
those who also disclose their real offline identity (name and 
location). Trust in the perceived community may be an 
important component of the equation. These findings seem 
to suggest that many experience Amazon as a venue built 
around people who show their humanity, their social 
connection, their affective processes, their emotions, and 
their concerns. Current findings also suggest that many 
consider Amazon as a platform for building community and 
sharing information about one’s social circles. Doing so, 
users partly “reinvent Amazon” by mingling the affordances 
of online retailing websites with those of SNSs [6]. 
Amazon, similarly to most social media, becomes a 
platform structured around individuals, where users may 
become the center of personal communities that share 
interests and life experiences.  

Consistent with research conducted to understand 
participation in SNSs, this study may suggest that a large 
component of Amazon reviewers behave as active members 
of a community and use the website as a platform to 
perform their identity. Previous research suggests that those 
who are active SNSs users tend to have lower privacy 
concerns [24]. Such a consideration may apply to the 
current study as well. Admittedly, though, the data we 
collected and analyzed are not sufficient to claim that 
individuals who post product reviews on Amazon are less 
concerned about their privacy. However, our findings show 
that individuals who decide to post reviews online are likely 
to talk about their personal experiences - as well as about 
their social relationships – often disclosing high levels of 
sensitive information. And levels of disclosure increase for 
non-anonymous reviewers. 

As detailed in Section II, research shows that need of 
social capital and desire of community building are strong 
factors motivating individuals to disclose information. 
Similarly, high levels of self-disclosure in Amazon may be 
motivated by the desire to develop and maintain online 
community. Amazon makes it easy for its users to post and 
read reviews and comments, perhaps presenting itself as a 
network that fosters sociality and publicity, and thereby 
encouraging users to disclose rather than withhold 
information. Similarly to what research has pointed out for 
SNSs [9], Amazon’s network seem to have a large utility for 
its users who can develop sense of belonging and 
participation. Importantly, such a potential may implicitly 
encourage users to disclose - thereby also increasing the 
commercial value of Amazon.  

The importance of Amazon for community building 
begins to emerge from the data addressing the first three 
research questions. In particular, individuals who disclose 
their identity in Amazon (real name and/or location) tend to 
disclose more information about their social processes, their 
sadness, their biological and health processes and their 
concerns related to personal achievements. Findings related 
to RQ2 and RQ3 reveal fairly similar tendencies, suggesting 
that individuals who disclose more information about their 
offline identity (real name and location) are also those who 

appear to need social support. In fact, they disclose personal 
concerns as to reveal their needs and their weaknesses (e.g., 
sadness and concerns). As research suggests, individuals 
who seek social capital are often willing to accept privacy 
risks [12].  

Finally, data analyzed to answer the fourth research 
question emphasize that “normal reviewers” consistently 
tend to share higher levels of sensitive information thus 
increasing their personal participation in the Amazon 
community. Unfortunately, this finding was significantly 
limited by the fact that our sample included few reviewers 
belonging in the categories Top, Hall of Fame and Vine 
Voice. To address such a limitation, a future study could be 
conducted from a users-centered perspective (using the 
reviewer as unit of analysis - instead of the review as we did 
in the current study - and collecting reviews based on the 
use of badge). A comparison of equally sized groups of 
reviewers would allow a better assessment of these findings.   

VI. LIMITATIONS 
Even though this study provided a number of 

contributions to the understanding of disclosure in online 
reviews, its scope had some limitations. Needless to say, 
Amazon commercializes thousands of products that belong 
in a wide variety of categories. Despite the attempt to select 
a number of products that would provide multiple 
perspectives to render the variety of patterns of self-
disclosure in Amazon, the sample was limited to six 
products and, likely, provided a partial representation of the 
population analyzed. Thus, results may not be generalized to 
the entirety of Amazon’s reviews, or to other communities 
of consumer’s reviews. Despite such a limitation though, we 
believe that the current study provided a valuable contribute 
to research tackling online disclosure and related privacy 
risks. The use of LIWC and its ability to capture the 
granularity of information, particularly contributed to this 
outcome. 

Also, some could argue that the LIWC software limits 
its evaluation of sensitive information to the use of words, 
taking them outside of their context of delivery. As a 
consequence, one may suggest that LIWC fails to capture 
the nuances of language, and label words as belonging in a 
category they do not really belong in. Even though such a 
critique may provide some fundamental insight that one 
need to take into consideration when analyzing text, it is 
normally assumed that the analysis of large samples of text 
(ours included 3,845 reviews) would control for such a risk. 

VII. CONCLUSIONS 
In this paper, we examined the extent of sensitive 

information disclosed in Amazon.com’s product reviews. 
This was done by crawling Amazon’s pages and gathering 
all online reviews posted for six products that pertained to 
weight loss, anti-aging, sex-related, fragrance, baby care and 
electronic goods. This resulted in 3,485 reviews, which were 
text-analyzed and mined using LIWC analysis. We further 
analyzed the results of the text-analysis through descriptive 
statistics and discriminant analysis. We found that 
Amazon’s reviewers disclose higher levels of sensitive 
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information in the following categories: family, humans, 
positive emotions, negative emotions, sadness, cognitive 
mechanisms, concerns related to work, achievements, 
leisure and money.  In addition, occasional and non-
professional reviewers provided higher level of sensitive 
information, perhaps as a way to increase their participation 
in the Amazon community. 

The conclusions for our study raises several open 
questions: first, whether it would be possible, by using 
methods similar to ours, to provide usable warning 
indicators that inform end-users when they input privacy 
sensitive reviews. A more ambitious (but perhaps more 
usable) system would also provide deanonymizing 
suggestions in case the system finds certain reviews to be 
sensitive. Continuing to retain the high quality of reviews 
similar to those found in Amazon, while providing 
deanonymizing suggestions would be a challenge to current 
socio-technical systems. 
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Abstract—In our digital society, e-government, e-commerce, and
e-business are increasingly gaining importance. Many services
of these domains rely on reliable user authentication and
electronic signatures. For many years, smart cards have been the
technology of choice to implement eID and e-signature solutions.
Recently, mobile eID and e-signature solutions have emerged
as an attractive alternative, as they provide better usability
compared to smart card based approaches while maintaining
the same level of security. Unfortunately, most current mobile
eID and e-signature solutions are tailored to the needs of specific
application scenarios and hence cannot easily be applied to and
used for other use cases. This prevents a broad use of mobile
eID and e-signature solutions and leads to a situation, in which
many services still rely on smart card based approaches with
poor usability or even insecure password-based solutions for
user authentication. To overcome this issue, we propose an
improved mobile eID and e-signature solution. In contrast to
existing comparable solutions, the proposed solution has been
designed such that compatibility with arbitrary use cases is
guaranteed. This way, its integration into arbitrary services and
applications is facilitated. The feasibility and applicability of the
proposed solution has been successfully evaluated by means of a
concrete implementation. This implementation demonstrates that
the proposed solution provides a secure and usable alternative
to existing eID and e-signature solutions and has the potential
to improve the security of various e-government services and
applications from private-sector domains.

Keywords—eGovernment; eID; electronic identity; electronic
signature; identity management; mobile security.

I. INTRODUCTION
With the rise of the digital society, remote identification

of users has become an increasing challenge as a growing
number of services have been moved to the Internet. This
applies to public-sector applications (e-government) as well
as to private-sector applications (e-commerce, e-business).
Remote identification is usually achieved by means of a unique
electronic ID (eID) assigned to the user. An eID can for
instance be a unique number, user name, or e-mail address.
During authentication, the claimed identity (eID) is proven
by the user. Reliance on secret passwords for authentication
purposes is still the most popular and most frequently used au-
thentication approach for online services. However, password-
based authentication schemes have turned out to be insecure
due to their vulnerability against phishing attacks and their
poor usability, which often leads to the use of weak passwords
that are easy to guess [1] [2].

Transactional online services from the e-government do-
main and related fields of application typically require reliable
remote identification and authentication of users. Given the
obvious drawbacks of password-based eID and authentica-
tion schemes in terms of security, two-factor authentication
schemes have been developed for applications with high secu-
rity requirements such as transactional e-government services.
Current two-factor authentication schemes typically comprise
the authentication factors possession and knowledge.

Popular examples of two-factor authentication schemes are
smart card based solutions. During the authentication process,
the user proves to be in possession of the eID token (i.e.,
the smart card) and proves knowledge of a secret PIN that
is specific to this eID token and that protects access to the
token and to eID data stored on it. In most cases, smart cards
additionally enable users to create electronic signatures (e-
signatures). For this purpose, the smart card additionally stores
a secret signing key and features hardware-based signature-
creation capabilities. Access to the signing key and to the
smart card’s signature-creation functionality is again protected
by means of two-factor authentication.

Smart cards are an ideal technological choice to combine
the concepts of eID and e-signature, as they are capable to im-
plement both eID and e-signature functionality. Thus, they are
frequently used in security-critical fields of application such as
e-business, e-banking, or e-government. For instance, various
transactional e-government services that have been launched
in Europe during the past years require users to authenticate
remotely with a personalized smart card and to complete online
transactions by applying an electronic signature with the same
card [3]. Unfortunately, smart card based solutions usually lack
an appropriate level of usability, as they require users to obtain,
install, and use an appropriate card-reading device [4].

Powered by the recent emergence of mobile communica-
tion technologies and motivated by the low user acceptance of
smart card based eID and e-signature solutions, several mobile
eID and e-signature solutions have been developed during the
past years [5]. These solutions render the use of smart cards
unnecessary, as they cover the authentication factor possession
by means of the user’s mobile phone. This way, mobile eID and
e-signature solutions have the potential to significantly improve
usability while maintaining the same level of security as smart
card based solutions.

Due to their improved usability compared to smart card
based authentication schemes [4], mobile eID and e-signature
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solutions are in principle also suitable for use cases with lower
security requirements. Unfortunately, existing mobile eID and
e-signature solutions are usually tailored to the requirements
of specific use cases and fields of application. This applies
to most mobile eID and e-signature solutions that have been
introduced and launched worldwide during the past years. Due
to their limitation to specific use cases, these solutions can
hardly be used in different fields of application. This leads to
a situation, in which most applications cannot benefit from the
enhanced security and usability of existing mobile eID and
e-signature solutions.

To overcome this problem, we propose a modular and
flexible concept for mobile eID and e-signature solutions. The
main idea behind the design of the proposed concept was to
achieve a flexible solution and to maintain its compatibility
to different use cases and application scenarios. Details of the
proposed concept are presented in this paper. In Section II,
we start with a brief survey of existing mobile eID and e-
signature solutions and discuss their strengths and limitations.
We then derive requirements of a mobile eID and e-signature
solution that is applicable in arbitrary application scenarios in
Section III. In Section IV, we introduce a technology-agnostic
architecture for a mobile eID and e-signature solution that
meets all predefined requirements. Based on the proposed ar-
chitecture, we model three technology-agnostic processes that
cover the functionality of the proposed solution in Section V.
The practical applicability and feasibility of the proposed
solution is assessed in Section VI by means of a concrete
implementation. Finally, conclusions are drawn in Section VII.

II. RELATED WORK
The reliable remote identification and authentication of

users by means of two-factor based approaches has been a
topic of scientific interest for several years. Two-factor based
authentication schemes based on smart cards have been intro-
duced in several security-sensitive fields of application during
the past decades. Especially in Europe, various countries, such
as Austria [6], Estonia [7], Belgium [8], or Spain [9] have
issued personalized smart cards to their citizens in order to
reliably identify and authenticate them during transactional e-
government procedures [3]. In various fields of application,
smart cards also enable users to create electronic signatures
during online procedures. For instance, electronic signatures
are of special importance in Europe, where electronic sig-
natures can be legally equivalent to handwritten signatures
according to the EU Directive 1999/93/EC [10].

While smart cards work fine from a functional point of
view, their usability is usually rather poor due to the need
for a card-reading device to physically connect the smart
card to the user’s computer. The need for additional drivers
and software to communicate with the smart card and to
integrate its functionality into security-critical applications also
decreases the usability of smart-card technology in general and
of smart card based eID and e-signature solutions in particular
[4].

To overcome given usability issues of smart card based
solutions, several mobile two-factor based eID and e-signature
solutions have been developed during the past years. Surveys
of mobile eID and e-signature solutions have for instance been
provided by Ruiz-Martinez et al. [5] and Pisko [11]. All these
solutions have in common that the factor possession is not
covered by a smart card but by the user’s mobile phone.

All mobile eID and e-signature solutions that comply with
demanding legal requirements, such as those defined by the
EU Signature Directive include some kind of secure hardware
element, which is able to securely store eID data and to carry
out cryptographic operations. Depending on the realization and
location of this secure hardware element, mobile eID and e-
signature solutions can be basically divided into the following
two categories:

• SIM-based solutions: Solutions belonging to this cat-
egory make use of the mobile phone’s SIM (subscriber
identity module) to securely store eID data and to
carry out cryptographic operations. In most cases, the
use of a special SIM is required, as off-the-shelf SIMs
do not feature the required cryptographic operations
such as the creation of electronic signatures. Access to
eID data stored on the SIM and to cryptographic func-
tionality provided by the SIM is typically protected by
a secret PIN that is only known to the legitimate user.
This PIN covers the factor knowledge of the two-factor
based authentication scheme.

• Server-based solutions: Server-based mobile eID and
e-signature solutions implement the secure hardware
element centrally e.g., in a hardware security mod-
ule (HSM). Such a solution has been proposed by
Orthacker et al. [12]. The user’s mobile phone does
neither implement cryptographic functionality, nor
store eID data. However, the mobile phone is an
integral component of the authentication process that
is mandatory in order to gain access to centrally stored
eID data and to carry out electronic signatures. In most
cases, the mobile phone acts as receiver for one-time
passwords (OTP), which have then to be sent by the
user to the central HSM in order to prove possession of
the mobile phone and to complete the authentication
process.

For both above-mentioned categories, concrete mobile eID
and e-signature solutions have been developed and rolled-out
on a large scale. For instance, SIM-based mobile eID and e-
signature solutions have been set into productive operation in
Estonia [13] and Norway [14]. A server-based mobile eID
and e-signature solution has been in productive operation in
Austria since 2009 [15]. Most existing solutions are tailored
to a specific legal framework (e.g., national laws) or to a certain
identity system (e.g., to a specific national eID system). For
instance, the Austrian mobile eID and e-signature solution has
been purpose-built for the Austrian official eID infrastructure
and bases on data structures, protocols, and registers that are
specific to the Austrian use case. Deploying this solution in
other countries would require major adaptations and cause
additional costs. Similar limitations apply to most mobile eID
and e-signature solutions that have been set into productive
operation so far. This renders an application of these solutions
in different fields of application difficult and expensive, and
prevents that all applications can benefit from the improved
security and usability of mobile eID and e-signature solutions.

III. REQUIREMENTS
The conducted survey on existing mobile eID and e-

signature solutions has identified a lack of dynamically adapt-
able solutions that can easily be applied to arbitrary use cases.
To remove this issue, we propose a mobile eID and e-signature
solution that can easily be used in arbitrary application sce-

8Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-324-7

ICDS 2014 : The Eighth International Conference on Digital Society

                           20 / 240



narios. We have designed the proposed solution, which will be
introduced in Sections IV and V in detail, according to a set of
requirements. These requirements have been extracted from an
analysis of existing solutions and from published evaluations
of these solutions such as [4]. The derived requirements (R1-
R5) are discussed in the following in more detail.
R1: Flexibility regarding external components: Mobile

eID and e-signature solutions typically rely on external
parties and components. Common examples for such
components are certification authorities (CA), which
bind a user’s identity to her signing key, or identity
databases (e.g., official person registers or company
databases), which are required to derive eIDs for users.
A generic mobile eID and e-signature solution must
not be limited to certain external components but
provide flexible means to integrate different external
components (e.g., different CAs).

R2: Avoidance of token roll-outs: Long-term experience
with smart card based solutions has shown that the
roll-out of eID and e-signature tokens (e.g., smart
cards, SIMs) causes additional (financial) effort and
hence reduces user acceptance. Avoidance of neces-
sary roll-outs of such tokens is hence a key require-
ment for usable mobile eID and e-signature solutions.

R3: Usability: The often disappointing user acceptance of
smart card based solutions shows that usability is an
important success factor of eID and e-signature solu-
tions. For mobile eID and e-signature solutions, the
following aspects need to be considered in particular
in order to achieve an appropriate level of usability:

R3a: Avoidance of installations: Usable solutions
must not require the user to obtain, install, and
maintain additional hardware or software, as
this causes additional effort.

R3b: Platform and device independence: Usable
solutions must not be restricted to certain com-
puting platforms, operating systems, or end-
user devices, as users want to access services
everywhere and at any time irrespective of
their current execution environment.

R3c: Location independence: Usable mobile eID
and e-signature solutions must not be bound
to a certain mobile network but must also be
accessible when roaming in foreign networks.

R4: Security: Security is an important requirement, as mo-
bile eID and e-signature solutions are mainly applied
in security-sensitive fields of application such as e-
government or e-commerce. Hence, mobile solutions
must assure the same level of security as other two-
factor based eID and e-signature solutions and must
be able to comply with given legal requirements such
as the EU Signature Directive.

R5: Easy and flexible deployment and operation: From
the service operator’s point of view, mobile signature
solutions should support an easy and flexible deploy-
ment as well as an efficient operation, in order to save
installation, set-up, and operation costs.

Based on these requirements, we propose a generic and
adaptable mobile eID and e-signature solution, which removes
limitations of current solutions. We introduce and discuss the
concept of our solution in the next sections before providing

details on its implementation in Section VI.

IV. ARCHITECTURE
As discussed in Section II, mobile eID and e-signature

solutions follow either a SIM-based or a server-based approach
to store eID data and to create electronic signatures. Other
approaches would be possible on smartphones but cannot
be applied on standard mobile phones due to their limited
capabilities. Considering the requirements defined in Sec-
tion III, we have decided to follow a server-based approach
for our solution. This means, that a central hardware security
module (HSM) stores all eID data and computes electronic
signatures. Since solutions based on server-side signatures
have very limited hardware requirements on the user side,
they are comparatively cheap, user-friendly, and flexible in
their deployment, as no roll-out of tokens is required (R2).
There are no up-front investments in dedicated SIM cards
and no requirements towards the MNOs, hence, the targeted
user group is not limited to a single, or certain MNOs.
Advantages of server-based signature-creation approaches in
terms of usability and user acceptance have also been discussed
by Zefferer et al. in [4]. Thus, reliance on a server-based
approach assures that requirements regarding usability (R3)
are met.

A theoretic concept of a server-based mobile signature
solution and a solution to store users private keys in a secure
manner on a remote server has been proposed by Orthacker et
al. [12] in 2010. The proposed solution fulfills the requirements
of qualified electronic signatures as defined by EU Directive
1999/93/EC [10], which emphasizes the suitability of this
concept for security-critical application scenarios. Further-
more, a server-based mobile eID and e-signature solution that
is compliant to the EU Directive 1999/93/EC has been in
productive operation in Austria for several years. This provides
evidence that server-based solutions are capable to meet given
security requirements (R4).

On a high level view, our solution defines the three
processes: registration, activation and usage. These processes
have different properties regarding computational effort and
security constraints. During registration, which is mainly a
matter of legal and organizational requirements, the identity
of the user is verified. Usually, it is sufficient to perform the
registration only once per user. During activation, a new eID
and a signing key and certificate are created for a registered
user. Activation is required once per life span of an eID. In
the usage process, created eIDs and signing keys are used by
the user for authentication purposes and to create electronic
signatures. Details of the three processes will be provided in
the following section.

The architecture of our mobile eID and e-signature so-
lution, which is shown in Fig. 1, basically reflects the three
processes defined above. The entire architecture is split into
an inner part and an outer part. Components implementing
functionality of the activation and the usage processes are
divided between these two parts. As shown in Fig. 1, each
part has its own database to store required internal data.

This way, the architecture is mainly composed of two
databases and the four core components Activation Outer,
Activation Inner, Usage Outer, and Usage Inner. The split
between inner and outer components is a security feature as it
reduces the impact of a data loss in case a service connected
to the outer world gets compromised. Communication between
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outer and inner components happens via a limited, pre-defined
set of commands over an encrypted channel. The separation
of the core components allows for a very flexible deployment
where, e.g., the activation parts can run on different machines,
a different network or, if the business process allows/demands
it, without a remote access at all. Additionally, access rights
can be granted more restrictively, as only the activation process
requires write access to many fields in the databases. On
the other hand, it is theoretically also possible to deploy the
complete service on a single machine, if this is the preferred
deployment scenario. This way, the chosen architecture meets
the requirements of security (R4) and also the requirements
for easy and flexible deployment, and efficient operation (R5).
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Figure 1: Overview of Core Components

In addition to the four core components, the proposed
architecture additionally defines two internal and two external
components. The external component OTP Gateway is required
during the activation and the usage processes to send OTPs
to users. The internal component SIR Web Service is used
during the registration phase and is part of our solution.
The Person Register and the Certification Authority (CA) are
services that are required during the activation process. While
the CA is an external component, the Person Register is an
internal component, which usually connects to an external
database. By clearly separating potential external components
from the core components of our solution, we can meet
the requirement for flexibility regarding external components
already on architectural level (R1). The three processes, which
build up our solution and cover its functionality as well as all
involved components are described in the following section in
detail.

V. PROCESSES
The functionality of the proposed technology-agnostic

mobile eID and e-signature solution is basically covered by the
the processes, registration, activation and usage. The purpose
of these processes is discussed in the following subsections in
more detail.

A. Registration Process
During the registration process, the identity of a user is

verified. Each user has to run the registration process once,
before being able to use the proposed solution. In order to
allow for a flexible setup of the registration process and to
cover a broad range of legal and organizational requirements
regarding the registration process, the registration process
has been designed to support different types of registration.

In particular, the following types of registration have been
defined. These types of registration cover use cases from
the e-government domain as well as use cases from related
domains such as e-commerce or e-business. Also, the proposed
architecture is flexible enough to allow for an easy integration
of further alternative registration types, in case this is required
by the given use case.

• Registration via registration officer: The registration
officer (RO) is a trusted user, who verifies the identity
of the user face-to-face using official IDs, e.g., a pass-
port. After manual verification of the user’s identity,
the RO manually registers the user in the system.

• Self registration: Self registration is carried out by
the user herself with the help of an existing eID (e.g.,
a smart card). The systems verifies the user’s ID by
means of the provided eID and afterwards registers
the user.

• Offline registration: To support offline registration,
the proposed solution supports registration of users
via so-called Standard Identification Records (SIR).
A SIR contains information to identify a person,
information about the ID used to verify the identity
of the applicant, a binding towards a hardware token,
i.e., a mobile phone for the use case at hand, and the
digital signature of a RO or a trusted partner, e.g., a
bank or a university. During the registration process,
the system verifies the validity of a provided SIR that
has been created offline, i.e. checks that the signature
is valid and that the signer of the SIR is a legitimate
RO or trusted partner.

Support of different types of registration allows for a very
flexible setup of the registration process and covers a broad
range of legal and organizational requirements regarding the
registration process. This, in turn, contributes to a flexible
operation of the proposed solution, which has been identified
as key requirement (R5).

B. Activation Process
After successful registration, users can run the activation

process to create a new eID. Our solution supports multiple
eIDs for each user. Hence, the activation process can be run
multiple times by each user. During the activation process, the
unique identifier of the applicant is bound to the mobile phone,
or more precisely, to the signing certificate that is issued during
the activation process.

To activate a new eID, the applicant has to prove posses-
sion of the specified mobile phone. This is achieved by means
of OTPs that are sent to the user through an OTP Gateway.

When the user has proven possession of her mobile phone,
a signing key-pair is generated for the user inside the server-
side HSM. The public key and the filtering criteria to find the
applicant, e.g., name and date of birth, is sent to the Person
Register. The Person Register is a component that connects to a
database containing potential users of the service. Depending
on the deployment and application scenario, this can be an
existing official database like a central register of residence
maintained by a public authority, an existing domain-specific
database like the database of employees of a private-sector
company, or a database specifically for this service that grows
with every new registration.

If the user has been found unambiguously in the database,
the Person Register returns a signed data structure that contains
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the unique eID of the applicant within the register and the
public key of the created signature key-pair. Thus, it is possible
to link a signature to a person for means of identification
without the need to embed the unique eID directly in the
signing certificate. By clearly separating eID functionality from
e-signature functionality, users’ privacy is assured. A similar
concept is already successfully applied in existing national eID
solutions [16].

Subsequently, a end-user certificate is requested from
the certification authority (CA). The certificate, the wrapped
private key, and the created eID data are stored encrypted in
the database. The encryption of user data is based on a secret
signature password, which the applicant chooses during the
activation process. Our solution relies on hybrid encryption
schemes, in order to encrypt data on behalf of the user
without knowledge of the signature password. The decryption,
however, requires the consent of the user, which she gives by
providing the signature password. By choosing different signa-
ture passwords, a user can activate different eIDs for the same
mobile phone number. Each eID can be managed separately.
This enables users to have eIDs for different purposes, e.g.,
private and official purposes.

C. Usage Process
After successful completion of the activation process, the

user can use the created eID and signing key to securely and
conveniently authenticate at services and to create electronic
signatures. To issue an electronic signature, the user has to
enter her phone number and signature password. The signature
password is used to decrypt a private key that is part of the
hybrid encryption mentioned above. Thus, neither the activa-
tion of the user’s signature key has to take place before the
two-factor authentication is complete, nor must the signature
password be stored in a session.

Next, the service sends a OTP via the OTP Gateway to
verify possession of the mobile phone. After the user has
been successfully authenticated, the user data is read from
the database and decrypted using the user’s private key of the
hybrid encryption. Then, the still-wrapped private key of the
signing key-pair is loaded into the HSM where it is unwrapped.
Finally, the unwrapped key is used to create an electronic
signature. After successful completion of the signature-creation
process, the unwrapped key is discarded.

VI. EVALUATION
Based on the proposed architecture, we implemented a

prototype to evaluate and demonstrate the applicability of
our solution. We built our implementation on a set of well-
known and production-ready frameworks and libraries. The
foundation of all modules is the Spring Framework [17],
which greatly supports the development of modular and flex-
ible software solutions. Access to databases happens through
Hibernate [18], an object-relational mapping (ORM) library.
Thus, the access to a database is mostly independent from
its implementation. This gives us the freedom to adapt the
databases to the needs of a certain deployment scenario. For
cryptographic operations we use the IAIK JCE and iSaSiLk
libraries [19]. Messages between the modules are exchanged
using Apache ActiveMQ [20]. As means to deliver OTPs
our implementation uses random transaction numbers (TAN)
delivered by an SMS gateway.

To assure its security, we have assessed our implementa-
tion by means of a security analysis. To follow an approved

approach, the implementation has been evaluated regarding the
most recent critical risks according to OWASP [21] using a
white-box testing approach. This approach allows the auditor
having knowledge of the internal structure of the project, like
the knowledge of libraries and frameworks in use, as well as
having access to the source code.

The developed and assessed implementation covers the
three processes defined in Section V. The realization of these
processes is discussed in the following subsections.

A. Registration Process
In this step, the applicant has to prove her identity. Our

implementation supports the three types of registration defined
in Section V. In a traditional setup this happens at the office
of the RO. For this scenario, our implementation provides a
web-based UI, through which the RO can register the applicant
in the system.

However, in some situations it might be beneficial if the
RO travels from applicant to applicant (offline registration).
We developed different front-ends to simplify this type of
registration. Initially, we developed a simple, yet compre-
hensive, stand-alone application based on Spring MVC. This
application can be used on mobile devices in case of traveling
ROs and supports the RO in creating SIRs. Furthermore, we
developed a proof-of-concept where a traveling RO takes the
picture of the ID of an applicant. The required data is extracted
using optical character recognition (OCR). Additionally, our
implementation provides a web service that accepts these
externally created SIRs.

To cover the third registration type, our implementation
provides a UI for the applicant. This UI allows the applicant
to carry out a self registration in case she has already a trusted
eID (e.g., smart card).

B. Activation Process
In this step, the applicant creates and activates a new

mobile eID. A pre-registered applicant can perform this step
on her own and independent of the registration process.

The activation process offers again a web-based interface.
It has been developed using JSF 2.1 [22] and Primefaces [23].
The decision to use a different technology to create the UI
is based on the rich set of UI components that is part of
Primefaces. Thus, a flexible, easy to use, role/permission-based
interface has been developed in a short amount of time.

Apart from the actual activation process, this module
offers interfaces for several other tasks. Registration officers
can perform activations on behalf of someone else. Hence, the
activation process has been extended by the registration tasks.
Furthermore, we developed interfaces to manage eIDs, both for
the owner and a support team. An administration UI allows the
definition and assignment of roles.

C. Usage Process
The usage process was developed alongside the activation

and therefore is built on the same technologies, i.e., Java Server
Faces [22] and Primefaces [23]. The interfaces are reduced
to the bare minimum required for authenticating users and
authorizing the creation of signatures. This facilitates an easy
integration of our solution into arbitrary third-party applica-
tions. The two main forms for the two-factor authentication
are shown in Fig. 2.

First, the signer provides her phone number and signature
password. If the authentication was successful, two random
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Figure 2: Interface of the Usage Process

values are generated: the reference value, which is shown in the
TAN verification form (Fig. 2(b)) and in the SMS to provide
a link between TAN and signature, and the TAN itself, which
is only sent by SMS.

After verifying the reference value received by SMS
against the reference value prompted in the TAN verification
form, the user enters the received TAN. If the correct TAN
is entered, the signature is created. This form also provides a
link to display the signature data, to verify what data will be
signed.

VII. CONCLUSIONS
In this paper, we have proposed an enhanced eID and e-

signature solution. The practical applicability of the proposed
solution has been successfully evaluated and demonstrated by
means of a concrete implementation. A test deployment of
this implementation is publicly available online and can be
accessed for test purposes [24].

By relying on a server-side HSM for storage of users’
eID data and for realization of cryptographic functionality, our
solution is one of few mobile eID and e-signature solutions that
rely on a server-based approach. In contrast to existing server-
based eID and e-signature solutions, our solution has not been
tailored to requirements of a specific use case or application
scenario but has been based on an abstract architecture. This
assures that the proposed solution is applicable for different
use cases and fields of operation.

Furthermore, the proposed solution shows that secure two-
factor based user authentication can be achieved in a user-
friendly way and does not necessarily require the cumbersome
handling of additional security tokens such as smart cards.
This way, the proposed solution provides a promising way to
enhance the usability of transactional e-government services
while maintaining a high level of security.

Due to its easy integrability and high degree of usability,
the proposed solution is not limited to e-government-related
use cases. It can also be an attractive alternative for less
security-critical services such as e-commerce or social
networking. If also these services take the opportunity to
provide users a higher degree of security while maintaining
a high degree of usability by integrating the proposed
mobile eID and e-signature solution, insecure password-based
authentication schemes will hopefully be history in the future.
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Abstract—Digital signatures are widely used for non-

repudiation and other purposes. In various cases, there is a 

group of two or more parties that have to agree on a common 

set of data and digitally sign it in order to provide the other 

party or parties a proof of non-repudiation. A simple and 

scalable infrastructure for community signatures or groups of 

individual party signatures is described. It allows third party 

applications to simultaneously digitally sign arbitrary XML 

documents by any number of entities, for any purpose, using 

high level interfaces, not having to deal with digital signatures 

themselves. A dedicated backend server dynamically merges 

received documents and signatures from all parties. When a 

sufficient number of entities have signed the document, a signal 

is triggered to announce the document finalization. Despite the 

simple overall design, handling security issues and user control 

at appropriate spots are crucial for any business application. 

Keywords-community; agreement; digital signature; mobile 

environment 

I. INTRODUCTION 

One of the most used aspects of digital signatures is non-
repudiation. When electronic documents are digitally signed 
by one or more parties, the signatures can be used to verify 
the document integrity and, more importantly for this work, 
to prove that the parties have agreed on the document and 
stand behind it. 

In many cases, only one valid digital signature is 
provided with the document at any time. The goal in such 
cases is usually to ensure document integrity, or to provide 
non-repudiation of a single entity. In case of signing 
contracts, agreements, and similar documents, two or more 
entities are to provide non-repudiation to each other. Some of 
these entities can be owners of internet connected pervasive 
services or internet connected objects. The signing process 
and distribution of digital signatures can easily get overly 
complex or even infeasible for the entities, especially if their 
number is large or arbitrary. This can be remedied in a 
business process where the document format and the order, 
in which it is signed by the entities, are determined by the 
application or protocol, such as the negotiation presented in 
[1]. 

The infrastructural service described here allows for 
groups and communities to reach legally binding agreements 
in an ad-hoc manner. Third party services can offload any 

documents that need to be agreed over group of participants 
or even whole communities. These documents range from 
service level agreements, meeting minutes to non-disclosure 
agreements or even business contracts that may have rich 
content embedded. The work in this paper is a continuation 
and complement of [1].  

The functionality reuses the concepts of digital identities, 
certificates and digital signatures. Documents are structured 
with Extensible Markup Language (XML) and agreements 
are signed using XMLDSig [5]. Both architecture and 
implementation target mobile and pervasive environments by 
providing an asynchronous and scalable solution that limits 
bandwidth usage, avoids unnecessary communication, and 
enables all user devices to be used from arbitrary local 
networks that are connected to the Internet intermittently and 
through firewalls. 

Existing group signature and concurrent signature [13] 
solutions, especially the improved and multi-party versions 
[14][15][16] fit various purposes, but may not be most 
suitable for use by third party application developers who 
prefer well known solutions and expect fast and easy 
integration. Some existing designs for group signature use 
their own custom signatures and require additional solution-
specific steps to sign the data and to verify a signature 
[7][8][9], or allow only community members to sign [8], 
which is not suitable for ad-hoc communities. Such 
requirements can put additional burden to both 
implementation of third party applications that use the 
signature infrastructure, and to community administration. In 
terms of efficiency and optimization, additional network 
interactions are required, e.g., when the keystone is released 
in case of concurrent signatures. Moreover, both group 
signatures and concurrent signatures diverge even further 
from the traditional way of signing paper documents, still 
widely used. While the concept of fair exchange of 
signatures and decreased verification time are highly 
beneficial in some cases, the additional differences may 
present an obstacle for adoption of the solution. For example, 
if the identity of the first signers is not known to all, 
subsequent signers may be less likely to sign the document. 
This may be because in case of known identities, they trust 
the party or parties who already signed the document, or 
simply because they have a proof that the party with known 
identity has already signed the document, e.g., when 
negotiating a service-level agreement [1]. On the other hand, 
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for communities where all members are equal and do not 
know or trust each other, the concurrent signatures are better 
in terms of fairness and non-exposure, but they are not used 
in the presented work. 

The next chapter describes the initial document creation 
and its distribution to other users. The chapter is followed by 
descriptions of document signing and finalization procedure. 
Afterwards, various privacy and security aspects of the 
whole process are explained. The paper ends with usage 
examples to illustrate a few implemented and suggested 
services that are using the presented community signature 
infrastructure. 

II. DOCUMENT CREATION AND DISTRIBUTION 

Initially, an XML document with arbitrary schema and 
contents is created either by one party or in a collaborative 
manner by multiple members of a community. The 
document may hold a service level agreement, meeting 
minutes, non-disclosure agreement, or even business 
contracts that may have rich content embedded such as 
images, video or voice recording. 

Regardless of what the document represents, the 
community members are expected to review it once it is 
finalized and confirm they agree with it. Their consent is 
formally expressed with their digital signature, appended to 
the document as a detached XMLDSig [5]. Depending on the 
application, a member may choose to sign the whole 
document, only some of its parts, or nothing and leave the 
document intact. 

The initial document is distributed to the intended signers 
or members by uploading it to a dedicated Representational 
State Transfer (REST) server in a single HTTP PUT request. 
The REST server stores the document under the name, 
supplied by the client as resource name within the URL. The 
name is generated as a random string of a fixed length. The 
concept of resource name is similar to universally unique 
identifier (UUID) [2] but the name is shorter because it is 
checked for uniqueness at the server level when the resource 
is initially uploaded. Unless a resource with same name 
already exists on the server and the HTTP PUT request has 
to be repeated with a new name, the upload is a single step 
operation. The request includes the owner’s serialized X.509 
certificate [4] as part of the URL. This certificate is stored by 
the server for later authorization to access the document by 
others. It is never used to sign the document, unless the user 
chooses to do so. Therefore, it could be anonymous or 
generated ad-hoc by the initial document uploader. Its 
corresponding private key is used to sign the resource name. 
This signature is not supplied with the initial upload, but 
with another URL, generated by the community signature 
infrastructure. 

Whenever a document is downloaded or a new version of 
existing document is uploaded, digital signature of resource 
name is passed as a URL parameter. The same URL is used 
for downloading and updating documents. The URL of the 
uploaded document is distributed to the members as an 
invitation for them to agree with and digitally sign the 
document. 

 

 
Figure 1. Document creation and distribution. 

 
The members list is usually application specific and the 

URL distribution is handled in the background by an app that 
is using the community signature infrastructure. If this is not 
the case, the URL and the document can still be accessed 
manually within the signature infrastructure itself (Figure 4). 
This lightweight and easy to implement process is suitable 
for the uploader device and signer devices, which are usually 
smart phones or tablet PCs. When a user chooses to reject or 
ignore the invitation to sign the document before he even 
reads it, bandwidth usage is negligible. 

III. MICRO-AGREEMENTS AND DOCUMENT FINALIZATION 

In the process of agreeing, the canonical form [6] of 
agreement document is digitally signed with a private key 
that is stored in participant’s smart phone’s secure storage. 
The meeting participants do not need to sign the document 
immediately but can postpone the signing of the agreement. 

After the agreement is signed by a participant it is 
uploaded back to the community sign service using the same 
URL that has been used to download it. The reasoning is that 
for community signatures, anyone who is authorized to 
download the document should be able to upload the signed 
version as well. If this is not the case, the concept of 
authorization signature in the URL can be easily expanded to 
include option to allow download only or both upload and 
download. An example solution is to sign document resource 
name, suffixed with an appropriate parameter, known to the 
service. The community sign service at the REST server 
verifies whether the digital signature is valid and whether the 
content of the agreement has not been modified in any way. 

The community signature functionality allows third party 
services that are using it to specify the minimal number of 
community members that need to agree in either relative 
terms such as percentage of community or fixed threshold 
numbers. Every time the document with a new signature is 
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uploaded to the community signature service backend node, 
this micro-agreement is merged into the main document 
stored on the server. Due to the nature of detached 
XMLDSig, the merges originating from various signers can 
be performed in any given order and the signers will 
experience a convenient and seemingly parallel signing 
procedure. 

The resulting document at any moment contains 
signatures from all parties that have signed the document and 
sent it back to the server so far. When number of parties that 
signed the document exceeds the given threshold, the 
community signature service backend server signals 
completion and participants can now download the final 
agreement, which now contains at least the required number 
of signatures (Figure 3) and represents a common and a 
legally valid agreement. Depending on the implementation, 
the document finalization can be signaled to the original 
document creator, e.g., meeting organizer, who can first 
inspect the document and the signers and then choose to 
signal document finalization to the other selected parties. At 
any point, the parties can see the current status of any 
document they have signed, or were invited to sign. Figure 4 
shows the status of a document in the process of being 
signed (left) and the status of that same document at a later 
time, when one more party has signed it and the number of 
signers reached the required threshold (right). If concurrent 
signatures were used, full status with signers’ identities could 
be displayed only after the keystone is released. 

 
 

 
Figure 2. A community member receives invitation to sign a document. 

 
Unlike a group signature [7] where multiple individual 

signatures are replaced with a single group signature, 
individual signatures are preserved and any party can verify 
individual signatures using a standard verification procedure. 
Due to the nature of XMLDSig, any party can also get the 
list of all signers solely from the document. 

 

 
Figure 3. Community signature and document finalization. 

 

   
Figure 4. Viewing current status of the document signing process. 

 
The downside of not using the concept of group signature 

[7] is that processing power and time to verify all signatures 
increase with number of signatures in the final document. As 
the increase is only linear, this is usually not problematic in 
terms of scalability. If all parties can be forced to use a 
specific key-pair type, then verification of multiple 
signatures could be sped up [10][11], although care must be 
taken because some such solutions have issues [12]. 

IV. PRIVACY AND SECURITY ASPECTS 

The two main groups of information that could be treated 
as sensitive are the document contents and the list of entities 
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who have signed the document. The document itself has to 
be made fully available to all entities that are given the 
option to sign it. Same applies to the list of signers because 
they all receive the final document in the end, leaving no 
alternative to ultimately trusting the entities not to disclose 
any sensitive information they receive. 

Various notifications about document finalization do not 
carry any personal or document data and usually do not need 
to be secured. A few other points where it makes sense to 
take security into account are described below. 

A. Document Distribution 

There are established protocols to encrypt the network 
traffic from eavesdropping. However, a custom solution 
described in Chapter II is used as a secure and convenient 
method to authorize the clients to download and upload the 
document. With the proposed solution, the clients (entities) 
are given only one URL that already contains all necessary 
tokens (Figure 5). As the digital signature of requested 
resource is part of the URL, the certificate owner can easily 
disable access by removing the public part of his certificate 
at the service backend (Figure 1 and Figure 5). 

 

3. Download document

 Smart phone
Document owner

REST Server
Document storage 

and merging

 Smart phone
Community member

1. Initial upload,
using the first URL

2. Pass document URL
(the second URL, used to

download and
update the document)

Signature in URL 
(for authorization)

Signature in the document

4. Sign and
upload document

Signature in URL 
(for authorization)

 
Figure 5. The two roles of signatures. 

 
Alternatively, when the certificate is revoked, access is 

automatically disabled, provided that the service backend 
implementation does check certificate revocation lists. 

In any case, the number of network operations from 
mobile devices is limited and the authorization is integrated 
into the simple and widely used HTTP methods, so third 
party developers are not required to implement any 
authorization procedures. 

B. Storage of Certificates on Android 

With any digital signature based system, it is vital to 
protect the private keys from unauthorized use. The 
prototype has been implemented for Android where a secure 
storage is provided by the operating system. This storage is 
used for storing user’s certificates and private keys. It is 
accessed in two significantly different ways, depending on 
Android version. For Android versions up to 4.2.2, the API 
is not public and the operating system grants requests to the 
storage based on the requestor process ID. The concept is 

described in [1]. For Android versions 4.3 and newer, the 
access to the secure storage is possible only through the new 
and official API for storing and accessing certificates and 
keys. To support all versions, the app implements both 
strategies and chooses the appropriate one dynamically. 

C. Using the Securely Stored Private Keys on Android 

To sign an arbitrary XML document, our prototype app 
can be used directly. However, in most cases it is to be used 
by other apps that parse the document and show the user a 
human readable and application specific document 
representation before the user authorizes signing. The 
problem is to access the user’s private keys, which are not 
available to third party apps and not even to the operating 
system. As a solution, the third party app can simply invoke 
in the background our prototype app with access to private 
keys to sign the given document. 

 

 
Figure 6. Third party app requests to sign a document have to be explicitly 

confirmed by the user. 

 
It is vital for the prototype app to show the user which 

app is trying to sign the document in the background, to 
prompt the user to authorize signing (Figure 6) and choose 
the identity to use (if multiple certificates are stored). The 
key itself is never exposed to third party apps, so only the 
data explicitly approved by the user are signed. 

V. USAGE EXAMPLES 

Examples of usage are described below. The community 
micro-agreements are suited to also be used by applications 
and services that enable governance tools to communities. 

A. Capturing Meeting Minutes 

Community micro-agreements allow business 
communities to capture meeting minutes and other meeting 
agreements in a legally valid and binding manner. The 
meeting organizer can choose whether the consensus is 
reached among only participants that are physically present 
during the meeting or the whole community. 

Existing community signature prototype implementation 
has been used by an example app to capture meeting 
minutes. After users register to the meeting through this app, 
they can actively participate in the meeting. Their input is 
recorded by their Android devices and sent to a central 
Android device, which has the role of the document owner. 
When the meeting is finalized on that central device, the 
minutes are uploaded to the document storage server (Figure 
7) and its URL is distributed to meeting participants. The 
REST servers which handle distribution of document URLs 
and receive notifications about document finalization (Figure 

16Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-324-7

ICDS 2014 : The Eighth International Conference on Digital Society

                           28 / 240



 

 

7) are application specific, i.e., implemented as part of the 
meeting minutes software, not the general community 
signature software. Google Cloud Messaging (GCM) is used 
to relay the messages to Android phones of users who are to 
sign the minutes. At an earlier point, the meeting software 
automatically registers Android devices of community 
members with GCM to receive these messages. GCM is used 
by the meeting software as a convenient way to push small 
messages to Android devices, connected to the Internet 
through firewalls, with variable network addresses, etc. The 
community signature infrastructure does not require using 
neither GCM, nor the additional REST server to distribute 
document URL, but only to distribute the URL to 
community members. Therefore, any alternative distribution 
of the URL is valid. For example, the app on the central 
device embeds the URL into a Quick Response Code (QR 
code) and the physically present members can scan it. Again, 
this is only an alternative way of URL distribution and the 
primary way is application specific automatic distribution in 
the background, in this case through GCM. Arrows in Figure 
7 indicate information flow for the implementation with 
GCM, starting with document upload by the document 
owner to the first REST server shown at the top center. 

 

 
Figure 7. Process and information flow between devices in a chosen 

implementation for capturing meeting minutes. 

 
Regardless of the implementation, the signatures are 

always in standard XMLDSig form, as in Figure 8. In the 
figure, XML nodes with signature and certificate values are 

collapsed but the highlighted text shows the signatures refer 
to the whole document, i.e., the whole meeting minutes. In 
case a participant agreed only with part of the document, his 
signature would refer to the relevant part only, provided that 
the application specific implementation allowed signing only 
a part of the document. 

 

 
Figure 8. An example of meeting minutes signed by two parties. 

 
In this example, the omnipresent issue of identity 

mapping is evident. Mapping between various identity types 
is essential for any legally binging document. Typical 
identity types relevant for community signatures are: 

 Possible identities in the signed document. Figure 8 
shows a case where identities are explicitly listed in 
the signed document. This is not always the case. 
The document could include only impersonal 
statements. 

 Identities in encoded X.509 certificates, contained in 
the collapsed “ds:KeyInfo” nodes in Figure 8. 

 Identities of the community members who signed the 
document. 

Clearly, any implementation should check: 

 mapping between the certificate filed values, e.g., 
common name, and the document identities, if any, 

 certificate validity and whether it is issued by a 
trusted authority, 

 mapping between certificate and real entity, e.g., by 
checking the entity listed in the certificate is actually 
a member of the community that is supposed to sign 
the document. 
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For large communities, this can be far from trivial, as the 
certificate identities can be ambiguous and also because a 
single entity can be listed under different names in the 
certificate and community members list. 

 

B. Crowd Tasking 

A service called Crowd Tasking has been developed to 
enable community members to create tasks (an example is 
shown in Figure 9), propose solutions, post comments and 
solve tasks. These tasks usually involve some physical 
presence of people or physical work, which makes it 
inconvenient or impossible to post either the solution, or 
proof of the task solution to the service or to the Internet. 

 

 
Figure 9. Crowd Tasking Service. 

 
The service will integrate with the community signature 

infrastructure to enable task members to sign the agreements 
about the work to be done by each of them and to enable task 
creators to confirm the task completion by additional 
signature. As with any other usage of community signature, 
the interactions of third party service with community 
signature infrastructure and the document signing happen in 
the background, except prompting the user to confirm 
signing. 

C. Service Sharing Within a Community 

The policy negotiation described in [1] could be extended 
by integrating with community signatures and micro 
agreements presented here. A service provider would 
negotiate a service level agreement (SLA) with a community 

instead of only a single service consumer. The community 
members would decide if a particular SLA is compatible 
with community’s internal rules and sign the SLA so the 
service could be shared within the community. 

VI. CONCLUSION AND FURTHER WORK 

An infrastructure and prototype implementation of 
community signatures and micro-agreements has been 
presented, followed by usage examples. The design uses 
digital signatures to sign XML documents, which can serve 
as legally binding agreements. It is based on REST servers, a 
database or other storage system, and Android devices. The 
simple, scalable and generic main concepts allow for fast 
integration of various third party services with it. Network 
communication is optimized for mobile devices with limited 
and intermittent bandwidth, but at least occasionally working 
network connection is still required for all devices. 
Compared to concurrent signatures, the presented approach 
requires slightly less network interactions, is more similar to 
traditional signing process of paper documents, and as such 
does not exchange signatures between parties in a fair 
manner, which has both advantages and disadvantages. 
Ideally, the solution could offer both signature options to 
cover additional possible scenarios. Other services are 
planned to use the implemented community signature 
infrastructure in an application specific manner. 
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Abstract—Ontology engineering is a relatively new field in com-
puter and information sciences. Its primary goal is to develop
methodologies for modelling and building ontologies. These
ontologies represent knowledge as a set of concepts within a
specific domain. A common problem is, though, that it is almost
impossible for domain experts to design and model their own
ontology in the domain of E-Government without having the basic
knowledge of computer science, especially in the field of ontology
engineering. The goal of this paper is to describe, how the Rich
Ontology Creation Kit for E-Government Transition (ROCKET),
an ontology creation tool based on the Eclipse RCP framework,
supports legal experts to bridge the gap between domain and
technical specialists. To accomplish that goal, the web application
SeGoF is described, which uses ontologies as an input for the
automatic generation of E-Government forms based on semantic
descriptions. Moreover, the methodology “Ontology Driven E-
Government” is explained, as well as, the applied human-centered
approach in ROCKET. As a result, the tool ROCKET allows
domain experts to design and model ontologies in a convenient
way by hiding the ontology language. It basically offers an easy-
to-use graphical user interface, including wizards and editors like
the axiom modeler to create the necessary elements to model an
ontology.

Keywords-SeGoF; ROCKET; ontology; engineering; ontology
modelling; semantic MDA; e-government; domain modelling.

I. INTRODUCTION

Basically, ontology engineering is a relatively new field in
computer and information science. Its goals are to develop
methods and methodologies for building ontologies which
formally represent knowledge as a set of concepts within a
specific domain and its relationship to other concepts. These
ontologies can be very useful in different situations, for exam-
ple, when designing semantic web applications, like SeGoF
[2].

However, the problem is that it is nearly impossible for
users to formally express an ontology for a specific domain
without having basic knowledge of computer science, espe-
cially in the field of ontology engineering. Therefore, tools
and methods are required to help users to engineer their own
ontology. Basically, there are at least two different roles which
are involved in the process of creating ontologies: one domain
expert and one technical expert. The domain expert has the
required knowledge of a specific field and the technical expert
understands the required concepts of ontology engineering.
Both roles are interdependent and essential to create and model
ontologies.

This paper focuses on the field of E-Government, more
precisely, on the SeGoF web application and its requirements
concerning ontology engineering. Therefore, SeGoF is de-
scribed, as well as the different approaches like semantic MDA
and ODEG. As a next step, the human-centered ontology en-
gineering approach will be explained, covering the motivation
behind this approach and other available methodologies. The
next section covers the ODEG modelling process including all
relevant process steps. In the following and last section of this
paper, some of the most important features of ROCKET will
be presented and explained, how they work.

II. SEMANTIC EGOVERNMENT FORMS (SEGOF)

Classical E-Government solutions are mostly aligned along
conventional administrative processes. Hereby, a paper-driven
workflow of these processes is the normal way to reflect
these tasks. The paper-based application form is than simply
replaced by an electronic web-form. As a consequence, the
process behind these electronic web-forms is very important
because it influences the usability and acceptance of the
solution, but the prospects of those classical E-Government
web-forms are often very limited. Furthermore, different ad-
ministrative procedures are usually characterized by a set of
rules and constraints which have to be met to make a user
eligible for a specific service. In classic E-Government envi-
ronments, the knowledge about these rules is mostly expressed
programmatically but not semantically, which is a limiting
factor.

A. Semantic MDA for e-government

As mentioned by Salhofer and Stadlhofer [1], this specific
approach applies the basic principles of MDA (Model Driven
Architecture) [1] in combination with a semantic model to the
creation of E-Government services. The goal of this intention
is that these services will then be available as semantic web
services which can be searched for meeting the current goal
or desire of a citizen. To be successful, it is important that all
required artifacts are automatically generated from the model
and that there is no need for manual coding. This enables very
short development cycles and very fast adoption to shifting
requirements, which is important because public agencies are
facing significant budget cuts. As a consequence, resources
have to be used as effective and efficient as possible [1].
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B. ODEG

The goal of Ontology Driven E-Government (ODEG) [2]
is to model ontologies for the E-Government domain which
act as a basis for an integrated E-Government environment.
The most important point is that these ontologies can be
used to assist a citizen by formally expressing a goal that
can be used for service discovery and it can also be used to
express the necessary input of services which will be used for
the subsequent form generation. The collected input data is
transformed into a common data interchange standard format,
and then, forwarded to the service oriented architecture (SOA)
backend which executes the business process [2]. Furthermore,
ODEG can be seen as an ontology engineering methodology
because its main goal is to model ontologies for the E-
Government domain by proving a human-centered approach.

As mentioned by Stadlhofer et al. [2], every relevant public
service is semantically modeled and contains references to
the required input elements. Moreover, every constraint on the
service input element can be expressed by different semantic
rules and can be evaluated by semantic reasoners. This allows
an automatic creation of forms, for example web forms, and
also plausibility checks of data gathered directly from the user.
With this approach, the entire logic is now consistently kept
in the semantic model. Additionally, another advantage of this
approach is that the knowledge of public services becomes
available in a machine processable form which allows more
functionality than only form creation [2].

III. HUMAN-CENTERED ONTOLOGY ENGINEERING
APPROACH

Nowadays, it is wildly argued that ontologies are the pri-
mary key to success concerning the realization of the semantic
web. As a result, the ontology engineering process plays an
important factor when designing and modelling ontologies.
Thus, different methodologies were created to support and
to document this process. This subchapter examines differ-
ent approaches and explains the most important facets of
the respective methodology. Basically, the focus lies on the
investigation of the Ontology Driven E-Government (ODEG)
methodology because ROCKET supports the ODEG modelling
process and a human-centered approach by empowering legal
experts. First of all, it is important to describe the motivation
and requirements behind these methodologies.

A. Motivation

This section describes the motivation and the requirements
concerning the E-Government domain derived from the SeGoF
platform. These requirements refer to the ontology engineering
methodology which is mandatory to achieve a well-defined
and structured ontology building process and to support do-
main experts (or legal experts in case of the E-Government
domain), so that they can design, model, and build ontologies
autonomously without help from technical experts.

1) Domain expert centered approach: The methodology
basically has to offer a domain expert centered approach which
is the basic top-level goal. The intention of this approach
is to empower legal experts so that they can design, model
and build ontologies themselves. To realize this intention,
the methodology has to support this approach concerning the

respective process and by offering tool support which guides
users through the building process.

2) Developed for electronic service provisioning in public
administration: First of all, the application area of the ontology
engineering methodology is important. In case of the SeGoF
platform, the domain of E-Government is the respective target
area. In general, it should be designed for electronic service
provisioning in the context of public administration.

3) Clear and consistent process: The desired ontology
engineering methodology should offer a clear and consistent
process which guides users through the ontology building
procedure. Usually, the process refers to the ontology building
life cycle and consists of different phases. Besides the ontology
modelling process, it may be important to cover the resulting
project management of the project. This for example includes
specification phases which covers the possibilities of knowl-
edge retrieval.

4) Tool support: To realize the domain expert centered
approach, the desired methodology should offer tools which
support users during the ontology creation process. Basically,
the tool has to hide the used ontology language behind a
graphical user interface. With the help of certain templates,
users are guided through the ontology building process. In the
best case, legal experts should be able to implement and test
the modelled ontology immediately.

5) Consideration of a possible collaborative construction:
An essential aspect in the context of public administration is
the consideration of legal certainty. In that case, legislation
and enforcement of law on all governmental levels has to be
ensured. As a consequence, this requires collaboration with a
variety of different legal experts. That implies that the ontol-
ogy creation tool should support and process a collaborative
approach, which allows legal experts to collaboratively model,
implement, verify and maintain ontologies.

B. Methodologies in the context of public administration

Concerning this paper, the target field in which respective
methodologies have to be applied is public administration,
more precisely E-Government and electronic public service
provisioning. So the question is, which of the listed method-
ologies is capable of meeting the requirements. To answer
this question, Stadlhofer et al. [3] conducted an analysis on
different ontology engineering methodologies to investigate,
if any available methods support a domain expert centered
approach in the context of electronic service provisioning in
public administration.

Considering the resulting requirements of the E-
Government domain identified in the beginning of this
chapter, Stadlhofer et al. came to the conclusion that none
of the analyzed methodologies is fully capable to serve as
domain expert centered ontology engineering methodology in
the context of PA. As a result, only one of the tested methods
named “Integrated Modeling Methodology” technically
addresses all methodological requirements in an acceptable
way, but this method was developed for a different domain,
namely organizational learning, which means that it’s direct
exploitation for the E-Government domain is very difficult.
But, the authors of the methodological comparison analysis
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mention that aspects and general guidelines of this and other
methods can contribute to a future methodology in this field
[3].

IV. ODEG MODELLING PROCESS

Basically, there are different roles involved in the ontology
engineering process. At least, there are two different individ-
uals, namely domain and technical experts. The focus lies on
these two roles although there could be more people involved,
for example knowledge engineers or ontology users.

1) Domain expert: Domain experts or, in case of the E-
Government domain, legal experts possess the required knowl-
edge about the targeting problem domain. The goal is to extract
this knowledge, abstract it and transform it into an ontology.
This role is necessary and acts as a key role in the ontology
engineering process.

2) Technical expert: Technical experts have the required
skills to model, design, verify and implement ontologies.
Mostly, they are experts in developing software because on-
tology engineering is a software engineering-oriented process.
Furthermore, technical experts possess knowledge about a
specific ontology modelling language like WSML or OWL
which enables them to build and model ontologies.

The problem here is that both described roles are manda-
tory to succeed in building usable ontologies. Basically, there
are different solutions available to overcome this particular
problem. One possibility could be to convert technical experts
into domain experts. But, sadly, this intention is impossible to
realize. The same applies to the intention to convert domain
experts into technical experts: The effort simply would be too
expensive and inefficient which leads to the conclusion that
another solution is needed to overcome the primary problem.

Therefore, adequate tools are required to bridge the gap
between technical and domain experts. The primary goal
here is to hide the used ontology language which enables
domain experts to use these tools. Furthermore, an easy to use
graphical user interface has to be used which supports users
on the process level to ease the general ontology engineering
process.

ROCKET [4] represents a pilot project to meet the men-
tioned requirements. This ontology creation tool focuses on
enabling domain experts of the Public Administration domain
to autonomously develop, build and implement ontologies
without the help of technical experts. As a result, these
developed E-Government services should be directly executed
by the SeGoF web application.

A. ODEG modelling process

Basically, the ODEG modelling process is divided into
different phases. Figure 1 gives an overview of these phases
and describes them in more detail. It is important to mention,
that these process steps are not strictly aligned. As depicted
by the life cycle, different process steps can be performed
individually. As shown in the middle of the figure, maintenance
is also a relevant step which implies that certain actions have
to be repeated to achieve acceptable, correct and useful results
concerning the created ontology. Maintenance also implies that
it may be important to extend the expressiveness of the actual

domain, for example, by creating additional sub concepts and
respective axioms, or in other words, to refine and extend the
modelled domain. In addition, it is important to mention that
this life cycle is only a recommendation for further studies
which explicitly have to investigate the ODEG modelling
process.

Figure 1: ODEG modelling process

1) Domain modelling: As mentioned by Stadlhofer et al.
[3], service discovery from a citizens point of view should
start with selecting the appropriate life situation which are
expressed in ODEG by the concept PADomain. For every
created domain in the system, a new instance of this concept
has be to be defined. The created instance is located in the
Domains.wsml file which can be found in the segof/domains
folder. Moreover, it is possible to define a list of additional
general-purpose ontologies which are relevant for the respec-
tive domain [3].

As a next step, it is necessary to model the new created
domain. This implies the definition of new concepts, axioms
and instances which express the abstracted domain of interest.
The following components can be found in the WSML file
located in the domain folder in the respective PADomain folder
hierarchy.

Definition of concepts: The basic components of every
ontology to describe the targeting domain are concepts. De-
pending on the desired level of detail concerning a domain of
interest, several concepts may exist.

Definition of axioms: Furthermore, it may be important
to refine the created concepts or to create specific constraints.
Therefore, Axioms have to be created which are based on logic
programming rules. Of course, it is possible that several axioms
may exist in the domain.

Definition of instances: Additionally, it may be relevant to
create instances of certain concepts. These instances are also
located in the domain WSML file and include concrete values
of certain attributes.

2) Definition of desires: After selecting the appropriate life
situation, a citizen has to choose one concrete desire or goal
he or she wants to reach. For every existing PA domain, it
is possible that several desires exist. The isRelatedToConcept
attribute expresses the relationship to one or more concepts of
the domain and marks the entry point in the ontology.
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As mentioned by Stadlhofer et al. [3], in the resulting user
interface the user would have the possibility to replace the
related concepts in the desire definition by concrete ones. After
defining such a concrete desire, an appropriate public service
can be discovered for this specific situation.

3) Definition of services: Another important step of the
ODEG modelling process is to define specific public web
services. Therefore, every semantic service description is split
into two different parts. This includes an instance of the
geaGrazConstraintPublicService and a corresponding Web Ser-
vice Modelling Ontology (WSMO) web service. The GEA
part includes the description of the relationship to one or
more desires and specific constraints that have to be met.
By contrast, the WSMO part describes the required input and
preconditions [3].

Furthermore, it is possible to create specific constraints
which have to be met.

4) Deployment: As the final step in the ODEG modelling
process, it is important to implement, test and verify the
modelled domain in the SeGoF web application. Therefore, the
modelled domain has to be implemented into the respective
folder of the SeGoF application, as well as specific entries
have to be added to register the new domain. After verifying
the created domain, it may be important to refine or extend
the existing domain.

V. HUMAN-CENTERED ONTOLOGY ENGINEERING WITH
ROCKET

Basically, ROCKET offers several features concerning the
modelling of ontologies. The most important characteristics
are going to be described in the following chapter. For more
information on ROCKET, please see [4].

A. Axiom editor (sub-concept by constraint)

Creating different concepts which have the same super
concept is a common step. That implies that the reasoner
has to decide either to take the right or the left path through
the ontology. Therefore, axioms are required to accomplish
that goal and to tell the reasoner which path to choose for a
specific situation. In this concrete example depicted in Figure
2, the super concept “PossiblePupil” holds two attributes,
namely “age” and “name”. If a person is 14 years old or
younger, this person will become a “RequiredSchoolPupil”.
If the person is 15 years old or older, this person will become
a “NotRequiredSchool”. It is important to mention that these
conditions are implemented in respective axioms. Basically,
the described scenario is very common, which implies that it
would make sense to combine the action of creating concepts
and axioms in one step.

Basically, the primary goal of the new “Sub concept
by constraint” feature is that users have the possibility to
create a new sub concept of an existing super concept and
additionally are able to create a respective axiom. Depending
on the selected super concept, the available attributes from the
super concept should be visible which can be used to create
reasonable constraints.

There are two entries in the “Add Entity” context menu in
the WSML visualizer when selecting a concept node: the “Sub

Figure 2: Two different concepts and their super concept

Concept by Constraint” and “Axiom” option. Selecting the first
options allows users to create a sub concept while creating
a respective axiom at the same time. As mentioned before,
axioms allow to refine concepts and to add specific constraints.
Selecting the “Axiom” option allows users, as the name already
indicates, to create and model an axiom only. Furthermore,
when selecting the root ontology node, the available options
differentiate compared to the options. Doing so allows the user
to select the “Concept by Constraint” option which creates a
normal concept and an additional axiom. In fact, the resulting
dialog remains the same.

Figure 3: “Sub concept by constraint” dialog

Figure 3 shows the implemented dialog. Basically, the
dialog includes basic components like in the normal “New
Concept” dialog. It is important to mention that the dialog
uses the full size of the display. That means that depending on
the size of the ROCKET program, the dialog scales itself to
guarantee a better user experience. Furthermore, it is possible
to hide all elements which are related to the concept properties.
Therefore, users have the possibility to click on the top bar to
extend or to hide related user interface elements.

First of all, users have to type in a valid identifier or
name for the new sub concept. This name is also used for
the name of the respective axiom. Concerning this name, the
identifier will be modified by adding the string “Definition”.
For example, when users want to create a sub concept named
“PossiblePupil”, the respective axiom name would be “Possi-
blePupilDefinition”. It is also possible to assign specific inter-
nationalized human readable descriptions which are important
for the SeGoF web application.

23Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-324-7

ICDS 2014 : The Eighth International Conference on Digital Society

                           35 / 240



Like in the normal “New Concept” dialog, it is possible
to add certain annotations and super concepts which influence
the resulting concept. Additionally, it is possible to select the
“Add relevant imported ontologies” options.

Basically, an axiom consists of different constraints which
can be modelled with the help of different gestures. This
includes for example the use of drag and drop gestures as
demonstrated in Figure 4. Alternatively, another option is to
double click on the respective attribute.

Figure 4: Creating a constraint while using the drag and drop
gesture

As shown in Figure 4, there are different icons displayed
for available attributes. The red “P” indicates that the attribute
is a primitive data type, while the blue “C” indicates that the
respective attribute is another concept which possibly holds
additional attributes. To browse through these attributes of
other concepts, users have the possibility explore them by
double clicking on a concept. As a consequence, additional
attributes will be added under the respective concept.

Figure 5: Dialog for creating a constraint for the type integer

It is important to mention that depending on the selected
type of the attribute, a specific dialog will show up. As
shown in Figure 5, the new dialog offers the possibility of
adding additional options to the new constraint. In case of an
attribute of type integer, the user can choose between different
operations like greater, smaller, greater or equal, etc. Of course,
a specific number can be added which fulfils the constraint.
Furthermore, the desired conjunction can be chosen. In the
additional options, users have the possibility of adding the
negation keyword “naf”, adding opening and closing brackets
and selecting the option “hasValue only”.

B. Service constraint modeller

The ROCKET editor for ODEG web service focuses on
the management of available services in the domain. On the
left side, all available services will be displayed. By selecting
another service, all respective parameters can be checked and
altered. This includes available service constraints, related
desires, service implementations, related service requests and
the name of the service. Furthermore, the user can determine if
the service should be an information service, which means that
as a result, the SeGoF web application provides a document
(e.g., a .pdf file) which includes valuable information for the
citizen.

Figure 6: Service constraint modeller

Another important part of the web service editor is the
ODEG service constraint modelling editor which pops up by
selecting the edit or create button after right clicking into
the area of the service constraints. As depicted in Figure 6,
users have the possibility to create specific constraints for the
respective service. Depending on the selected desire, different
concepts will be displayed as a tree. By using intuitive drag
and drop gestures, it is possible to select a desired concept and
drop it in the attributes area to create an additional attribute.
Therefore, the user has to provide a new name. After creating
a new or editing an existing constraint, users have to save the
changes by pressing CTRL + S. In the background, the new
or changed service constraint will be stored in the respective
domains file as an instance of type geaGraz#ServiceConstraint
including the created attributes.

C. Automatic implementation of ontologies in SeGoF

Another feature is called “run button”. As a developed use
case confirmed, the test and verification steps of the ontology
in the SeGoF web application are rather complicated and not
supported by the tool ROCKET. As a result, users have to
manually add the generated ontology and the segof wsml files
in the respective folder in SeGoF, build the SeGoFOntologies
project and start the jetty web server via the console. Since
this is not a human-centered approach, additional features have
to be added to give users the possibility of implementing,
testing and verifying the created ontology directly in ROCKET.
Therefore, a new button has to be implemented in the tool
which executes the described steps of deploying the ontology
in SeGoF automatically. Besides reducing the level of difficulty
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of the steps which have to be executed manually, users would
have the possibility of verifying the ontology very quickly.

1) Main run button: The main run button located on the
right side of the four new buttons acts as the primary button
to initiate the start of the SeGoF web application. This button
has to be executed before using the others. First of all, when
pressing this button, ROCKET copies the required SeGoF run
files from its sources into the actual workspace. This includes
a folder holding the maven binaries, the SeGoFOntologies
project and the SeGoFWeb project and other relevant projects
from the SeGoF web application, respectively in separate
folders. After copying the new folders, the respective WSML
files (depending on the selected project in ROCKET) will be
implemented in the SeGoFOntologies project and the precon-
figured and pre-built SeGoFWeb.war and other required files
will be installed in the local maven repository. As a next step,
this project will be built using the implemented maven sources.
Depending on the operating system of the host system of
ROCKET, a specific maven run file and a proper command
will be chosen to accomplish this task. That implies that
maven is not a prerequisite when users are executing the run
button, which is a big advantage. Furthermore, the integrated
jetty web server will be started and the internal browser of
ROCKET will be opened displaying the correct page with
the address “localhost:8080/SeGoFWeb” as shown in Figure
7. Now, users have the possibility of verifying and testing the
modelled ontology instantly.

Figure 7: Internal browser in ROCKET

2) Refresh button: After executing the main run button for
the first time, the jetty web server is up and running. When
users modify a respective ontology, they have the possibility
to execute the refresh button so that only the new WSML files
get copied and the project SeGoFOntologies gets built. The
running jetty web server detects the modified jar file from the
SeGoFOntologies projects and restarts itself automatically. Of
course, it is possible to re-execute the main run button, but the
advantage of the refresh button is that it finishes much quicker.

3) Stop button: As the name of the button already indicates,
the stop button stops the running jetty web server and closes
the internal browser view automatically. This, for example,

is useful when quitting ROCKET to close all remaining
processes. As usual, the status of this process can be checked
in the console view.

4) Open browser button: This button allows users to re-
open the internal browser view if the Jetty web server is
running. If the server is not running, a respective error message
will be displayed telling users that SeGoF is not running.
Furthermore, this button refreshes the actual address of the
browser to the default address. This is useful when testing
different PA domains to return to the initial web page.

VI. CONCLUSION

First of all, the illustration of the ODEG modelling process
is an important step toward a well-defined and structured
process concerning the ontology building process in ROCKET.
While the depicted life cycle is only a recommendation, it
can be seen as an important input for further studies in
this field. The ontology creation tool ROCKET offers several
specific wizards and editors which allow users to build and
model a specific ontology in the field of E-Government which
can be used by the SeGoF web application as an input
to automatically generate E-Government forms to ultimately
invoke a certain service. The top-level goal of ROCKET is
to empower domain or legal experts so that they are able to
build ontologies autonomously. Furthermore, ROCKET offers
an easy to use graphical user interface which guides users
through the ODEG modelling process by pursuing a human-
centered ontology engineering approach. Additionally, tools
like the WSML Visualizer help users understand the modelled
ontology more easily. To conclude, it is important to mention
that future work has to be focused on conducting usability
tests to improve the overall usage of the tool. Consequently,
the ontology engineering methodology ODEG has to be further
developed to achieve a well-defined and documented process.
With the help of SeGoF and ROCKET, the efficiency of
public offices concerning the offering of public services can be
increased significantly. Because of the fact that legal experts
would design and model ontologies autonomously which then
will be used as an input for the SeGoF web application, public
services could be published immediately.
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Abstract—Japan is ranked 18th in the world in the 2012 
United Nation’s e-Government database. People experience 
poor system usability due to bureaucratic wording (jargon) 
and non-universal interfaces. For a better e-Government 
system experience, we propose an operator-assisted e-
Government system. In this system, operators at a call center 
assist applicants by giving application process guidance as well 
as taking over keyboard operation for people with low IT 
literacy. Jargon is a major obstacle in Web site usability; 
therefore, we propose an analysis tool for evaluating current 
Web sites based on a phrase difficulty index. Evaluation 
experiments on a prototype system suggested that operator-
assisted application shortened the process time by 20% 
compared to conventional solo application. Also, errors were 
negligible for operator-assisted application. Calculated process 
times obtained from the analysis tool showed good agreement 
with the experimental results. The proposed e-Government 
system will greatly help to accelerate system usage by the 
elderly and people with low IT literacy. 

Keywords-e-Government; call center; Web site usability;  
jargon; operator-assisted application. 

I.  INTRODUCTION 
The Japanese-Government has promoted an e-

Government system since 2006. However, the acceptance of 
the system is not as high as expected. According to the 
United Nation’s e-Government database in 2012, Japan 
ranked 18th in the world, while the Republic of Korea has 
remained on top for years [1]. Many studies on e-
Government system usability were carried out and major 
issues were pointed out such as bureaucrat wording (jargon) 
and the lack of uniform interfaces among systems. Instead of 
fully redesigning the current e-Government systems, 
usability improvement of current system is desired in view 
of economy and speed. 

 We propose an e-Government system with a  call 
center operator assistance for applicants to improve the user 
interface. The operator talks with applicants over the phone 
to help with the application process and takes over keyboard 
operation for applicants who are not familiar with Personal 
Computers (PCs) and the Internet. The proposed system’s 
effectiveness was examined through model system 
experiments to measure the process time and errors in the 
application contents.  

We use our proposed phrase difficulty rank evaluation 
tool for usability analysis of current Web sites. The 
evaluation tool is useful to determine the possibility of 
improving usability by adding the call center functionality 
for current e-Government systems. 

 Section 2 describes related work on e-Government 
systems and their usability issues. Objectives of this study 
are discussed in Section 3, and the model system 
experiments are explained in Section 4. The experimental 
results are given in Section 5, followed by the conclusions. 

II. RELATED WORK ON E-GOVERNMENT SYSTEM 
USABILITY ISSUES 

Web site usability issues have been discussed for years 
[2], [3]. At the beginning stage of the e-Government system, 
both governments and citizens expected the systems would 
be quickly and widely accepted. However, the adaption rate 
of e-Government systems is slower than e-commerce and 
other Web-site-based systems.  

Fuchs clearly pointed out substantial differences between 
e-commerce and e-Government systems, e.g., no 
competition for the same services, lack of uniform outlooks, 
and subdivided territorial levels due to broad public 
administration scopes [4]. These findings explain why 
current e-Government systems’ one-stop interfaces cannot 
be used for different applications (tax payment, passport 
application, etc.) and why system usability is usually lower 
than that of e-commerce systems [5-8]. 

Wording (jargon and technical terms) is a significant 
indication of low usability of e-Government Web sites [8]. 
Applicants are forced to take time to learn the jargon on the 
e-Government Web site pages. When jargon must be used in 
Web pages, proper explanation should be included. Also, 
application process guidance should be given on the Web 
page for applicants. We found that some e-Government Web 
sites have links to operation manuals, but most of applicants 
would not willingly spend time to either read the huge 
manuals in detail or even notice the attachments.  

Gauvin et al. found that age is a markedly higher 
demographic determinant of Internet usage than education, 
income, gender, and urbanity [10]. Thus, assisting the 
elderly with the Internet and e-Government system 
operations has become an important issue for governments 
to better serve their citizens in view of e-inclusion [11], [12], 
[13]. Kim reported that “mass digital literacy campaigns” for 
several tens of millions of elderly, government officials, and 
housewives were carried out as Information Technology (IT) 
education programs in Korea, which has been consistently at 
the top of the e-Government system usability ranking. This 
is one of the key success factors for Korean e-Government 
systems [14], but such an education system is not always 
applicable to the large population of senior people like in 
Japan. Moreover, Internet access platform expands from the 
fixed line communication by PCs to smart-phones and 
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tablets. Preparing education programs which cover all the 
different access platforms takes time and may not be ready 
when the evolution occurs on IT networks. This paper 
proposes a new user assistance system, which has better 
applicability than the user education.  

III. PROPOSED E-GOVERNMENT SYSTEM 
3.1 A proposed system function 

 Senior citizens and other people with low IT literacy 
require proper assistance to use an e-Government system. 
Therefore, call centers have been used as help desks to assist 
applicants with the e-Government system [15], [16]. Call 
center operators assist applicants by helping with the 
application process and answering applicants’ questions on 
jargon. The call center system offers the flexible service by 
training operators for the access platform evolution. On the 
other hand, data protection and applicants’ privacy protects 
are remaining issues for the call center system [13]. 

Our proposed system extends the call center operator 
function from verbally assisting applicants to taking over 
keyboard operation for applicants [17], [18]. This would 
greatly reduce the burden on low-IT-literacy applicants. This 
system is expected to reduce the application process time as 
well as minimize the operation and application errors. 

 As discussed in the previous section, e-Government 
systems which contain a large amount of jargon result in 
poor Web site usability and high possibility of making errors 
in the application process. Solo application process time 
may be longer through difficult Web sites than through 
operator-assisted application. Also, fewer errors in operator-
assisted application are expected than on solo application. 
From this viewpoint, we believe that e-Government Web 
site usability can be measured based on process time and 
application error rates. These assumptions were verified 
through experiments and explained in the following Section.    

We also propose a numerical analysis tool in terms of 
jargon difficulty in usability evaluation of current Web site. 
The jargon difficulty index definitions are given for the 
major phrases used on the Web pages. The difficulty levels 
are then applied to process time calculations for applications 
with and without operator assistance. By using the analyzed 
results (expected times and error rates), e-Government 
system owners can predict the call center effectiveness for 
current e-Government systems. 

 
3.2 The system configuration 

Operators located at call centers for e-Government 
systems talk with applicants over the phone (Fig. 1). During 
the application process, the applicant and operator share the 
Web pages of the application system through their respective 
PC displays (Fig. 2). The page sharing system is 
implemented by the following technologies: 

a. Applicant identification: The applicants are given 
separate identification numbers (e.g., phone 
numbers) to correspond with the operator over the 
phone and Web pages. 

b. Web page sharing between the applicant and the 
   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1.  Proposed configuration for operator-assisted e-Government 
system. 

 

 

 

 

 

 

Figure 2.  Example of operator’s page on operator’s display. 

operator: Two Web page sets are prepared from the current  
e-Government system database: (a) Web pages for 
applicants and (b) those for operators. During the operator- 
assisted application process, the operator works on the PC 
keyboard and fills in the application form on the operator 
Web pages based on the conversation with the applicant. 
The application contents are stored in the database at the call 
center. 

c. Confirmation of application contents: When the 
operator finishes keyboard work, the Web pages are 
displayed on the applicant’s PC so that the applicant can 
check if the contents are the same as what the applicant gave 
to the operator. After content confirmation, the applicant 
clicks on the register button on the Web page and finalizes 
the application form to be sent from the call center database 
to the e-Government system. 

 
3.3 An evaluation tool for Web site usability 

 There are many materials to determine the difficulty 
level of kanji (Chinese characters used in Japanese 
language), mainly prepared for non-Japanese speakers. Basic 
Japanese words are also classified for Japanese students and 
foreigners [19]. However, most of the jargon found in e-
Government Web sites are not included in the current basic 
word classifications and no difficulty levels are available. E-
Government jargon requires a much higher reading level 
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than for students because they are not common in text books, 
newspapers, and magazines.  

We propose an evaluation tool to determine the phrase 
difficulty rank for jargon appearing in e-Government Web 
sites. The difficulty rank definition is given by assigning 
unique difficulty indexes as extended ranks in the Balanced 
Corpus of Contemporary Written Japanese (BCCWJ) [20]. 
The BCCWJ covers a wide range of popular phrases found 
in books, magazines, newspapers, and Web sites. 

The index assignments are ranked as follows. 
 Rank 1: Phrases found in “Kanji (Chinese characters) 2100 
[19].” This rank corresponds to the basic words at the 
reading level of junior high school students. 
Rank 2: Phrases not listed in “Kanji (Chinese characters) 
2100,” but have 100 or more search results in the BCCWJ. 
Rank 3: Phrases which have 10 to 99 search results in the 
BCCWJ. 
Rank 4: Phrases which have less than 9 search results in the 
BCCWJ or only some of the words in the phrases are found 
in the BCCWJ. 

 Analysis of Web site usability is carried out as follows. 
Step 1: List all the phrases used in an e-Government Web 
site. 
Step 2: Assign phrase ranks to the listed phrases per the 
above-mentioned indexes. 
Step 3: Obtain a summary of phrase ranks, which appear in a 
particular application theme (described below) before filling 
in one of the input boxes of the Web page.  

 The phrase ranks are also applied to the expected 
process time calculations by solo and operator-assisted 
applications, as described in Section V-3.  

IV. EVALUATION EXPERIMENTS 
4.1 Application themes 

Evaluation experiments were carried out to confirm the 
effectiveness of the proposed system for improving system 
usability, as discussed in Sections 2 and 3. The measured 
parameters for usability comparison between current 
application systems and the proposed one were processing 
time and the number of application errors.  

Based on current e-Government and e-application 
systems, six application themes were prepared on a Web 
server as a set of Web pages and databases. The themes were 
designed from simple to complicated processes as well as 
those which require good understanding of the process and 
jargon (Table 1). The design concepts for the themes are 
listed below. 

Theme A: Registration of applicant profile; Applicant’s 
name, address, etc. This theme focuses on the correct inputs 
for the application form. 

Theme B: Certificate of residence: Applicants are guided 
to register their new bike. One of the requested documents is 
the certificate of residence. This theme examines if the 
applicant can choose the proper document required for bike 
registration.  

Theme C: Family register certificate: Applicants are 
guided to change the legal domicile for their new passport.  

The theme examines if the applicant does not mix the old 
and new domiciles, as well as current living address (note:  

 TABLE  I. NUMBER OF PHRASES IN APPLICATION THEMES CLASSIFIED 
BY PHRASE RANK. 

Rank A 
 

 Regis-
tration 

B 
 
Resi-
dence 
certifi-
cate 

C 
 
Family 
Regis-
ter 

D 
  
Confer
-ence 

E 
 
In-
come 
tax 

F 
 
Tax 
certifi-
cate 

1 5 0 0 0 6 4 

2 2 3 2 2 7 9 

3 0 2 2 8 11 13 

4 0 1 0 5 11 13 

 
in Japan, the legal domicile and the living address may not 
be the same).  

Theme D: Technical conference registration: Applicants 
are requested to fill in the registration form for a technical 
conference. The theme is prepared to examine if the correct 
options have been selected and calculate the registration fee 
under given conditions (member discount, etc.). 

Theme E: Income tax calculation: A simplified tax 
calculation system is provided. Applicants are requested to 
input the total income as well as deductions of life insurance, 
social insurance, and medical expense. The theme examines 
if the applicant can understand the deduction system 
described with a large amount of jargon and make correct 
calculations for the related deduction items. 

Theme F: Tax payment certificate: The applicants need 
the tax payment certificate for housing loan refinancing. The 
certificate application form is complicated and difficult to 
understand due to the jargon. The theme design concept is 
similar to Theme E, testing information access and correct 
calculations. 

 
4.2 The experiment design 

 Each test participant was given a separate identification 
number. The test participants were divided into either a solo 
application group or operator-assisted application group. 
The solo application group simulated conventional 
application systems. The operator-assisted application group 
was established to confirm the advantages of the proposed 
system. 

The test participant and operator had their own PCs and 
displays, but they could not look at the other’s. The 
applicant’s profile (name, address, birth date, etc.) was given 
as a fictitious identity and was commonly applied to all the 
test participants. 

 
4.3 The experiment process 
 Applicant action steps are summarized in Table 2. The solo 
application group tried to complete all the themes 
themselves. A test participant read a theme and understood 
what information and actions were necessary to complete the 
application. When the test participant could not understand 
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TABLE II. APPLICANT ACTION STEPS. 

 

the technical terms and jargon in the theme expression, 
he/she had to use Internet search engines for guidance and 
explanations and process the application the Web pages. 

A test participant in the operator-assisted application 
group directly talked with the operator (one of the authors) 
instead of making a phone call. After the test participant 
chose a theme, he/she asked the operator for guidance. With 
the operator’s guidance, the test participant gave information 
to the operator. The operator looked at the application Web 
page and worked on the keyboard. After finishing the input 
process, the operator told the test participant to update the 
Web page so that the test participant could confirm the given 
information correctly appeared in the application form. 
When the test participant confirmed the application form, 
he/she clicked on the “register” button on the Web page and 
the application was completed. 

 

V. EVALUATION OF EXPERIMENT RESULTS  
5.1 Test participants 
    Thirty-seven participants (20 students and 17 office 
workers) were divided into 27 solo applicants and 10 
operator-assisted applicants. The operator-assisted group 
was smaller than the solo-application group, because the 
preliminary experiments showed highly consistent results for 
both the process time and errors in the operator-assisted 
applications.  The participant profiles were classified by 
generation and years of PC experience (Fig. 3). 
 
5.2 Experimental results 

Both time and error comparisons suggest the 
effectiveness of operator assistance during the application 
process. 

Figure 4 shows the experimental results of the average 
processing times for both solo and operator-assisted 
applications. Solo application took 20% more time to finish 
the latter three themes (D, E and F) than operator-assisted 
one. Error rates are also compared between solo and 
operator-assisted applications (Fig. 5). Operator-assisted 
application significantly reduced errors compared to solo  

 

 
Figure 3.  Test participant profiles (generation and years of PC experience). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.  Experimental results of average processing times for operator-
assisted and solo applications. 

 
 

 

 

 

 

 

 

 

Figure 5. Experimental results of error rates for operator-assisted and solo 
applications. 
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application except the theme C, on which some participants 
confused the living address with the legal domicile and gave 
wrong information to the operator. 
 
5.3 Experimental result analyses 

 Process time calculation was carried out using the 
proposed analysis tool for each experiment theme. Table 4 
shows part of the analysis table for Theme E (Income tax 
calculation). In this example, the first input box is the 
medical expense tax deduction amount. Prior to filling in 
this box, the applicant has to understand the meaning of 
jargon such as “Medical expense tax deduction,” “Medical 
insurance supplementation,” and “Hospital expense grant”. 
The phrase ranks for the jargon are given based on the rules 
explained in Section 3.3. A time factor is then applied to 
each phrase based on Table 3. The time factors were 
optimized by fitting the measured times in the experiments 
to time factor parameter sets. The time factor sum was 
calculated, and calculated time was obtained for solo 
application by multiplying the sum and a unit time defined 
to the input process. Following this process for the entire 
theme table, the total calculated time was examined. 
Operator-assisted time is also provided in Table 4.  

The differences between solo application and operator-
assisted application are: 

a. Jargon search and time taken to understand was 
shorter for operator-assisted application than solo 
application because the operator could give proper advice to 
the applicants on the meaning of jargon and operation 
process. 

b. Time to fill in an input box for operator-assisted 
application was longer than solo application. This was due to 
the conversation between the applicant and the operator to 
transfer the necessary information to fill the input box. 

c. Verification process was added to the operator-
assisted application. After the operator completed filling in 
the input boxes, he/she had to ask the applicant to check the 
box contents and to verify the application form. This process 
is not necessary for solo application. 

The calculated times for six themes are shown in Fig. 6 
and compared to the experimental results both for solo and 
operator-assisted applications. The calculated times showed 
good agreement with the measured results in the 
experiments. Processing time calculation would be useful to 
examine current e-Government Web sites in terms of the 
effectiveness of call center operators to obtain better user 
interfaces. 

 

VI. CONCLUSION AND FUTURE WORK 
We proposed an e-Government system with extended 

call center functionality. Call center operators talk with 

applicants over the phone and assist them by helping with 
the application process and taking over keyboard operations 
for applicants who are not familiar with PCs and the Internet, 
such as senior citizens. The proposed system’s effectiveness 
was confirmed through model system experiments by 
measuring the process time and errors of the application 
contents for both solo and operator-assisted applications.  

The experimental results suggest that the process time 
for complicated Web sites can be shorten by 20% by 
operator-assisted application compared to solo application. 
Also, errors which occurred in solo application were 
negligible in operator-assisted applications. We also 
proposed a phrase difficulty rank evaluation tool usability 
analysis of current Web sites. Analyzed results showed good 
agreement with the measured processing time for all the 
themes in the experiments. 

These results indicate that the proposed e-Government 
system will greatly help to accelerate system usage by senior 
citizens and other people with low IT literacy.  

For the future work, we intend to develop the error rate 
calculation method on the current e-Government Web sites 
for further site usability analysis. Some other indexes would 
be considered for the error rate calculation in addition to the 
proposed phase difficulty rank.  

 

 TABLE III. TIME FACTORS VS. PHRASE RANK. 

Phrase rank Time factor 
1 1 
2 1.3 
3 1.6 
4 1.9 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. Comparisons of calculated and measured processing times for 
both solo and operator-assisted applications.
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 TABLE IV. PART OF ANALYS  TABLE FOR THEME E  (INCOME TAX CALCULATION) 
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Abstract -The paper describes how users in a small transitional 

country perceive open government data. It discusses the 

objectives of opening government data to the public, considers 

what end-users require, and investigates impediments to end-

user’s adoption of open data. The results reveal the following: 

end-users are generally unprepared to use open data; they 

have no confidence in the credibility of published data; end 

users do not differentiate between open data and private data; 

they are not familiar with the purpose of open data and 

opportunities arising from using them. Finally, the paper 

discusses possible government measures to boost open data 

usage. The following measures are proposed: a single open 

data portal should be organized; data suppliers should be 

stimulated to publish, certify and maintain their open data; 
and end-users should be encouraged to use the data. 

Keywords-open data; open government data 

I. INTRODUCTION 

The concept of open data has existed for some time. It 
corresponds to open movement, such as open access to 
scientific information, open source software etc. In this 
paper, we shall mainly consider government data (GD), also 
referred to as public sector information (PSI). Government 
bodies collect, produce, reproduce and disseminate public 
data in many areas of activity while accomplishing their 
institutional tasks. These data, such as geographical 
information, statistics, weather data, transportation data, 
public health data, etc. are of public interest, belong to the 
whole community and every citizen is entitled to know and 
use them. Government data could be opened for re-use by 
citizens, business and industry, science, media, civil society 
and others. The benefits of opening government data are 
numerous, even it is impossible to predict what value it will 
create in the future [1]. 

To achieve their full potential, government data must be 
open. Making data open could enormously increase civil 
sector engagement. An effective public information system 
should include a considerable amount of open government 
data and be equipped with efficient tools for data analysis 
and visualization. 

The paper describes the position and the early experience 
of an open data initiative in a small transitional country (the 
Republic of Croatia with about 4 million inhabitants). It 
discusses the objectives of opening government data to the 
public, considers what end-users require, investigates 

impediments to end-user’s adoption of open data, and 
possible government measures to boost open data usage. It is 
organized as follows. The definition and types of open data 
are discussed in Section II, end-users’ requirements as seen 
by the average user are described in Section III, the main 
impediments to citizens’ adoption of open government data 
are considered in Section IV, and possible government 
measures for boosting the usage of open data are described in 
Section V and summarized in Section VI. The findings listed 
correspond to the specific situation of a smaller community, 
in the grip of recession and not too enthusiastic about 
opening government data. 

II. DEFINITION OF OPEN DATA  

Formal definitions of open data are relatively new. Open 
Data Institute [2] defines open data as information that is 
available for anyone to use, for any purpose, at no cost. 
OpenDefinition.org [3] defines open data as data that can be 
freely used, reused and redistributed by anyone. 

Private data, i.e., sensitive personal data, cannot be the 
subject of open data. There is no consensus on what 
constitutes private data, and the debate on the subject 
continues.  

Two most prominent types of open data are open science 
data and open government data. 

Open science data (OSD) are freely available, allowing 
any user to read, download, copy, distribute, print, search, 
index, use by software or use for any other legal purpose. 
When the data are reproduced or distributed the copyright 
must be acknowledged, author’s control over the integrity of 
their work must be preserved and the work must be cited. 
Public availability and reusability of scientific data leads to 
transparency, fairness and increased quality of science. Open 
science data are creating value in science itself. 

The same is true for open government data (OGD), 
which we are considering in the paper. Open government 
data are data produced by government or its bodies, that can 
be freely used, reused and redistributed by anyone, resulting 
in a fairer and better government. As discussed in the 
literature [1], [11], [13], reasons for making data open 
include: (a) transparency and accountability, (b) innovation 
and economic development; and (c) inclusion, empowerment 
and law enforcement. 

33Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-324-7

ICDS 2014 : The Eighth International Conference on Digital Society

                           45 / 240



 

A. Transparency and Accountability 

Open data increase transparency. Free access to 
government data can empower citizens to exercise their 
democratic rights [11]. Consequently, transparency increases 
the accountability of government and its bodies. It is 
reasonable to expect that they will make better decisions in 
the public interest. The focus is on the political domain. 
Open data create value in government itself by increasing its 
efficiency. 

B. Innovation and Economic Development 

Open data may enable innovators to improve services or 
build new products and services within public or private 
sector. Open data may shift certain decision making from the 
state into the market [1]. The key focus is on the economic 
domain. Open data create value in many ways, for example 
by helping create new products or services in places where 
they are missing, including the development of new products 
built directly on PSI [13]. 

A type of open data, which may be considered as OGD in 
a very broad of sense, is open business data (OBD). The key 
focus is also on the economic domain. The source of data is 
the business sector. Examples include data collected at the 
chambers of commerce or trade, statistical or marketing 
agencies or in corporations that are willing to open their data 
to general public. 

C. Inclusion, Empowerment and Law Enforcement 

The motivation to open government data is to involve 
citizens in policing and law enforcement [11]. Open data 
may remove power imbalances that resulted from 
asymmetric information, bring new actors in the political 
debate, especially those with special interests or needs. The 
key focus is on the social and law domain. 

III. USER REQUIREMENTS ON OPEN GOVERNMENT DATA 

Who are the typical stakeholders and users of open data? 
They are not a uniform group of people who share the same 
urge and interest to access data. In [5] they are classified as 
public sector, private sector, donors, civil society 
organizations, academia, civil hackers, and media, depending 

on their role in open data initiatives. Based on data driven 
classification [5] they are classified as data producers, data 
consumers, data intermediaries and data specialists. The 
Table I presents the different types of stakeholders, based on 
their expected main roles and tasks. 

What do users, i.e., data consumers, expect from open 
data? They want to have access to (a) all types of useful data, 
(b) in a single place, (c) that the data are easily accessible, 
(d) appropriately described and interpreted, and (e) free or 
almost free. The findings are based on a number of 
unstructured interviews with potential users, and public 
consultations with non-governmental organizations, business 
sector and academia, both of which were conducted in the 
preparatory phase of the Croatian government’s e-Citizen 
project [23]. Then established, the Open Government 
Partnership helped to define the expectations from open data.  

A. All Types of Useful Data 

Users will access the data they need for various purposes. 
Each users’ community is unique in its own way and has its 
own needs and priorities in accessing data. We are discussing 
data consumers’ needs and priorities in Croatia. Although a 
member state of the EU from July 2013, Croatia is in many 
aspects a transitional state. The needs and priorities of data 
consumers in transitional states may be different from the 
ones in highly democratic EU member states. 

The Croatian Parliament recently adopted the new Right 
to Information Act [15], aligned with the PSI Directive [16], 
and a process of alignment with the PSI Directive revision 
[17] is also planned to be accomplished in next two years. 
The Open Government Partnership Action Plan for the 
implementation of the Open Government Partnership 
initiative in Croatia 2012-2013 [24] has also been created. 
Consequently, according to the Right to Information Act and 
other regulation acts, e.g. Public Procurement Act, State 
Budget Act, etc., a number of datasets has been made 
available to the public. Open government data web portal is 
not yet available, although it is being developed [25]. 

 
 

TABLE I.  STAKEHOLDERS’ CLASSIFICATION 

 Data producers Data consumers Data intermediaries Data specialists 

Public sector Government data producing Government interoperability  
Topic specialization (health, 
transportation, education, etc.) 

Private sector Business data producing Data market Data consultancy 
Cross-topic specialization (legal, 
economic, entrepreneurship, etc.) 

Donors, Foundations 

and International  

Organizations 

Social data producing    

Civil Society 
Organizations 

Mainly social data producing Data for social good Data advocacy  

Academia and 
Research 

Science data producing Data analytics Data research Data science 

Civic Hackers  Civic data apps development 
Apps and visualizations 
development 

 

Media   Data journalism   
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Although citizens are increasingly aware that greater 
government transparency and accountability are necessary, 
government is still not transparent enough. According to the 
results of online interviews with individuals working in 
public administration in Croatia, most of them are willing to 
provide open data to the public.  

The state suffers a long recession. The society is 
encumbered by corruption (Croatia is ranked 62nd according 
to the Transparency International Corruption Perceptions 
Index [18]). Opening data to the general public is therefore 
crucial and of highest priority.  

All reasons to make data open apply as we need to 
achieve (a) transparency and accountability, (b) innovation 
and economic development; and (c) inclusion, empowerment 
and law enforcement. Most Croatian citizens list these goals 
in the same order. 

B. In a Single Place 

Users will prefer to access open data through a single 
neutral place, i.e., a web portal, where they can find all the 
available open data. The neutral place, web portal, may be 
owned by government but it must not mirror any kind of 
politics, government bodies’ relationships, election cycles 
and other obstacles which will prevent users from trusting 
open government data. 

Who owns and maintains data is a very important 
question. The owner or steward of open data could be either 
a web portal or a public (government) agency. Stewardship 
of open data is particularly important as it manages the 
quality and timeliness of open data and related metadata.  

Following legal requirements, the Croatian Parliament 
recently set up the position of Information Commissioner 
[19] whose expected involvement in the implementation of 
open data will raise confidence, at least in the case of 
Croatia.  

The Croatian Government additionally investigated the 
treatment of public data by public authorities and was able to 
prove that it is essential to develop a single open data portal. 
Since a single public administration portal is being built 
under the domain gov.hr as a one-stop-shop for all users, it 
would be logical to have open data published under the same 
domain, for example, data.gov.hr. This would be in line with 
similar naming practices for national portals in the EU and 
the rest of the World (e.g. data.gov.uk, data.gov.it, data.gv.at, 
data.gov, etc.).   

A useful model for using and managing a web portal is 
shown in Fig. 1 [6]. The model consists of the data user 
finding data, the data portal acting as single point of access 

to open data; and the data supplier producing and collecting 
data. The left-hand side of the Fig. 1 shows the model of 
direct data provision. The data supplier produces data and 
collects them (1) at the data portal. The data are published on 
the data portal (2) and located at the data portal. Users find 
(3) and obtain (4) data from the data portal. The right-hand 
side of the Fig. 1 shows the model of indirect data provision. 
The data supplier produces, collects and publishes data (1). 
The data are located at the data supplier but the metadata are 
collected and located at the data portal (2). At the data portal, 
users find (3) data obtained (4) by the data supplier. 

In both models, metadata are located at the data portal 
making data retrievable through the data portal. In direct data 
provision model the data are settled at the data portal, and in 
indirect model at the data supplier. Both models can be 
implemented on the same data portal, leaving data suppliers 
to choose between the direct and indirect model of collecting 
data or metadata. 

After starting open data initiative the majority of the open 
data will be governmental data. There are a lot of data 
outside governmental sources that may be opened. For 
instance, business data collected at the chambers of 
commerce or trade could be opened. In a small community, 
such as a city, county or even a small country like Croatia, it 
may be appropriate, at least for budgetary reasons, to have a 
single place to access all open data. 

C. Easily Accessible and Linkable to Other Data 

In addition to access through a single web portal, the ease 
of access is of crucial importance. Open data are easily 
accessible if users can approach all open data through a 
central metadata portal. It is essential that the metadata portal 
represents the full repertoire of open data consistently and 
clearly. A good proposal for metadata repertoire and 
classification of themes covered by open data is described in 
[5]. 

Most of current OGD portals make data available to users 
of the web portals as downloadable files in formats such as 
pdf, xls, csv, xml, json etc. Making data available as linked 
data (LD) through RDF model and RESTful APIs or 
SPARQL search interfaces is not so common although 
linked data offers the best practices for publishing and 
linking data on the web. 

To benefit from open data, it is important to allow linking 
disparate open data sets. The linked open data (LOD) can 
serve as a platform for new knowledge and can enable new 
services or applications. Services and application are easier 
to develop in a LOD environment. Tim Berners-Lee, initiator 
of linked data, suggests a five stars classification scheme for 
open data: 

 one star: Information is available on the web in any 
format under an open license 

 two stars: Information is available as structured data 
(e.g. in Excel instead of an image scan of a table) 

 three stars: Information is available in non-
proprietary formats (e.g. csv instead of Excel) 

 four stars: URI identification is used so users can 
point at individual data 

Data portal  Data portal 

 Data user   Data user   
Data 

supplier   
Data 

supplier 

                              2 

 

 

 

 

    3       4           1                                         3                       2  

                                                                                                             1 

 

                                                                                        4 

Figure 1. Role of data user, data portal and data supplier 
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 five stars: Data are linked to other data to provide 
context. Network effect is achieved. 

Achieving full benefit of linked open data can be 
obtained in the following steps: (a) Analyzing and cleaning 
data, modeling them by choosing established vocabularies, 
conversion data to RDF [7], (b) creating an unifier resource 
identifier (URI) for each data object, (c) choosing 
appropriate vocabularies for open data or creation of own 
vocabulary, (d) specification of licenses for re-using data, (e) 
conversion to RDF. Before publishing, data may be linked to 
other data, which may increase their value. 

The three stars level is considered the minimum for the 
release of government data for re-use: non-proprietary, 
machine readable, and accessible via the web. Benefits of 
linked open data, which are data with four and five stars, 
include possibilities of linkage to them from any other place, 
possibilities of bookmarking them and re-using parts of 
them. 

D. Appropriately Described 

Data should be thoroughly described in order to explain 
the problem or area to which they relate. The open data 
description includes metadata described in user’s words 
explaining objects, attributes and relationships between data. 
The purpose of data initially collected should be explained, 
i.e., why the data are collected, the context of the data 
collection, possible applications of data, for what purpose 
data should not or cannot be used, etc. The data should be 
declared not to violate privacy principles. Raw data should 
include full details explaining what the data relates to, how 
they were collected, who collected them, and how they are 
formatted. 

Data consumer should be aware that re-use of open data 
should acknowledge the source of data.  

E. Free or Almost Free 

Access to open data should be free. Price of Internet 
access should be acceptable to all classes of users. 

IV. IMPEDIMENTS TO CITIZENS’ADOPTION OF OPEN 

GOVERNMENT DATA  

The impediments to adoption of open government data 
are many, from political and social to technical. The paper 
presents a number of impediments to adoption of open 
government data. The evidence was collected by observing 
the process of opening the data in Croatia [15], [23], [24], 
[25] and from discussions with potential open data 
consumers. Our findings were compared to experiences 
accompanying open data initiatives in the EU, predominantly 
in the UK [10]. The majority of impediments noted are quite 
the same as in communities that have overcome the initial 
steps in opening data. The presented impediments are listed 
in the natural order, from those conceptual to technical. Here 
are, in our opinion, the most significant impediments: 

(1) Some citizens do not know or they do not feel that 
they have the right to seek public information from 
government and its bodies. 

(2) Many citizens are not familiar with the concept and 
importance of open data. The same findings are seen 

in advanced communities, such as in the UK where 
Open data dialogue report [10] finds that participants 
of the dialogue “found the concept of open data to be 
abstract and relatively hard to engage with”. 

(3) Most citizens cannot precisely differentiate between 
public and private data. 

(4) Many citizens do not feel that seeking public 
information will make any difference in practical 
problem solving in their community.  

(5) In some, less developed communities, citizens do not 
have complete confidence in the published public 
data. 

(6) Many citizens do not express an interest in 
personally exploring datasets. Rather they are more 
interested in the results and implications of 
researching open data. The principal benefits of open 
data are seen to be for researchers rather than the 
public [10]. 

(7) Many citizens lack computer knowledge to access 
open data, and have difficulties in understanding 
forms and formats of published data. 

(8) Many citizens experience the web portal of open 
government data as not user friendly enough, but 
only appropriate for computer specialists who are 
able to work with csv, json, ogd, txt, xls and other 
formats. 

The conceptual impediments (1-5) show that citizens 
need to become more strongly aware that they have the right 
to use public data, to enhance their data understanding and 
their belief in the data. Technical impediments (6-8) show 
that citizens need to acquire technical skills to access and use 
the data, or that data should be displayed in a technically 
acceptable manner. 

V. GOVERNMENT MEASURES FOR BOOSTING THE USAGE 

OF OPEN DATA 

To overcome any of previously mentioned impediments 
and boost the usage of open government data, one or more 
measures can be implemented. The proposed measures have 
been derived from experiences accompanying open data 
initiatives abroad [8], [9], [11], [12] and in Croatia (e.g. 
e-Citizen project [23], which represents a continuation and 
the improvement of the public reform process started in 
Croatia in the last decade; and Open Government Partnership 
[21], [24], which additionally helps to streamline priorities of 
opening public processes). The measures are listed in the 
natural order, as the measures on the conceptual level (1-11) 
and the measures on the technical level (12-15): 

(1) Governments often act as secrecy keepers, not 
openness leaders. In all countries studied [11], the 
closed government culture is detected as the barrier 
to opening data. Government should define a 
strategy to change its culture by looking at the 
experiences of leading governments, following 
various global, regional, citizens’ or market 
initiatives, implementing EU directives or 
monitoring activities on open data. 

(2) Government should provide a useful definition and 
explanation of both public and open data that is 
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accepted by law, administration and citizens [8]. A 
kind of consensus is needed.  

(3) In all countries the tensions between open data 
policy and the privacy of citizens are recognized 
[11]. Therefore, the difference between open and 
private data must be clearly defined and explained.  

(4) In less developed communities the general public 
should be educated that it has the right to seek public 
data. By whom? Self-education, appropriate civil 
society activities, and clever government initiatives 
should change the situation. Imposing proper 
licensing may help [8] in understanding the right to 
public information. 

(5) Marketing of open data is poor. Citizens and 
interested parties are not sufficiently informed on 
government’s activities on opening data. The civil 
society and government itself should do their best to 
market open data; explain pros of using and re-using 
open data. 

(6) In addition to standard marketing of open data, 
government should educate citizens to understand 
and use data [8]. Sharing useful stories and cases of 
successful open data usage would be helpful. Similar 
goals have been set in the Open Data Support project 
[20]. It should open a channel for communicating 
users’ ideas, proposals for improvement of data or 
publishing new data, useful successful or 
unsuccessful cases, impediments etc. through social 
media or forums. Publisher of open data must be 
prepared to respond to users’ communication. 

(7) Users should be attracted by selecting high value 
datasets. Datasets may be considered to be of high 
value if they satisfy the following criteria: data 
publication is mandatory by law (e.g. regulated by 
acts, directives, tenders or budget data); the data 
result from a primary governmental activity (such as 
health, transportation, financial data); the high level 
of preparedness of data (already online, such as 
weather data), or data of high value in general (such 
as business data). The focus should be on local, 
specific issues to raise interest for open data, at least 
at the moment of introducing open data [8]. 

(8) Non-governmental organizations, charity 
organizations and business associations have to be 
involved in open data initiatives [8], [21]. 

(9) Governments should act like product developers and 
measure the outcome of their activity. Open data 
needs to be a product that will improve transparency, 
accountability, economic, social and other aspects of 
community. 

(10) Government should clearly define and explain to 
users the difference between public data and private 
data. Personal data should be confidential, and must 
not be violated in any way, such as by combination 
of related datasets. Misunderstanding open data as 
an attack on privacy prevents full adoption of open 
data. Government should define and explain to users 
what open data as opposed to private data are. 

(11) In communities where citizens do not have full 
confidence in the published public information, data 
openness should be governed through an 
independent body.  

(12) The quality of open data is often questionable or 
below acceptable limits to permit the publication of 
data. Even in countries with experience in open data 
initiatives it is reported [9] that “information is often 
treated as a black box in the open data movement, 
information is often seen as a given, used 
uncritically, and trusted without examination, open 
data was collected or created for other purposes, it 
substantial risks for validity, relevance, and trust.” 
When publishing open data, government has to 
ensure their quality. Data should be checked for 
inaccuracies before being opened. 

(13) Since many citizens and other users are not keen on 
personally exploring datasets the web portal should 
be equipped with as many data applications as 
realistically possible. A proper user friendly 
interface would be a catalyst of using open data. 

(14) The open data territory in not yet standardized to an 
acceptable level. The open data portal should use the 
accepted standards, and reduce number of used 
formats to the smallest number possible. Its 
graphical interface should be user friendly. The 
classification of themes covered by the open data 
portal should be adjusted to the interests of data 
consumers and dependent on local circumstances. 

(15) The quality of published data may vary from dataset 
to dataset. New practice of datasets certification such 
as by Open Data Institute [12] may help “data users 
to understand its quality, licensing, structure, and its 
usability, publishers understand how they can better 
connect with their users, etc.” Certification may be 
localized, which is better than no certification at all. 

VI. SUGGESTED ACTIONS  

A general strategy of opening government data should be 
concentrated on actions in the following areas:  

(1) Organizing a single open data web portal (a) 
supported by adequate technical and organizational 
infrastructure, (b) by monitoring activities on the 
portal and constant analysis of data usage in order to 
be constantly improved,  

(2) Stimulating data owners or data suppliers to publish, 
certify and regularly maintain their data; and 

(3) Encouraging end-users to use open data (a) 
considering users’ feedback using forums or other 
appropriate tools, and (b) stimulating end-users or 
data suppliers to develop applications on open data 
and publish results based on processed data. 

All of the actions above represent a challenge. They need 
to be well planned, performed, monitored, analyzed and 
continually improved. 
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VII. CONCLUSION AND FUTURE WORK 

The key dimensions of implementing open government 
data as outlined by OECD [14] include challenges related to 
policy, technology, financing, organization, culture, and 
legal frameworks. Addressing these challenges is essential in 
a small transitional community, e.g., Croatia, if we are to 
create an ecosystem, and build sustainable business models 
for OGD initiatives that can generate the desired benefits. If 
not properly tackled, these challenges might obstruct or 
restrict the capture of benefits of national efforts aimed at 
spurring OGD. 

Additionally, participation of Croatia in the Open 
Government Partnership has already helped non-
governmental organizations, charity organizations and 
business associations to be involved in open data initiatives.  

On the other hand, there are many successful examples of 
countries which succeeded in opening data. Learning from 
these examples could streamline Croatia to faster 
achievement of better results in this area. It has been 
proposed that additional support be given to the already 
established collaboration of all interested parties and that 
already proven technical solutions be reused [22] in order to 
start with the open data portal in a short period of time. 

The paper presented the position and early experience of 
an open data initiative as seen by end-users in a small 
transitional country. The future work may consider 
monitoring the development of the users’ perspective on 
open government data, discuss development and 
implementation of measures for boosting the usage of open 
data, analyze the results of their implementation, and 
compare the results with solutions in other countries or 
communities. 
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Abstract— eDemocracy is one of eGovernment services which 

aims at fostering public governance and increasing public 

participation in the governmental decision making process. 

Our review of related literature revealed that only a paucity of 

research looked at eDemocracy topic from the adoption 

perspective, and this is much more evident in the context of 

developing countries. As such and aiming to fulfill this gap, in 

this study we aim at examining the adoption intention of 

eDemocracy in Jordan as a case study from developing 

countries. To do so, this study develops an integrative model on 

the basis of Theory of Planned Behavior (TPB) and 

Technology Acceptance Model (TAM), which are both well-

established theories in the field of Information Systems. 

Results indicate that both perceived usefulness and perceived 

ease of use are direct predictors of attitude. Further, the results 

reveal that attitude, subjective norm, and perceived behavioral 

control directly and positively affect the adoption intention of 

eDemocracy in Jordan. However, subjective norm was found 

to have the strongest effect. The study also provides important 

implications for theory and practice.  

 

Keywords-eDemocracy; eGovernment; Digital Democracy; 

Digital Society; Adoption; Theory of Planned Behaviour; 

Technology Acceptance Model. 

I.  INTRODUCTION  

Electronic government (eGovernment) refers to the use 
of Information and Communication Technology (ICT) tools 
and applications so as to enhance transparency and 
accountability in public administration by improving public 
service delivery, access to information and services, in 
addition to governance [26][28][66]. However, the main 
emphasis of eGovernment is not only on the implementation 
of new ICT systems per se, but also on how to achieve the 
strategic goals of governments with the aid of various ICTs. 
One of the main strategic goals of implementing an 
eGovernment is the transformation of political systems; the 
so-called eDemocracy [26][54]. eDemocracy, in the form of 
greater public participation in decision making process, is 

expected to move governments forward by enabling effective 
representative democracy and by enhancing  public 
governance [26]. This study explores the adoption of 
information and communication technologies and more 
specifically the internet technology within the context of 
citizen’s participation in democratic processes.  

The existing literature on Information Technology (IT) 
adoption has cover many different contexts, such as IT 
adoption [8][17][70], eBusiness and eCommerce 
[36][60][75], eLearning [11][15][56][62], Internet banking 
[1][24][44][49], mobile services [6][12][73][74], social 
networking [7][18][53], and eGovernment 
[5][10][20][22][23][52]. Numerous theoretical models, 
primarily developed from theories in sociology and 
psychology, have been applied to evaluate users’ adoption 
new technologies. Among the widely used theories in this 
domain are the Theory of Reasoned Action (TRA) [4], 
Theory of Planned Behavior (TPB) [2][3], and Technology 
Acceptance Model (TAM) [30].  

However, the findings of prior research demonstrate that 
citizen participation in eGovernment remains below 
expectations in all countries around the world [54]. By 
examining previous relevant research, one can easily notice 
that there is only little theoretical grounded studies 
approaching technology adoption in relation to eDemocracy 
[57], and more specifically, in developing countries. Hence, 
aiming to fill this gap, this study integrates TAM with TPB, 
so as to comprehensively understand the factors affecting the 
adoption intention of eDemocracy tools in Jordan as a 
developing country. By doing so, we believe that we could 
offer some deeper insights to explain the role of technology 
in citizen’s participation.  

The rest of this paper is structured as follows. In Section 
II, the concept of democracy is discussed. In Section III, the 
related theories (i.e., TPB and TAM) are described. In 
Section IV, the developed research model and hypotheses are 
discussed. In Section V, the employed research methodology 
is described. In Section VI, the study results are presented. 
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Finally, in Section VII, the study results along with their 
implications are discussed, and conclusions are presented.  

II. THE CONCEPT OF EDEMOCRACY 

eDemocracy, sometimes referred to as digital democracy, 
has received great attention in recent years [43]. There is no 
universally accepted definition of the eDemocracy concept. 
Mahrer and Krimmer [54: p.1] define eDemocracy simply as 
"an approach for increased and better quality citizen 
participation in the democratic processes". eDemocracy can 
also be broader and more complex and can be viewed as the 
use of Internet and its associated technologies (especially 
Web 2.0 tools) as well as mobile technologies including 
smart phones to enhance the public governance. It has the 
potential to provide a new avenue for participation, 
collaboration, deliberation and engagement in the political 
process that can make democratic processes more inclusive 
and transparent [57]. Despite the diversity of eDemocracy 
definitions found in the literature, there is a common central 
concept that underlies all these definitions- the assumption of 
normative goals of eDemocracy: to empower citizen 
engagement in public consultations for policy making 
through the utilization of new technologies and to enhance 
democratic processes and structures [29].  

The literature on eGovernment often viewed eDemocracy 
as a component of overall eGovernment initiatives that aims 
to allow wider access to, and the delivery of, government 
information and services [26][54].  In their eGovernment 
development (i.e., maturity) model, Chatfield and Alhujran 
[26] proposed eDemocracy as the fourth stage of 
eGovernment service delivery capability development. This 
stage of eGovernment service delivery capability enables the 
public to participate in the process of transforming the 
government forward towards its democratic goals in terms of 
improved transparency and governance. Although offering 
eDemocracy functionalities to the public does not imply that 
a state or a government will be democratic automatically, 
greater public engagement is expected to have a positive 
impact on public governance (i.e., better transparency and 
accountability) [26].  

A considerable amount of literature has already been 
published on the important role of citizens’ participation and 
engagement towards public-policy making [26][29][67]. 
Many governments around the globe are engaging their 
citizens for feedback via their eGovernment websites [67]. 
By developing eDemocracy capabilities, such as eVoting, 
online polling mechanism, online surveys, discussion forums 
and online communities, eGovernment offerings have the 
ability to exchange opinions and viewpoints on issues that 
are important to governments and to members of society. 
eDemocracy including Web 2.0 and social networking sites 
can be used by governments to empower citizens by enabling 
them to express their opinions and by offering more 
opportunities for their voices to be heard by decision makers 
[67]. 

Despite the lack of economic resources, Jordan has 
developed and implemented many successful eDemocracy 
and eParticipation tools. A recent study conducted by Al-
Hujran [9] indicated that the majority of ministries (46 per 

cent) offer some eDemocracy capabilities to citizens. In 
addition, the eGovernment program in this country has 
substantially moved forward in the eParticipation index 
worldwide, from being ranked 90th in the 2005 United 
Nations’ eGovernment readiness report to 15th in the 2008 
report. By using online polling mechanisms, discussion 
forums and online consultation facilities provided by 
government websites, Jordanians have the ability to 
exchange opinions and viewpoints on issues of importance 
with governments and with other members of society. 
However, public intention to use the existing eDemocracy 
tools is remain unexplored. This study is probably one of the 
first to determine the factors that may influence citizens’ 
adoption of such tools in Jordan. 

III. RELATED THEORIES: TPB AND TAM 

Previous research have utilized and employed a number 
of theories in order to explain users' adoption and acceptance 
of technologies. This includes Technology Acceptance 
Model (TAM), Theory of Reasoned Action (TRA), Theory 
of Planned Behaviour (TPB), Diffusion of Innovation 
Theory (DOI), Technology-Task Fit (TTF), Unified Theory 
for Acceptance and Use of Technology (UTAUT), and 
others.  In this study, we aim to integrate two of the most 
widely adopted theories in explaining acceptance and 
adoption of technologies, which are TPB and TAM so as to 
end up with a comprehensive model to examine the adoption 
intention of eDemocracy technologies by Jordanian Citizens. 
TPB would help us in examining eDemocracy adoption from 
a social perspective, whilst TAM is useful to examine the 
adoption of eDemocracy tools from a technical perspective 
by highlighting the important roles of usefulness and ease of 
use. The integration of the aforementioned two models 
would enable us to get a more cohesive understanding of the 
phenomenon under investigation from a socio-technical 
paradigm.  

A. Theory of Planned Behavior  

TPB is considered as one of the most influential theories 
in predicting and explaining behaviour. Various studies 
showed the applicability of TPB to various domains, and 
verified the ability of this theory in providing a valuable 
framework for explaining and predicting the acceptance of 
new information technology [47]. According to TPB, 
people’s behaviors are determined by their intentions to 
perform the behaviour, where their intentions are influenced 
by attitudes towards behaviour, subjective norms, and their 
perceived behavioural control. The history of theory of 
planned behavior is traced back to the theory of reasoned 
action, developed by Ajzen and Fishbein [4].  

The general framework of the theory of planned 
behaviour postulates three conceptually independent 
determinants of members' intentions, namely, Attitudes, 
Subjective Norms, and Perceived Behavioural Control. 
Attitude towards the behaviour refers to the degree to which 
a person has a favorable or unfavorable evaluation or 
appraisal of the behaviour to be acted upon [58][65]. 
Individual attitude is determined by personal beliefs and 
traits that characterize that individual in particular. The 
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second determinant strongly relates to social factors and is 
termed as individuals' subjective norms. Subjective norms 
refer to the perceived social pressure of the external 
environment surrounding individuals on whether to perform 
certain behaviour or not, and how family and friends would 
affect his/her perception of whether to behave in a certain 
way or not. This construct is consistently a weaker predictor 
of physical activity intentions than attitudes and perceived 
behavioral control [39][40]. The third antecedent of 
individuals' behavioral intentions is the degree of Perceived 
Behavioural Control which refers to one‘s perceived ease or 
difficulty of performing the behaviour [58]. Interestingly, 
Ajzen [3] assumes that perceived behavioral control reflects 
to some extent past experience as well as other anticipated 
hurdles and obstacles (i.e., resources and opportunities 
available to a person) which might be internal or external.  

B. Technology Acceptance Model  

TAM focuses on explaining the attitude behind the 
intention to adopt, accept and use a specific technology or 
service [63]. It is an adaptation of the TRA from psychology 
specifically tailored to model user acceptance of Information 
Technology (IT). TAM has been widely applied in 
acceptance behaviour across a broad range of IT 
[10][37][50][51][72]. However, it places more emphasis on 
the role of technology in affecting users' intentions towards 
their behaviors.  

TAM is primarily built on the TRA, Expectancy Theory 
[61][71], and Efficacy Theory [19]. It theorizes that one’s 
behavioral intentions are determined by two specific belief 
constructs (perceived usefulness, and perceived ease of use). 
In short, if the central goal is to predict IT adoption from an 
IT perspective, it can be argued that the TAM is preferable 
for the reason that it focuses on system design 
characteristics. TAM predicts whether individuals will 
accept and voluntary use a certain system.  

However, the TAM's fundamental constructs do not fully 
reflect the specific influences of technological and usage-
context factors that may influence users’ acceptance [55]. 
Therefore, perceived usefulness, and perceived ease of use 
may not fully explain behavioral intentions towards the use 
of eDemocracy if not integrated with other social-related 
factors. Its fundamental constructs do not fully reflect the 
variety of user task environment and constraints [34]. 
Moreover, TAM does not take into account the human and 
social factors that the TPB considers.  

IV. RESEARCH MODEL AND HYPOTHESES DEVELOPMENT 

Aiming to end up with a model which enjoys a high 
predictive and explanatory power; we in this study integrate 
TPB with TAM (see Fig. 1). This is because the Theory of 
Planned Behaviour takes only social-related factors in 
explaining and predicting individuals' adoption of 
technologies, but no technology-related factors are taken into 
consideration. Moreover, previous studies, for example [65], 
indicated that TPB's belief structures of intention require a 
decomposition of attitudinal beliefs if the explanatory power 
of the theory is to be increased.  

                                                                                       

 
             Figure 1.  Research Model 

 

Thus, integrating TAM with TPB would overcome the 
aforementioned limitations given that TAM examines uses' 
acceptance and adoption of technologies using technology-
related factors those reflecting design characteristics. 
Further, TAM would help in decomposing the attitude 
construct and thus helps in providing an enhanced 
explanatory power for the model.  

A. Perceived Usefulness 

Davis [30: p. 320] defined Perceived Usefulness (PU) as 
“the degree to which a person believes that using a particular 
system would enhance his or her job performance”. Previous 
studies indicated that citizens form positive attitudes toward 
a technology if they perceive that technology to be useful 
[5][34][38]. In our case, using eDemocracy tools is believed 
to be useful as it can be used by governments to enable 
citizens to express their opinions. This can lead to greater 
public governance convenience and better transparency and 
accountability. Thus, this study postulates the following 
hypothesis. 
 
H1. Perceived Usefulness directly and positively influences 
citizen's attitude towards eDemocracy tools.   

B. Perceived Ease of Use 

Perceived Ease of Use (PEOU) refers to “the degree to 

which a person believes that using a particular system would 

be free of effort” [30: p.320]. In the context of eGovernment, 

several researchers reported the importance of PEOU as a 

determinant of the citizen adoption of eGovernment services, 

either directly or indirectly [5][21][34]. Findings of these 

studies acknowledged that developing eGovernment 

websites that are easy to use and more user-friendly would 

positively influence citizen attitude toward using these 

services.  Based on this discussion, it is believed that citizens 

are likely to form positive attitudes if they consider their use 

of eDemocracy tools requires little efforts. Accordingly, we 

hypothesize the following. 

H4 

Attitude 

 

Perceived Ease 

of Use 

 

Perceived 

Usefulness  

 

H1 

Adoption 

Intention of 

eDemocracy 

 

Subjective 

Norm 
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Control 

H2 

H3 H5 
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H2. Perceived ease of use directly and positively influences 

citizen's attitude toward eDemocracy tools. 

C. Attitude 

Attitude towards the behaviour refers to the degree to 

which a person has a favorable or unfavorable evaluation or 

appraisal of the behaviour to be acted upon [3][58][65] and 

defined by salient beliefs about consequences multiplied by 

outcome evaluations [46]. Previous studies in studying 

behavior in the use of technology emphasize the positive 

relationship between attitude and behavioral intentions 

[31][69]. In our case, a citizen would evaluate the value of 

using eDemocracy tools, on the basis of his or her personal 

beliefs. When citizens believe that the use of eDemocracy as 

a medium for promoting democratic activities to be positive, 

they will form strong intentions to use its capabilities. 

Therefore, this study proposes the following hypothesis.  

 

H3. There is a direct positive effect of attitude on the 

behavioral intention to use eDemocracy tools. 

D. Subjective Norm 

The second attitudinal determinant, according to the 

TPB, strongly relates to social factors and is termed as 

subjective norm. Subjective norm refers to the perceived 

social pressure of the external environment surrounding 

individuals on whether to perform a behaviour, or not [2]. 

Subjective norm is a function of individual’s perceived 

expectations of important others (e.g., family and friends) 

and his or her motivation to act in accordance with such 

expectations. Prior eGovernment, research has investigated 

subjective norm as a significant predictor of intention to use 

eGovernment services [34][47]. They found that the 

subjective norm of citizens positively influences their 

behavioral intentions. Specifically, in the context of 

eDemocracy, subjective norm can be recognized as pressure 

comes from journalists to use recent web technologies such 

as blogs, wikis, discussion forums, Web 2.0 applications, and 

other social media to communicate and exchange 

information promoting democracy. Pressure to use 

eDemocracy tools may also stem from social referents like 

peers within the sector, or government. It also may come 

from eDemocracy rhetoric, discussions, and debates from 

academics, politicians, practitioners, and the media [57]. In 

sum, we expect that subjective norm can affect a citizen’s 

behavioral intention to use eDemocarcy tools. Thus, we 

hypothesize the following. 

 

H4. There is a direct positive effect of subjective norm on the 

behavioral intention to use eDemocracy tools 

E. Perceived Behavioral Control 

The construct of perceived behavioral control refers to 

individual's perception of the amount of control she/he has 

over carrying out certain behaviour [3]. This perception is 

closely related to the perception on how easy or difficult to 

perform the behaviour [58]. Interestingly, Ajzen [3] assumes 

that perceived behavioral control reflects to some extent 

situational influences and past experience as well as other 

anticipated hurdles and obstacles (i.e., resources and 

opportunities available). Having control over one‘s own 

behaviour is a major determinant influencing human 

intentions to participate and engage in a digitally engaged 

community. In our case, citizen’s self-evaluation of his 

ability to use eDemocracy tools can influence his/her 

intention to use these technologies. Indeed, eGovernment 

literature has empirically proven the importance of PBC in 

determining citizens' intentions to use eGovernment services 

in general [47] and eDemocracy in particular [57]. 

Accordingly, a positive influence of PBC on behavioral 

intentions to use eDemocracy tools is hypothesized in this 

study. 

 

H5. There is a direct positive effect of perceived behavioral 

control on the behavioral intention to use eDemocracy tools. 

V. RESEARCH METHODOLOGY 

This section is dedicated to show the followed data 
collection procedure, sample profile, and measurement 
scales of the model's constructs. 

A. Data Collection and Measurement Scales 

This is a quantitative study that utilized the survey 
questionnaire as the main instrument for data collection. 
Hence, a self-completion, well-structured questionnaire was 
developed based on previous literature and was then 
distributed to a random sample and participation was 
completely voluntary. Prior research showed that the 
educated Jordanian citizens are the early adopters of the 
Internet [13] and are likely users of eGovernment and 
eDemocracy services in Jordan.  For this study, therefore, we 
identify the university students who are Jordanian citizens as 
our population. A total of 250 questionnaires were 
distributed to community colleges, undergraduate and 
postgraduate students in Jordan and 195 questionnaires were 
returned. Thus, the response rate was (78%). Amongst the 
195 returned questionnaires, only six questionnaires were 
excluded due to multiple skipped questions and missing 
values. In total, 189 responses (n = 189) were valid and 
usable for data analysis.  

The constructs of interest in this study were “Attitude” 
(ATT), “Subjective Norm” (SN), “Perceived Behavioural 
Control” (PBC), and “Behavioural Intention to Use” (BI). 
The developed questionnaire in this study adapted validated 
questionnaire items from previous literature with some 
modifications to fit the specific context of this research. 
Measurements for subjective norms (SN), attitude (ATT), 
and perceived behavioral control (PBC) were adopted from 
[7]. As for behavioral intention to use (BI), perceived 
usefulness (PU), and perceived ease of use constructs, 
measurements were adopted from [5] and [59]. All items 
were measured using a five-point Likert-type scale, ranging 
from "strongly agree" to "strongly disagree". Table I lists the 
questionnaire items.  
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TABLE I.  SUMMARY OF MEASUREMENT SCALES 

Construct Item Measure 

Perceived Usefulness 

(PU) 

 

 

 

 

 

 

 

 

 

Perceived Ease of Use 

(PEOU) 

 

 

 

 

 

 

Behavioral Intention 

to Use (BI)  

PU1 
 

 

PU2            
 

 

 
PU3 

 

 
 

PU4 

 
PEOU1 

 

 

PEOU2  

 

PEOU3 
 

 

PEOU4 
 

BI1 

Using eDemocracy tools 
enable me to access relevant 

information more quickly. 

Using eDemocracy tools 
enhances my effectiveness in 

accessing relevant 

information. 
Using eDemocracy tools 

allows me to access more 

relevant information than 
would otherwise possible. 

Using eDemocracy tools 

increases my productivity. 
Learning how to use 

eDemocracy tools is easy for 

me. 

I find it easy to use 

eDemocracy tools. 

My interaction with 
eDemocracy tools is clear and 

understandable. 

eDemocracy tools is flexible 
to interact with. 

I intend to use eDemocracy 
tools frequently. 

 BI2 I expect that I should use 

eDemocracy tools in the 
future. 

 BI3 I will strongly recommend 

others to use eDemocracy 
tools 

Attitude (ATT) ATT1 I have positive opinion about 

eDemocracy tools. 
 ATT2 I think that the use of 

eDemocracy tools is good for 

me 
 ATT3 I think that the use of 

eDemocracy tools is 

appropriate for me. 

Subjective Norms 

(SN) 

SN1 People who influence my 

behaviour think I should use 

eDemocracy tools. 
 SN2 People who are important to 

me would think that I should 

use eDemocracy tools  

Perceived 

Behavioural Control 

(PBC) 

PBC1 How much personal control 

do you feel have over the use 

of eDemocracy tools? (very 
little control/complete 

control). 

 PBC2 
 

How much do you feel that 
whether your use of 

eDemocracy tools is beyond 

your control? (not at all/ very 
much so). 

 

PBC3 

Whether or not I use 

eDemocracy tools  is entirely 
up to me 

B. Sample Profile 

The descriptive statistics of the sample showed that 
52.4% of the respondents were male and 47.6% were female. 
Respondents aged less than 25 years formed the largest age 
group and represented 72% of the sample, whilst respondents 
aged between 26-45 years represented 14.8% of the sample. 

Finally, 13.2% of the respondents aged above 46 years. In 
terms of their education, the majority respondents (i.e., 74%) 
are pursuing their undergraduate or community college 
degrees, whilst those pursing their postgraduate degrees 
represented only 26% of the sample. The details are shown 
in Table II. 

TABLE II.  THE SAMPLE'S PROFILE 

Measure Item Frequency Percentage (%) 

 

Gender 
Male 99 52.4 

Female 90 47.6 

Age 

 

Less than 20 

 

64 

 

33.9 
20-25 72 38.1 

26-45 28 14.8 

46-55 22 11.6 

Above 55 3 1.6 

Education 

 

Community college 
Undergraduate 

Postgraduate 

 

       22 
118 

49 

 

          11.6 
62.4 

26 

VI. DATA ANALYSIS AND RESULTS 

This study utilizes the Structural Equation Modeling 
(SEM) approach [41], with Partial Least Square (PLS) [42] 
as an analysis method. PLS has been widely used for theory 
testing and validation. PLS examines the psychometric 
properties and provides appropriate evidences on whether 
relationships might or might not exist [33]. In this study, we 
performed data analysis in accordance with a two-stage 
methodology [14] using Smart PLS 2.0 M3. The first step 
was to test the content, convergent, and discriminant validity 
of constructs using the measurement model, whilst the 
second step was to test the structural model and hypotheses. 

A. Measurement Model 

First, we assessed the reliability and validity of the 
measurement instrument using content, reliability, and 
convergent validity criteria. The content validity of our 
survey instrument was established in two ways. First, the 
constructs along with their measures which are used in this 
study were already validated in previous studies as they were 
all adopted from the existing literature. Second, the results of 
the pre-test we undertook with subject-matter experts assured 
content validity of the survey instrument. For reliability of 
the scale, Cronbach’s alpha, which is a common method 
used to measure the reliability and internal consistency of 
scales, was used. Hair et al. [41] suggested that the reliability 
of the scale is generally accepted if the value of Cronbach’s 
alpha for each construct is equal or greater than 0.70. The 
constructs included within the study’s model exhibit a high 
degree of internal consistency as the values of Cronbach’s 
alpha ranged from 0.86 (PEOU) to 0.94 (PU), as shown in 
Table III.  
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TABLE III.  RELIABILITY AND CONVERGENT VALIDITY  

Measure Item Factor 

Loading 

AVE CR Cronbach 

α 

Behavioral 

Adoption 

Intention 

AI1 0.909 

0.868 0.952 0.924 
AI2 0.932 

AI3 0.953 
 

Attitude ATT1 0.901 

0.803 0.925 0.878 
ATT2 0.899 
ATT3 0.889 

 

Subjective 

Norm 

SN1 0.945 
0.892 0.943 0.879 SN2 0.944 

 

Perceived 

Behavioral 

Control 

PBC1 0.880 

0.805 0.925 0.879 
PBC2 0.924 

PBC3 0.886 

 

Perceived 

Usefulness 

PU1 0.929 

0.841 0.955 0.937 

PU2 0.890 

PU3 0.911 
PU4 0.937 

 

Perceived 

Ease of Use 

PEOU1 0.857 

0.705 0.905 0.862 
PEOU2 0.776 

PEOU3 0.855 
PEOU4 0.868 

 
A Composite Reliability (CR) and Average Variance 

Extracted (AVE) tests were conducted to measure 
convergent validity. Fornell and Larcker [33] suggested that 
the value of CR for each construct must exceed 0.70 whilst 
the value of the AVE must exceed 0.50 for the convergent 
validity to be assured. The CR and AVE values for the 
constructs included in the study model are all above 
acceptable levels. Moreover, the standardized path loadings 
for all indicators were above 0.55 and thus they are all 
significant [32].  

 

TABLE IV.  DESCRIPTIVE ANALYSIS AND DISCRIMINANT VALIDITY 

 Mean  SD AI ATT SN PBC PU PEOU 

AI 2.77 0.82 1.00           

ATT 2.77 0.86 0.48 1.00         

SN 2.94 0.78 0.44 0.24 1.00       

PBC 2.88 0.69 0.60 0.38 0.23 1.00     

PU 2.79 0.97 0.62 0.58 0.35 0.37 1.00   

PEOU 2.52 0.68 0.57 0.19 0.33 0.32 0.30 1.00 

Note: The square roots of the constructs’ AVE values are shown in the 
diagonal line (in bold); non-diagonal elements are latent variable 

correlations. 

 

As such, content validity, reliability, and convergent 
validity of the measurement instrument are all satisfactorily 
met in this research. As for discriminant validity, it is 
actually established when the square root of the AVE from 
the construct is greater than the correlation shared between 
the construct and other constructs in the model [27]. The 
discriminant validity of the measurement instrument is 
confirmed in this study given that the square root of the AVE 

from each construct is larger than all other cross-correlations 
with other constructs (see Table IV). 

B. Structural Model 

The results of the PLS-SEM analysis show, as in Fig. 2, 
the structural model estimation and evaluation of the 
relationships between attitude, subjective norm, perceived 
behavioral control and the target construct; i.e., behavioral 
adoption intention of eDemocracy. Fig. 2 also shows the 
structural model estimation and evaluation of the 
relationships between perceived usefulness, perceived ease 
of use, and the attitude construct. The R

2
 value for each 

endogenous construct (i.e., attitude, and behavioral adoption 
intention of eDemocracy) was above 25% which 
demonstrate a highly acceptable prediction level in empirical 
research [16][35].The coefficient of determination R

2
, which 

is the central criterion for the structural model’s assessment 
[48], has a high value of 0.504 for this study’s key target 
construct; i.e., behavioral adoption intention of eDemoacracy 
technology. Indeed, the high R2 proves the model’s 
predictive validity [42]. We support the prior finding through 
the use of Q2 predictive relevancy measure [64]. The 
obtained Q2 values, after running the blindfolding procedure 
[27] with an omission distance D=8, were (0.280) for 
attitude, and (0.404) for the main target construct; i.e., 
behavioral adoption intention of eDemocracy tools. Both of 
the Q2 values are well above zero; indicating the predictive 
relevance of the PLS path model. The bootstrapping 
procedure was used and we selected 189 cases, 5000 
samples, and the no sign changes option to evaluate the 
significance of the path coefficients [42].   

Overall, the results validate the structural model and all 
hypotheses are supported. Our results indicate that the direct 
effect of attitude on behavioral adoption intention of 
eDemocracy has a significant (p < 0.001) value of 0.341; the 
effect of subjective norm on behavioral adoption intention of 
eDemocracy also has a significant (p < 0.001) value of 
0.430; and the effect of perceived behavioral control on 
behavioral adoption intention of eDemocracy also has a 
significant (p < 0.001) value of 0.219. Thus, hypotheses 1, 2, 
and 3 have been empirically substantiated. Our results also 
indicate that perceived usefulness and perceived ease of use 
are two major determinants of attitude (β = 0.51, p < 0.001;β 
= 0.19, p < 0.001 respectively). Hence, hypotheses 4 and 5 
are also supported. 

VII. DISCUSSION AND CONCLUSIONS 

This study examines behavioral adoption intention of 
eDemocracy, using an integrative model that integrates two 
key behavioral adoption models: TPB and TAM. This study 
contributes to the understanding of inherent predictors of 
eDemocracy adoption. A major contribution is re-examining 
salient theories and model and empirically validating a set of 
interrelationships between key constructs that tend to be 
associated with behavioral intention by Arabian citizens who 
have a socio-cultural background different from developed 
countries in the Europe, U.S., or Asia. It is believed that the 
research model developed in this study can serve as a 
foundation for future research on citizen adoption of 
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eDemocracy tools. The overall research findings firmly 
support the validity of the developed model, accounting for 
50.4% of the variances in citizens' intentions to adopt these 
tools. Specifically, all proposed factors (PU, PEOU, ATT, 
PBC, and SN) were shown to be significant predictors of 
citizens’ intention to use eDemocracy tools. These findings 
support the significance of the developed model in predicting 
citizens’ intentions to adopt eDemocracy tools.  

 
*Parameter estimates are significant at 0.001 or less (p < 0.001). 

Figure 2.  Results of the Structural Model 

 
The results show that citizens’ attitude toward 

eDemocracy is determined jointly by perceived ease of use 
and perceived usefulness. These findings are consistent with 
previous TAM research that test and validate the consistent 
relationships between perceived usefulness, perceived ease 
of use and attitude [5][25][30][68]. These results suggest that 
the government should make eDemocracy tools more useful 
and usable. For example, governments could achieve this by 
increasing citizens’ awareness about the usefulness of using 
eDemocracy services; providing eGovernment and ICT 
training workshops; and refining IT/IS systems selections to 
meet different citizens’ needs. 

Interestingly, the findings demonstrate that citizens’ 
intention to use eDemocracy tools is importantly influenced 
by subjective norms. Unsurprisingly, subjective norm was 
found to have the strongest effect on the adoption of 
eDemocracy in Jordan. The Arabian culture has a relatively 
high collectivism orientation [45]. As a result, it is expected 
that citizens in this region are more sensitive to the social 
pressures, and have a tendency of accepting their peers’ 
opinions and comply with expectations of important others 
(e.g., family and friends). This implies that eGovernment 
officials and policy makers in the Arab countries should 
carefully manage the peer influence and the social pressure 
on citizens to assist them to adopt new technologies such as 
eDemocracy tools. 

This study also shows that perceived behavioral control 
plays a significant role on citizens' intentions to adopt 

eDemocracy tools. Indeed, such significant role of this 
construct is evident in the literature [47][57]. This implies 
that governmental agencies need to provide sufficient 
resources required to use these tools. It also implies that 
governments should train and educate citizens to increase 
their self-efficacy. High self-efficacy users have higher 
perceived behavior control than other users [47].  

As with all studies, this study has its own limitations. 
This is a cross-sectional study that represents a slice of time 
and does not show how the citizen's attitude and behavior 
may change over time. Studies employing a longitudinal 
design would ascertain whether or not the citizen’s attitude 
toward using eDemocracy tools changes over time, or not. 
Another limitation is derived from the geographical location 
of the current research (i.e., Jordan). Although, the findings 
are believed to be applicable to other Arab countries that 
share demographic characteristics with Jordan and provide 
their citizens with the same level of eGovernment in general 
and eDemocracy in particular, these findings are not 
necessarily applicable to other Arab countries that lagged 
behind Jordan in terms of eGovernment and eDemocracy. 
Therefore, further study in different countries would most 
likely strengthen and validate the findings of this study. 
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Abstract—Accessible quality healthcare is one of the biggest
problems in Africa and other developing countries. This is
not only due to the unavailability of resources, but also to
the absence of a structured formative process for the design
and management of healthcare facilities. Biomedical engineers
are known to be the link between technology and medical
practice, which is a pillar of healthcare systems in developed
countries. In this paper, the Open Source for BioMedical
Engineering (OS4BME) project and its kick off summer school
are presented. The OS4BME project aims to develop a new
generation of biomedical engineers, able to exploit emerging
technologies generated by the recent “Makers” revolution.
During the one week summer school, students from various
sub-Saharan countries have been introduced to these new design,
development and sharing paradigms. Students worked together
identifying new possible simple biomedical devices, which could
help in daily clinical practice. A cheap and easy-to-use neonatal
monitoring device was chosen as a Crowd design project. The
OS4BME Baby Monitor was designed and assembled by the
students during the one week summer school, demonstrating the
creative potential of the new generation of biomedical engineers
empowered with the paradigms of crowdsourcing and rapid
prototyping.

Keywords-Biomedical Engineering; Open Source; Open Hardware;
Crowdsourcing; Africa.

I. INTRODUCTION
While the pillars of healthcare are certainly doctors, clini-

cians and nurses, at least in the developed world, biomedical
engineers are widely recognised as being the cornerstone of
any medical facility with high technology diagnostic and ther-
apeutic equipment and devices. The scarcity of accessible qual-
ity healthcare in Africa is inextricably linked not only with the
lack of resources, but also with the lack of adequately trained
biomedical engineers [2]. Excluding South Africa, apart from
few singular initiatives (in Nigeria and Ghana), no university
in sub-Saharan Africa offers a fully-fledged Biomedical En-
gineering graduate and post-graduate programme [3]. While
several reasons can be identified, certainly the most important
is the absence of a clear common understanding of BioMedical
Engineering (BME) as a field of study both in higher education
as well as in the medical sector. While there are a number
of technical level clinical and biomedical engineering courses
scattered through sub-Saharan Africa, their quality and content
are often questionable [4]. Moreover, medical equipment does
not have common standards or operating protocols; indeed

in most developed countries, hospitals and clinics have very
expensive maintenance contracts with manufacturers who train
their own specialized technicians [3]. As a result, the medical
device industry in Africa is largely absent and there is an over
reliance on foreign companies to repair and design biomedical
instrumentation, and resolve technical problems. Very often
developed countries donate machines to African hospitals and
clinics. While this is an honourable act, the machines usually
end up being abandoned when they stop working due to lack
of maintenance [5], [6].

The experience of one of the authors in the ASIALINK
project, “Development of Core Competencies in the areas
of Biomedical and Clinical Engineering in the Philippines
and Indonesia 2005-2008” [7], [8] has shown us that long
term and sustainable improvements can only come through
i) recognition on the part of policy makers, of the importance
of on loco trained experts capable of managing and repairing
biomedical equipment and ii) development of expert skills
through individualized programmes that cater to the specific
social, cultural and technological needs of a region. These are
the two keys to a sustainable and efficient health care system.

However, the world has completely changed with respect to
2006, when the ASIALINK project was considered a landmark
in South East Asia. The continuous connectivity with tablets,
mobile phones, the rapid dissemination of social networks,
and the access to free e-learning [9], makes teaching easier
and harder at the same time, because of the huge amount of
available information.

The world of BME is also changing, here again thanks to
various communities that live and discuss on the web. While,
a couple of years ago, the development of biomedical devices
was essentially linked to companies and universities, now the
first examples of open source biomedical devices, such as
the Gammasoft Open electrocardiogram and the Smartpulse
oximeter are beginning to appear [10], [11]. Although these
instruments are not accurate or safe enough to be inserted in
the clinical routine, their use can probably save a life more
than a damaged, unused (e.g., for high cost) or useless (e.g.,
because no one knows how to operate) Magnetic Resonance
Imaging machine.

Indeed, as The Economist [12] points out in an insightful
laymans overview of this burgeoning field, software-reliant
devices have also brought on new types of potential risks for
patients. The article underlines the difficulty of exposing spe-
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cific problems with these products, given that medical software
(and hardware) is proprietary and patent-protected, thus veiled
in secrecy [13]. The open-source approach could, in theory,
make it easier to fix, or even avoid, dangerous flaws before
they hurt or kill hundreds or thousands of patients. Despite this
virtual revolution the mainstream academic community in most
countries, developed or not, remains largely ignorant of the
potential of open source software, hardware and prototyping.
This is particularly evident in Africa - we refer in this paper to
sub-Saharan Africa excluding South Africa - where tradition
and hierarchy play a strong role at all levels, more so in
academia. The authors are of the opinion that academia, and
specifically biomedical engineers in higher education, must
embrace these new tools, and pass on the message that an
Open Source product, developed by a community, without a
multinational brand is not equal to un-reliable.

Indeed, today, thanks to crowdthinking and crowdsourcing,
the design of several products has an intrinsic revision process,
thanks to the community, which has become an active player,
and no longer a passive element. The community is the best
analyst in terms of quality, reliability and feasibility. While this
philosophy is now well accepted in the “software” world, there
is still an unjustified unbelief in open “hardware”, because
many people are anchored to the consolidated production
process, in which product development is affected by high
costs due to the inflexibility of fabrication processes (e.g.,
injection molding). As described in the seminal work of Chris
Anderson “In the next industrial revolution, atoms are the new
bits” [14], [15] 3D printing (later described in the text) is
giving everyone, companies, makers, and inventors, the tools
that were the exclusive prerogative of a few companies less
than ten years ago.

A note of caution however; the freedom given by the Web,
and by the possibility to share, fork and re-implement projects,
which characterises the Open Source Software, Electronic,
and Hardware world, has one major drawback: organizing
information (schematics, blueprints) is the boring part that is
not always pursued in a passion-driven and self assembled
community. In the context of BME however, this latter aspect is
critical for ensuring safety and efficacy of biomedical devices,
and must go hand in hand with the adoption of open resources
for medical applications.

We present here a position paper on the benefits and
use of Open Source tools and platforms in BME specifically
in Africa, which needs to jump on the fastest, cheapest and
greenest wagon to growth and self-sufficiency in healthcare.
The adoption of these new methods of creating and thinking
needs to be coupled with open standards and regulations for
medical device safety. We thus argue that the new virtual
sharing mentality should be wholeheartedly embraced, val-
orised and overseen by African universities through a common
Open Source for Biomedical Engineering platform (OS4BME)
rendering the development, and maintenance of medical equip-
ment accessible to the African continent.

After a discussion on the potential of Crowdthinking (II)
and BME in an African context (III), we describe the OS4BME
project and its kick-start initiative in Nairobi in 2013 (IV).

II. CROWDSOURCING AND CROWDTHINKING PLATFORMS

Currently, there are several resource sharing platforms
available on the internet. Their use is spreading throughout

the developed World, starting from Europe and the US. The
growing accessibility of these platforms, like any shared
common resource, has resulted in the generation of huge
amounts of garbage. Sifting the useless from the useful is
a monumental task and requires experience in design and
engineering as well as some skills in negotiating the now
cluttered internet of things. More importantly, at present, there
are no specific engines or platforms focused on the sharing
of biomedical instrumentation and devices. This is because,
by their very nature, biomedical devices possess stringent
performance requirements to comply with regulatory standards
to ensure patient safety.

In the past few years, various studies on social episte-
mology and group judgment aggregation have been published
[16], [17] demonstrating both theoretically and practically the
superior heuristic value of collective, non expert, knowledge
compared to individual or small group assessment, based on
consolidated rules and expectations. In 2006, Jeff Howe coined
the Crowdsourcing Neologism in a futuristic article in Wired
magazine [18]. Publishing of a neologism related to society
cooperation in a magazine instead of in a traditional journal
paper is a clear indication of how this new field is driven by
a sort of creative talent of the community leading to tangible
products for business and non-profit purposes [19].

Crowdthinking platforms are becoming important tools
for design and development of new products. Platforms like
Wikipedia, Thingiverse, Instructables allow the generation of
information that spans from text documents to complex designs
and blueprints. Nowadays, various web based communities
[20] have an active role in crowd-development and crowd-
thinking and also various FabLabs (Fabrication Laboratories)
[1] are being born with the aim of bring technology to the
people, empowering the creative process with the possibility
of building real, physical objects.

In the BME context, we still need a level of supervision,
to control the quality and to guarantee the respect of safety
standards. By virtue of their access to the brains of the future,
universities are the right (and perhaps the only) institutions
to properly teach instruments for crowd-“doing”, while giving
due importance to concepts, such as ethics, standards and regu-
lations. However, although the latter is at least briefly outlined
in university courses, the former sometimes is unknown even
to the most brilliant professors.

We define the Crowd, with a capital “C”, as groups of
individuals trained and assisted by institutions of technical
and higher education, to design, innovate and build together
through sharing. As such, the Crowd can and should consist
of healthcare providers as well as engineers and technicians.
If properly guided by standards and regulations, guaranteed
by universities as the organ for control, certification, knowl-
edge and learning, the Crowd is an enabling system for the
design and development of medical devices. In addition, the
Crowd philosophy can be extended to production processes so
fostering local economic growth. In fact, the new methods of
production now accessible to all do not require the delocaliza-
tion of manufacture somewhere else.

III. CONTEXTUALIZATION

A. Biomedical Engineering for Africa Today
As Nkuma-Udah et al. point out [3], there are few African

universities which offer BME courses. The few that do are
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based on curricula which were designed for Western uni-
versities over 20 years ago and which place undue empha-
sis on niche subjects like MicroElectroMechanical Systems
(MEMs) and cell engineering and less on the learning of new,
hard technology and equipment management, maintenance
and repair [21]. Evidence from the ASIALINK project has
demonstrated the value of developing expert skills through
individualized programmes that cater to the specific social,
cultural and technological needs of a region. While we are
not advocating a revolution in BME teaching here, we are
strongly in favour of the upgrading of curricula based on
solid engineering principles (as outlined by Linsenmeier [22])
with new courses, new technology and new ways of thinking
and problem solving, specifically adapted to the needs of
countries with few resources. This approach is similar to
that proposed by Tzavaras et al. [23] on computer enhanced
education laboratories. Fusing the crowd design philosophy
with the Biomedical Engineer’s objective of improving hu-
man healthcare requires that patient safety and efficacy be
the paramount concern and also the motivating force behind
Crowd driven innovative biomedical device design. Biomedical
devices must be designed with safety and efficacy in mind, and
they should adhere to regulatory standards (albeit most of the
countries in the region of interest have no regulatory authority
for biomedical devices). Thus, the Crowd not only needs to
be empowered with the technological know-how, but also be
given the means to intelligently scan and filter the internet for
useful open source materials without being overwhelmed by
the choice available. To do so requires fundamental knowl-
edge on biomedical devices, ergonomics, engineering and
human physiology: this multidisciplinarity cries out for Crowd.
Leaving aside large diagnostic and imaging equipment and
prosthetic implants, the vast majority of biomedical devices
have a large turnover and no one company monopolizes the
market. They are also extremely diverse: examples are plasters,
thermometers, hospital beds, sphygomanometers, etc. In this
arena, there is huge scope for Crowd driven improvements
and innovation.

B. Social Context
We are fully aware that although professors, students and

technicians maybe very enthusiastic with the idea of open
source and Crowd driven biomedical device design, some
Ministries of Health, or some powerful economic and other
interest groups in developing countries could to be linked
to major device manufacturers and therefore can block or
hinder our initiative because their interests are threatened. For
this reason, part of our project is also focused on creating
awareness-raising activities and workshops targeting policy-
makers, e.g., representatives of the Ministries of Health and
Education. Through the help of our funders we will develop
advocacy campaigns for the recognition of the importance
and relevance of biomedical and clinical engineering in the
health care system for creating and managing a sustainable
high technology health care system which does not rely on
foreign economic aid. Indeed, our aim is to give the universities
the tools, guide them through the platform and then let them
research the best social conditions (at state level, society level,
and so on) to turn the implementation of the project into a
success. In fact, we are extremely sensitive about the issue of
not imposing our ideas and cultural values on the People of
Africa.

Figure 1. Schematic of the OS4BME work flow.

IV. TEACHING THE CROWD PHILOSOPHY IN THE BME
CONTEXT

What we advocate therefore is giving biomedical engineers
in sub-Saharan Africa, through their universities, the tools and
knowhow in order to design, develop and maintain their own
equipment based on the new open hardware and open source
revolution, which is happening before our eyes. To achieve this
ambitious goal, we outline three main objectives:

• the development of human resources in higher educa-
tion in Biomedical Engineering in Africa,

• the creation of the OS4BME infrastructure, a sharing,
making and repository platform based on the cus-
tomization and integration of already available web
tools,

• the making of a new genre of Biomedical Engineer
in Africa equipped with the capacity to exploit and
develop innovative designs on the OS4BME platform
and of discriminate use of web based and open source
resources.

Setting up the OS4BME platform requires the creation of
a professional BME working group, versed in the regulatory
aspects of biomedical safety and standards, which is able to
assess, vet and categorize projects, designs or blueprints and
then make them available through the platform open repository.
The philosophy is summarised in Figure 1.

A. Identification of Tools for Crowd Design
The identification of the most suitable instruments and

classroom management and organization is the first step to
demonstrate the potential of open source in the BME context.
We targeted three main areas of teaching, necessary to give a
shape, a brain and to share the ideas:

1) Rapid prototyping: The term Rapid Prototyping (RP)
indicates a group of technologies that allows the automatic
realization of physical models based on design data using a
computer. RP processes belong to the generative (or additive)
production processes. In contrast to abrasive (or subtractive)
processes, such as lathing, milling, drilling, grinding, eroding,
and so forth in which the form is shaped by removing material,
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in rapid prototyping the component is formed by joining
volume elements. In general, RP techniques follow a Computer
Aided Design/Computer Aided Manufacturing (CAD/CAM)
approach. The object is designed using a computer (CAD)
which then sends the instructions to the machine to obtain
the desired shape (CAM), fabricated layer by layer. For the
implementation of the RP principle several fundamentally dif-
ferent physical processes are suitable, as photopolymerisation,
conglutination of granules or powders by additional binders,
extrusion of incipiently or completely melted solid materials
[24], [25].

RP was originally conceived as a way to make one-off
prototypes, but as the technology spreads more things will
printed as finished goods [26].

Although 3D printing is not competitive for mass pro-
duction (millions of parts), it is perfect in fields where the
customization of products is important: because the expense of
making tools no longer figures in the equation, the economics
of mass production will give way to mass customisation. Parts
will then be made in production runs not of a million or
even of a few thousand, but of one. Thus, 3D-printed products
will continue to creep into the medical, dental and aerospace
industries where customers are willing to pay a premium for
custom products. In industries that are not built on “markets
of one”, 3D printing will help product designers accelerate
the design process. 3D printers would also be invaluable in
remote areas [27]. Thanks to the various Do-It-Yourself (DIY)
communities, several models of Open 3D printers are now
available on the Web. One of the most famous is the RepRap
community [28] built around the ideas of Adrian Bowyer. He
imagined a printer that can print its own parts, and hence
through a process of self replication is able to spread this
technology throughout the population. All the parts of this
type of printer (there are several versions) are open source.
The electronics is based on Arduino (see the next section), the
software is open source and produces standard G-code files.
Designs can be shared and any unprinted parts of the machine
are easy to find in any DIY shop. Although, the quality of 3D
printed parts made by a RepRap is not high, we believe it is
the right starting point to teach the potential of 3D printing
to newcomers. The design and printing process is completely
transparent so that each step of the complex procedure is easy
to follow and replicate.

2) Electronic Prototyping Systems: Until about ten years
ago, electronic system design and development was a field
accessible only to skilled users, such as engineers, technicians,
physicists, etc. Each time an electronic control system was
required in a project, the design process had to necessarily
include the choice of microcontroller, of a communication
system, of a power source, etc. This choice was then bind-
ing for the selection of further components, interfaces and
programming software. In 2005, in Ivrea (Italy) a team of
designers created Arduino [29], a tiny board onto which a
microcontroller was mounted together with all the necessary
circuits and peripherals required for powering, communication
and expansion. A revolution had begun: electronic control
systems were not the bottleneck of prototyping anymore. With
Arduino, even users without electronics and programming
skills could integrate and electronic control system in their
own project pushing the limits of complex system design
and prototyping. The key factor of the Arduino platform is
not only the board but also the easy-to-use programming

Figure 2. Group photo from OS4BME class, hosted by the innovator Summer
School, in the Kenyatta University conference center.

environment, which allows unskilled users to program through
a very intuitive C like programming language. These two
factors allowed the birth of a huge user community which
empowered the Arduino world through the sharing of code,
libraries and projects with open source license. The availability
of a pre-made piece of code allowed people to focus their
designs on the development of functional and challenging parts
using other projects and codes as inputs for their own designs.

3) Content Management and Sharing platforms: As high-
lighted previously, the fast growing DIY community leaves
several interesting projects to languish without documentation
or with missing parts because a new, more interesting idea
was released. Indeed, one of the most challenging aspects of
cooperation in design and development is the organization
and sharing of information and content. However, thanks
to the revolution introduced by the blogging phenomenon,
nowadays there are various free and open source Content
Management Systems (CMS), which allow an easy and in-
tuitive co-production of documents. These systems have been
demonstrated to be useful even for the documentation of en-
gineering and technical projects. MediaWiki [30] in particular
is the core engine of the most famous web based encyclopedia
Wikipedia. With MediaWiki or similar engines it is possible
to create hypertexts made of a huge number of cross-linked
pages allowing the creation of very detailed documentations
and designs. MediaWiki is designed for the creation of text
based documents with embedded pictures and table. Graphics
and templates are very minimal allowing users to focus on the
real content, which is a core feature of a concurrent design.

B. OS4BME Class
To kick start the initiative and to demonstrate the potential

of a regulated open source design and prototyping platform
to academics and regulators/decision makers, we proposed a
short term intensive course. The course was implemented in
August 2013 in Nairobi, Kenya. Our aim was to introduce the
OS4BME concept to the African Engineering community and
thus create a small working group who will be involved in the
set-up of the new platform. To fulfil this objective, the course
was focused on the design of a biomedical device from first
principles, its assembly and testing and discussion of regula-
tory issues in device development. The OS4BME course was
hosted by the Innovators Summer School held at the Kenyatta
University Conference Center, Kenya and took place from the
12th – 16th of August 2013. The Innovators Summer School
is an initiative of United Nation Economic Commission for
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Africa (UNECA [31]), and is aimed at fostering the economic
development of Africa by powering the higher education of
the African students. The key player in the initiative is the
African Biomedical Engineering Consortium (ABEC [32]), a
consortium of African universities with the common mission
of bringing excellence to BME in Africa. Over 48 students,
technicians and lecturers from the ABEC universities: Kenyatta
University (Kenya), University of Nairobi (Kenya), University
of Eldoret (Kenya), Addis Ababa University (Ethiopia), Mak-
erere University (Uganda), Kyambogo University (Uganda),
Mbarara University (Uganda), University of Malawi (Malawi),
Muhimbili University of Health and Allied Sciences (Tanza-
nia), and University of PISA (Italy) attended the course (Figure
2).

After introductory lessons to explain the aim of the course,
and some preliminary basics on RP Hardware, software,
electronics, and safety regulations; hands-on sessions were
provided, giving the students the opportunity to learn by
doing. Following the spirit of the course, the free and open
CAD/CAM software programs (FreeCAD [33], Slic3r [34],
and Pronterface [35]) were adopted to introduce the design
approach for 3D printing. For the electronics part, the Arduino
platform was selected, for both price, ease of use and flexi-
bility. All documentation was reported using Mediawiki. The
keystone of the course was represented by the brainstorming
coordinated by the authors with the help of Dr. Molyneux,
a pediatrician from the University of Malawi, to understand
the problems of a pediatric department in an African hospital
context.

The discussion was centred on the respiratory problems of
new born premature babies and the monitoring of breathing
and body temperature. The aim was to design and build a
low cost device, for monitoring respiratory movements and
temperature, able to shake the cot to resuscitate the normal
breathing of the baby when it stops, and equipped with a sound
and light alarm to call a nurse to the cot. The implementation
of these features was established together with students, after
the brainstorming session. The discussion was focused not only
on the functional aspects of the devices, but also on their cost,
feasibility safety and reliability, giving the right direction to
the project from its start.

After the definition of design specifications, students and
attendees were divided into four thematic groups, on the basis
of their previously indicated preferences: 1) mechanical design;
2) electronic design; 3) Software design; 4) Standard and
regulation identification, and documentation. The subdivision
in groups was fundamental in order to keep everyone involved
in something they enjoyed: creativity is fed by passion and
enthusiasm, boredom kills innovation.

The proposed approach led to the design and fabrication
of an open source and low cost baby monitor (Figure 3) in the
space of 3 days. The monitor was composed of three modules:

• the elastic band, to monitor the temperature and the
breath of the baby;

• a vibrating box, activated when the baby stops breath-
ing for more than 15 seconds;

• a control unit, with a LCD display, 3 LEDs, sound
alarms and all the control boards.

Students were encouraged to refer to ISO standards, such
as IEC ISO 80601-2-56, with the aim of using these documents
to help their work rather than a constraint.

Figure 3. Some moments during the OS4BME class: preliminary test of the
device.

At the end of the course an evaluation survey was con-
ducted by the funders. Over 81% of participants expressed
extreme satisfaction in the course, although a good proportion
(46%) of them could have benefited from more time and
previous knowledge on electronics, CAD and programming. In
fact, only one participant had previously been exposed to open
source technology. There was also interest in the regulatory
aspects and standards in medical devices. As the participants
were from different backgrounds, many had very little idea
what medical devices are and the critical importance of safety
issues in such devices. The action thus served to bring home
the importance of this aspect during the design of instruments
for BME.

V. CONCLUSION AND FUTURE WORK
The objective was to develop and nurture resource sharing

and technological self-competency through the establishment
of a virtual platform containing ideas, blueprints, FAQs and
safety regulations for creating new, competitively priced and
innovative biomedical devices. We envisage an OS4BME
platform managed, regulated and monitored through an aca-
demic led pan-African organization, assigned with the task of
collecting, classifying, vetting and disseminating information
and know-how on the design and development of biomedical
devices and instrumentation. In the long term, the sharing of
ideas and designs should become the norm, allowing continu-
ous user-driven improvements in healthcare.

A summer school was organized to kick off these ideas,
with the aim to create a cohesive working group on which
built the platform. The response from students, professors
and technicians involved in the school was enthusiastic. It
was crucial for participants to play an active role in the
identification of the problem, selection of components, design,
assembling and testing of the device and in the discussion of
regulatory issues in the development of the device. Participants
were able to gain a hands-on introduction to electronic system
design and programming. All teaching materials, including
course documentation, the baby monitor design blueprints are
available online for the community to take on and develop
further. The 3D printer and all components are now hosted at
Kenyatta University’s Faculty of Engineering.

Accordingly to the funders’ survey the course was an
undoubted success. Most students and staff were unaware of
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the existence of tools, such as Arduino, FreeCad, Slic3r, Media
Wiki, etc., let alone the power and implications of open source
design and prototyping. The experience was instrumental in
bringing this knowledge to the participants, and their keen
interest throughout, particularly on 3D printing was apparent.

Although there are several resource sharing platforms avail-
able as well as several courses on RP, digital design and
embedded electronics, none of these is dedicated to biomedical
devices. This is because biomedical devices must be designed
first and foremost with patient safety and efficacy in mind.
The OS4BME infrastructure, managed by the new genre of
biomedical engineers, can be the tool to address this challenge,
and its implementation is our objective in the next few years.
The first cornerstone of this project was an intensive course, the
first of its kind, held in Nairobi addressed safety, ergonomics,
biomedical device design, and RP in an integrated manner.
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Abstract – Impact of eGovernment services is about 
measurable effects as experienced by stakeholders. Automatic 
or semi-automatic data collection can make impact 
assessments more effective, and periodical assessments become 
more feasible.  The paper reviews earlier research on 
eGovernment impact, discusses the problem of impact as a 
function of time, and proposes an indicator set suitable for 
automatic or semi-automatic data collection. 
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I.  INTRODUCTION 
The Oxford Dictionary of English [1] defines impact as  

“a marked effect or influence”.  
For e-government services, the definition of impact 

needs to be refined further. eGovMoNet, an EU-funded 
thematic network addressing measurement of eGovernment 
services proposed the following definition [2]: “The 
measurable effect of service initiatives that make a 
difference to its users, providers, or society”. A key concept 
here is a measurable effect. 

The eGovMon project (2008-2012) [3], a research 
project funded by the Research Council of Norway, worked 
with municipalities and government agencies to develop 
methodologies and tools to measure accessibility, 
transparency, efficiency and impact of eGovernment 
services. 

According to the eGovMon project proposal, impact 
was described as “a measurable positive effect of a service 
on a web site, e.g. number of visitors, user surveys 
explaining level of satisfaction with the service.” 

Another definition by Millard and Shanin [4] links 
impacts to general objectives of eGovernment: “These are 
the overall goals of a policy and are expressed in terms of 
its ultimate impacts. These will not normally be expressed 
as eGovernment objectives, but rather as societal objectives 
to which successful eGovernment development should 
contribute, such as economic growth, jobs, democracy, 
inclusion, quality of life, etc.” 

 

Measuring impact is not easy for two reasons: 
• Impact is multi-dimensional and potentially very 

complex. An easy way out is to focus on a very limited 
set of indicators, but simultaneously running the risk of 
loosing key aspects that makes a difference to the 
stakeholders (citizens/users, service providers, society). 

• Impact is also a function of time. A measurement will 
never be more than a snapshot of something happening 
over time. 

 
Note that impact can be positive or negative, based on 

what kind of difference it makes to its stakeholders. If the 
impact is positive or negative needs to be addressed from 
the perspective of the respective stakeholder. 

This paper aims at providing a short overview of research 
on impact of e-government, discuss some of the 
complexities involved, and finally, propose how impact data 
can be collected and used for automated or semi-automated 
measurements. 

II. RELATED WORK 
There has been limited research on the measurement of 

eGovernment impact. Except from a few academic papers 
from around 2004-2005 (described below), most recent 
search results refer to eGovMoNet thematic network and the 
eGovMon project (described above). 

In one of the first papers discussing impact in the context 
of e-government [5],  Peters, Janssen and van Engers 
observed: “Our analyzes shows a messy picture on the 
measurement of e-government. Many measurement 
instruments take a too simplistic view and focus on 
measuring what is easy to measure. Many of the instruments 
focus on measuring the visible front of eGovernment and 
ignore the performance of the cross-agency business 
processes. None of the instruments focus on measuring 
multi-service organizations. The instruments focus on one 
(type of) agency and do not provide an overall picture. “ 
Their conclusion was: “A good theoretical framework for 
measuring the impact of eGovernment and the use of 
resources is still lacking”. 

54Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-324-7

ICDS 2014 : The Eighth International Conference on Digital Society

                           66 / 240



Aichholzer [6] analyzed the impacts of e-Government in 
Austria. He based his analysis on case studies and found the 
following impacts: 
• Reduced process time 
• Improved service 
• Reduced administrative burden 
• Increased efficiency 
• Adaption problems and reorganization 
• Cost reductions and enhanced revenues 
 
He stated that his analysis was “still largely in its infancy”, 
and that “comprehensive and methodologically sound 
assessment frameworks for measuring e-government effects 
are not yet at hand”. 
 

Amberg et al. [7] used a stakeholder approach to find 
different impacts of eGovernment. The stakeholder analysis 
revealed the following stakeholder groups, and relevant 
impacts for each group: 

 
Citizens (individual and collective) 

• Improved information (quantity and quality) 
• Increased quality of service offerings 
• Increased citizen- friendliness and comfort of application 

flows and services 
• Availability of online service offerings 24 hours a day 
• Time savings (*) 
• Financial savings (*) 
• Increased (perceived) transparency of application flow 
• Improved communication with rural and remote 

communities 
• Increased involvement and participation in decision 

processes at communal level (e-democracy) 

Private sector and non-profit organizations 

• Improved information (quantity and quality) 
• Time savings (*) 
• Financial savings (*) 
• Increased information and service delivery transparency 
• Increased quality of service offerings 
• Improved communication possibilities for organizations 

in rural and remote communities 

Employees 

• Increased motivation 
• Job enrichment and new forms of functions 
• Personnel development (*) 
• Reduced work load 
• Improved working conditions 

Internal organization 

• Reduced costs (*) 
• Increased revenues (*) 

• Increased process efficiency (*) 
• Modernization of IT/communication infrastructure 

(capacity) (*) 
• Improved organizational image as a result of better 

location marketing 
• Increased financial aids and donations (*)  

Central government politics 

• Improved intercommunal communication and 
collaboration 

• Reduced costs (*) 
• Improved efficiency (*) 
• Improved location marketing and image 
• Acceleration of decision processes in public 

administration (*) 

The authors proposed methods to evaluate each effect, 
for most of them qualitative surveys and personal interviews 
and for some (*) measurements of operating figures. Such 
data would typically be accessible from other computer-
based systems (e.g. ERP-system) through a protocol or an 
interface. 

The authors ended up with a proposal for a scoring 
template (Figure 1) for “measuring the total impact of e-
government”. 

The scoring template uses a scale from 0 (insignificant) 
to 10 (significant) to evaluate the effects on each single 
stakeholder. Each single effect is assigned a weight. Each 
stakeholder group is also assigned a weight. The score for 
each effect is multiplied with the weight and the weighted 
scores are added together to give the total impact score. 

 
 
 
Effects on: 

Evaluation Weight 
each effect 

Weight 
stakeholders 

(0-10) (E) (W) (E x W) 
Citizens   40% 
effect C1 --x-------- 20% 8% 
effect C2 -------x--- 80% 32% 
Private sector   20% 
effect P1 -----x----- 50% 10% 
effect P2 ---x------- 50% 10% 
Employees   15% 
effect E1 ----x------ 80% 12% 
effect E2 --------x-- 20% 3% 
Organization   15% 
effect O1 ---x------- 60% 9% 
effect O2 x---------- 40% 6% 
Central 
government 

  10% 

effect G1 ----------x 50% 5% 
effect G2 -----x----- 50% 5% 

Figure 1. Template for measuring total impact of eGovernment [7] 

In parallel with these efforts, other researchers have 
found easier ways to assess e-government [8]: 

• Counting the number of eGovernment services or making 
a checklist of “most important” eGovernment services. 
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• Measuring the maturity of e-services based on their 
complexity or level of integration. 

• Measuring the accessibility or usability aspects of 
eGovernment services. 

The common approach is to address the supply-side. 
What electronic services do the government provide? How 
many and how good are the services? 

Only a small ratio of papers and reports address 
eGovernment services from the citizen or user perspective 
(e.g., Norris [9]). What is the uptake of a service? How 
satisfied are the users?  

Impact is about mixing both perspectives (supply side 
and demand side) with even more dimensions, e.g. uptake 
and satisfaction, to understand the total effect of 
eGovernment services. 

The problem is to find indicators that are relevant and 
preferably possible to collect through automated procedures. 

Heeks [10] investigated the measurement of impact. He 
found the following samples of measure: citizen benefit, 
financial benefit, back-office changes. Samples of indicators 
were; time saved, financial savings perceived by officials, 
nature of changes to government processes, and changes in 
process time. The data gathering methods used were: 
interview, internal self-assessment, questionnaire, popup 
survey. 

He ended up with the following recommendation: 

“Output/Impact Measurement 
Measures beyond adoption in the eGovernment value 
chain are needed to judge the value of eGovernment. 
Most of the impact examples given in Table 3 (of 
Heek`s paper) were measured by self assessment; a 
method with distinct drawbacks, as noted below. As 
also discussed later, there may be emerging 
opportunities to use web metrics/crawlers to assess 
some outputs/impacts but only in certain situations. In 
general, then, output and impact measurements 
require some form of survey. Surveys have been used 
for this but survey data to date seems to have 
concentrated mainly on adoption and use, so there is 
obvious potential for change.” 

Millard and Shahin [4] also links impacts and general 
objectives: “Outcomes are converted to impacts (defined as 
the general objectives) by the ICT-enabled policy 
achievement intervention logic. Impacts are at the societal 
level, and encompass what eGovernment outcomes should 
contribute to. This could include: 

• economic productivity 
• economic growth 
• jobs 
• competitiveness 
• local and regional development 
• environmental improvement and sustainable development 
• inclusion 

• democracy, participation and citizenship 
• quality of life / happiness 
• increased justice and security 
• universal human rights and peace 

The consulting companies Deloitte Consulting and 
Indigo [11], working on behalf of the European 
Commission, published a study on the measurement of 
eGovernment user satisfaction and impact. 

The introduction says:  

“The European Commission Information Society and 
Media study on measurement of user satisfaction and 
impact has developed a multilayer user-satisfaction 
and impact measurement toolkit aimed at providing 
both policy makers and public agencies with the 
necessary information and tools for the analysis of 
public sector service provision. This standardized 
survey framework provides a hands-on approach to a 
set of customizable survey tools”. 

But, when discussing measurement of user impact, the 
report focuses on effectiveness, giving the following 
examples: 

• reduced administrative burden – examples: % change in 
time and costs saved by citizens and businesses, or in 
number of users reporting e-service saved time over 
traditional methods for a standard bundle of services; 

• increased users’ value and satisfaction – examples: % 
change in waiting times for a standard bundle of services, 
or in number of users reporting eGovernment services to 
be useful; 

• more inclusive public services – examples: % increase of 
eGovernment use by socially disadvantaged groups, or of 
number of SMEs bidding for public tenders 
electronically. 

This short literature review shows the complexity as 
well as the almost endless possibilities that exist for making 
indicators. 

III. A MODEL TO UNDERSTAND IMPACT 
Stragier, Verdegen, and Verleye developed the model 

shown in Figure 2, to describe the relationship between 
input, output, outcome and impact [2,12]. The eGovMoNet 
thematic network used this model.  

The model shows the following four types of outcomes 
from eGovernment: benefits, barriers, uptake and 
satisfaction, which again makes impact on different 
stakeholders/stakeholder groups. 

By collecting information on benefits (e.g. improved 
efficiency, transparency and/or quality), barriers (e.g., 
accessibility barriers), uptake (ratio or number of users) and 
satisfaction (through e.g., user satisfaction surveys), it 
would be possible to compute an impact score for each 
stakeholder/stakeholder group. 
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Figure 2. Framework for measuring impact [2,12]. 

IV. ONE PROBLEM: IMPACT AND TIME 
Impact can have several dimensions and be seen as a 

function of time. Therefore a measurement can show one 
dominant type of impact at time t1 and another type of 
impact at time t2. Ideally, impact is measured relative to 
time t0, before the service is made available. 

 
One illustrative example: A municipality introduces an 

eGovernment service to handle application for 
kindergartens. The use of this service is mandatory. Parents 
experiencing problems are advised to visit the municipal 
service center for help and instruction. Most parents 
experience no problems with the service, but a few feel they 
lack the necessary competence to use the service. The 
employees working at the service center get some 
complaining visitors (“everything was better before”), but 
spend time showing them how to use the system. 

The short-term impact is that most users adopted the 
electronic service, but the introduction also created a high 
level of noise. The administrative gains for the 
administration were not very high. 

However, the following year, due to efforts put in the 
first year, things went more smoothly, with almost no 
complaints and increased efficiency. 

This shows that impact is something fluid that changes 
over time. It is only possible to take snapshots of impact. 

V. HOW TO MEASURE IMPACT 
For the eGovMon project it was necessary to balance an 

almost unlimited number of possible dimensions of impact 
with the need for an effective data collection regime. 
Therefore, eGovMon did not address long term impact of 
eGovernment services, but more the short-term effects as 
seen by citizens/users and administration. It was also 
necessary to select indicators that could be collected 
automatically or with limited effort. 

The indicators were developed and discussed during 
workshops with eGovMon partners (municipalities and 
public agencies). 

 
Two stakeholder groups were identified: 

• Citizens/users 
• Administration 

For the first stakeholder group, the following outcomes 
were identified: 

• Benefits 
• Barriers 
• Uptake 
• Satisfaction 

For the second stakeholder group, one outcome was 
identified: 

• Benefits 

Even if it would be possible to identify barriers, uptake 
and satisfaction from the administration side, these 
outcomes are less relevant since eGovMon targets existing 
services. Therefore, potential barriers have already been 
removed; the uptake is in place (the administration 
processes the results of the service), and at this stage, should 
the administration not be satisfied with the service, it is their 
own problem. 

This gives the following set of five indicators: 

• Benefits for the citizen/user 
• Barriers experienced by the citizen/user 
• Uptake by citizens/users 
• The satisfaction reported by the citizen/user 
• Benefits for the administration 

A. Benefits for the citizen/user 
One of the benefits addressed already is the efficiency 

gain for the user. Other benefits may be faster response, 
access from everywhere at any time, and better quality. As a 
starting point, the efficiency gain for citizens/users is 
selected as indicator, with the possibility to incorporate 
other aspects at future times. 

B. Barriers experienced by the citizen/user 
Barriers include access to technology, accessibility and 

appropriate training. Since access to technology is not seen 
as a problem in Norway (the digital divide is almost non-
existent), the accessibility score can be used as an indicator. 
Since services often are provided through forms, it may also 
be beneficial to address certain specific issues e.g. 

• Prefilled content 
• Validation of fields where appropriate 
• Help information available 
• Meaningful error messages (in user’s own language) 

57Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-324-7

ICDS 2014 : The Eighth International Conference on Digital Society

                           69 / 240



• For multi-page forms – possibility to move back and 
forth 

• Possibility to provide user feedback (feedback button) 
• The possibility to complete a form after a break (no 

timeout) 

C. Uptake by citizens/users 
Uptake would typically be the ratio between users of 

the electronic service and the total number of (potential) 
users.  

D. The satisfaction reported by the citizen/user 
Satisfaction can be reported through electronic surveys, 

or even better, a small survey upon exit. “Please rate your 
overall satisfaction with this electronic service”. 

E. Benefits for the administration 
The efficiency gain for the administration has been 

addressed earlier. Other benefits may include quality 
improvement of data submitted due to built in validation of 
forms. 

The scores of each of the five indicators can be 
normalized (e.g., on a scale from 0 to 20) and then be added 
to produce an impact score (e.g., 0 to 100).  

VI. CONCLUSION AND DISCUSSION 
In this paper, we have given an overview of some 

previous attempts to measure eGovernment impact, and also 
proposed a new set of indicators. Following Heeks [8], self-
assessments have been avoided, and focus has been put on 
data collection by web metrics/crawlers and surveys. Data 
collection can then be made automatic or semi-automatic. 
The proposed indicator set tries to balance ease of use with 
the complexity of impact analysis. The indicator set uses 
five indicators to measure impact both from the citizen/user 
side and from the administrative side, and can be used for 
longitudinal studies of impact. 
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Abstract—This article examines two business models for
multiplex (MUX) operators in the process of
digitization: Business model 1, where a MUX operator
rents the existing network infrastructure and Business
model 2, where a MUX operator owns the network
infrastructure. By examining these models, this article
aims to show which business model and which standard
are most cost efficient for digital television
implementation in Bosnia and Herzegovina. This
analysis shows that a good MUX operator business
model is very important for digital television
implementation. Three different scenarios point to the
fact that the transmission system significantly affects the
cost of the MUX operator. Through this analysis, it will
be determined that Business model 2 is more economical
for Bosnia and Herzegovina.

Keywords-broadcasters; business models; investment costs;
legal framework; MUX operator.

I. INTRODUCTION

Regional Radio-communication Conference RRC-06 was
held in Geneva, from 15 May to 16 June 2006 with a goal of
setting the plan of spectrum usage for the radio diffusion
needs in Europe, Africa and parts of Asia. According to GE-
06 agreement, the process of transition to digital
broadcasting is to be done in Very High Frequency (VHF)
III (174-230 MHz) and Ultra High Frequency (UHF) IV/V
(470-862 MHz) bands. This agreement states June 17, 2015
as the date of completion of the transition process [1].

Digital television allows broadcasters to offer new and
different services to its customers, which include
significantly improved reception, with fewer interruptions
and errors in transmission, wide screen format, Standard
Definition Television (SDTV), High Definition Television
(HDTV), high quality sound, Electronic Program Guide
(EPG), radio programs, multicasting and data casting [2].

The provision of digital television requires MUX
operator that provides television and radio programs, digital
content added services, electronic communication services
and other associated identification signals and data.

Since digital broadcasting has still not begun in Bosnia
and Herzegovina, this paper provides a brief overview of the
situation in Bosnia and Herzegovina. After that, potential

business models will be proposed for MUX operators. In
accordance with the analysis of the situation in Bosnia and
Herzegovina, economic analysis will be carried out in order
to determine which digital television standard is best for
implementation, and thus determine which business model is
the optimal one.

II. DIGITAL TELEVISION IN BOSNIA AND HERZEGOVINA

A. Regulatory and Legal Aspects od Digital Terrestrial
Television Introduction

Bosnia and Herzegovina initiated the process of transition
to digital broadcasting in time. By establishing the Digital
Terrestrial Television (DTT) forum of Bosnia and
Herzegovina (in 2006), with operational work of the
secretariat and working groups (in 2007), and based on a
debate in the communications sector and successful regional
cooperation in this field, the Council of Ministers has
adopted the strategy document for the transition to digital
broadcasting in 2009. This strategy document provides
guidance to the relevant institutions in this area, informs
interested parties in the communications sector and
approaches this subject to citizens. As the development and
adoption of the action plan, proposed in a strategy
document, are in a serious delay, the steps required for
analogue broadcasting turn off could not have been
implemented until December 1st, 2011, as was scheduled by
the strategy [3].

B. Technological Aspects of DTT Introduction

The key players for DTT introduction are shown in
Figure 1, adapted from [4]. This figure shows that there are
three key players in the process of delivering digital services:

1. Content and Application Service Providers (CASP)
provide content and applications and after that this
content is distributed towards interconnection points
with Network Service Providers (NSP), where such
content is concentrated and packed with contents
from other CASPs.

2. NSP provides program transmission to DTT MUX
operator where the content is selected from the
transmission network, and via DTT multiplexes
forwarded to the transmitting site. One NSP is able
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Figure 1. Key players in DTT market.

to transmit a greater variety of TV programs in its
own network, while DTT MUX operator selects only
those TV programs that have a license to broadcast
in the network of that DTT MUX operator.

3. DTT MUX operator collects and marks the content
and sends it as a digital multiplex, and then decides
which Conditional Access (CA) and which
Subscriber Management System (SMS) will be used.

Using the three key players has the following benefits
[5]:

 Fast network disconnection, which is achieved by
the NSP setting the transmitter, while the MUX
operator is oriented to the SMS system, multiplexing
and distribution;

 Increasing expansion of services;
 Smaller investments, because they are distributed to

all three key players.
Disadvantages of having three key players are [5]:
 Higher complexity of the process of delivering

content to users;
 As all three sides are mutually dependent on each

other in the process of delivering the content to users
in a case that one party violates the regulatory
requirements, it causes inconvenience to other
parties, as well as the disruption of service provision.

In order to avoid these shortcomings, there could be only
two key players, CASP and MUX operator [5]. This way,
complexity of the process of digital services delivery to end
users is reduced and the management of the entire process is
much easier. In this approach, MUX operator assumes the
role of providing the infrastructure and management of the
entire transmission process.

III. BUSINESS MODELS FOR MUX OPERATORS

Business modeling, and analysis of technical and
economic aspects of business strategies and opportunities,
has an increasingly important role in scientific research.
Various researchers, in different contexts, presented several
different definitions of business models. Teece [7] talk
about importance of business models:

"Whenever a business is established, it either explicitly
or implicitly employs a particular business model that
describes the architecture of the value creation, delivery,
and capture mechanisms employed by the business
enterprise. The essence of a business model is that it defines

the manner by which the business enterprise delivers value
to customers, entices customers to pay for value, and
converts those payments to profit: it thus reflects
management’s hypothesis about what customers want, how
they want it, and how an enterprise can organize to best
meet those needs, get paid for doing so, and make a profit."

Each MUX operator should be supported by a successful
business model. A MUX operator is essentially a service
provider as a standardized signal flow for digital
broadcasting systems. That flow, in addition to television
and radio programs, includes additional digital services,
electronic communications services and other associated
identification signals and data.

The main MUX operator functions can be summarized
as follows:

 Establishing, operating and developing multiplexes;
 Providing and managing connections with the

CASPs;
 Providing and managing the delivery of multimedia

services to end users;
 Compliance with the requirements of regulators, in

accordance with the permit.
The number of MUX operators in one country depends

on how much coverage should be achieved or for which
broadcasters MUX operator is intended.

Regarding the coverage, we have the following MUX
operators [5]:

 MUX operators for national coverage;
 MUX operators for regional coverage;
 MUX operators for local coverage.
Regarding their purpose, we have following MUX

operators [5]:
 MUX operators for public broadcasters;
 MUX operators for commercial broadcasters;
 MUX operators for value added services.
For the digital television broadcasting, in the beginning,

it is recommended to use two MUX operators, one MUX for
public broadcasters (MUX A) and one MUX for
commercial broadcasters (MUX B, by allotments), where a
public MUX can also broadcast commercial CASP services
in order to encourage the competition [5]. The existence of
one MUX operator for value added services in the begginig
of this process would be counter productive and would not
make any sense from a business aspect.

Two potential business MUX operator models will be
described in the next section. Participants, their
relationships, streams of revenue and cost generators are
presented for each model.

The black arrows in each of the business models
represent the direction of the flow of services, while revenue
streams are represented by red arrows. The ellipse on each
scheme represents a participant, while a rectangle inside the
ellipse represents the role of the participant. One participant
may have one or more roles.
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TABLE I. INCOME AND OUTCOME FLOWS FOR KEY PLAYERS

A. Business Model 1 – Digital Broadcasting in which
MUX Operator Takes a Lease of the Existing Network
Infrastructure

The business model that is shown in Figure 2 describes
the scenario of providing broadcasting services to the end
user. MUX operators obtain the content in the wholesale
from various participants and also have a role of content
collectors, by collecting more TV programs or data
sequences on the broadcast channel. On the other side, NSP
manages the broadcasting network and sells the capacity to
MUX operator. In other words, MUX operator does not own
the network infrastructure, so it rents it from NSP. It is
important to mention that, in case of commercial content
providers, their income does not come from subscriptions for

Figure 2. Business model 1 – Digital broadcasting in which MUX
operator rents the existing network infrastructure.

content usage, as is the case with public content providers,
but from the companies that advertise through them. The key
participants in this model are MUX operator, NSP operator,
content provider, content producer, the owner of content, and
value added services provider.

Table I shows flows of income and outcome for key
players in Business model 1.

B. Business Model 2 – Digital Broadcasting in Which
MUX Operator Owns Network Infrastructure

Business model 2 is shown in Figure 3.

Figure 3. Business model 2 – Digital broadcasting in which MUX
operator owns network infrastructure.

Players Roles Income Outcome
Interface Flow Interface Flow

MUX
operator

Content aggregation
and multiplexing,
network provider

Cont_Whl Subscription for content
transmission

Cap_Whl The cost of content transmission

VA_Ser Subscription for value added
services transmission

Internally

Attracting customers, marketing,
commissions, charges, aggregation,
multiplexing and transmission costs,

operations, upgrade, and maintenance
costs for DVB access and

transmission networks
Content
provider Content provider Subscription

Subscription for the content and
advertising Cont_Whl

The cost of purchasing the rights of
content owners and subscription fees

for the transfer of content
Content
producer

Content producer
/content owner

Cont_Whl Revenue from the sale of rights to
content provider

Internally Investment cost for creating new
content

Value added
services
provider

Value added
services provider

Subscription Revenues from end users for value
added services

VA_Ser Subscription fees for the transfer of
content

Internally
Investment cost for creating new

services
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TABLE II. INCOME AND OUTCOME FLOWS FOR KEY PLAYERS

IV. ECONOMIC ANALYSIS OF INTRODUCING MUX
OPERATORS IN BOSNIA AND HERZEGOVINA

This section provides a cost estimation for the
construction of MUX network for commercial broadcasters,
MUX B. This study is based on the fact that the coverage of
population with digital signal is proportional to the current
coverage with analog signal. UHF channels are assigned to
MUX B and it can transmit up to 8 programs on one
channel. This means that the MUX operator revenues will
be by 8 emitters. During the construction of this network,
there is one MUX operator with national coverage. In the
business world, the optimum time for paying back the
invested resources is 8 years, so this analysis will also take 8
years as the time for paying back investments for MUX
operators. In addition to that, this analysis has predicted the
period of nine months as the optimal time to install the
necessary equipment.

Initial costs are all those costs that MUX operator will
have prior to equipment installation and start-up. These
costs include purchase of head-end system equipment,
transmission system and transmitter system. Also, these
costs may include the cost of paying for permits and
purchase of frequencies [6].

Both initial and total costs of MUX operators depend on
which transmission system will be used, as well as the price
that CASPs will pay to MUX operators. All initial costs are
shown in Table III.

In order to determine which transmission system is the
most economical, three scenarios will be considered to
estimate the total cost of MUX operator.

TABLE III. INITIAL COSTS OF MUX OPERATOR

Initial costs parameter Price(EUR)
Head-end system 250,000.00

Work permit (first year) 15,000.00
Satellite segment renting (first year) 2,000,000.00

Transmission links renting (first year) 1,000,000.00
Satellite transmission system equipment 383,000.00

Terrestrial transmission system equipment 2,000,000.00
Transmitter system equipment 8,000,000.00

A. Scenario 1 – Total Costs of MUX Operator in a Case
When a Transmission is Done via Satelitte

As the transmission is done by using a satellite, it is
necessary to rent a satellite segment. According to Table III,
we have following investment costs:

 Head-end system – 250,000.00 EUR;
 Work permit – 15,000.00 EUR;
 Satellite segment renting – 2,000,000.00 EUR;
 Satellite transmission system equipment –

383,000.00 EUR;
 Transmitter system equipment – 8,000,000.00 EUR.
The total initial costs amount to 10,648,000.000 EUR.

After these costs, it is necessary to install the purchased
equipment. In addition, payment of work licenses, frequency
renting and satellite segment renting contribute to the amount
of total costs. Also, a significant part of the costs come from
the electronic equipment amortization, where the rate of
amortization is 20%. All of the costs mentioned above are
shown in Table IV.

The total costs for this scenario are approximately
34,230,000.00 EUR. At the annual level, these costs amount
to 4,300,000.00 EUR. If we take into consideration that

Players Roles Income Outcome
Interface Flow Interface Flow

MUX
operator

Content aggregation
and multiplexing,
network provider

Cont_Whl Subscription for content
transmission

Cap_Whl The cost of content transmission

VA_Ser Subscription for value added
services transmission

Internally

Attracting customers, marketing,
commissions, charges, aggregation,
multiplexing and transmission costs,

operations, upgrade, and maintenance
costs for DVB access and

transmission networks
Content
provider Content provider Subscription

Subscription for the content and
advertising Cont_Whl

The cost of purchasing the rights of
content owners and subscription fees

for the transfer of content
Content
producer

Content producer
/content owner

Cont_Whl Revenue from the sale of rights to
content

Internally Investment cost for creating new
content

Value added
services
provider

Value added
services provider

Subscription Revenues from end users value
added services

VA_Ser Subscription fees for the transfer of
content

Internally
Investment cost for creating new

services
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MUX operator serves 8 emitters, the annual fee for one
emitter in this scenario is approximately 540,000.00 EUR.

B. Scenario 2 – Total Costs of MUX Operator in a Case
When a Transmission is Done via Rented Terrestrial
Links

In this case, a MUX operator rents links for transmitting
content towards transmission sites. Initial costs are now:

 Head-end system – 250,000.00 EUR;
 Work permit – 15,000.00 EUR;
 Transmission link renting – 1,000,000.00 EUR;
 Transmitter system equipment – 8,000,000.00 EUR.
All costs that the MUX operator has in this scenario are

shown in Table V.
The total costs for this scenario are approximately

25,500,000.00 EUR. At the annual level, these costs amount
to 3,187,500.00 EUR. The annual fee for one emitter in this
scenario is approximately 400,000.00 EUR.

C. Scenario 3 – Total Costs of MUX Operator in a Case
When the Operator Owns the Transmission Network

In this scenario, a MUX operator owns a transmission
network. This means that it needs to buy transmission system
equipment and install it. Therefore, the initial costs will
change. According to this, we have the following investment
costs:

 Head-end system – 250,000.00 EUR;
 Work permit – 15,000.00 EUR;
 Transmission system equipment – 2,000,000.00

EUR.
 Transmitter system equipment – 8,000,000.00 EUR.
All costs for MUX operator, for this scenario, are shown
in Table VI.
The total costs for this scenario are approximately

21,300,000.00 EUR. At the annual level, these costs amount
to 2,660,000.00 EUR, which means that annual fee for one
emitter in this scenario is approximately 350,000.00 EUR.

TABLE IV. SUMMARY OF MUX OPERATOR COSTS FOR SCENARIO 1

Cost parameter Price (EUR)
Total initial costs 10,648,000.000

Costs of satellite transmission system equipment
installation

39,000.00

Costs of transmitter system equipment installation 2,355,000.00
Work permit costs 105,000.00

Costs of frequency renting 100,000.00
Costs of satellite segment renting 14,000,000.00

Costs of satellite transmission system equipment
amortization

325,000.00

Costs of transmitter system equipment amortization 6,658,000.00

TABLE V. SUMMARY OF MUX OPERATOR COSTS FOR SCENARIO 2

Cost parameter Price (EUR)
Total initial costs 9,265,000.00

Costs of transmission links renting 7,000,000.00
Costs of transmitter system equipment installation 2,355,000.00

Work permit costs 105,000.00
Costs of frequency renting 100,000.00

Costs of transmitter system equipment amortization 6,658,000.00

VI. SUMMARY OF MUX OPERATOR COSTS FOR SCENARIO 3

Cost parameter Price (EUR)
Total initial costs 10,265,000.00

Costs of transmission system equipment installation 55,000.00
Costs of transmitter system equipment installation 2,355,000.00

Work permit costs 105,000.00
Costs of frequency renting 100,000.00

Costs of terrestrial transmission system equipment
amortization

1,665,000.00

Costs of transmitter system equipment amortization 6,658,000.00

D. Result Analyzis

The cost recovery Curves of the MUX operator for the
three analyzed scenarios is shown in Figure 4.

Initial investment costs are highest for Scenario 1, which
is primarily due to the payment of satellite segment rent at
the beginning of the year. The minimum initial investment
costs are for Scenario 2, because the costs of renting
transmission links at the beginning of the year are less than
half in comparison with renting a satellite segment.

The costs increase significantly in an eight year working
period. A large contribution to those costs is renting a
satellite band for Scenario 1, or renting transmission links
for Scenario 2. These costs do not exist in the third scenario
because the MUX operator has its own network.

The graph shows that the fastest payment refund is in the
third scenario, where the curve has the highest slope. In one
moment costs for the third scenario become lower than the
costs in the second scenario. The reason for this is that in
Scenario 3 MUX operator has its own network, so there is
no need to pay for equipment renting.

Concerning the MUX operator, we can conclude that for
digital television transmission in Bosnia it is best to use
terrestrial transmission with its own transmission network,
because the total cost is smaller, as well as the price that
broadcasters would have to pay. It means that for MUX
operator is better to use Business model 2. Because of the
lower costs, broadcasters would be more inclined to agree to
digitize their signals and transfer the same.

Figure 4. MUX operator cost recovery curve for three analyzed scenarios.
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The advantage broadcasters get in this case is the
availability of their programs throughout the country.

By entering into this business, one can accurately
calculate the costs that are expected for MUX operators and
the price broadcasters will have to pay. Based on that price,
it is possible to win over broadcasters before starting the
operations, so the risk of investing in this business is low.

V. CONCLUSION AND FUTURE WORK

Transition to digital broadcasting frees the RF spectrum
of the digital dividend, which has very favorable
characteristics and provides an optimal balance between
transmission capacity and coverage range.

The use of MPEG-4 standard for video compression and
the use of DVB-T2 transmission technology, with a goal of
more efficient use of the frequency spectrum, by facilitating
the transmission of a higher number of channels per
frequency, is an interesting option, especially for countries
that have not yet completed the process of transition to
digital broadcasting.

Two previously mentioned business models can be used
as a startup framework for the implementation of MUX
operator. The cost of introducing a MUX operator depends
on the transmission system as could be seen from the
economic analysis. The lowest costs that are expected for
MUX operators are in the case of terrestrial transmission
where MUX operator owns the network. In this case, the
price paid by broadcasters is much lower and it is a great
advantage, because that way the broadcasters will be more
inclined to enter the process of digitization.

If there was a jump-start with a DVB-T2 standard in
Bosnia, it would mean higher investment costs,
approximately 100,000.00 EUR. In this case, the number of
programs on one channel would increase to 16. This further
leads to a much larger contributions. In that case, the MUX
operator can reduce the cost of transmitting content to
broadcasters and thus attract more broadcasters and
increase the competition and interest in the market.

MUX operator would also transmit value added services
such as interactive services, internet, etc. So their revenues
would probably increase.
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Abstract— Interoperability of mobile contactless city services 

has been emerging as a topic of discussion in many of the 

recent events by the representatives of industry and city 

organizations. Evidently, the interoperability has a connotation 

of a world where systems and devices interoperate or work 

together seamlessly. In the real world, such interoperability is 

a myth, and must always be built by considering the 

specificities of the existing artefacts. This paper studies and 

defines interoperability in the context of mobile contactless city 

services. We present three piloted mobile contactless city 

services to identify which kind of interoperability issues can be 

raised. Based on this analysis, an interoperability framework is 

proposed first by delineating the set of relevant entities and 

then by presenting four dimensions of the interoperability 

issues between the entities. We believe that this framework 

helps finding other related elements to make a coherent picture 

of interoperability in this context.  It also leads to the definition 

of a relevant evaluation process. The goal of the paper is: (1) to 

properly define interoperability in our context; (2) to propose a 

set of evaluation criteria; (3) to propose an overview of an 

evaluation process 

Keywords-interoperability; seamless; cities; contactless; NFC; 

mobile services; user 

I. INTRODUCTION 

Mobile phones have become a commodity and are 

increasingly in use by urban dwellers. One of the emerging 

technologies for the mobile services is contactless 

technology, already known in city or smart cards. This can 

be considered to be the next paradigm change in the smart 

city end-user services. When the mobile contactless 

technology becomes more common, also other smart city 

services will appear, combining payment, loyalty, and city 

services. 

Mobile contactless services in smart cities are and will be 

based on Near Field Communication (NFC). NFC means, 

simply put, an upgrade to usability of a mobile device; the 

user can touch a reader with the mobile in a similar manner 

as with a contactless card [13]. 

The work presented in this paper is carried within the 

Smart Urban Spaces Project abbreviated as SUS 

(www.smarturbanspaces.org). One of the objectives of the 

SUS project was to reach a certain level of interoperability 

regarding mobile contactless city services deployments and 

interactions. Then, it was necessary to define a framework. 

The role of the framework is to help understand the 

environment of mobile contactless city services, to analyze 

the relations between the different stakeholders (in legacy 

systems and services to be deployed) and also to provide 

relevant information concerning the level of interoperability 

that can be reached. For an end-user, interoperability simply 

means that the services and systems work together so that a 

service can be accomplished. Looking simply at 

technological interoperability does not help sufficiently 

when mapping the service opportunities or analyzing the 

smart city services. Technological level, which consists of 

hardware and software, will not guarantee service level 

usability or the service success. Taking into account all 

these factors deserve a more general approach and a clear 

view of the environment where the services exist. Then, in 

our attempt to unfold the term interoperability through a 

framework dedicated to mobile contactless city services, it 

was essential to enlarge the focus on aspects such as 

usability, business cases, regulations, etc. 

The questions that have guided our work and that lie at 

the core of this paper are as follows: what are the elements 

to consider when building such a framework to analyze the 

interoperability in the context of contactless city services? 

What should be the form of the evaluation process, related 

to the interoperability framework, which needs to be 

implemented? The work presented in this paper details the 

main basis and the first practical elements regarding the 

development of a complete evaluation process. 

In the following section, we give elements related to the 

mobile services context. We more precisely expose the 

mobile contactless city services concept and we shortly 

explain how the NFC technology that enables it operates. 

Section 2 also provides a definition of interoperability, 

presents in more details the interoperability issues raised by 

the specificities of the SUS project and propose an approach 

to address these problems. Section 3 mainly deals with the 

interoperability framework proposal and section 4 describes 

the resulting evaluation process. Eventually, section 5 

presents the next steps to follow in the complete 

achievement of the evaluation process.  

II. CONTEXT 

A. Mobile Contactless City Services 

City services around the world are different and they are 

dependent of the local culture, laws, etc. Transform a city 

service into a mobile city service requires a certain amount 

of technological advancement and maturity that is not the 
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same for each city service. For example, SMS-based 

information and ticketing services have been around over 10 

years already. As technology has gone forward, the NFC 

technology has become a promising enabling technology for 

various city services. From the user perspective it is a new 

mean of interaction with the environment that is based on 

the touching paradigm [14]. Mobile phone is essential in a 

sense that it is the central mean for the user to connect to the 

content information or make an action such as payment [6]. 

NFC, which is a wireless communication technology 

derived from Radio Frequency Identification (RFID), has 

three kinds of modes: the reading and writing tags mode, the 

peer-to-peer mode which enables connections between two 

mobile phones, and the card emulation mode. These modes 

are all enablers for new city services, e.g., for tagging the 

city [8], access control [7], home care with sensors [12] or 

city tourism [2].  

Initiatives, which are mainly research demonstrations 

and pilots, have shown the interest in contactless services 

for the benefit of citizens in cities. The SmartTouch project, 

that brought together European industrial and academic 

partners, has particularly proved the added value of NFC in 

ticketing and transportation by contributing to the 

deployment of real services on the field [11]. Another 

notable example is the Cityzi project [3] allowing users to 

access in French cities of Nice and Strasbourg, a bunch of 

contactless services (in the field of transport, event 

management, car parking and banking) by using their NFC-

enabled mobile phone. 

B. Interoperability Overview 

Interoperability is usually defined as Wegner does in 

[15] as “the ability of two or more software components to 

cooperate despite the differences in language, interface, and 

execution platform”. Consequently, the most usual approach 

to interoperability is to consider it simply as a technological 

issue. For instance, securely managing smartcard 

applications in NFC devices [9], considerations on how to 

develop applications on top of an operating system [4], the 

ecosystem perspective [10], or multi-application approach 

as done by [1] are some examples. This approach generally 

leads to propose a service assessment model [5] based on 5 

levels: the signature level, the protocol level, the semantic 

level, the quality level, and the context level. 

Aforementioned view seems too restrictive in our 

context because it only takes into consideration the technical 

aspects. Of course, interoperability of mobile contactless 

city services is an issue that comes up in discussions 

especially on tourist scenarios when a tourist would need to 

use a local bus or to buy a train ticket. However, the 

interoperability concept is a larger issue in the mobile 

contactless city service context, though. In addition to 

interoperability of technology, such as software architecture, 

protocol level or looking at how devices and services 

communicate between each other, a ubiquitous and 

contextual contactless mobile service deserves a deeper 

consideration on the emerging services themselves. As far 

as we know, there is a lack of appropriate models to study 

the role of the essential players interacting in the context of 

the deployment and the use of contactless services for smart 

cities. Our conception of interoperability goes beyond the 

traditional approach, in that it is necessary to provide 

background information and analysis taking into 

consideration the whole ecosystem (at the legal and business 

level for example) that represents a city or even a network 

of cities. 

C. Examples of Issues in Interoperability in the Context of 

SUS Project 

There were 49 piloted and planned services in the SUS 

project. From there we can see the challenges in the 

interoperability of a mobile contactless city service concept. 

The difficulty lies in the fact that it is necessary to take into 

account all aspects of interoperability that could affect the 

deployment of such services and analyze the interactions 

between the different players involved in the development 

and the exploitation. To highlight some of the 

interoperability issues that may arise, we give examples of 

SUS city services: Daycare, Small Event Ticketing and 

Open Europeans 2011. The Daycare service provides a 

solution for registering children to the day-care by using 

passive NFC tags and mobile phones. The Small Event 

Ticketing service proposes a system to manage ticketing 

operations (issuance and validation) for small events with 

NFC-enabled mobile phones. Regarding the Open 

Europeans 2011, it provided a control access system (with 

smart cards and mobile phones) for the sailing competition 

held in Helsinki. 

Technical interoperability issues were not uniform. One 

service was encountering standardization failures within 

NFC ecosystem (the Small Event Ticketing service that uses 

the NFC peer-to-peer mode) while the other was 

encountering the difficultness to integrate legacy backend 

systems refitted to be mobile and contactless (Daycare). 

Usability and social interoperability issues were also raised 

and demonstrated the need to motivate and educate the 

users. For example, the Daycare case needed 1200 

employees to be trained and the motivation to use the 

system was in the reduction of routine paperwork that 

allows the employees to spend more time in the real work 

with the children. A learning curve for users has been 

observed in all of the services. From the business side of 

interoperability, the presented services had different kind of 

parties involved. For the sailing competition case, the local 

transportation authority smart cards were used during the 

piloting phase. Thus, the sailing competition access control 

case was dependent of the business decisions of another 

company. 

D. An Approach to Analyze the Interoperability 

We have been involved with close to ten workshops on 

how to delineate the smart city services in European cities 
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together with services providers, city representatives, 

application developers, and infrastructure developers. 

During the effort we delineated and presented a set of 

entities in the use case ecosystem: Mobile, User, Service, 

Infrastructure, City, and Country. These are high level 

entities to find out and understand the intersections of 

interoperability of smart city services. Each of the entities 

can be mapped with another and analysis can be made in the 

crossroads of this mapping. A set of dimensions have been 

chosen to give structure for analysis and design of smart city 

services. These dimensions are business, legal, usability, 

social and technical aspect. 

In addition to the possible interoperability levels (service to 

service or mobile to user for instance) that need to be 

reached, other aspects (the eventual hierarchical relationship 

between entities for instance) must be taken into account. 

We believe that we need a more general framework that 

could identify these particular levels and deal with them. An 

evaluation system, so that already existing entities 

interactions can be analyzed in an efficient way or the 

conception of future services can be assessed, could be 

useful in this process. 

III. INTEROPERABILITY FRAMEWORK 

The goal of this section is to give a good intuition of what 

we intend by interoperability and how it fits in the SUS 

context. We will define the entities that are involved and 

their relationships. These relationships are those for which 

we would like to be able to talk about interoperability. 

A. Criteria 

Before defining the possible levels of interoperability, 

we must choose relevant evaluation criteria. Intuitively, the 

example of two possible actors, namely the service and the 

country, and the study of what the term suitability represents 

in their context is a first approach. The suitability of a 

service for a country means: 

 the legal compatibility which includes the nature of 

the service and the type of data stored by the 

service (Example: the regulations regarding 

privacy differ from one country to the next). 

 the social acceptability which takes into account 

the nature of the application that provides the 

service and the impact on persons (Example: 

using mobile phones in a kindergarten would 

probably not be well accepted in all countries) 

 the localization capability with the language and 

the cultural references. 

This first analysis suggests that the eligible elements, to 

'measure' the interoperability, are the technical, the legal and 

the social details. A second analysis, regarding the services 

proposed in the SUS project and the interoperability issues 

that they raise, confirms that the previously presented 

criteria are to be taken into account. In addition, the nature 

of the SUS project, that connects academic and industrial 

partners, and its goals also lead us to highlight both the 

technological and commercial aspects of the interoperability 

evaluation. Then, because of the relevant elements (in our 

context) that our preliminary studies have identified, we 

choose to focus, as presented Fig. 1, on 4 specific points to 

analyze the relationship between two entities: 

 the technical issues which correspond to the 

evaluation of available technologies (and their 

use) and to the communication standards both at 

hardware and software level 

 the legal issues which are the consideration of laws 

and regulations that may impact on the entities 

 the usability/social acceptability issues which 

target the cultural aspects as well as those related 

to the customization and the seamless use of a 

service regardless the environment 

 the business issues which include, among other 

things, the business model that can be built and 

that could be convenient for the stakeholders  

 
 

 

 

Figure 1: Dimensions of interoperability analysis 

B. Entities and Interoperability Matrix 

The concept of interoperability encompasses the 

relations that can exist between two or more entities. Then, 

the understanding of this concept requires prior knowledge 

of the behavior of entities in each specific case. 

Consequently, the study of interoperability within a well-

defined ecosystem starts by the identification and the 

description of the involved entities. In the framework of the 

city services proposed in the context of the Smart Urban 

Spaces project, we have identified six main entities: 

 the mobile phone which is the personal electronic 

device by means of which a person interacts 

with the (real or virtual) external environment. 

Note that this interaction can also be at the 

initiative of some external entity or the mobile 

phone itself and not necessarily its owner, who, 

in some cases, is perhaps not even aware an 

interaction took/is taking place. 

 the user who corresponds to the person that will 

use a mobile phone to access the different 

proposed services 

 the infrastructure which consists of either NFC 

readers, either contactless smart cards or tag 

systems that correspond to the 3 operating mode 

of NFC. In particular, a tag system is a system 

which manages the interface between a NFC-

enabled device and a set of operations it is 
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willing to launch by means of reading a tag 

while a tag is a small piece of hardware (usually 

a plastic component with electrical circuits) that 

stores data accessible through the reader/writer 

NFC mode. 

 the service which includes, in a particular field, a 

set of elementary operations to improve the daily 

lives of citizens (for instance a mobile ticketing 

service). The service takes generally the shape of 

an application running on a mobile phone 

 the city represents the geographical area for which 

a range of services is offered to the citizens 

 the country is the country where the city is located 

 

Depending on the environment, several players of the same 

type can coexist and interact. Obviously, in a defined 

ecosystem, many mobile phones (belonging to many users) 

are activated as many services are offered to the citizens. 

Precisely, the possible interactions between these different 

actors allow defining the different levels of interoperability 

that can be achieved. For example, if we consider the case 

of two mobile phones that need to exchange some data, we 

will deal with potential hardware compatibility issues and 

communication standard problems.  

 

 User Mobile Infras. Service City Country 

User 
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Figure 2: Interoperability matrix 

 

Consequently, the study of relationships between each 

presented entity allows us to introduce the concept of 

'Interoperability Matrix' (Fig. 2) to model the different 

possible levels of interoperability. Each cell represents the 

links that exist or can/should be tied. For example, the cell 

entity #1-entity #2 should be read as follows: what are the 

requirements for entity #1 to be 'interoperable' with entity 

#2? It should be noted that not all the cells play the same 

role regarding the notion of interoperability. This is 

explained in the following section. 

IV. RESULTING EVALUATION PROCESS 

A. Description 

The evaluation process can be used to describe/define 

requirements/interoperability for an entity over the other 

components of the ecosystem, for example a given service 

that must interact with the other actors (Mobile, User, etc.). 

The process, regarding two entities, is derived from a 

questionnaire that makes it possible to analyze the possible 

interactions in a cell of the interoperability matrix. The 

structure of the form can be decomposed into different 

blocks: a first part with general questions, a second part 

related to technical issues, a third block concerning legal 

aspects, a fourth part for the business related questions and 

finally a fifth part dealing with the usability/social 

acceptability elements. Thus, the stakeholders involved in 

the evaluation process correspond to the relations to analyze 

(cf. the general questions part of the forms). 

The general part presents information (question to 

answer - who should fill this form - prerequisites) that help 

to explain and understand the context in which the analysis 

is performed. As for the other four parts, which correspond 

to the four dimensions of analysis, they each contain a set of 

questions to answer. These questions enable a detailed study 

of the elements that we find essential. It should be noted that 

these issues have only three possible answers, i.e., yes, no or 

maybe, to keep the process as simple as possible. ‘Maybe’ 

corresponds to a situation where the stakeholders are not 

sure about the answer to provide (for example because 

details are missing regarding a given entity or because the 

answer lies between yes and no). 

From a practical point of view, the assessment is 

done by assigning a value to each answer. An answer 

‘maybe’ is equivalent to 1 point, while the answers ‘yes’ or 

‘no’ can both correspond to 0 or 2 points depending on their 

negative or positive nature concerning interoperability. For 

example, an answer ‘yes’ to the question ‘Can the Service 

be localized if required’ gives 2 points while a ‘yes’ to the 

question ‘Does the service make any country specific 

cultural reference’ gives 0 point. Then, for each category 

(technical, legal, business, usability/social acceptability), we 

define a percentage that is calculated as the ratio of the sum 

of the responses on the maximum (2 times the number of 

questions). This percentage represents in some way the 

degree of ‘interoperability’ achieved in the chosen 

dimension. In the previous example, assume that the 

answers to three questions in the Usability/Social category 

are respectively ‘yes’, ‘yes’ and maybe.  The resulting 

percentage is therefore (0+2+1) / 6 or 50%. 

Then, to graphically illustrate the set of results for an 

analysis of interactions between two entities, we use a 

Kiviat diagram. The diagram has four axes for each analysis 

dimension scaled from 0 to 100 (to represent the 

percentages). Depending on the references values which are 

used for the diagram (50 for each axis in our case, cf. Fig. 

3), the results lead to a conclusion regarding the level of 

interoperability reached by the relation between two entities. 

This graphical representation also enables comparisons 

between different levels of interoperability (different types 

of relations in the interoperability matrix) or between 

different entities of the same nature. 
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B. Application on a case 

We apply the Service to Country form to a real case to 

show its practical use. It represents the complete form for 

the Service to Country relation among the set of forms that 

must be built for each cell of the interoperability matrix. We 

first answer to the questions according to the four 

dimensions, then we calculate the percentages and finally, 

we draw the Kiviat diagram. In this example, the Service is 

the Daycare system and the Country is Finland. The form is 

presented Table I. 

 
TABLE I. Service to Country form for Daycare and Finland 

 

 

Daycare  Finland 

 
 

Question to answer: What are the necessary conditions so that a given 

service can be used in my Country? 
Who should fill this form: This form must be filled by a representative 

of a Country who is considering using a pre-existing   Service, with the 

help of the Service provider. 
Prerequisite(s): the country has rules and legislations for open data, 

privacy and security, and open interfaces of public information systems  

 
 

Questions 

 

 

Answers 

 
Technical issues 
Can the Service be localized if required? 
Can the Service fit with the available 
hardware/software infrastructure available in my 
Country? 
Is the Service technology standard based? 

 

 
 

Yes (2) 

 

Yes (2) 

 

Yes (2) 

 
Legal issues 
Does the Service obey the specific regulations of my 
Country? 
Does the Service use and provide open public data as 
required by the regulations and contracts? 

 

 

 

 
Yes (2) 

 

Maybe 
(1) 

 
Business issues 
Will the benefit(s) gained by deploying the service be 
concrete? 
Is the cost/benefit ratio positive? 
Is it possible to use the same solution in many cities to 
save costs of public investment? 

 

 

 

 
Yes (2) 

Yes (2) 

 
Yes (2) 

 
Usability/Social questions 
Might the Service be subject to acceptation arguments 
in my Country? 
Can the Service be localized if required (note that this 
is also a technical issue)? 
 
Does the Service make any country specific cultural 
reference? 

 

 

 
 

Yes (2) 

 
Maybe 

(1) 

 
Yes (0) 

 

The results are presented in the Kiviat diagram Fig. 3. 

Globally, we can conclude that the Daycare reach a good 

level of interoperability at the Service to Country level in 

Finland. 
 

Figure 3: Daycare to Finland interoperability level analysis results 

C. First Contributions 

The first analysis and the initial feedback enable us to 

raise positive elements concerning the proposed 

interoperability evaluation process: 

- Some partners of the SUS project started to use the first 

forms we have built as an evaluation tool for the services 

they have deployed, thus demonstrating it is a practical tool. 

The forms include quite simple questions (with 

yes/no/maybe answers) and the process (computation of the 

percentages for each category) that leads to the evaluation 

results is easy to achieve. By clearly identifying the forms to 

be filled on the basis of the interoperability aspects that are 

targeted, it is relatively easy to obtain a concrete result. 

- The awareness of the possible problems is another positive 

element of the evaluation process. Indeed, the Kiviat 

diagram resulting from a form filling presents a clear view 

of the level of interoperability with respect to the reference 

values (namely the average values). In other words, the 

diagram allows pointing out the eventual strengths and 

weaknesses (of the evaluated interoperability relationship) 

according to the different criteria presented in the subsection 

3.A. These eventual strengths and weaknesses are the 

points, with reference to the corresponding parts of the 

considered form, to take into account in the improvement of 

a given service.  

V. FUTURE WORK 

Obviously, to achieve the definition of the evaluation 

process, it is necessary to build a complete set of form 

mapping the cells of the matrix. Then, each cell of the 

matrix will be associated to a form whose structure will be 

the same as previously defined. This set of forms will not 

only provide guidance on services to be developed (before a 

concrete implementation), but also on improvements to 

existing services (to be deployed in other contexts). 
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Depending on the situation, it can be used by each player, 

by selecting the relevant elements to evaluate, to assess its 

level of interaction with external partners. These forms will 

provide a simple tool (questions with yes or no answers), 

flexible and including means for measuring (assessment 

model, Kiviat diagram) to focus on the dimensions of 

interoperability to enhance. The objective is to make it 

possible for the SUS project partners to use the complete 

tool and also to test it on more mobile contactless city 

services to obtain other valuable feedbacks. This set of 

forms has a dynamic aspect as it is built from exchanges 

between SUS partners and the experience gained during this 

project. It has an evolutionary shape and it also intended to 

be enriched by the experience feedbacks associated with its 

use.   

VI. CONCLUSION 

It is extremely difficult to take into consideration the 

entire elements which are essential to provide seamless 

services. Nevertheless, the experience of the SUS project 

has allowed us to understand and properly define the 

environment in which mobile contactless city services are 

expected to evolve. It helped us to identify the actors (User, 

Mobile, Infrastructure, Service, City and Country) which 

play a major role in this ecosystem. Based on this 

experience, our study on interoperability allowed us to 

specify the dimensions (technical, legal, business, 

usability/social) to consider while showing the possible 

interactions between entities in the interoperability matrix. 

We were able to present achievable levels of interoperability 

(represented by the cells of the matrix).  

The consideration of these criteria and the 

interoperability framework that we have defined led us to 

initiate the implementation of an evaluation process based 

on a set of forms. This set, with elements structured 

according to the criteria defined above, contains forms that 

refer to the cells (levels) of the interoperability matrix. To 

deploy a seamless service, we must ensure to analyze its 

environment and the levels of compatibility (depending of 

the objectives) to reach. The set of forms provides tools to 

give a clearer view of the operating environment with a 

simple assessment model and to help achieve this goal. We 

were able to use the framework and a part of the forms on 

specific cases (the Daycare for instance) to show its 

relevance. Of course, we still need to complete this set of 

form and test it on another bunch of mobile contactless 

services.  
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Abstract—In the present research, we examine the relationship 

between the Internet freedom and various social, political and 

especially economic factors, as they affect the Internet growth. 

The results show a strong relationship between a country’s 

GDP and Internet penetration. In general, the hypothesis 

which predicts that the higher a country’s GDP per capita, the 

more likely that it has Internet access and freedom, is 

supported. 

Keywords-Internet freedom; information environment; GDP; 

information security.  

I.  INTRODUCTION  

Considering international experience, while researching 
philosophy of freedom, it is clear that Gross Domestic 
Product (GDP) per capita is much higher in countries with 
greater economic freedom [1][2][3]. More precisely, people 
have more economical freedom in the countries with high 
GDP. Per capita GDP is the value of all final goods and 
service produced within a country for domestic use and 
reserve, and it is considered as one of the main indicators of 
living standards of the country’s population. Generally, 
Information and Communications Technology (ICT) policy 
of the country determines the basis of information freedom 
of the country. Information asymmetry problem existing on 
the Internet is viewed as one of the issues with a complex 
solution and deficiencies in this field are currently becoming 
more intensified.  

In the research we examined, the relationship between 
the Internet development and various social, political and 
especially economic factors, as they affect the Internet 
growth. The results show that the Internet penetration is 
related to a country’s wealth, per capita GDP, 
telecommunication infrastructure, urbanization and stability 
of the government. 

Some views on information freedom are investigated and 
factors affecting Internet Freedom are analyzed and given 
correlation between volume of per capita GDP and number 
of Internet users. 

II. SOME VIEWS ON INFORMATION FREEDOM  

ICT and government policy of the country determine the 
quantity (and quality) of Information freedom. Although 
people’s information freedom is declared as proclamatory, 
objective and subjective solution methods for its solution 
must be found in each country. This is directly connected to 
economic condition, regional position, political views, etc., 

of the country. For example, based on the statistical 
indicators, Internet access speed at 1Mb/sec per capita is 
considered as minimum for providing people’s information 
freedom in Finland [4][5].  

Information asymmetry problem existing on the Internet 
worldwide is viewed as one of the issues with a complex 
solution for provision of freedoms. High price factor of 
Internet can limit the people’s ability to obtain information. 
In other words, people with Internet access can obtain more 
superior knowledge. Logically, it can cause formation of 
notions such as information monopoly, information 
dictatorship, information imperialism, etc.  

Provision of freedoms, unwritten rules in existing 
environment, chaos, anarchy etc. can logically lead to 
formation of environment for prosperity of all kinds of 
crime. One of the most important issues for this stage is 
formation and development of information society.  

Information environment – is such an environment, 
where information is created, stored, processed and 
transmitted. All forms of information exchange existing in 
the society are executed, and provide for existence and 
operation of the society as a single social organism. In 
general, information environment can be demonstrated as 
three integrants: 

 Languages reflecting all forms of information on 
information relations occurring in the country; 

 Content-volume, meaning and value (importance) of 
information; 

 Information-communication infrastructure forming 
the material basis of information exchange. 

It must be noted that, characteristics of contents and 
information-communication infrastructures define the 
information space of the country in total, as a whole.  

The notion of information environment can concern the 
society as a whole, as well as any of its activity spheres. It 
can be noted that, information environment of science or its 
different fields (economy, culture and other information 
environments) can be discussed as information environment 
of the world, country, region and city.    

Development of information environment in different 
countries happens irregularly within time and space, and 
depends of development level of the country. In modern 
society, information environment mainly has a network 
structure. The main connection form among points of 
information environments is Internet and it provides the 
technical means of information connection of one subject 
with another. From this standpoint, the Internet freedom 
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problem is encountered as a component of freedoms 
provision and lately, existing problem has become more 
intensified. Development of legal basis of Internet is 
demonstrated as one of the relevant issues. Naturally, 
processes occurring in Internet environment cannot be 
regulated with existing laws. Freedoms of the users can be 
discussed based on the normative-legal basis to be created. 

III. FACTORS AFFECTING INTERNET FREEDOM 

Generally, there are objective and subjective factors 
affecting Internet freedom [6][7][8][9]. Absence of 
information resources in accordance with national standards, 
non-conduction of audit, absence of feedback mechanisms, 
and disinterestedness of the government in development of 
Internet can be sited as examples. Installation of different 
filters, analyzers within the borders of the country, total 
control of relations of users with Internet, limitation of 
access to web-sites and social networks are among the 
factors affecting Internet freedom.  

Another important issue is the evident exaggeration of 
energy security problem of Internet lately. Thus, energy 
security problem, which is considered as one of main 
components of information security of the society, must be 
kept in focus constantly. As energy security is not a domestic 
issue of the government, it must be considered that, shut-
down of a server located in a certain country limits the 
access possibility to existing information resources from 
other countries.  

Artificial increase of Internet use prices, non-satisfactory 
services provided to the users by the providers, absence of 
formation of normal competition environment, etc., can be 
sited among factors affecting Internet freedom in developing 
countries [8][9][10][11]. 

In general, requirement of maximum Internet freedom in 
countries with poorly developing economy does not reflect 
existing reality.  From this standpoint, a system of indicators 
characterizing the economic potential of the country must be 
developed considering economical potential of the country. 
For example, countries can be classified and divided in 
classes by regions, based on per capita Internet speed in the 
country. Surely, this evaluation is connected to a certain 
period. Because with passage of time, economic conditions 
of the countries change, to be more precise, Internet 
capabilities change. Thus, geographical landscape of Internet 
freedom in world countries, and regions can be obtained. 

IV. CORRELATION BETWEEN VOLUME OF PER CAPITA 

GDP AND NUMBER OF INTERNET USERS 

Slow development of information technologies, and 
limited or no Internet access opportunities in developing 
countries are justified by a number of reasons: 

 Low level of income limits the Internet access and in 
general, use of capabilities of modern technologies 
by population and companies.  

 Absence of the desired level of infrastructure in 
cities and territories, as well as low number (density) 
of potential consumers leads to further increasing 
expenses on development of infrastructure; 

 Poor development of infrastructure and very limited 
access opportunities to them results in high prices of 
Internet access; 

 Low level of literacy of population, non-sufficient 
level of computer knowledge; 

 Unformed or non-existent normative-legal base. 
According to the research, economic indicators of the 

country and difference among them are regarded as one of 
the most evident factors [10][11][12][13]. Volume of per 
capita GDP determines the capabilities of citizens and 
companies as potential consumers on the Internet market. 
Share of Internet users among population increases as these 
indicators increase. Besides, there are relevantly more 
Internet users in countries with high or very high GDP per 
capita. We can distinctly see this tendency as we look at the 
correlation (in Fig.1) between GDP volume per capita and 
ratio of Internet users (Iusers) and the base population (P) in 
Azerbaijan in 2002-2010 years [14]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1.  Correlation between GDP volume per capita and ratio of 

Internet users (Iusers) and the base population (P) in The Republic of 

Azerbaijan in 2002-2010 years. 

The results show a strong relationship between a 
country’s GDP and Internet penetration. Developed countries 
tend to boast a higher Internet penetration rate than poor 
countries. In other words, countries with low GDP per capita 
are all on the low end of the Internet penetration rate. In 
generally, hypothesis which predicts that the higher a 
country’s GDP per capita, the more likely that it has Internet 
access, is supported. In this case, to a certain extent, Internet 
development is more likely to be affected by economic 
factors rather than social and political factors. 

In other words, GDP per capita is considered as one of 
the main indicators of living standards of country’s 
population. If the volume of GDP per capita is high, then 
population of that country has more economic freedom. 
Provision of economic freedom means capability to access 
Internet, and in this case, we can talk about provision of 
Internet freedom. It must be noted that, the factors affecting 
Internet development process are not of linear character. 
Effect of economic factors is formed at a certain 
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chronological stage or depending on a sequence of different 
effects. 

V. CONCLUSION 

Volume of per capita GDP is accepted as one of the main 
indicators of living standards of a country’s population. 
Volume of per capita GDP determines the potential 
consumer capabilities of citizens on Internet market. Increase 
of these indicators leads to increase of Internet users’ share 
among population. This suggests that provision of Internet 
freedom depends on economical factors and conduction of 
researches in this field is necessary. 
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Abstract—Although Human-Computer Interaction (HCI) 

techniques, as usability evaluations, are considered strategic in 

software development, there are diverse economic and 

practical constraints in their application. The integration of 

these tests into software projects must consider practical and 

cost-effective methods such as, for instance, the remote 

synchronous testing method. This paper presents results from 

a field study in which we compared this method with the 

classic laboratory-based think-aloud method in a realistic 

software development context. Our interest in this study was to 

explore the performance of the remote synchronous testing 

method in a realistic context. The results show that the remote 

synchronous testing method allows the identification of a 

similar number of usability problems achieved by conventional 

methods at a usability lab. Additionally, the time spent using 

remote synchronous testing is significantly less.  Results 

obtained in this study also allowed us to infer that, by using the 

remote synchronous testing method, it is possible to handle 

some practical constraints that limit the integration of usability 

evaluations into software development projects.  In this sense, 

the relevance of the paper is based on the positively impact 

that remote synchronous testing could have in the digital 

accessibility of the software, by allowing extensive use of 

usability evaluation practices into software development 

projects. 

Keywords-Usability evaluations; remote synchronous testing 

method; integration of usability evaluation in software 

development projects; field study. 

I.  INTRODUCTION 

Usability has a significant impact on software 
development projects [15].  Common usability activities, as 
usability evaluations, are relevant and strategic in diverse 
contexts (e.g., organizations, software development process, 
software developers and users) [3], [13]. 

However, economic and practical issues limit integration 
of usability evaluations into software projects, where limited 
schedules and high expectations of stakeholders to obtain 
effective/efficient results faster, are common. Productivity 
has been a recurrent concern in the industry [5], [12] and is 
something that makes it very difficult to justify some HCI 
activities [20]. 

Bearing this in mind, any effort to integrate usability 
evaluations into software projects must necessarily consider 

practical and cost-effective methods, such as the remote 
synchronous test. 

In this paper, we present the results of a field study that 
aimed to compare the remote synchronous test method 
against the classic laboratory-based think-aloud method in a 
realistic software development context. 

In the following section, we offer an overview of related 
works. The next section presents the method used in our 
research. Following this, we present the results of our study. 
After the results are summarized, the paper presents the 
analysis before concluding with suggestions for future work. 

II. RELATED WORKS 

Integration efforts of usability evaluations into software 
projects have economic and practical constraints. 

High consumption of resources in usability evaluations is 
a recurrent perception in diverse contexts [2], [3], [19], [22], 
[23]. This fact could explain why usability has a lower 
valuation for the organization's top management [8], 
becoming manifest by the lack of respect and support for 
usability and the HCI practitioners [9]. Therefore, cost-
justification of usability may be difficult for many companies 
when it is perceived as an extra cost or feature [20]. 

On the other hand, three of the most cited practical 
constraints are related to: the difference of perspectives 
between HCI and Software Engineering (SE) practitioners, 
the absence or diversity of methods and, finally, the users’ 
participation. 

The first constraint related to the difference of 
perspectives between HCI and SE practitioners is 
contextualized in the difference of opinions they have about 
what is important in software development [17]. This 
diversity of perspectives results in contradictory points of 
view regarding how usability testing should be conducted 
and is something that may result in a certain lack of 
collaboration between HCI and SE practitioners. It is 
possible to find the origin of this discrepancy between these 
two perspectives in the foundations of the HCI and SE fields. 
Usability is focused on how the user will work with the 
software, whereas the development of that software is 
centered on how the software should be developed in a 
practical an economical way [27]. These conflicting 
perspectives result in tensions between software developers 
and HCI practitioners [18], [27]. 
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The second constraint relates to the absence or diversity 
of methods, and has two opposing views. Firstly, some 
researchers report a lack of appropriate methods for usability 
evaluation [2], [19] or a lack of formal application of HCI 
and SE methods [15]. This situation may explain why the 
UCD community has expressed criticism about the real 
application of some software development principles [25]. 
Secondly, it is reported that the existence of numerous and 
varied techniques and methodologies in the HCI and SE 
fields could hamper the integration [18]. 

Finally, the participation of customers and users has 
become another relevant limitation for the integration of 
usability evaluations into software projects [2], [3], [19]. 
This matter is a permanent challenge to the dynamic of the 
software development process. Users and customers have 
their own problems and time limitations, and these normally 
limit their participation in software development activities 
such as usability evaluations. 

The literature reported different proposals for handling 
the aforementioned three practical constraints.  Firstly, in the 
case of the difference of perspectives between HCI and SE 
practitioners, some studies have suggested that increased 
participation of developers in usability testing could 
positively impact their valuation of usability [13]. This 
improvement in the developers’ perspectives could make 
them more conscious of the relevance of HCI techniques. 

Secondly, with respect to the absence or diversity of 
methods, an integration approach based on international 
standards is proposed [7] in order to enable consistency, 
repeatability of process, independence of organizations, 
quality, etc. A similar approach suggests the integration of 
HCI activities into software projects by using SE 
terminology for HCI activities [6].   

Finally, regarding the constraint related to the 
participation of customers and users, some researchers have 
suggested several practical actions (e.g., smaller tests in 
iterative software development processes, testing only some 
parts of the software, and using smaller groups of 1–2 users 
in each usability evaluation [14]. 

These aforementioned studies were conducted on limited 
realistic contexts, e.g., literature reviews [7], [20], [23], [25], 
[27], surveys [2], [5,], [9], [15], [19], experiments in labs 
[22], [26] and case studies [13], [18]. Other papers cited 
above present proposals of projects or methods [6], [8], [17]. 
There are only three studies with a more empirical base in 
more realistic contexts [4], [13], [14]. Confidence in the 
results of these studies should be improved by other studies 
made in a realistic development context. 

III. METHOD 

We have conducted an empirical study aimed at 
comparing the remote synchronous testing method 
(condition R) with the classic laboratory-based think-aloud 
method (condition L). 

By using remote synchronous testing, the test is 
conducted in real time, but the evaluators are separated 
spatially from the users [1]. The interaction between the 
evaluators and the users is similar to those at a usability lab. 
There are many studies that confirm the feasibility of remote 

usability testing methods [1], [10], [28]. Actually, there is a 
clear consensus regarding the benefits obtained by using this 
method (e.g., no geographical constraints, cost efficiency, 
access to a more diverse pool of users and similar results as a 
conventional usability test in a lab) [1], [24]. The main 
disadvantages are related to problems of generating enough 
trust between the test monitor and users, a longer setup time, 
and difficulties in re-establishing the test environment if 
there is a problem with the hardware or software [1]. 

Three usability evaluations were made by three teams 
using a classic usability lab. In addition, another three 
usability evaluations were conducted by another three teams 
using a remote synchronous testing method. 

All of these teams were formed by final-year students of 
SE who had 18 months of practical experience working in 
software development. This experience is the result of an 
academic project created by the students by developing a 
software system in a real organization. 

A. Participants 

In order to be considered for our research, the software 
projects must meet our requirements regarding users being 
available for the tests. Considering these criteria, 16 of 30 
teams, and their software projects, were pre-selected as 
potential participants in the experiment. Finally, we 
randomly selected six teams who were randomly distributed 
throughout the R and L conditions. 

The teams were formed by final-year students who were 
finishing their last course in System Engineering. These 
participants were organized into six teams consisting of three 
members each. A total of 18 people participated in our study. 
The average age was 22 (SD=2.13) and 17% were female. In 
addition to the courses taken previously, the participants had 
amassed nearly 18 months of real experience of practical 
academic activity by developing a software system in a real 
organization that sponsored the project. These organizations 
provided regular assessments and formal acceptance (or 
rejection) of the software. Several users and stakeholders 
were also involved in the process. The scope of the software 
projects was carefully controlled in order to guarantee a 
similar level of effort from all of the participants. The 
average of the final assessment of the project was 9.67 on a 
scale of 1–10 (SD=0.33). As an incentive for participation, 
the participants received extra credits. The conditions, code, 
members and software are presented in Table I. 

B. Training and advice 

All participants received training and advice during the 
experiments (remotely for R condition). In the training, we 
presented and explained several forms and guidelines based 
on commonly used theories [16], [24].  In addition, a 
workshop was made in order to putting into practice the 
contents of the training materials. The participants received 
specific instructions in order to consider three categories of 
usability problems: critical, serious, and cosmetic [1]. The 
number of hours spent in training was 10 (four hours in 
lectures and six hours in practice).  Furthermore, the advice 
provided to the participants included practical issues 
concerning how to plan and conduct usability evaluations. 
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TABLE I.  TEAMS, MEMBERS, AND STAFF FOR THE USABILITY 

EVALUATION 

Cond. Code Members Software 

L 

L1 3 males 
Students' records in a private 

college 

L2 
1 female, 2 

males 

Internal postal management 

system in a financial department 
of a public university 

L3 
1 female, 2 
males 

Laboratory equipment 

management in a biological 
research center belonging to a 

public university 

R 

R1 
1 female, 2 
males 

Criminal record in a small 
municipal police station 

R2 3 males 

Management of documents related 

to general procurement contracts 
in an official national emergency 

office 

R3 3 males 
Students' records in a public 
school 

 

C. Procedure 

The design of the experiment increased confidence in the 
results and objectivity of the development teams during the 
evaluation process. Under the two conditions, each team had 
to test the software system made by another team, who also 
tested another software system made by a third team. 

Each test had two main parts. The first part, under the 
responsibility of the team who made the software, 
corresponded to the planning of the complete process (e.g., 
planning, checklists, forms, coordination with users, general 
logistics, etc.). The planning included a session script with 
10 potential tasks of the software. 

In the second part of the tests, another team conducted 
the sessions with the users. The test monitor of this team had 
to select, for each user, five tasks from those previously 
defined. We thought this measure would increase the 
impartiality of the process; the developers of the software 
could not interfere in the selection of the task and the users 
had to work with different tasks in each session. Next, the 
test monitor guided the users in the development of the task 
while the logger and the observers took notes. The test ended 
with a final analysis session conducted by a facilitator [16]. 

D. Settings 

The test conducted under the L condition used a state-of-
the-art usability lab and think-aloud protocol [21], [24]. Each 
test included three sessions where the users were sat in front 
of the computer and the test monitor was sat next the users. 
The logger and observers were present in the same room. In 
the case of the R condition, the tests were based on the 
remote synchronous testing [1]. All participants were 
spatially separated. Users were in the sponsors’ facilities. 
Each test included three sessions with users. 

E. Data collection and analysis 

Each user session was video recorded. The video 
included the software session recorder (video capture of 
screen) and a small video image of the user.  Under R 
conditions, the video also recorded the image of the test 

TABLE II.  PROBLEMS IDENTIFIED PER TYPE OF PROBLEM. (%)= 

PERCENTAGE PER CONDITION. 

Cond.-> 

Problems 
L R 

Critical 36 (52%) 33  (56%) 

Serious 29 (42%) 22 (37%) 

Cosmetic 4 (6%) 4 (7%) 

Total 69 59 

 
monitor. We also used a test log to register the main data of 
each activity (i.e., date, participant, role, activity and time 
consumed) and the usability problem reports. 

The data analysis was conducted by the authors of this 
paper based on all data collected during the tests. The tests 
produced six sets of data for analysis, i.e., six usability 
problem reports, six test logs and six videos. 

The consistency of the classification of the usability 
problems by participants was one of the main concerns in 
this study. Consequently, our analysis included an 
assessment of such classification. Our intention was to be 
sure that this classification was done consistently according 
to the instructions given to all participants during the 
training. We assessed the problem categorization by 
checking the software directly in order to confirm the 
categorization given by participants to a usability problem. 
The videos were thoroughly walked through in order to 
confirm this categorization. 

The tests were conducted on different software systems.  
There is not a joint list of usability problems. This is the 
reason why, in our analysis, we compared the differences 
between both conditions by using average and standard 
deviations calculated separately for each condition. 

Using the test logs, we analyzed the time spent in all the 
tests. We considered individual and group time consumption. 
We calculated totals, averages and percentages to facilitate 
the analysis. We included in this process all the activities 
made by all members of the teams in the preparation of the 
test (e.g., usability plan, usability tasks, etc.) and the 
conducting of the test itself. In the analysis, we also 
considered other participants, such as the users and 
observers, in order to consider a more realistic context. 

Finally, in order to identify significant differences in the 
data collected, we used independent-sample t tests. 

IV. RESULTS 

A. Problems identified per type 

Table II shows an overview of the usability problems 
identified under the two conditions. The problems are 
classified by their type. The largest number of problems was 
critical. The lowest number of problems identified was in the 
category of cosmetic problems. The distribution of all types 
of problems, among the two conditions, was relatively 
uniform. An independent-sample t test for the number of 
usability problems identified for the three categories, under 
both conditions, showed no significant difference (p=0.404). 
The fact that there are no significant differences between the 
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TABLE III.  USERS’ TASKS COMPLETION TIME AND TIME PER PROBLEM. 
UP= TOTAL NUMBER OF USABILITY PROBLEMS IDENTIFED PER CONDITION 

Condition-> 

Test–User 

L 

(UP 69) 

R 

(UP 59) 

 
Tot. 

Minutes 

Avg. per 

task (SD) 

Tot. 

Minutes 

Avg. per 

task (SD) 

T1–U1 10.8 2.2 (1.9) 30.0 6.0 (1.3) 

T1–U2 9.7 1.9 (1.0) 18.3 3.7 (1.6) 

T1–U3 12.8 2.6 (2.5) 18.7 3.7 (1.6) 

T2–U1 6.1 1.2 (0.4) 17.6 3.5 (1.8) 

T2–U2 14.3 2.9 (0.8) 13.3 2.7 (1.3) 

T2–U3 8.4 1.7 (0.7) 8.9 1.8 (0.7) 

T3–U1 7.4 1.5 (1.0) 11.2 2.2 (2.4) 

T3–U2 6.9 1.4 (0.9) 9.0 1.8 (1.4) 

T3–U3 11.1 2.2 (1.1) 10.5 2.1 (2.1) 

Total 
Avg. por task 

(SD) 

87.6 
1.94 

(0.5) 

 
137.4 
3.10 

(1.3) 

 

Avg. task 
completion time 

per problem, in 

minutes 

1.26  2.32  

 
L and R conditions is a reflection of the similarity of the 
effectiveness of these methods in terms of the number of 
problems identified. 

B. Task completion time 

The task completion time was less in the tests made 
under the L condition. In these tests, the users spent a total of 
87.6 minutes completing the five tasks assigned to each one.  
The average time per user/task was 1.94 (SD=0.5). The 
average task completion time per usability problem 
identified under the L condition was 1.26. In the tests made 
under the R condition, the task completion time was 137.4, 
the average time per user/task was 3.10 (SD=1.3), and the 
average task completion time per problem was 2.32. In Table 
III, we present these results. 

An independent-sample t test for the task completion 
time of the nine users considered under the two conditions 
showed a significant difference (p=0.018). 

The analysis of the videos recorded during the tests made 
under the R condition showed delays due to technical 
problems – mainly in the communication between the actors 
(i.e., users, test monitor, technician, etc.). In addition, in 
general, the users in their normal jobs were more distracted.  
On the contrary, in the case of the tests made at the 
laboratory, the users were more focused, and the guidance of 
the test monitors was more effective. 

C. Time spent in the tests 

The time spent to complete the tests presents an entirely 
different perspective to that shown in the previous section. 
Here, the tests conducted under the R condition consumed 
less time than that conducted under the L condition. 

 

TABLE IV.  TIME SPENT IN THE TESTS. UP= TOTAL NUMBER OF 

USABILITY PROBLEMS IDENTIFIED PER CONDITION  

Condition-> 

Activity  

L 

(UP 69) 

R 

(UP 59) 

Preparation 2500 (102) 1580 (123) 

Conducting test 1320 (73) 840 (42) 

Analysis 980 (157) 710 (71) 

Moving staff/users 1110 (107) 160 (57) 

Tot.time spent per test 5910 (220.5) 3290 (102) 

Avg. time per problem in minutes 85.7 55.8 

 
In Table IV, we presented an overview of the time spent 

in the tests conducted under the two conditions.  This table 
includes the average number of minutes spent on test 
activities.  The standard deviation is shown between 
parentheses.  At the end, the table also shows the average of 
time per problem in minutes.  

These results included all the actors involved in the tests 
(i.e., users, test monitor, logger, observers, etc.). In this 
sense, it is possible to consider these results more realistic; 
here, all of the elements/persons required to perform the tests 
are included.  An independent-sample t test, for the average 
time spent in the tests, for both conditions, showed an 
extremely significant difference (p<0.001). 

The time spent on each activity during the tests confirms 
these extremely significant differences for all of the activities 
– except in the analysis. In preparation, conducting the tests, 
and moving staff, the independent-sample t tests for the time 
spent in the three tests conducted under each condition, 
showed extremely significant differences (p<0.001 for all of 
the cases). In the case of the analysis, the difference was 
significant (P=0.045). 

V. DISCUSSION 

Usability evaluations made by using the remote 
synchronous testing method are a cost-effective alternative to 
integrating usability evaluations into software projects.  The 
number of usability problems identified by this method is 
similar to that obtained by conventional tests made in a 
usability laboratory. Additionally, there is a significant 
difference between the time spent on the remote synchronous 
test method and that spent on the tests made in the lab. 

We confirmed the feasibility of conducting usability 
evaluations by software developers using diverse methods, 
including the remote synchronous testing method [4], [11], 
[26]. In addition, we also confirmed the similarity to the 
number of problems identified by the conventional lab 
method [1]. However, in the case of the time spent, our 
results differ from those of others [1] who argue that the time 
spent to conduct tests by using lab and remote synchronous 
tests was quite similar. In our case, the difference in time 
consumption for both methods was significantly favorable in 
the remote synchronous testing method. A detailed analysis 
of the test logs showed us that, in the tests made under the L 
condition, the logistic matters consumed much more time 
than in the tests under the R condition.  Considering our aim 
of confirming previous findings in a realistic development 
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context, logistic matters must be considered as factual 
components of any usability test.  

The analysis of the procedures followed the conducting 
of the tests (reported in the usability problem reports) and the 
test logs showed that, by using the remote synchronous 
testing method, it is possible to achieve several practical 
advantages that save time in the tests. 

It is possible to contextualize these advantages in the 
results of the time spent on the tests' activities shown in 
Table IV.  Firstly, in the case of the preparation activities, the 
virtualization of the complete coordination process saved 
time and effort. The coordination between teams and other 
actors was easier and more efficient by using email, chat, 
video conferences, etc. 

Secondly, in the activities of conducting the tests it was 
also easy and efficient to use all the software tools used 
during the tests. Even when considering that the task 
completion time was shown to be better in the tests made 
under the L condition (see Table III), differences in the 
overall process were evident due to this task completion time 
only being related to the time spent by users to complete the 
tasks. On the contrary, in the conducting activities of the 
tests, all of the elements and actors required to conduct the 
whole test are included (i.e., users, test monitor, logger, 
observers, etc.) 

Thirdly, the difference in the analysis was also significant 
due to the technological tools that facilitated the conducting 
of the analysis sessions by the facilitator. In a certain way, 
the videos also showed that the virtualization of the process 
seems to produce a shared feeling about the relevance of 
productivity during the virtual sessions. 

Finally, the results in the moving activities explain 
themselves. In the realistic development context used in this 
study, it is clear that avoiding the movement of the usability 
evaluation staff is one of the most relevant advantages in 
terms of time consumption. 

In general, all of the advantages of the remote 
synchronous test cited in the literature were confirmed in the 
realistic contexts considered in our study [1], [24]. In the 
case of the disadvantages, we could only identify – in the 
analysis of the test logs – some problems in the setting of the 
hardware and software tools used in the process [1]. 

At this point in the discussion, the economic advantages 
of the remote synchronous testing method become evident. 
Furthermore, this method also helps to handle other practical 
problems of the integration of usability evaluations into 
software projects. 

In our study, we have also confirmed the feasibility of the 
active participation of software developers in usability 
evaluations [4], [13], [26]. The participants played several 
roles in the usability evaluation teams (e.g., test monitor, 
logger, observer and technician). This confirmation is 
relevant when considering the context used in our study (i.e., 
lab and remote synchronous tests under more realistic 
conditions). The design of our experiment proved to be very 
useful because all of the teams actively participated in all of 
the process (i.e., planning and conducting of the test) and 
with impartiality. It is a fact that these levels of participation 
of developers in usability evaluations may impact positively 

upon their perspective regarding usability and the HCI 
practitioners [17] and will reduce the tensions between SE 
and HCI practitioners [18], [27]. 

Furthermore, in the case of the problem related to the 
lack of formal application of HCI techniques, our experiment 
found that by using guidelines and basic training, it is 
possible to prepare developers for conducting usability 
evaluations. In a certain way, the theory used to inspire the 
guidelines used in the tests has followed the suggested 
approach [7] of using standards to help the integration of 
usability evaluation into software projects. The analysis of 
the dynamic of the tests registered in the videos did not show 
any particular significant problems. 

In the case of the tests made by using the remote 
synchronous testing method, the guidelines were 
fundamental in conducting the remote process.  Considering 
the similarity of the results in the remote synchronous tests 
and those obtained in the lab, it is clear that the guidelines 
served their purpose.  

Considering these facts, we can conclude that, by using 
guidelines based on standards, it is possible to improve the 
perception of the lack of appropriate methods for usability 
evaluation [2], [19]. 

Finally, our study also found that the reported problem 
[2], [3], [19] relating to the participation of customers and 
users can be handled well by using the remote synchronous 
testing method. The users do not need to drastically change 
their activities. Certainly, the task completion time was 
higher in the remote synchronous testing method but, putting 
this element in perspective for the whole process, it is always 
possible to see the strengths of the remote synchronous 
testing method. Furthermore, other actors did not have to go 
to the lab. 

VI. CONCLUSSION 

In this paper, we presented results of a study aimed to 
compare the remote synchronous test method against the 
classical laboratory-based think-aloud method in a realistic 
software development context. Several tests were conducted 
by final-year students who had 18 months of practical 
experience. Although the tests were made on software 
systems for different organizations and purposes, the scope 
of these software systems was carefully controlled in order to 
provide similar settings for the study. 

The identification of a similar number of usability 
problems and lower time consumption, make of Remote 
Synchronous a good alternative for integrating usability 
evaluations into software projects.  By using this method it is 
possible to involve more software developers into the 
conduction of usability testing. Such aim only requires basic 
training, guidelines and essential advice. Basic guidelines 
and training allows handling the problems related to the 
methods.  Finally, one of the most relevant advantages of this 
method is to facilitate the participation of users, developers 
and other potential actors in the tests. By avoiding 
unnecessary movements of these persons, their participation 
will be easily justified 

Our study has two main limitations. Firstly, the 
participants in the study were final-year undergraduate 
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students. Nevertheless, the real conditions present in our 
study have allowed for a control of this bias. Secondly, we 
used only two usability evaluation techniques. However, our 
selection considered an ideal benchmark of high interaction 
with users (lab) and the alternative option which was the 
focus of our study. In our study, we were focused on the 
problems identified and the time consumption metrics in a 
realistic development context.  For future work, it is 
suggested that, for the same context, a deeper analysis of 
other metrics, such as the improvement of the perspective of 
software developers regarding usability – which is another 
expected result of close participation of developers in 
usability evaluations – should be conducted. 
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Abstract—The behaviour of the routers’ buffer may affect the
Quality of Service (QoS) of network services under certain
conditions, since it may modify some traffic characteristics, as
delay or jitter, and may also drop packets. As a consequence,
the characterization of the buffer is interesting, especially when
multimedia flows are transmitted and even more if they transport
information with real-time requirements. This work presents a
packet loss analysis with the aim of determining the technical and
functional characteristics of the real buffers (as, e.g., behaviour,
size, limits, input and output rate) of a network path. An im-
proved methodology is considered in which two different buffers
are concatenated. It permits the estimation of some parameters
of the intermediate buffers (size, input and output rate) in a
network path including different devices across the Internet. The
method presented in this paper permits the characterization of
commercial router buffer by means of the analysis of the dropped
packets in the buffer.

Keywords-Buffer size; queueing; unattended measurements.

I. INTRODUCTION

The number of users of multimedia services (e.g., video-
conferencing and Voice over IP, VoIP) grows every day and
they generate an increasingly significant amount of traffic over
the Internet. At the same time, users demand a good experience
with these services. In this context, Internet Service Providers
(ISP’s) have to grant a high performance network with a certain
degree of Quality of Service (QoS), especially when the access
networks have to support to real-time applications.

Traditionally, the available bandwidth between two end-
to-end devices has been used as a parameter that can give a
rough idea of the expected quality. But nowadays, we know
that QoS is also affected by the behaviour of the intermediate
buffers, which is mainly determined by their size and their
management policies. As it was observed in [1], the policies
implemented by the router buffer may cause different packet
loss behaviour, and may also modify the quality of the service
(VoIP in that case, measured in terms of R-factor, Transmission
Rating Factor). The influence of the router buffer on another
real-time service (i.e., an online game) was studied in [2],
showing the mutual relationship between the size and policies
of the buffer, and the obtained subjective quality, which mainly
depends on delay and jitter in this case. The results show
that small buffers present better characteristics for maintaining
delay and jitter in adequate levels, at the cost of increasing
packet loss. In addition, buffers whose size is measured in
packets also increase packets loss.

Many access network devices are designed for big packets,
typical of services requiring bulk data transfers [3], such as e-
mail, web browsing or File Transfer Protocol (FTP). However,
other applications (e.g., P2P (Peer to Peer) video streaming,
online games, etc.) generate high rates of small packets, so the
routers may experience problems to manage this traffic, since
their processing capacity can become a bottleneck if they have
to manage too many packets per second [4]. Finally, in P2P-
TV services, the generation of high rates of small packets [5]
may penalize the video packets and consequently the peer’s
behaviour within a P2P structure may not be as expected.

As a consequence of the increase of the amount of small
packets generated by emerging services, certain network points
may become critical bottlenecks, mainly in access networks. In
addition, bottlenecks may also appear at critical points of high-
performance networks, being the discarding in router queues
the main cause of packet loss. So, the design characteristics
of router buffers and the implemented scheduling policies, are
of primary importance in order to ensure the correct delivery
of the traffic of different applications and services.

Buffers are used as a traffic regulation mechanism in
network devices. Mid and low-end routers, which do not imple-
ment advanced traffic management mechanisms, are commonly
used in access networks. Thus, the buffer size becomes an
important design parameter. The buffer can be measured in
different ways: maximum number of packets, amount of bytes,
or even queueing time limit [6] [7]. Moreover, the buffer must
play an important role when planning a network because it can
influence the packet loss of different services and applications.
Therefore, the QoS of the services can be affected by the size
of the buffer and its scheduling policies.

Hence, the characterization of the technical and functional
parameters of this device becomes critical when trying to
provide certain levels of QoS. This knowledge can be useful
for applications and services in order to make correct decisions
in the way the traffic is generated. As a consequence, if the size
and the behaviour of the buffer are known, some techniques
can be used so as to improve link utilization, e.g., multiplexing
a number of small packets into a big one, fragmentation, etc.
However, a problem appears when using these techniques:
device manufacturers do not include all the implementation
details in the technical specifications of the devices, but just
part of them, mainly those related to the technology used.
Thus, if a communication has to cross different networks over
the Internet, some knowledge about the device’s characteristics
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Figure 1. A particular buffer behaviour.

or the buffer’s behaviour will be interesting. For these situa-
tions, our group is currently working on the development of a
tool able to discover some characteristics of the buffer and its
behaviour. The final objective is to permit these measurements
not only when physical access to the System Under Test (SUT)
is granted, but also in the case of only having remote access.

The paper is organized as follows: Section II discusses the
related work. The test methodology is presented in Section III.
The next section covers the experimental results, and the paper
ends with the conclusions.

II. RELATED WORK

A. Buffer issues

Buffers are used to reduce packet loss by absorbing tran-
sient bursts of traffic when routers cannot forward them at that
moment. They are instrumental in keeping output links fully
utilized during congestion times.

The so-called rule of thumb has been used to obtain the
amount of buffering needed at a router’s output interface [8]
but in [9], a small buffer model was proposed, in which buffer
size is obtained by the capacity, C, round-trip time, RTT and
the number of flows, N , so, B = C × RTT/

√
N . In [10],

it was suggested the use of even smaller buffers, called tiny
buffers, considering a size of some tens of packets.

Traditional First In First Out (FIFO) queues accept a new
packet when there is enough space. However, this is not
the only buffer behaviour in commercial devices. In [11], a
particular buffer behaviour was observed and characterized:
once the buffer gets completely full, no more packets are
accepted until a certain amount of memory is available. Thus,
an upper limit and a lower limit can be defined (see Fig. 1):
when the upper limit is reached, no more packets are accepted
until the size of the buffer corresponds to the lower limit.

Figure 2. A typical topology in end-to-end communication.

Figure 3. Topology used for tests.

III. IMPROVED METHODOLOGY FOR THE
CHARACTERIZATION OF INTERNET PATHS

When traffic is crossing a network in an end-to-end com-
munication (Fig. 2), all the packets traverse a high number of
network devices which may drop packets in some cases. The
network path is uncertain for most applications and services
which usually only measure the available bandwidth, in order
to limit the generated traffic and rarely to smooth it. So,
we proposed a method to discover and describe network
characteristics which may be useful to correctly modify the
traffic by applications. One of the premise of the present work
is that most of the network characteristics can be explained by
buffers characteristics.

In a previous work [12], we described a methodology
to determine the technical and functional characteristics of
buffers (as e.g., behaviour, size, limits, input and output rate)
of a network path even when more that one buffer is in the
path, finding interesting results but with some inaccuracies
when obtaining input rate estimations and buffer size. An
improvement of this methodology is presented in this article.

A. Test procedure

The scheme of the tests is shown in Fig. 3. There is a
System Under Test (SUT), which may be either a single device
or an entire network. The test is based on the sending of a burst
of UDP (User Datagram Protocol) packets from the Source to
the Destination machine, so as to produce a buffer overflow in
the SUT.
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Figure 4. Estimating packets in concatenated queues with remote access.

Figure 5. Estimating packets in queue in remote access (particular case).

B. New methodology

The methodology is based on the premise that the output
rate can be obtained from traffic capture at the destination
device. This output rate depends on the technology used in
each case (Ehternet, WiFi). The output rate can be determined
because the remote capture includes the n received packets
in t seconds, and packet length is known. For calculating the
input rate, we know the amount of transmitted packets n +
m (received and dropped packets respectively) in t seconds.
Where m can be known since all the packets have a unique
identifier. With this information, the output and input rates can
be estimated only from the data contained in the destination.

In Fig. 4, the Transmitted trace corresponds to the input of
Buffer 1; Received 1 is the output trace of Buffer 1; Received 2
is the output trace of Buffer 2, and it is the only available trace
in order to determinate all the link characteristics. Dropped
packets are the grey ones.

Fig. 5 represents an example in which two buffers are
concatenated, Buffer 1 has an upper limit and a lower limit,
as described in [11]; Buffer 2 uses the traditional FIFO policy.
These two buffers will fill when R1 > R2 > R3. When Buffer
1 gets into overflow, it drops packets until a certain amount
of memory is available, so it will discard a burst of packets.
Buffer 2 has a different behaviour in congestion time because
if a packet gets out, another one can get into the buffer, so
packets will not be discarded in bursts. This figure clearly
shown two different packet loss patterns which corresponds to
each buffer.

TABLE I. EQUATIONS FOR ESTIMATING BUFFER PARAMETERS OF FIG.
4.

Rate Buffer size

R3 = nrx
tr2

× packetsize LBuffer1 =
T ′r

1
R1−R2

+ 1
R2

R2 =
nrx+m′

tx
tn

× packetsize LBuffer2 =
Tr1

1
R2−R3

+ 1
R3

R1 =
nrx+mtx+m′rx

tr2
× packetsize

Analysing the Fig. 4, we can deduce the rates R and the
buffer length LBuffer from the remote capture, we can obtain
all the parameters using the expressions shown in Table I,
which corresponds to the same variables. In theses equations,
the most important parameters are the m values because they
correspond to the packet loss pattern of each buffer and they
give information about the buffer size. The m values are
determined by observing the packet loss patterns and it is given
by: m = number of patterns.

We have described the methodology using an example, in
which a buffer that drops one packet at a time, is concatenated
with other which drops packets in bursts, so the m values
or patterns can be easily determined. With the aim of test
our methodology, the next section presents a more complex
scenario with two concatenated buffers whose packet loss is
in burst.
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Figure 6. Topology used for estimating the buffer size in wired and wireless network.

IV. EXPERIMENTAL RESULTS

Real tests have been deployed in a testbed and results are
analysed according to the procedures cited above. Tests have
been performed for two different conditions: a single buffer
overflow and two different concatenated buffers. The tests are
repeated using different values for the packet size and the
bandwidth.

A. Laboratory environment

We have implemented a controlled network environment
in order to study two different devices: a switch (3COM)
and an access point (Linksys WAP54G). The topology is
shown in Fig. 6 in which different bandwidth limits were
set in the hubs and the access points in order to create a
bottleneck to be measured. With the proposed methodology,
we will characterize the output buffers of the switch and the
access point. Real machines have been used (Linux kernel
2.6.38 − 7, Intelr CoreTM i3 CPU 2.4 GHz) for sending
and receiving the test packets, in order to identify the buffer
behaviour of the devices across the network path.

B. Test procedure

The test is based on the sending of a burst of UDP packets
from the source to the destination, so as to produce a buffer
overflow on the different devices. The test is intended to find
out the bottlenecks that appear, and whether they have the same
or different behaviour, according to the size of the sent packets.
This test is repeated using different amounts of bandwidth for
R1 (8, 12, 16, 20 Mbps). The wireless link is set to 11 Mbps.
Packets of different sizes (200, 400, 1000, 1500 bytes) are used
so as to determine if the buffer is measured in number of
packets or in bytes. This information will also be useful to
determine the packet size that generates the best results. This
allows us to discover when the effect of bottlenecks appears
and it will also be useful to determine if the size of the packets
may modify the output rate after the bottleneck.

Once the communication is set, we capture the traffic on
the end device. This procedure generates a remote capture in
the destination host which is analyzed in order to estimate the
bandwidth, packet loss and buffer size. The accuracy of these
estimations is compared with the one obtained in previous
works [11] to validate the method proposed in the present
work.

C. Packet loss patron analysis

1) Finding the number of patterns: When the traffic tra-
verses the SUT, packets are lost according to different patterns.
If we are able to identify them, this can give us useful
information about the number of the buffers in the path. With
the aim of finding a number of patterns, we made a study
of the packet loss using different amounts of input bandwidth
(8, 12, 16 and 20 Mbps) which may correspond at the same
number of bottlenecks. All the transmitted packets have a
length of 1500 bytes.

Fig. 7 shows the results for this test. The charts show
different packet loss patrons which can be determined by
observing the groups of packets around the same packet loss
value (see coloured eclipses). The 8Mbps graphic, when the
input rate is under 10Mbps (switch maximum output rate) we
can observe that packet loss remains below under 50 packets.
There are only a buffer effect, corresponding to the access
point WIFI buffer. The 12, 16 and 20Mbps graphic shows
that appear three group of packet loss patron. First of them
is similar than to the 8Mbps graphic, corresponding to the
access point WIFI buffer because the output rate of the switch
is set to 10 Mbps, so the input rate of the access point has no
variations. A second group have packet loss close to 125, 160
and 205 corresponding to the switch buffer. As expected,
packet loss increases when input rate grows. But, also, a third
group of packet loss is observed and it corresponds to the sum
of the packet loss produced by switch and the access point,
so this effect is present when both devices drop packets at the
same time.
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Figure 7. Packet loss patron in the switch and the access point for different bandwidth amounts when packet size is 1500 bytes.

Figure 8. Packet loss patron in the access point for different packet sizes when the bandwidth is 8 Mbps.

2) Analyzing the effect of the packet length: In this case
we developed two different tests. In the first test, we have
selected a bandwidth of 8 Mbps with the aim of producing an
overflow on the second buffer (AP1) but not on the first one
(Switch). The test is repeated using packets of 200, 400, 1000
and 1500 bytes. The results are shown in Fig. 8, where
different packet loss patterns can be observed.

The amount of lost packets is roughly the same for every
test (Fig. 8) and they correspond to the ones obtained in
Fig. 7, due to the relationship between the buffer size and
the input and output rate of the access point buffer. In the
WIFI technology, the output rate increases when packet size
increases, so packet loss value is affected by packet length,
and it decreases for bigger packets. In addition, packet loss
has less dispersion when packet size is bigger.

In the second test (Fig. 9), we used a fixed bandwidth of
20 Mbps in order to flood both buffers. This test allow again us
to characterize the relationship between packet size and packet
loss pattern. But in this case, the situation is more complex
since there are two effects concatenated corresponding to the
two buffers. The explanation is similar to the Fig. 7 and 8.
There are three groups of packet loss patterns and the different
values of the results occurs because the variability of the
buffers output rate, which depends on the packets sizes.

3) Estimating the buffer size: We obtained the buffer size
for the switch and the access point using to the proposed
methodology but analyzing one buffer at a time according to
each pattern, and eliminating the effect of the other buffer. In
both cases, the appearance of a buffer with upper limit and
lower limit is observed, which maximum size is roughly 120
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Figure 9. Packet loss patron in the switch and the access point for different packet sizes when the bandwidth is 20 Mbps.

packets for the switch and 50 packets for the access point. The
more noteworthy is that results are similar that the estimates
that we done, in previous works, with isolated buffers.

V. CONCLUSION

This article has presented a packet loss analysis, which
is useful in order to describe the technical and functional
characteristics of commercial buffers on a network path. This
characterization is important, taking into account that the
buffer may modify the traffic characteristics.

Tests using commercial devices have been deployed in a
controlled laboratory scenario, including wired and wireless
devices. Accurate results of the buffer size and other param-
eters have been obtained when there is physical access to the
“System Under Test”. In case of having no direct access to the
system, an acceptable estimation can also be obtained.

As future work, the method has to progress in order to
improve the accuracy, especially when measuring the input
rate when a wireless link is in the network path. Moreover, it
would be interesting to discuss how to use the measures to infer
on the buffering strategies, which could then lead to transport
protocol adjustments that would consider these strategies to
maximize QoS.
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Abstract — Machine to Machine (M2M) communications have 

experienced very fast growth in recent times and several 

forecasts indicate that this trend is going to increase 

dramatically over the coming years. The traffic generated by 

M2M services can have very different characteristics as 

compared to conventional data or voice traffic, heavy 

burstiness being one its main features. This paper addresses 

the above issues in the context of cellular networks. Models for 

signaling and payload throughput in cellular core networks are 

derived, with particular focus on the effects of aggregated 

M2M services. These models were implemented in a 

computational tool that provides visualization of network 

performance and capacity metrics as function of different 

service orchestrations. This can be of great usefulness for 

Mobile Network Operators (MNOs) and other entities that 

need to understand how to design M2M services and how to 

deal with their impacts on cellular networks.  

Keywords-Access Networks; Cellular Networks; Core 

Networks; Internet of Things; M2M; Mobile Networks; Network 

Planning; Service Orchestration; Traffic Analysis; UMTS. 

I.  INTRODUCTION 

Telecommunications services are on the verge of major 
changes with the rising of Machine to Machine 
communications and the Internet of Things (IoT). It is 
expected a growth on the number of connected devices up to 
50 billion by 2020 [1]. Such numbers might still be a few 
years away, but many M2M services are starting to roll out 
[2].  

The effects that M2M related traffic will imply to cellular 
networks are widely unknown and unstudied, thus it 
becomes the fundamental objective of this paper to provide 
models that can be of usefulness to understand such effects, 
to provide insights on how to design M2M services, and to 
study the changes that must be enforced on cellular 
networks. 

The focus on cellular networks, is justified by 
considering that this access technology is the only that can 
guarantee extremely high rates of coverage. Thus, it is 
believed that cellular infrastructures are going to be 
fundamental in the roll-out of services based on M2M 
technologies. 

Additionally, it is expected that traffic generated by many 
M2M services will present similar characteristics to traffic 

generated by modern smartphone applications, mainly social 
networks and instant messaging applications [3]. Thus, this 
work is believed to be of relevance to services other than 
M2M.  

The traffic generated by M2M services will present very 
different features when compared to conventional data and 
voice traffic. Such features will include different patterns of 
use, with some services presenting high predictability, and 
others high unpredictability. Many M2M services will 
generate data transmissions very few times a day, others, a 
high number of transmissions with very small payloads 
[4][5]. Burstiness, a statistics concept that refers to the 
intermittent increases and decreases in the activity or 
frequency of an event, will also be a typical characteristic for 
most M2M generated traffic [4][6]. 

Considering that cellular networks have not been design 
to deal with this kind of traffic, it becomes urgent to 
understand how a broad adoption of M2M services will 
affect the cellular networks. Particularly, considering the 
number of sessions, the number of subscriptions, and the 
amount of signaling generated by very small quantities of 
payload information. Such understanding will provide 
MNOs with the necessary knowledge to redesign and resize 
their cellular networks as well as design M2M services, 
applications, and platforms. 

This paper is comprised by eight sections. Section I 
presents an overview on the problem at study. Section II 
presents some of the main implications of M2M 
Communications on Cellular Telecommunications 
Networks. Section III proposes a model for Universal Mobile 
Telecommunications System (UMTS) Packet Core (PC) 
traffic and throughput analysis. Section IV proposes a model 
for UMTS PC network modeling. Section V proposes a 
model for service orchestration. Section VI describes a 
computational tool developed in order to apply the 
previously referred models. Section VII presents a case 
study, illustrative of the application of the proposed models, 
and finally, Section VIII presents the conclusion and 
discussion, as well as future work on this subject. 

II. IMPACT OF M2M COMMUNICATIONS INTO CELLULAR 

NETWORKS 

Current core network architectures are designed mainly 
for Human to Human communication, and are not prepared 
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to deal with the foreseeable increase on signaling traffic. 
Such increase is driven by the growth on M2M and 
smartphone signaling traffic (growing 50% faster than data 
traffic [3]). Furthermore, the overall impacts on network 
capacity and performance, caused by adding a large number 
of M2M subscriptions to current networks are generally 
unknown, and may require new levels of scalability, in terms 
of subscription handling and in terms of mobility and 
resource management [7]. Considering the explosion of 
M2M communications, and given that designing a system 
based on the worst case is very costly [8], it is important to 
design models and algorithms to depict the networks on large 
M2M deployment scenarios, allowing for its dimensioning 
based on average values with some kind of overload control 
strategies.  

Some M2M related factors that might have impact on 
Core Network performance are: 

A. M2M Traffic Temporal Regime 

M2M communications present a broad number of 
applications and services. Thus, is no surprise that the M2M 
traffic temporal regime can be very heterogeneous among 
different applications and usage scenarios, and consequently 
its characteristics are diverse and hard to predict. This is a 
fundamental difference from most Circuit Switched (CS) 
traffic, adding up to the complexity of analysis of this issue. 

B. Burstiness 

Burstiness is a statistics concept that refers to the 
intermittent increases and decreases in the activity or 
frequency of an event, which is characteristic of most of 
M2M related traffic [4][6]. Understanding the burstiness 
behavior of data traffic is fundamental, since burstiness 
introduces sudden peak loads to the network, and is relevant 
for design and QoS purposes [8]. One of the fundamental 
design issues related to burstiness is to determine which 
solution is better: to have devices always in Packet Data 
Protocol (PDP) active state or to have them constantly 
activating and deactivating PDP sessions. 

C. Relation between information payloads and signaling 

overheads 

One of the implications of such decision is on the 
payload to signaling ratio. Sessions being constantly 
activated and deactivated will increase dramatically this 
ratio, with consequences that are not yet known. Some of 
them might be congestion on elements/functions, such as 
Authentication, Authorization and Accounting (AAA), 
Gateway GPRS Support Node (GGSN), Online Charging 
System (OCS) and Serving GPRS Support Node (SGSN). 

D. Addressability 

On the other hand, if every single device is always with 

an active PDP session there will be a need for more IP 

addresses, and probability an expansion on several 

databases such as Home Location Register (HLR) and 

Authentication Center (AuC). Such a scenario could require 

the deployment of IPv6, since IPv4 would not sustain such a 

network for a long period. 

III. TRAFFIC AND THROUGHPUT ANALYSIS FOR UMTS 

PACKET CORE NETWORKS 

The presented work will now focus on UMTS networks, 
but it can be applicable to other 3GPP technologies. In order 
to identify the elements and interfaces of the 3G network 
whose performance and capacity are most critically exposed 
to negative effects of M2M traffic, a set of models has been 
developed to calculate payload and signaling throughput on a 
UMTS network. The following sections present models for 
Iu-Packet Switched (PS) and Gr interface. 

A. Iu-PS Interface 

The “Iu” interface is comprised of two connections, the 
Iu-PS interface that interconnects the Radio Network 
Controller (RNC) and the SGSN and the Iu-CS interface that 
connects the RNC to the Media Gateway (MGW). The 
MGW is part of the CS domain and therefore the Iu-CS 
interface will not be considered in the following calculations 
(M2M communications will be supported by the Packet 
Core). Adapting the work presented in [8][9], the following 
equations can be formulate: 

1) The overhead ratio in Iu-PS interface is given by: 

𝑅𝑂𝐼𝑢−𝑃𝑆 =
𝑆𝑃𝑎𝑐𝑘𝑒𝑡+ 𝐻𝐼𝑢𝑈𝑃+ 𝐻𝐺𝑇𝑃+ 𝐻𝑈𝐷𝑃+ 𝐻𝐼𝑃+ 𝐻𝑀𝑃𝐿𝑆

𝑆𝑃𝑎𝑐𝑘𝑒𝑡


    where: 

 “𝑆𝑃𝑎𝑐𝑘𝑒𝑡” is the average IP packet size [bytes];                 

 “𝐻𝑥” is the header size of “x” packet, as depicted 

on Table I [bytes]. 

TABLE I.  PROTOCOL STACK OF IU-PS INTERFACE - BASED ON [8][9] 

Radio Network 
Control Plane  

PS Data 
Plane 

Header 
Size 

OSI  model 

RANAP 
 

Iu-UP HIu-UP 
layer 4, 

Transport 

SCCP 
 MTP3-B SCTP 
 

GTP-U HGTP 

SSCF-INI 
IP  

UDP / TCP HUDP 

SSCOP 

 

IP HIP 3, Network 

MPLS 
 

MPLS HMPLS 2, Data Link 

layer 1, Physical 

 

2) The throughput of data plane in the Iu-PS interface 

(expressed in bps) is given by: 

 

𝑇𝐻𝑈𝑃𝐼𝑢𝑃𝑆
=  𝑁𝑁 ∗  𝑅𝐴𝑡𝑡𝑎𝑐ℎ ∗ 𝑅 𝐴𝑐𝑡𝑖𝑣𝑒

𝐴𝑡𝑡𝑎𝑐ℎ

 ∗

𝑇ℎ𝑁𝑜𝑑𝑒 ∗ 𝑅𝑂𝐼𝑢−𝑃𝑆 ∗  𝑓𝑑

where:  

 “𝑁𝑁 ”, “𝑅𝐴𝑡𝑡𝑎𝑐ℎ ”, “𝑅𝐴𝑐𝑡𝑖𝑣𝑒

𝐴𝑡𝑡𝑎𝑐ℎ

”, and “𝑇ℎ𝑁𝑜𝑑𝑒 ”  are 

defined on Table IV; 

 “𝑅𝑂𝐼𝑢−𝑃𝑆” is the overhead ratio in Iu-PS interface, 

given by (1); 

  “𝑓𝑑” is the data throughput redundancy factor. 
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Figure 1.   Aggregation Node (AN) definition. 

 

Table II lists eleven basic types of messages that can be 

estimated by MNOs and that comprise most of the 

throughput in control plane of Iu-PS interface. 

TABLE II.  FOOTNOTES FOR (3) - BASED ON [8][9] 

i 𝐍𝐈𝐮𝐏𝐒𝐢
 𝐋𝐈𝐮𝐏𝐒𝐢

    [𝐛𝐢𝐭𝐬] 
Relevant for 

M2M 

comm. 

1 
Authentication 

times per hour 

Length of messages 

per authentication 

yes 2 
Attachment times 

per hour 

Length of messages 

per attachment 

3 
Detachment times 

per hour 

Length of messages 

per detachment 

 

4 

Inter SGSN route 

update times 

per hour 

Length of messages 

per inter SGSN 

route update 

only if M2M 

service 

requires 

mobility 

 

5 

Intra SGSN route 

update times 

per hour 

Length of messages 

per intra SGSN 

route update 

 

6 

Intra SGSN 

Serving Radio 

Network 

Subsystem (SRNC) 

route update times 

per hour 

Length of messages 

per intra SGSN 

SRNC 

7 
PDP activation 

times per hour 

Length of messages 

per PDP activation 

yes 

 

 

8 

PDP deactivation 

times per hour 

Length of messages 

per PDP 

deactivation 

 

9 

Periodic SGSN 

route area update 

times per hour 

Length of messages 

per periodical 

SGSN route update 

 

 

10 

SMS mobile 

originated times 

per hour 
Length of messages 

per SMS service 

 

only if M2M 

service 

requires 

SMS 
 

11 

SMS mobile 

terminated times 

per hour 

 

3) Thus, the signaling load of Iu-PS interface (expressed 

in bps) is given by: 

𝑆𝐼𝑢𝑃𝑆 =  𝑁𝑁 ∗ 𝑅𝐴𝑡𝑡𝑎𝑐ℎ ∗ ∑ (𝑁𝐼𝑢𝑃𝑆𝑖
∗  𝐿𝐼𝑢𝑃𝑆𝑖

)11
𝑖=1 ∗

1

3600
∗ 𝑓𝑠 

where:  

 “𝑁𝐼𝑢𝑃𝑆𝑖” is given by Table II;  

 “𝐿𝐼𝑢𝑃𝑆𝑖” is given by Table II;          

 
1

3600
 is used to convert hours to seconds;  

 “𝑓𝑠” is the signaling throughput redundancy factor. 

 

Table II messages comprise the signaling of Iu-PS 

interface. Messages such as P-Temporary Mobile Subscriber 

Identity re-allocation message, identification check 

message, and service request message are not considered in 

(3) due to their small size and reduced usage. If proven 

necessary to integrate them into the Equation, a redundancy 

factor can be imposed (𝑓𝑠). The number of periodic Route 

Area Updates (RAUs) is determined by: 

 𝑁𝑅𝑜𝑢𝑡𝑒𝑝𝑒𝑟𝑖𝑜𝑑𝑖𝑐
=

𝑁𝑁 (1−𝑅𝐴𝑐𝑡𝑖𝑣𝑒)

𝑃𝑅𝑒𝑓𝑟𝑒𝑠ℎ∗3600
 

where: 

 “𝑃𝑅𝑒𝑓𝑟𝑒𝑠ℎ” is the periodic RAU interval [s];         

 3600 is used to convert seconds to hours; 

 “𝑁𝑁 (1 − 𝑅𝐴𝑐𝑡𝑖𝑣𝑒)” is the number of idle ANs. 

B. Gr interface 

Applying the same method is possible to define the 

signaling load going through Gr interface (expressed in 

bps): 

 𝑆𝐺𝑟 =  𝑁𝑁 ∗  𝑅𝐴𝑡𝑡𝑎𝑐ℎ ∗  ∑ (𝑅𝐺𝑟𝑖
∗ 𝑁𝐺𝑟𝑖

∗  𝐿𝐺𝑟𝑖
)3

𝑖=1 ∗  
1

3600
 ∗  𝑓𝑠

 

where: 

 “𝑅𝐺𝑟𝑖” is given by Table III;  

 “𝑁𝐺𝑟𝑖” is given by Table III;          

 “𝐿𝐺𝑟𝑖” is given by Table III. 

TABLE III.  FOOTNOTES FOR (5) - BASED ON [8][9] 

i 𝐑𝐆𝐫𝐢
 𝐍𝐆𝐫𝐢

 𝐋𝐆𝐫𝐢
    [𝐛𝐢𝐭𝐬] 

Relevant 

for M2M 

1 
Authentication 

Rate 

Authentication 

times per hour 

Length of 

messages per 

authentication 
yes 

2 Attach Rate 
Attach times 

per hour 

Length of 

messages per 

attachment 

3 not applicable 

Inter SGSN 

route update 

times per hour 

Length of 

messages per 

inter SGSN 

route update 

only if 

requires 

mobility 

 

The same methodology can be applied to other UMTS 

PC interfaces. 

IV. UMTS PACKET CORE NETWORK MODELING 

Using the throughput models from the previous section 

it is possible to design a mathematical model of the 

throughputs and capacity of an UMTS PC Network.  
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In order to study such network, let us consider the model 

presented on Figure 2, where: 

 “𝑤𝑖” is the raw throughput capacity for interface “𝑖” 

[bps]; 

 “𝑆𝐼𝐺𝑖𝑋
” is the signaling capacity for interface “𝑖” of 

Network Element (NE) “x” [bps]; 

 “𝑤𝑖𝑋
” is the raw throughput capacity for interface 

“𝑖” of NE/System “x” [bps]. 

Figure 2.   Mathematical description for the UMTS Packet Core Network 
model. 

This model is useful in order to develop a computational 

tool capable of applying the models proposed in Section III. 

V. SERVICE ORCHESTRATION 

The traffic models presented in previous sections require 

knowledge about the aggregated M2M traffic coming from 

the user side. This section presents an orchestration model 

capable of providing an approximation for this aggregated 

traffic as function of different usage profiles. 

Table IV presents the variables that must be defined for 

each service to consider on the orchestration operation. 

TABLE IV.  PARAMETERS FOR SERVICE ORCHESTRATION 

Variable Symbol Description 

Number of 

connections 
𝑁𝑁 

Number of subscriber devices 

(Smartphones, ANs, Cars, etc). 

Throughput 𝑇ℎ𝑁𝑜𝑑𝑒 

Node throughput (aggregated 

throughput of several 

tributaries) [bps]. 

Sessions / Hour 

𝑁𝐼𝑢𝑃𝑆7
, 

𝑁𝐼𝑢𝑃𝑆8
, 

𝑁𝐺𝑛𝑖 

Number of service sessions per 

hour; Correspondent to the 

number of PDP activation / 

deactivation requests. 

Attachments / 

Hour 

𝑁𝐼𝑢𝑃𝑆2
, 

𝑁𝐼𝑢𝑃𝑆3
, 

𝑁𝐺𝑟2
 

Number of attachment times 

per hour; Considered to be 

correspondent to the number 

of detachment times per hour. 

Authentications 

/ Hour 

𝑁𝐼𝑢𝑃𝑆1
, 

𝑁𝐺𝑟1
 

Number of authentication 

operations per hour. 

Intra SGSN 

route updates / 

Hour 

𝑁𝐼𝑢𝑃𝑆5
, 

𝑁𝐼𝑢𝑃𝑆6
 

Number of Intra SGSN and 

Intra SGSN SRNC route 

update times per hour. 

Inter SGSN 

route updates / 

Hour 

𝑁𝐼𝑢𝑃𝑆4
, 

𝑁𝐺𝑟3
 

Number of Inter SGSN route 

update times per hour. 

Periodic SGSN 

RAUs / Hour 
𝑁𝐼𝑢𝑃𝑆9

 
Number of periodic SGSN 

RAU times per hour. 

Authentication 

Rate 

𝑅𝐺𝑟1
,  

𝑅𝑎𝑢𝑡ℎ𝐻𝐿𝑅
 

Ratio of authentication that 

needs to get parameters from 

HLR [%]. 

SMSs MO / 

Hour 
𝑁𝐼𝑢𝑃𝑆10

 
Number of SMSs Mobile 

Originated per hour. 

SMSs MT / 

Hour 
𝑁𝐼𝑢𝑃𝑆11

 
Number of SMSs Mobile 

Terminated per hour. 

Premium 

Subscr. Ratio 
 

Ratio of premium subscribers. 

[%]. 

Regular Subscr. 

Ratio 
 

Ratio of regular  

subscribers [%]. 

Basic Subscr. 

Ratio 
 

Ratio of basic  

subscribers [%]. 

Attached  

Subscribers 

Ratio 

𝑅𝐺𝑟2
, 

𝑅𝐴𝑡𝑡𝑎𝑐ℎ 

Ratio of attached  

subscribers [%]. 

Active/Attached 

Subscribers 

Ratio 

𝑅𝐴𝑐𝑡𝑖𝑣𝑒
𝐴𝑡𝑡𝑎𝑐ℎ

 Ratio of attached subscribers 

with active session [%]. 

 

The node throughput is given by the sum of the several 

tributaries/services throughputs: 

 𝑇𝑛𝑜𝑑𝑒 =  ∑ 𝑇ℎ𝑘 

 

where: 

 𝑇ℎ𝑘 =
𝛿

𝑡𝛿+ 𝑡𝑡
 

 𝑡𝑡 =  𝑁𝑃𝑎𝑐𝑘𝑒𝑡𝑠 ∗ 𝑡𝑏𝑃 

 𝑁𝑃𝑎𝑐𝑘𝑒𝑡𝑠 =
𝛿

𝑃𝑠𝑖𝑧𝑒
 

 

where: 

 “𝑇ℎ𝑘 ” is the throughput generated by the service 

“k” [bps]; 

 “𝛿” is the average size of the data message to be 

transmitted [bits]; 

 “ 𝑡𝛿 ” is the time between data messages 

transmissions  [s] (see Figure 3); 

 “𝑡𝑡” is the time of transfer [s] (see Figure 3); 

 “ 𝑁𝑃𝑎𝑐𝑘𝑒𝑡𝑠 ” is the number of packets needed to 

transfer the required data; 

 “𝑡𝑏𝑃” is the mean time between Packets within a 

Packet burst [s] (see Figure 3); 

 “𝑃𝑠𝑖𝑧𝑒” is the average packet size [bits]. 

Figure 3.   Equation (7) and (8) time relationships. 
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Equations (7) to (9) are adapted from [10]. 

VI. COMPUTATIONAL TOOL 

In order to provide a visualization and interactive 

environment based on the previously presented models, a 

computational tool has been developed with the objective of 

calculating and providing visual representations of network 

behavior as a function of different service orchestrations. 

The tool flowchart is depicted on Figure 4.  

Service Orquestration
(Section  V)

Services Throughput 
Model (equation 6)

Throughput Values 
on Interfaces

Network Capacity 
Usage

Network 
and 

Services 
Design 

Options

INPUTS OUTPUTS INTERACTION

C
o
m
p
u
ta
ti
o
n
al

En
gi
n
e

Figure 4.   Computational tool flowchart. 
 

Although this paper studies UMTS, this tool can be 

applicable to other 3GPP technologies.  

VII. CASE STUDY 

A. Example of Application 

To illustrate the applicability of proposed models, let us 

consider a case study where it will be studied the uplink 

capacity usage of Iu-PS and Gr interfaces as a function of 

M2M services usability. Let us consider a UMTS network 

with the following characteristics: 

 𝑤𝐼𝑢−𝑃𝑆 =  𝑤𝐼𝑢−𝑃𝑆𝑆𝐺𝑆𝑁
 = 100.000 Mbps; 

 𝑤𝐺𝑟  =  𝑤𝐺𝑟𝑆𝐺𝑆𝑁
 = 500 kbps. 

 

The service orchestration is based on the following 

elements: 

 Baseline service set (CS and PS services already 

present in the network before the introduction of 

M2M services); 

 M2M service set (e.g., Smart Metering, Home 

Automation, Healthcare, Security, etc.). 

 

In order to calculate the capacity usage prior to 

considering M2M services, i.e. the baseline service set, the 

model described in equations (6) to (9) will be applied to the 

various services under consideration (PS services such as 

browsing, email, social networks, streaming, etc., and PS 

services such as voice calls and Short Message Service 

(SMS)). As an example of the method applied, calculations 

for email are presented on Table V.  

Let us now consider that replicating these calculations 

for other services, and considering that 100,000 cellular 

subscribers (assumed to be, mainly, smartphone subscribers) 

are being served, the values for Iu-PS and Gr baseline usage 

(uplink) can be calculated [11] and will provide the 

following values: 

 Iu-PS usage baseline: 105 Mbps (of which, 3% is 

signaling); 

 Gr usage baseline: 350 kbps (of which, 100% is 

signaling). 

TABLE V.  EMAIL PROFILING 

 Downlink Uplink 

Average size of 

message (𝛿) 
75,00 Kbytes 20,00 Kbytes 

Average Packet 

size (𝑃𝑠𝑖𝑧𝑒) 
800 bytes 800 bytes 

Number of 

Packets (𝑁𝑃𝑎𝑐𝑘𝑒𝑡𝑠) 93,75 25,00 

Mean time 

between Packets 

within burst (𝑡𝑏𝑃) 

0,015 s 0,015 s 

Time between 

data message 

transmissions (𝑡𝛿) 

1200 s 1200 s 

Time of transfer 

(𝑡𝑡) 
1,41 s 0,38 s 

Email throughput 

(𝑇ℎ𝑒𝑚𝑎𝑖𝑙) 
0,50 kbps 0,27 kbps 

TABLE VI.  M2M SERVICE ORCHESTRATION 

M2M service 

S
m

ar
t 

M
et

er
in

g
 

H
ea

lt
h

ca
re

 

A
u

to
m

o
ti

v
e 

P
u

b
li

c 
T

ra
n

sp
o

rt
at

io
n
 

S
ec

u
ri

ty
 

𝑁𝑁  50.000 50.000 
50.00

0 
1.000 10.000 

𝑇ℎ𝑁𝑜𝑑𝑒 [kbps] 0,50 1,00 0,50 0,50 1,00 

𝑆𝑝𝑎𝑐𝑘𝑒𝑡 [bytes] 130 130 130 130 130 

𝑁𝐴𝑡𝑡𝑎𝑐ℎ 2,00 13,42 0,42 60,00 8,00 

𝑁𝐷𝑒𝑡𝑎𝑐ℎ 2,00 13,42 0,42 60,00 8,00 

𝑁𝑃𝐷𝑃𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛
 2,00 13,42 0,42 60,00 8,00 

𝑁𝑃𝐷𝑃𝑑𝑒𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛
 2,00 13,42 0,42 60,00 8,00 

𝑁𝑆𝑅𝑁𝐶𝑖𝑛𝑡𝑟𝑎−𝑆𝐺𝑆𝑁
 0,00 0,03 0,07 1,00 0,10 

𝑁𝑆𝑅𝑁𝐶𝑖𝑛𝑡𝑒𝑟−𝑆𝐺𝑆𝑁
 0,00 0,01 0,03 0,01 0,01 

𝑅𝑎𝑢𝑡ℎ𝐻𝐿𝑅
 20% 20% 20% 20% 20% 

𝑁𝑆𝑀𝑆𝑀𝑂
 0,00 0,00 0,00 0,00 0,00 

𝑁𝑆𝑀𝑆𝑀𝑇
 0,10 1,00 0,80 0,00 0,00 

𝑅 𝑈𝑝
𝑇𝑜𝑡𝑎𝑙

 100% 100% 100% 100% 100% 

𝑓𝑟𝑒𝑑𝑢𝑛𝑑𝑎𝑛𝑐𝑦𝑑𝑎𝑡𝑎
 1,10 1,10 1,10 1,10  1,10 

𝑓𝑟𝑒𝑑𝑢𝑛𝑑𝑎𝑛𝑐𝑦𝑠𝑖𝑔𝑛𝑎𝑙𝑖𝑛𝑔
 1,00 1,00 1,00 1,00 1,00 

𝑅𝐴𝑡𝑡𝑎𝑐ℎ , 𝑅𝐴𝑐𝑡𝑖𝑣𝑒
𝐴𝑡𝑡𝑎𝑐ℎ

 Please refer to Figure 5 

 

For sake of simplicity, it shall be considered that the 

baseline usage is constant through the 24 hours of the day. 

The network at study will provide connectivity for a set 

of M2M services, which are considered to be as presented 

on Table VI and Figure 5. 
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Figure 5.   24 Hourly usage profile for M2M services. 

 

In order to apply the proposed models, the header size 

for the protocol stack of the interface Iu-PS must be known. 

Assuming that header values for the Iu-PS interface are 

as presented on Table VII, and applying them to (1), it 

comes:  

𝑅𝑂𝐼𝑢−𝑃𝑆 = 1,40. 

TABLE VII.  HEADER SIZE FOR IU-PS INTERFACE - BASED ON [9] 

User Plane Header Size [bytes] 

Iu-UP 4 

GTP-U 12 

UDP 8 

IP 20 

MPLS 8 

Total 52 

 

In order to apply (3) and (5), it is necessary to know the 

length of messages, which are considered to be as presented 

on [9]. 

 

 
Figure 6.   Case study results. 

Now that every variable has been presented, it is 

possible to input the service orchestration parameters of 

Table VI into the computational tool, and visualize results. 

For this case study, the tool provides the results of Figure 6, 

which shows uplink usage rates (%) for the Iu-PS and Gr, 

prior and after the addition of M2M services.  

By analyzing this figure, it can be concluded that the 

impact of M2M traffic on Iu-PS interface is negligible, since 

the payload generated by these M2M services is small, and 

the amount of signaling is small relatively to the capacity of 

this interface. However, on Gr interface it is visible a 

considerable increase on capacity usage, showing that M2M 

services have increased significantly the amount of control 

information being carried by this interface (HLR, AuC). In 

the scenario at study, after considering M2M services, Gr 

interface is dangerously close to its full capacity, which 

could originate network congestion and QoS/QoE 

degradation. 

B. Sensitivity Analysis for Orchestration Parameters 

An important feature provided by the developed tool is 

that it allows service developers to foresee how the network 

will respond as a function of service orchestration and 

parameterization scenarios. In order to identify which 

service parameters could be problematic to the network 

performance, a sensitivity analysis for the M2M service 

orchestration parameters is presented as a function of 

different interface usage ratios when varying a set of service 

orchestration parameters. To this purpose, the tool was 

configured to consider a M2M service, characterized by the 

following parameter values (typical of a smart-metering 

service): 

 8.500 Aggregation Nodes; 

 Transmission Interval: 30 minutes; 

 Ratio of authentication that needs to get parameters 

from HLR (𝑅𝑎𝑢𝑡ℎ𝐻𝐿𝑅
): 20%; 

 Average Packet size (𝑃𝑠𝑖𝑧𝑒): 130 bytes; 

 Gr uplink capacity (𝑤𝐺𝑟): 1 Mbps; 

 Other interfaces uplink capacity: 10Mbps. 

 

The parameters that were considered in this sensitivity 

analysis were the transmission interval, the ratio of 

authentication that needs to get parameters from HLR, the 

average Packet size and the number of SMSs per hour. 

The results of this analysis are presented on Figure 7, 

from where it can be observed that the transmission interval 

will be the most influential constraint for the considered 

M2M services. For small values of transmission interval, the 

impact of M2M overheads can vary noticeably, particularly 

in Gr and Iu-PS. Concerning the other parameters at study, 

no major design constraints are expected, except for services 

that will require a considerably large amount of SMSs.  
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VIII. CONCLUSION AND FUTURE WORK 

This paper presented mathematical models that can be 

useful to better understand the effects of M2M related traffic 

into cellular telecommunications networks. As a result of 

this work a prototype for a computational tool was 

developed, that is believed to be of value to MNOs and 

future research in this field. The results presented, although 

mainly illustrative, support the usefulness of this models 

and tool. The presented work needs further developments 

and improvements, mainly in the orchestration of usage 

scenarios, which implies an extended development of the 

proposed models and a deeper knowledge on the 

characteristics of M2M traffic sources, accordingly to 

different types of services and usage scenarios. Although 

influenciated by previous work [8][9], the models presented 

on Section III represent a novel insight to study the UMTS 

Packet Core. Their application to the study of M2M 

communications is, to the best knowledge of the authors, a 

new application to such model. The resultant computational 

tool has already proven to be of practical benefit to real 

world application. 
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Figure 7.   Sensibility analysis results: (a) Varying .the transmission interval; (b) Varying the ratio of authentication that needs to obtain parameters from the 

HLR; (c) Varying the average Packet size; (d) Varying the number of SMSs per hour 
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Abstract—As the scope of current distributed computing model 

envisioned by the contemporary cloud computing environment 

enlarges to future federated Intercloud and ubiquitous and 
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the most important concerns of such a computing 

environment. Current security mechanisms are very static, 

inflexible and not granular enough to make efficient and 
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I.  INTRODUCTION 

In recent years, the contemporary highly distributed and 
heterogeneous cloud computing design pattern has ushered 
in an era of tremendous breakthroughs in geographical 
distribution, resource utilization efficiencies, and 
infrastructure automations. Yet, as the scope of current 
distributed computing model envisioned by the 
contemporary cloud computing environment enlarges to 
future federated Intercloud and ubiquitous and pervasive 
computing models such as Internet of Things (IoT), many 
difficult problems and challenges arise. Security is one of the 
most important concerns of such a computing environment. 
Current security mechanisms are very static, inflexible and 
not granular enough to make efficient and informed 
decisions in the Service Provider based computing 
environment. The conventional trust mechanisms in place 
are inadequate at addressing granular level trust issues in the 
highly distributed open environments. 

Typically, security architecture facilitates the trust 
mechanisms between two entities whereby the truster is an 
entity that trusts another entity, the trustee, and the trustee is 

an entity that is being trusted. Traditional security 
architecture is built around regulating access to target 
resources or services by granting certain authorization rights 
to authenticated entities (trustee). Authentication and 
authorization processes work in tandem as part of the overall 
access management architecture. 

Authentication is the process through which an entity 
(e.g., a person, device or service) provides sufficient 
credentials such as passwords, tokens, public key certificates 
(using public-key infrastructure - PKI) or secret keys to 
satisfy access requirements of a resource, based on a pre-
existing membership of that entity. Authentication is 
essentially a process of ensuring irrefutable knowledge of the 
trustee (entity). It enables users, computers or devices to 
know with whom they are communicating. 

Authorization, on the other hand, is the process used to 
determine what services or resources an irrefutably known 
authenticated user, computer or a device, can access. 
Authorization is a process for protecting resources and 
information while allowing seamless access for legitimate 
use of those resources. It allows security administrators to 
enact authorization entitlement policies in an easy to 
maintain and simple to monitor fashion. 

Traditionally, authentication services helped a computer 
identify a person attempting to gain access, or to log on. In 
the last decade or so, authentication needs have evolved to 
go beyond the traditional scope of simple log on process. 
These new authentication schemes include PKI based digital 
signatures technique. Cryptographic algorithms-based digital 
signatures, as the name implies, mark an electronic 
document (digital certificate) to signify its association with 
an entity. A trusted third party that certifies the digital 
signature issues the digital certificate. 

Irrespective of the authentication mechanism, a 
successful authentication process assigns a static/fixed role 
to the trustee (or requester). The authorization process, in 
turn, determines the access control based on the fixed role 
assignment. It is important to note that access control to 
resources is not assigned directly to the requester entities but 
to abstractions known as roles. As entities are assigned to 
different roles, they indirectly receive the relevant access 
control privileges. 

With the distributed computing and cloud models 
moving towards a federated Intercloud model [1][2][3] along 
with the near ubiquity and pervasiveness of smart devices 
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and sensors (Internet of Things), these classic authentication 
and authorization methods pose challenges. With the 
humanization of Internet technologies whereby smart 
devices are increasingly taking on more intelligent and 
autonomous roles for their owners, it is equally important for 
services to obtain real-time and context-specific information 
about trustworthiness of its users. 

Effective provisioning and delivery of application 
services in an efficient and more importantly, in a highly 
secured manner, are the key challenges faced going forward. 
It has become increasingly important to be able to generate 
dynamic, granular security policies for federated ubiquitous 
systems. 

Current security techniques that are widely being 
employed include sand-boxing, PKI based cryptography, and 
other access control and authentication mechanisms. These 
mechanisms, however, are very static, inflexible and not 
granular enough in order to make efficient and informed 
decisions for the future computing environment. 

Specifically, explicit trust [4][5][6], for the most part, is 
conspicuously left out of the contemporary fabric of the 
Internet. Contemporary rudimentary trust mechanism applies 
to individuals only and is not made integral part of the fabric 
of the Internet and the Web itself. Current conventional trust 
mechanisms are inadequate at addressing granular level and 
real-time, contextual trust issues in the highly decentralized 
open environments. 

Trust needs to be established from the viewpoint of both 
parties (Service Requesters and Service Providers). Service 
Requester’s trust with respect to the Service Provider may be 
different from Service Provider’s trust with respect to the 
requester. From Service Requester’s perspective, trust 
towards the Service Provider signifies correct and faithful 
allocation of resources as part of the efficient execution 
environment with respect to established trust and other 
security policies. From Service Provider’s perspective, trust 
towards Service Requester will generate a legitimate request 
consisting of virus free code and will not produce malicious 
results and does not temper other results/information/code 
present at Service Provider’s end. 

With this as the backdrop, this paper proposes detail 
blueprints of a Trust Management system describing the key 
components within the proposed system and how these 
components interact with each other. The paper explores 
various Trust Management schemes and blueprints for 
enabling a framework so that interested parties can determine 
the trustworthiness of disparate and heterogeneous 
computing entities. The paper also enumerates various 
business use case scenarios articulating how such a Trust 
Management framework would be invaluable for addressing 
the current as well as future computing environment needs. 

This paper describes various components of the Trust 
Management system in detail and strives to provide a general 
foundation for building various constituents of the trust 
system. However, the paper does not delve deep as far as 
describing the actual mathematical algorithms/functions and 
in-depth technology details for underlying components. Our 
future work will publish such in-depth details for each and 
every components of the Trust Management system. 

We will attempt to demonstrate our proposed Trust 
Management system’s paradigm shift in comparison to the 
typical role-based access control computer security model. In 
the future, with open and highly decentralized environment 
where entities are dynamic in nature, the identity of every 
entity is not known in advance. In such an environment, 
traditional fixed role assignment becomes an irrational and 
ad-hoc exercise and not viable at all. Although, PKI based 
credentials mechanism implement a notion of trust, this trust 
is static and binary in nature. Access privileges are allowed 
or credentials are rejected and the trustee entity does not get 
the access rights. In such a highly de-centralized 
environment, the static role assignment needs to be evolved 
in such a manner that it enables a dynamic trust value 
assigned to a trustee entity. Trust based authorization 
mechanism, in turn, leverages the dynamic trust value 
assigned to the trustee entity and makes the access control 
decisions accordingly in a highly dynamic manner. 

The rest of the paper is organized as follows: Section II 
outlines a brief description of Trust based Paradigm Shift as 
well as formal definitions related to Trust Paradigm. Section 
III outlines the proposed overall Trust Management system 
blueprints. Section IV enumerates various business use cases. 
Finally, Section V presents our conclusions. 

II. TRUST BASED PARADIGM SHIFT – AN OVERVIEW 

Trust reflects the expectation one actor has about 
another's future behavior to perform expected activities 
dependably, securely, and reliably based on experience 
collected from previous interactions and relevant external 
sources. Our definition of Trust is based on a paradigm shift 
assumption that formalizes trust so that trust considerations 
may be added to how future services and computer systems 
communicate amongst each other. 

The key tenet of our proposed trust model is that the 
truster decides permissions based on Principle’s set of 
attributes instead of principle’s identities. Trust attributes 
may include Evidence-based as well as Reputation-based 
attributes whereby entities endow other unknown entities in 
order to gain access to services or resources in a highly 
federated distributed environment. Traditional mechanisms, 
on the other hand, are typically based on the key assumption 
that identity of every entity is known in advance. 

This section explains the overall trust based paradigm 
that includes, trust properties, trust entities, trust contexts and 
situations and belief policies and intent. 

A. Trust Properties 

We define trust as possessing the following properties: 

 Trust is not Transitive; if I trust Alice and Alice 
trusts John, that does not mean I should trust John. 
Essentially, trust relationship between two entities is 
a vector that consists of trust value in conjunction 
with direction. 

 Trust is Contextual [7]. A truster may have different 
and independent sets of trust relationships given her 
different roles or configurations. For example, a 
person can be a tourist, a hobbyist, an employee, a 
father, a husband, a consultant, a teacher or a 
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volunteer, to name a few; a mobile device may be 
used in a security zone with restrictions or in a 
public place playing games.  Trust relationships vary 
depending on such situations that arise from these 
contexts. 

 Trust is Granular. Trust is an assessment of many 
trust-related distinct scores taken from the evidences 
provided, not just one cumulative and global score 
value. 

 Trust is Belief-based. Different truster's have 
different beliefs of trust. Some trust until trust is 
broken; others distrust until trust is earned. 

 Trust assessment is Situational. Which context 
applies to the question of "Do I trust?" depends on 
the situation. 

 Trust assessment is Intent-driven. A situation defines 
the context, but the intent defines the trust scoring. 

 Trust is Continuously Reevaluated. Yesterday one 
may trust, today they do not, while tomorrow they 
will again. Why? Situations, contexts, and evidence.  
Scores change based on continuous assessment of 
the trustee's relationships – Dynamic Trust 
Establishment. A trust-based paradigm shift takes 
the blind trust method and introduces a trust query 
allowing both the client and the server to proceed 
based on their latest and up-to-date understanding of 
the trust relationship between the two entities (as 
shown in Figure 1 below). In such a methodology, 
the trust is a property that leverages dynamic 
verification and updates for such trust relationships, 
taking contexts, and entity specific (e.g., personal) 
policies into account. 

 

 

Figure 1. Dynamic Trust between client and a server 

B. Entities 

Entities are the objects between which trust is established 
and maintained. An entity is defined as any person, place, or 
thing with a distinct and independent existence that may trust 
or be trusted. 

Each entity needs to be uniquely identified. One possible 
identification mechanism may be the Extensible Resource 
Identifier as defined by the XRI [8] Technical Committee at 
OASIS. 

As shown in Figure 2 below, entities have a duality as 
either: 

 a truster which positions the entity as the one that is 
trusting another (i.e., a trustee), or 

 a trustee which positions the entity as the one that is 
being trusted by a truster. 

 

 
 

Figure 2. Trusters and Trustees 

 
Trusters have a belief policy and one or more contexts. 

C. Truster Contexts and Situations 

Truster contexts are a way to partition an entity’s singular 
notion of trust into different sets of related trust domains. To 
answer questions of trust, one first has to establish the 
context.  The specific contexts are selected based on specific 
situations that are present at the time of trust determination.  
Consider, as an example, the many contexts that a person can 
be a part of, as the example in the Figure 3 below illustrates. 
All these examples are contexts. These differentiate in how a 
truster evaluates trust or risk assessment. 

 

 
 

Figure 3. Examples of situations that select which truster’s context applies 
to those situations 

D. Belief Policies and Intent 

Context and situations alone are not sufficient to assess 
trust. Each entity must be able to apply its own belief in trust 
assessment. A Belief Policy can be defined that helps 
determine how trust values are interpreted to derive a 
Boolean trust value for a specific scenario. A final trust score 
of 0.8 may signal one to trust but another not to. Belief 
Policies maintain trust value thresholds, and allow the entity 
to change its belief over time as trust is gained or reduced. 

In addition to the Belief Policy, the intent of the situation 
has to also be taken into account.  Consider an example.  A 
situation in which a person is at work on Monday talking to a 
non-employee in a conference room with a human resources 
representative present may identify the context as that of an 
interview. But the interviewers (truster) intent may affect the 
trust determination of the interviewee (trustee). If the 
interviewer’s intent is to hire a friend its risk acceptance is 
higher and so is his trust.  If the interviewer’s intent is to hire 
a replacement, their trust may be lower.  Thus, intent is an 
adjustment to one’s belief policy is important in allowing for 
more accurate trust assessment of a given context identified 
by a specific situation. 
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III. TRUST MANAGEMENT SYSTEM OVERVIEW 

The following schematic as shown in Figure 4 below 
captures details for the Trust Management System as a 
whole. Subsequent subsections describe all these 
components in more detail. 

 

 
 

Figure 4. Trust Management System Overview 

A. Trust Value Evaluation 

As mentioned in the introduction, in a highly de-
centralized environment, the contemporary static role 
assignment mechanism needs to be evolved in such a manner 
that it enables a dynamic trust value assignment to a trustee 
entity. Trust based authorization mechanism, in turn, 
leverages the dynamic trust value assigned to the trustee 
entity and makes the access control decisions accordingly in 
a highly dynamic manner. 

Trust Value Evaluation process essentially entails 
collecting the relevant information necessary to establish 
trust relationship and, at the same time, dynamically 
monitors and adjusts the existing trust relationship. This 
process assigns a single-valued scalar numeric value in the 
range [0..1]. Lower trust value signifies lack of trust, while 
higher value denotes more trustworthiness of an entity. A 
trust value of 0 represents the condition with the highest risk 
for an entity and 1 representing the condition that is totally 
risk-free or fully trusted. 

As mentioned earlier, trust is always related to a 
particular context. An entity A needs not trust another entity 
B completely. Entity A only needs to calculate the trust 
associated with B in some context pertinent to a situation. 
The specific context will depend on the nature of application 
and can be defined accordingly. Based on our current model, 
trust is evaluated under a single context only. 

Trust Value for an entity is determined by a combination 
of the following two models: 

 Evidence-based model, an appropriate trust value is 
assigned to an entity based on some evidence such as 
self-defense evidence etc. explicitly manifested by 
the entity. 

 Reputation-based model [9][10][11]12], in which 
Direct Experience coupled with Indirect 
Recommendation/s establishes the trust value of an 
entity. 

Based on these two criteria, the trust rating value could 
be obtained by applying different mathematical 
functions/algorithms to all the relevant trust attributes 
applicable for an entity. All of the trust attributes (Evidence-
based as well as Reputation-based attributes) would be 
assigned respective weights as part of the trust calculation 
algorithm. 

The following three sub-sections describe brief summary 
of various trust value evaluation models. These sub-sections 
provide general foundation and grounding for these models 
and complexities involved. As part of our future work, we 
will delve deeper as far as describing the actual mathematical 
algorithms/functions and in-depth technology details for 
these trust value evaluation models. 

1) Evidence-based Trust Model 
In the Evidence-based model, trust is considered as a set 

of relationships established with the support of evidence. 
Evidence can be anything a policy requires to establish a 
trust relationship, such as attendance list, annual report, or 
access history. For example, in case of a web service 
resource, the intrinsic trust value calculation algorithm may 
factor in web service attributes such as: 

 Dependability characteristics such as Accessibility, 
Availability, Accuracy, Reliability, Capacity, 
Flexibility etc.  

 Self-Defense characteristics such as Authentication, 
Authorization, Non-repudiation, encryption, privacy, 
Anti-Virus Capabilities, Firewall Capabilities, 
Intrusion Detection Capabilities etc.  

 Performance characteristics such as Latency, 
Throughput etc. 

 and much more … 

2) Reputation-based Trust Model 
In the Reputation-based model, on the other hand, trust 

is motivated from human society, where human beings get to 
know each other via direct interaction and through a 
grapevine of relationships. In a large distributed system, 
every entity can not obtain first-hand information about all 
other entities. As an option, entities can rely on second-hand 
information or recommendations. Reputation is defined as 
“perception that an entity creates through past actions about 
other entity’s intentions and track record”. 

The reputation assessment of an evaluated entity by an 
evaluator entity involves collecting information such as: 

 Direct Trust, the evaluator’s own interaction 
experiences with the evaluated entity; if the 
evaluator entity has first-hand experience of 
interacting with evaluated entity in the past. 

 Recommender Trust, recommendation from peers 
who have interacted with the evaluated entity before. 
Attributes such as Prior Success Rate, Turnaround 
Time, Cumulative Site Utilization etc. are few 
examples of Reputation trust. Time is the key 
dimension for reputation. Reputation builds with 
time – reputation enhances or decays as the time 
goes by. 

The recommendation protocol is straightforward. For 
example, entity A needs a service from entity D. A knows 
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nothing about the quality of D’s service, so A asks B for a 
recommendation with respect to the service category, 
assuming that A trusts B’s recommendation within this 
category. When B receives this request and finds that it 
doesn’t know D either, B forwards A’s request to C, which 
has D’s trustworthiness information within the service 
category. C sends a reply to A with D’s trust value. The path 
(A)X(B)X(C)X(D) is the recommendation path. When 
multiple recommendation paths exist between the requester 
and the target, the target’s eventual trust value may be the 
average of the values calculated from different paths. 

As mentioned earlier, Time is the key dimension for 
reputation. As in relationship, trust may decrease with time. 
For example, if an entity has not interacted with another 
entity for some time, then the trust value between these two 
entities is likely to be weaker. To account for Time 
dimension, a time decay factor needs to be included as part 
of the trust calculation algorithm. 

3) Trust Normalization Policy and Unit of Measure 

(UOM) Standardization 
As mentioned earlier, all of the trust attributes (Evidence-

based as well as Reputation-based attributes) would be 
assigned respective weights as part of the trust calculation 
algorithm. However, lack of a standard unit of measure for 
quality of these attributes may pose a huge challenge. Also, 
without trust normalization policy, it would be difficult to 
deterministically determine the weights and the correct set of 
attributes to be included at the time of trust value calculation 
process. Such a deterministic approach would be a daunting 
task, nonetheless. 

During evaluation of a trust value, a truster may assign 
different weights to the different factors that influence trust. 
The weights will depend on the trust evaluation policy of the 
truster. So, if two different trusters assign two different sets 
of weights, then the resulting trust value will be different. 
The trust normalization policy addresses this particular issue. 
The trust normalization policy to go along with the 
Evidence-based model and Reputation-based model forms 
the complete truster’s trust evaluation policy. 

B. Trust Management Topologies 

The previous section explains all the complexities of 
determining trust value of an entity. There are primarily two 
topologies to support such a trust value evaluation process. 

 A centralized broker-based trust aggregation 
topology. 

 A trust overlay network based peer-to-peer 
decentralized topology. 

Whether a trust topology is centralized or decentralized 
determines the feasibility and complexity of a trust value 
evaluation mechanism. In a centralized system, a central 
node will take all the responsibilities of managing 
reputations for all the members. In a decentralized system, 
e.g., a peer-to-peer system, there is no central node. The 
members in the system have to cooperate and share the 
responsibilities to manage reputation. 

Generally speaking, the mechanisms in centralized 
systems are less complex and easier to implement than those 
in decentralized systems. But, they need powerful and 

reliable centralized servers and a lot of bandwidth for 
computing, data storage, and communication. 

The following two sub-sections give a brief summary of 
these two topologies. These sub-sections provide general 
foundation and grounding for various topologies and 
complexities involved. As part of our future work, we will 
delve deep as far as describing the actual in-depth 
mathematical algorithms/functions and technology details for 
these deployment topologies. 

1)  Trust Broker Topology 
As shown in Figure 5 below, in a centralized broker-

based [13] trust aggregation topology, the entire trust 
landscape is divided into trust domains. Trust agents/entities 
inherit the trust properties of the domain they are associated 
with. This increases the scalability of the overall approach. 

Trust entities rely on the trust broker to manage trust. As 
Domain trust agents, trust brokers store other domain’s trust 
information for inter-domain cooperation. Essentially, the 
trust information stored reflects trust value for a particular 
resource type (compute, storage, etc.) for each domain. Trust 
Brokers also recommend other domains trust levels for the 
first time inter-domain interaction. 

 

 
 

Figure 5. Trust Broker based Federated Trust Management Topology 

 
A decentralized Distributed Hash Table (DHT) based 3rd 

Party Trust Management may be used for efficiently 
managing various trust domains. Individual entities 
themselves do not need to take any responsibilities for 
managing the trust model. Instead, the responsibility is 
delegated to the 3rd party trust broker node. However, this 
approach has classical disadvantages of a typical centralized 
methodology – performance bottlenecks, single point of 
failure etc. 

2) P2P Topology 
Peer-to-Peer (P2P) Trust Management topology 

[14][15][16][17], on the other hand, does not employ any 
centralized server. As shown in Figure 6 below, each peer 
maintains a local trust table to store trust information of 
neighboring nodes. Trust Vector Aggregation Algorithm can 
infer indirect trust among peers. Each member entity itself 
has to cooperate and share responsibilities to manage the 
local level trust index. Trust value for all nodes is determined 
algorithmically. 
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Figure 6. P2P Topology 

 
In such a decentralized environment, finding Most 

Trustable Path so that the trust path yields the highest trust 
value from thousands or millions of peers is a mammoth 
challenge, to say the least. Also, trust propagation to each 
peer in a vast network of peers is yet another challenge that 
needs to be addressed as part of the overall Peer-to-Peer 
(P2P) topology. 

C. Trust based Authorization 

As stated earlier in the introduction section, in an open 
and highly decentralized environment where entities are 
dynamic in nature, the identity of every entity is not known 
in advance. In such an environment, the static role 
assignment needs to be evolved in such a manner that it 
enables a dynamic trust value assignment to a trustee entity. 
Trust based authorization mechanism, in turn, leverages the 
dynamic trust value assigned to the trustee entity and makes 
the access control decisions accordingly in a highly dynamic 
manner. As mentioned earlier, the truster decides 
permissions based on Principle’s set of attributes instead of 
principle’s identities. Trust attributes may include Evidence-
based as well as Reputation-based attributes as covered in 
the previous section. 

In very simplistic terms, Trust based Authorization 
process is a mathematical equation. On one side of the 
equation is the Security Demand (SD) of an entity. On the 
other side of the equation is the Trust Value (TV) that 
reveals of another entity. These two must satisfy a security 
assurance condition so that TV >= SD. 

As mentioned earlier, trust relationship between two 
entities is a vector and is always related to a particular 
context. The trust vector is a vector of trust value and trust 
direction, where trust value is defined as a real number in the 
range [0..1] and direction is defined as a directed edge in the 
trust graph. The edge in a graph represents the rating for a 
combination of all direct transactions between two peers. 
Trust value itself is composed of three key components – 
Evidence, Direct Experience, and Recommendations from 
others. As shown in equation (1) below, trust relationship 
between entity A and B in simple terms can be described as: 

 
TV(A →c B) = [AEc

B, ADc
B, ORc

B]   (1) 
 
Here the value AEc

B represents the level of evidence 
demonstrated by entity B to entity A under context c. The 
value ADc

B represents the magnitude of direct experience of 
entity A in relation to entity B under context c. The value 

ORc
B represents the cumulative effect of all recommendations 

from all other entities for entity B under context c. Each of 

these three components is expressed in terms of a numeric 
value in the range [0..1]. 

We propose a XACML-compliant policy management 
system as part of the trust based authorization scheme. 
XACML provides a standardized language and method of 
access control and policy enforcement. 

eXtensible Access Control Markup Language (XACML) 
[18] is an XML-based language for access control that has 
been standardized in OASIS. XACML describes both an 
access control policy language and a request/response 
language. The policy language is used to express access 
control policies (who can do what when). The 
request/response language expresses queries about whether a 
particular access should be allowed (requests) and describes 
answers to those queries (responses). 

 

 
 

Figure 7. OASIS XACML Authorization Environment 

 
In a typical XACML usage scenario, a subject (e.g. 

human user, device) wants to take some action on a 
particular resource. As shown in Figure 7 above, the subject 
submits its query to the entity protecting the resource. This 
entity is called a Policy Enforcement Point (PEP). The PEP 
forms a request (using the XACML request language) based 
on the attributes of the subject (trust value in our case), 
action, resource, and other relevant information. As shown in 
Figure 8 below, the PEP then sends this request to a Policy 
Decision Point (PDP), which examines the request, retrieves 
policies (written in the XACML policy language) that are 
applicable to this request, and determines whether access 
should be granted according to the XACML rules for 
evaluating policies. That answer (expressed in the XACML 
response language) is returned to the PEP, which can then 
allow or deny access to the requester. Policy Administration 
Point (PAP) is used to get to the policies; the PDP uses the 
PAP where policies are authored and stored in an appropriate 
repository. 
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Figure 8. Trust based Decisioning Process 

 
In this section, we described a brief summary of trust 

based authorization framework. The section provided general 
foundation and grounding for various complexities involved. 

D. Trust Management Conceptual Layered Architecture 

As shown in Figure 9 below, the key ingredients of the 
conceptual architecture are: 

 Trust Rating Layer 

 Trust Aggregation Layer 

 Trust Access Layer 
 

 
 

Figure 9. Trust Management Conceptual Architecture 

 
The details for Trust Rating Layer have already been 

described earlier, as part of the Trust Value Evaluation 
section. 

Trust Aggregation Layer is responsible for aggregation of 
distributed trust scores in a peer-to-peer environment. It is 
based on mathematical algorithm for fast and lightweight 
trust score aggregation. 

 Trust Access Layer provides entities to extract trust 
information from the trust model. This REpresentational 
State Transfer (REST) API specification is for the interface 
of the Trust System. The API set consists of methods related 
to: 

 Entities (Create, List, Find, Entity Details, 

Modify, Delete)  

 Entity Context (Create, List, Find, Entity Details, 

Modify, Delete) 

 Entity Belief Policy (Get, Modify) 

 Entity Relationship (Create, Find, List, Get, 

Modify) 

 Trust Determination 

 etc. 

IV. TRUST MANAGEMENT – USE CASES 

This section enumerates various business use case 
scenarios articulating how such a Trust Management 
framework would be invaluable for addressing the current as 
well as future computing environment needs. The following 
are few of the business use cases in which the proposed Trust 
Management framework can play a huge role as part of the 
next generation highly distributed computing environment. 

A. NextGen Trust aware Federated Identity Management 

Federated Identity Management has existed for a while. 
However, almost all existing approaches to identity 
federation are based on static relationships. In a static 
federation, relationships among identity providers (IdPs) and 
Service Providers (SPs) are manually pre-configured in their 
metadata repository. The question of whether an entity can 
trust another depends on if they can find each other in the 
pre-wired metadata repository, thus this question cannot be 
answered in a dynamic manner due to the static nature of the 
meta data. 

Current Federated Identity Management solutions lead to 
problems with scalability and deployment in real-time 
dynamic environment such as mobile networks and Internet 
of Things in general. Firstly, every new relationship between 
any two entities must be added manually as such a static 
federation cannot be quickly and easily expanded to 
accommodate hundreds, thousands or even millions of IdPs 
and SPs nodes. In essence, a static Identity Federation 
cannot be deployed in a real-time environment like a mobile 
network or in IoT environment where devices may 
potentially access each other across federation boundaries 
and at any time. 
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Figure 10. Trust aware Federated Identity Management 

 
The proposed Trust Model enables a dynamic federation 

environment, in which the IdPs and SPs will be regarded as 
peers of a trusted network that evolves over time. A trust 
relationship between two entities is regarded as a network 
connection. As shown in Figure 10 above, in such a dynamic 
federation, an SP does not need to know an IdP beforehand. 
A trust relationship will be created on demand and the trust 
value, namely how much an IdP can be trusted will be 
determined on the fly. 

B. Trust aware Network Virtualization 

Network Virtualization enabled Bandwidth Trading - 
Most network traffic does not flow in steady and easily 
predictable streams, but in short bursts, separated by longer 
periods of inactivity. This pattern makes it difficult to predict 
peak loads. Bandwidth on Demand is useful for applications, 
such as backups, files transfers, synchronization of data 
bases, and videoconferencing, and allows the user to pay for 
only the amount of bandwidth used. It is a technique that 
allows the user to add additional bandwidth as the 
application requires it. 

Traditionally, in a network virtualization environment, 
trust, if addressed, is generally addressed from the security 
and privacy point of view only. Authentication, authorization, 
access control, ensuring integrity of information and 
protecting the source of information are used to provide a 
secure virtual network. However, there are other trust related 
aspects that need to be taken into consideration. For example, 
we should be able to trust that an underlying infrastructure 
provider will fulfill its part of the SLA by providing the 
agreed Quality of Service (QoS). 

A SP assesses the quality of service of an infrastructure 
network provider involved in a virtual network in terms of 
availability of resources, reliability, confidentiality and 
integrity, and adaptability to network conditions. The 
feedbacks sent by different Service Providers are gathered 
and stored. A Trust Management Service is used to keep 
track of trust data of infrastructure providers. As shown in 
Figure 11 below, while mapping a virtual network, the SP 
will take into consideration the reputation of the 
infrastructure providers. 

 

 
Figure 11. Trust aware Network Virtualization 

 
Mapping a virtual network request requires the selection 

of specific nodes and links according to the requirement of a 
Service Provider in terms of resources (e.g., location and 
CPU of the nodes, and the bandwidth of the links) and cost. 
If Service Providers consider only the cost, the infrastructure 
providers may be tempted to reduce the price by minimizing 
the quality of the physical underlying network. 

To make the right decisions, trust information of the 
infrastructure providers is taken into account while 
performing a Virtual Network (VN) mapping. Avoiding un-
trusted physical network providers, where failure of nodes 
and links could easily happen, will improve the service 
provided to the users. Service Providers may reward 
reputable infrastructure providers by higher 
priority/probability of involvement in future VN mapping 
requests. 

C. Trust Model for Device Mobility 

There is a need for Trust-based Mobile Device Control 
Management for Enterprises 

 Mobile devices are set up for only one security 
domain with static access policy limit usability and 
increases costs. 

 Enterprises are adopting hybrid public/private cloud 
services. 

 Enterprise security needs must balance personal 
privacy needs and usability. 

 Enterprises must accept the coexistence of personal 
and corporate apps and data. 

 Enterprises can adopt dynamic and real-time control 
policies based on managing risk with trust. 

 Granular Trust Attributes are defined for 

users, devices, apps, etc. 

 Trust is learned and continually verified 

and adjusted. 

 Trust is mutual and bi-directional, so are 

the policies. 

V. CONCLUSIONS AND FUTURE WORK 

In this paper, we described various components of the 
Trust Management system in great detail and strived to 
provide a general foundation for building various 
constituents of the trust system. However, it does not delve 
deep as far as describing the actual mathematical 
algorithms/functions and in-depth technology details for 
underlying components. Our future work will publish such 
in-depth details for each and every components of the Trust 
Management system. 

In order to make this a reality, an operational trust 
management system must be experimented with in a live 
public trial. To that regard, we are working towards 
establishing the Trust Management Testbed by collaborating 
with various well known academic institutions and industry 
leaders. 

ACKNOWLEDGMENT 

We would like to thank: 

100Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-324-7

ICDS 2014 : The Eighth International Conference on Digital Society

                         112 / 240



 Farag Azzedin & Muthucumaru Maheswaran of 
University of Manitoba and TRLabs Winnipeg, 
Manitoba, Canada, for their work on “Evolving and 
Managing Trust in Grid Computing Systems”. 

 Huaizhi Li and Mukesh Singhal of University of 
Kentucky for their work on “Trust Management in 
Distributed Systems”. 

REFERENCES 

 
[1] D. Bernstein, E. Ludvigson, K. Sankar, S. Diamond, and M. 

Morrow, Blueprint for the Intercloud - Protocols and Formats 
for Cloud Computing Interoperability, in Proceedings of 
ICIW '09, the Fourth International Conference on Internet and 
Web Applications and Services, 2009, pp. 328-336. 

[2] R. Buyya, S. Pandey, and C. Vecchiola: Cloudbus toolkit for 
market-oriented cloud computing, in Proceedings of 1st 
International Conference on Cloud Computing (CloudCom), 
2009. 

[3] D. Bernstein and D. Vij, Intercloud Exchanges and Roots 
Topology and Trust Blueprint, in Proceedings of the IEEE 
2011 International Conference on Internet Computing, Las 
Vegas, USA, 2011. 

[4] E. F., Chrchill, On Trust Your Socks to Find Each Other, 
Yahoo Interactions, March 2009. 

[5] K. Thompson, Reflections on Trusting Trust, 
Communications of the ACM, August 1984. 

[6] L. J. Hoffman, K. Lawson-Jenkins, and J. Blum, Trust 
Beyond Security: An Expanded Trust Model, 
Communications of the ACM, July 2006, 49(7):94-101. 

[7] M. C Huebscher and J. A McCann, A Learning Model for 
Trustworthiness of Context-awareness Services, Proceedings 
of the 3rd Int’l Conf. on Pervasive Computing and 
Communications Workshops, 2005, pp. 120-124. 

[8] OASIS Extensible Resource Identifier (XRI) TC, 
http://www.oasis-

open.org/committees/tc_home.php?wg_abbrev=xri, 
[retrieved: December, 2013]. 

[9] J. Goldbeck and J. Hendler, Inferring Reputation on the 
Semantic Web, in Proceedings of the 13th International 
World Wide Web Conference, May 2004. 

[10] F. G. Marmol and G. M. Perez, Security threats scenarios in 
trust and reputation models for distributed systems, Elsevier, 
Computers & Security 28, 2009, pp. 545-556. 

[11] S. Ramchurn, C. Sierra, L. Godo, and N. Jennings. Devising a 
trust model for multiagent interactions using confidence and 
reputation, International Journal of Applied Artificial 
Intelligence, 2005, 18(9–10):91–204. 

[12] J. Goldbeck, Semantic Web Interaction through Trust 
Network Recommender Systems in end user semantic web 
interaction workshop at the 4th international semantic web 
conference, 2005. 

[13] K-J. Lin, H. Lu, T. Yu, and C. Tai, Reputation and Trust 
Management Broker Framework for Web Applications, in e-
Technology, e-Commerce and e-Service, 2005. EEE '05, The 
2005 IEEE International Conference, 2005. 

[14] R. Zhou and K.Hwang, Trust Overlay Networks for Global 
Reputation Aggregation in P2P Grid Computing, IEEE 
IPDPS, 2006. 

[15] T. Repantis and V. Kalogeraki, Decentralized Trust 
Management for Ad-Hoc Peer-to-Peer Networks, ACM 
MPAC, 2006. 

[16] S. Ayyasamy and S. N. Sivanandam, Trust Based Content 
Distribution for Peer-to-Peer Overlay Network in 
International Journal of Network Security & Its Applications 
(IJNSA), Volume 2, Number 2, April 2010. 

[17] G. H. Nguyen, P. Chatalic, and M. C. Rousset, A Probabilistic 
Trust Model for Semantic Peer to Peer Systems, DAMAP ’08, 
March 2008. 

[18] OASIS xEtensible Access Control Markup Language 
(XACML) TC, http://www.oasis-
open.org/committees/tc_home.php?wg_abbrev=xacml, 
[retrieved: December, 2013]. 

 

101Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-324-7

ICDS 2014 : The Eighth International Conference on Digital Society

                         113 / 240



Analysis of Power Consumption of H.264/AVC-based Video Sensor 

Networks through Modeling the Encoding Complexity and Bitrate 

Bambang A.B. Sarif, Panos Nasiopoulos and Victor 
C.M. Leung 

Department of Electrical and Computer Engineering, 
University of British Columbia 

Vancouver, Canada 
{bambangs, panosn, vleung}@ece.ubc.ca 

Mahsa T. Pourazad 
Department of Electrical and Computer Engineering, 

University of British Columbia 
TELUS Communications Inc. 

Vancouver, Canada 
pourazad@ece.ubc.ca 

 
 

Abstract—The H.264/AVC video encoding standard has many 
advanced features that can be tailored to suit a wide range of 
applications. In order to obtain optimal coding performance in 
video sensor networks (VSNs), it is essential to find the right 
setting parameters for the encoder. There is a trade-off 
between required energy for encoding and transmission of 
video content in VSNs that can be exploited to minimize total 
power consumption. In this study, we model the complexity 
and bitrate in H.264/AVC codec. By using the model, the 
trade-off between encoding and transmission energy 
consumption is further exploited. Our experiments show that 
the complexity modeling error is less than or equal to 3.45%. 
However, the bitrate modeling error that we obtain is less than 
or equal to 11.6%. 

Keywords-H.264/AVC; complexity and bitrate modeling; 
energy consumption model; and video sensor network 

I. INTRODUCTION 

With the increasing concern about security in homes or 
public spaces, the demands for monitoring and surveillance 
systems is growing. In this regard, video sensor networks 
(VSNs) offer an alternative to several existing monitoring 
technologies [1], [2]. However, unlike the traditional sensor 
networks which require negligible power to process captured 
data in the sensor nodes, VSNs need significant processing 
power to encode and transmit the captured videos. With the 
limitations of energy resources in VSNs, maximizing the 
power efficiency of coding and transmission operations 
becomes very important. In general, there is a tradeoff 
between encoding complexity and compression performance 
in the sense that to obtain higher compression performance 
(i.e., lower bit rate), more complex and computationally 
expensive encoding scheme is required. On the other hand, 
transmission of lower bitrate content requires less amount of 
energy. Fig. 1 illustrates the relationship between coding 
complexity, compression performance and the required 
power for encoding and transmission of the content. It can be 
observed that, to minimize the overall VSN power 
consumption, encoding process needs to be handled 
carefully. Among the existing video coding standards, 
H.264/AVC is the most widely used standard in the 
consumer market [3], [4]. Some of the existing studies on the 
performance of H.264/AVC codec look into maximizing the 
coding performance without considering the total power 

consumption of the coding process [3], [5]. J.J. Ahmad et al. 
[6] studied the required energy for encoding and 
transmission of video content in the case of using 
H.264/AVC codec. Unfortunately, the number of 
configuration settings considered for the encoder in that 
study is limited. To address this issue, we extended the study 
in [6] by including more encoder configuration settings in 
our previous work [7]. We proposed a guideline table for 
encoder configuration setting which include different 
combinations of coding complexity and coding efficiency in 
terms of bitrate that produces compressed videos with similar 
quality in terms of peak signal to noise ratio (PSNR).  Our 
study shows that the energy consumption of a VSN can be 
reduced by carefully selecting the encoder settings at each 
VSN node based on the proposed table. 

This paper is an extension to our previous work [7] where 
the relationship between coding complexity and coding 
efficiency (in terms of bitrate) of H.264/AVC codec is 
modeled. By using this model, the trade-off between 
encoder complexity and bitrate can be further elaborated, 
unrestrained with the encoder setting parameters. The rest of 
the paper is organized as follows. Section II describes the 
H.264/AVC encoding complexity and bitrate modeling. The 
encoding and transmission power consumption model is 
then discussed in Section III. Conclusions are drawn in 
Section IV. 
 
 
 

 
Figure 1. Relation between encoding and transmission power consumption 
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II. H.264/AVC COMPLEXITY AND BITRATE MODELING 

H.264/AVC is a block-based hybrid video coding 
standard utilizing intra-frame and inter-frame prediction. 
While inter-frame prediction is more involved than intra-
frame prediction, it results in lower bitrate. By increasing 
the number of inter-frames coded picture within a 
successive video stream, i.e., group of picture (GOP) size, 
the bitrate of the coded video is reduced at the cost of higher 
encoding complexity. In the case of inter-frame prediction, 
the complexity and bitrate can be controlled by adjusting the 
search range (SR) in motion estimation process. The SR 
determines the size of searching area in the reference frame 
to find the best match to be used for inter prediction. 
Increasing the SR size may result in better compression 
performance at the cost of increased complexity. However 
this observation is quite content dependant and there are 
cases where increasing the value of SR does not provide 
significant benefit in terms of compression performance [7]. 

The other factor that controls the complexity and the 
performance of the H.264/AVC codec is the number of 
block sizes used in the inter prediction process. Increasing 
the number of used block sizes  results in better prediction 
and consequently higher compression performance at the 
expense of increased complexity. The complexity of motion 
estimation (ME) can be classified into different level of 
complexity, depending on the number of block size 
candidates used. In general, there are seven block sizes 
defined for inter-prediction in H.264/AVC.  

In this paper, we analyze the effect of different coding 
parameters on the coding complexity using a set of training 
videos and propose a model for the relationship between 
coding configuration and coding complexity, and later this 
model is tested on a set of unseen test video set. The 
following subsections provide more details on our 
experiment settings and the proposed model. 

A. Experiment Settings 

In VSN applications, due to the limitations in energy and 
processing resources, less complex encoder configurations 
are used. To this end, we used baseline profile of 
H.264/AVC that is suitable for low complexity applications 
and uses only I and P frames (no B-frames) in our study. The 
other encoding parameters in our experiments include using 
context-adaptive variable-length coding (CAVLC) entropy 
coding and one reference frame, setting SR equal to 8, and 
disabling the rate distortion optimization (RDO), rate 
control, deblocking filter and Intra coding for P frames 
options. Furthermore, to have an objective measure for the 
encoding complexity, we use the instruction level profiler 
iprof [8], which provides us with the total number of 
instruction counts. The H.264/AVC reference software, JM 
version 18.2 is used in our experiments. Five representative 
videos from [9] are used in our study  (BQMall, Traffic, 

Race Horse, PeopleOnStreet and Vidyo1). To mimic a 
common VSN data, these sequences are downsampled to the 
common intermediate format (CIF) resolution (352x288 
pixels) and also their frame rate was reduced to 15 frames 
per second  (fps). The BQMall and Traffic video sequences 
are used as the training set for the model and the rest of 
videos as the test set. 

B. Complexity Modelling 

The coding process complexity of a video sequence (CS) 
is formulated as follows: 

 CS = CI ⋅ nI + CP ⋅ nP
 (1) 

where CI is the complexity to encode an I-frame, CP is the 
complexity to encode a P-frame, nI is the number of I-
frames in the sequence and nP is the number of P-frames in 
the sequence. For a video sequence with no scene change, 
the value of CI can be considered almost constant. On the 
other hand, CP depends on the complexity level of the ME 
process. In our study, the complexity level of ME process 
(called ML) is classified based on the used block-size 
candidates in the encoding process as shown in Table I. 

As illustrated in Fig. 2, the GOP size does not affect the 
normalized coding complexity of P frames at each ML. Note 
that the complexity of coding P-frame (CP) is normalized 
with respect to Cp when ML is equal to one. Furthermore, as 
it can be seen from Fig. 3, the plot of normalized CP for 
different training videos has the same slope but scaled by a 
constant. It can be seen from this figure that the normalized 
CP for the Traffic video ranges from 1 to 1.485, which also 

TABLE I 
ME COMPLEXITY LEVEL (ML) 

 
  

 
Fig. 2. Normalized CP for different ML for “BQMall” video 
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means that the normalized CP range for this video is 0.485. 
On the other hand, the normalized CP range for the BQMall 
video is equal to 0.66. Scaling the range of the normalized 
CP to one, we can plot the fractional increase of normalized 
CP as shown in Fig. 4. It is interesting to see that the 
increase of normalized CP with respect to ML is almost 
similar for both videos. We define δCP as the amount of 
increase normalized CP at different ML. δCP is calculated by 
averaging the values obtained in Fig. 4, as shown in Table 
II. 

Another interesting observation is that, the value of range 
of normalized CP shown in Fig. 2 is proportional to the 
value of . Therefore, using the values obtained from 

the training videos, the range of normalized CP values for a 
specific video sequence is calculated as: 

 ω1= 0.0135⋅ −2.13   (2) 

Using ω1, the complexity to encode a P-frame is formulated 
as: 

   (3) 

Considering that nI=N/GOP, where N is total number of 
frames and nP=N−N/GOP, then the average complexity per 
frame is computed as follows: 

   (4) 

C. Bitrate Modelling 

The bitrate of the encoded video is modeled as R=Rf ⋅Fr, 
where Rf is the average bitrate of a frame and Fr is the frame 
rate. The total size of the encoded sequence (in bit) is then 
modeled as: 

  (5) 

where RI is the average size of an I-frame and RP is the 
average size of a P-frame. The value of RP depends on the 
ML and GOP used by the encoder.  

Fig. 5 shows that, the value of RP decreases as ML 
increases. Therefore, for a certain GOP value, the RP is 
modeled as: 

  (6) 

where ωRi is the bitrate of a P-frame when GOP=i and 
ML=1, and f(ML) is a decay function with respect to ML, 
which is modeled using the generalized logistic function. 
The logistic function is a widely used sigmoid function for 
growth/decay modeling where the growth/decay is 
exponential at first, but eventually slower and then levels 
off. This matches the way RP is reduced with the increase of 
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Fig. 5. Bitrate of a P-frame for different ML of “BQMall” video 

 

 
Fig. 3. Normalized CP for GOP=2 of the training videos 

 
Fig. 4. Fractional increase of normalized CP for the training videos 

 

TABLE II 
ME COMPLEXITY LEVEL (ML) AND δCP 

M L δδδδCP 

1 0 
2 0.13 
3 0.26 
4 0.54 
5 0.67 
6 0.81 
7 1 
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ML (see Fig. 5). The logistic function f(ML) used in our study 
is as follows: 

 
)(1

)(
dxcL e

ab
aMf −−+

−+=    (7) 

where a and b indicate the minimum and maximum 
asymptote of the plot respectively, c is the growth rate, 
while d signify the time for maximum growth (see Fig. 6). 

Furthermore, Fig. 5 also shows that the slope of the RP 
plot for different GOP sizes is the same. Therefore, RP is 
modeled equal to: 

  (8) 

where ωRp is the bitrate of P-frame when GOP=2 and ML=1, 
and ω2 is the weight for f(GOP). To obtain the parameters 
for the f(ML),  we applied least mean square approach using 
the normalized RP of training video sequences when 
GOP=2. Also to estimate f(GOP), we applied curve fitting 
approach on the Rp values of training video sequences at 
different GOP size settings, and found that ω2⋅ln(GOP) 
provides a good estimate for f(GOP). The value of ω2 is 
estimated using least square regression from the training 
sequences. Assuming that the average bitrate of an I-frame 
is equal to RI the average bitrate of a frame (Rf) is estimated 
as: 
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D. Implementation of the Proposed Model 

To implement the proposed model, we need to obtain 
several variables from each video sequence. To this end, we 
encode the first two frames of each video sequence. 
Assuming that there is no scene change in the video 

sequence, the bitrate of each I-frame will be almost similar. 
Therefore, RI is assumed to be equal to the bitrate of the 
encoded first frame while ωRp is equal to the bitrate of the 
second frame. For the complexity modeling, the iprof tool 
will provide us with the complexity of encoding the first 
two frames of the video sequence, i.e., C2-frames=CI+ . 

Since we already have the value of RI from encoding the 
first two frames of each test sequence, we can estimate the 
value of CI of these sequences. The value of can then 

be calculated using C2-frames – CI. Consequently, the value of 
ω1 is calculated using (2). 

To estimate the modeling error, the average percentage of 
complexity and bitrate error for GOP={1, 2, 4, 8, 16, 32, 
64} and ML={1, 2, 3, 4, 5, 6, 7} is calculated. As Table III 
shows, the average error for complexity modeling is less 
than or equal to 3.45% for the test video sequences, while 
the average error of bitrate modeling is less than or equal to 
11.6% as reported in Table IV.  

III.  ENCODING AND TRANSMISSION POWER 

CONSUMPTION MODEL 

The total power dissipation at a sensor node consists of 
the power consumption for encoding (Pe), transmission (Pt) 
and reception (Pr). Pe can be calculated as follows: 

 crfe ECPIFCP ⋅⋅⋅=  (10) 

where CPI is the number of CPU cycles to perform one 
basic instruction and  Ec is the energy depletion per cycle. 
The transmission power consumption is calculated as: 

 ( )∑ ⋅⋅+= RdPt
ηβα  (11) 

where α is a constant coefficient related to coding and 
modulation, β is the amplifier energy coefficient, d is the 
transmission distance, η is path loss exponent and R is the 
bitrate. The reception power consumption is calculated as: 

 ∑ ⋅= RPr λ  (12) 

)()( 2 GOPfMfR LRpP ⋅+⋅= ωω

1=LMCp

1=LMCp

 
Fig. 6. The normalized bitrate (“BQMall”, GOP=2) and the logistic 
function 

TABLE III 
COMPLEXITY MODELING ERROR 

 

TABLE IV 
BITRATE MODELING ERROR 
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where λ is a constant coefficient representing energy cost 
for receiving 1 bit. Table V shows the parameters used for 
our experiments. 

In this paper, we analyze a simple topology consisting of 
one video node and the sink. The total power consumption 
of a video node for different transmission distances for 
PeopleOnStreet video sequence is shown in Fig. 7. In this 
figure, we analyze two scenarios: a) the GOP size is fixed 
while the ML varies, and b) the ML is fixed while the GOP 
size changes. In Fig. 7a, the GOP size is set equal to eight 
and ML changes. It is observed that for transmission distance 
less than 200m, the use of bigger ML results in higher total 
power consumption. This result shows that varying ML 
values do not significantly affect the trade-off between 
computation and communication. This trend is also seen in 
other test video sequences.  

Fig. 7b shows the plot of total power consumption when 
ML is equal to four and the GOP size changes. The figure 
shows that when the transmission distance is small, the 
configuration that leads to low power consumption is the 
one using smaller GOP. It means that the low encoding 
power consumption (due to the use of smaller GOP) is 
compensating the higher transmission power consumption 
(due to higher bitrate). However, when the transmission 
distance is large, the energy cost to transmit the data 
increased significantly. Therefore, we need to use the 
configuration with better compression performance, i.e., 
larger GOP size, to reduce the transmission energy 
consumption.  

The trade-off between computation and communication 
can be clearly seen when the transmission distance is less 
than 100m as shown in Fig. 8. However, it can be seen that 
the transmission distance at which the use of bigger GOP 
minimizes power consumption is content dependent. For 
example, in the case of PeopleOnStreet video sequence, 
using GOP equal to one will minimize the total power 
consumption when the transmission distance is less than 
63m (see Fig. 8a). However, for the RaceHorses video 
sequence, the use of GOP equal to one will minimize total 
power consumption when the transmission distance is less 
than 88m (see Fig. 8b).  

TABLE V. PARAMETERS USED. 

Parameters Description value 

αααα 
Energy cost for transmitting 1 
bit 

0.5 J/Mb 

ββββ Transmit amplifier coefficient 1.3⋅10-8 
J/Mb/m4 

λλλλ Energy cost for receiving 1 bit 0.5 J/Mb 
ηηηη Path loss exponent 4 

CPI 
XScale average cycle per 
instruction [10] 

1.78 

Ec 
Energy depleted per cycle for 
imote2 [6] 

1.215 nJ 

  
(a) 

 
(b) 

Fig. 7. Total power consumption for different transmission distance: (a) 
GOP=8 and varying ML (b)  ML=4 and varying GOP sizes 

 
(a) 

 
(b) 

Fig. 8. Total power consumption for transmission distance less than 100m 
(ML=4 and varying GOP sizes): (a) PeopleOnStreet sequence(b) 

RaceHorses sequence 
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IV. CONCLUSION 

In this paper, we propose the encoding complexity and 
bitrate model of H.264-based video sensor networks. The 
experimental results show that the proposed complexity 
model provides a very small prediction error (less than or 
equal to 3.45%), while the bitrate modeling error is from 
8.57% to 11.6% for the video sequences tested. The 
proposed model is used to show the trade-off between 
encoding and communication that can be exploited to 
minimize the total power consumption of VSNs.  
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Abstract— PageRank is a well-known algorithm that has been 

used to understand the structure of the Web. In its classical 

formulation the algorithm considers only forward looking 

paths in its analysis- a typical web scenario. We propose a 

generalization of the PageRank algorithm based on both out-

links and in-links. This generalization enables the elimination 

network anomalies- and increases the applicability of the 

algorithm to an array of new applications in networked data. 

Through experimental results we illustrate that the proposed 

generalized PageRank minimizes the effect of network 

anomalies, and results in more realistic representation of the 

network.  

Keywords- Search Engine; PageRank; Web Structure; Web 

Mining; Spider-Trap; dead-end; Taxation;Web spamming. 

  INTRODUCTION  I.

With the rapid growth of the Web, users can get easily 
lost in the massive, dynamic and mostly unstructured 
network topology. Finding users’ needs and providing useful 
information are the primary goals of website owners. Web 
structure mining [1],[2],[3] is an approach used to categorize 
users and pages. It does so by analyzing the users’ patterns of 
behavior, the content of the pages, and the order of the 
Uniform Resource Locator (URL) that tend to be accessed. 
In particular, Web structure mining plays an important role 
in guiding the users through the maze. The pages and 
hyperlinks of the World-Wide Web may be viewed as nodes 
and arcs in a directed graph. The problem is that this graph is 
massive, with more than a trillion nodes, several billion 
links, and growing exponentially with time. A classical 
approach used to characterize the structure of the Web graph 
through PageRank algorithm, which is the method of finding 
page importance.  

The original PageRank algorithm [3],[4],[5] one of the 
most widely used structuring algorithms, states that a page 
has a high rank if the sum of the ranks of its backlinks is 
high. Google effectively applied the PageRank algorithm, to 
the Google search engine [4]. Xing and Ghorbani [6] 
enhanced the basic algorithm through a Weighted PageRank 
(WPR) algorithm, which assigns a larger rank values to the 
more important pages rather than dividing the rank value of a 
page evenly among its outgoing linked pages. Each outgoing 
link page gets a value proportional to its popularity (its 
number of in-links and out-links). Kleinberg [7] identifies 
two different forms of Web pages called hubs and 
authorities, which lead to the definition of an iterative  

 

algorithm called Hyperlink Induced Topic Search (HITS) 
[8]. 

Bidoki and Yazdani [9] proposed a novel recursive 
method based on reinforcement learning [10] that considers 
distance between pages as punishment, called 
“DistanceRank” to compute ranks of web pages in which the 
algorithm is less sensitive to the “rich-get-richer” problem 
[9],[11] and finds important pages faster than others. The 
DirichletRank algorithm has been proposed by X. Wang et al 
[12] to eliminate the zero-one gap problem found in the 
PageRank algorithm proposed by Brin and Page [4]. The 
zero-one gap problem occurs due to the ad hoc way of 
computing transition probabilities. They have also proved 
that this algorithm is more robust against several common 
link spams and is more stable under link perturbations. Singh 
and Kumar [13] provide a review and comparison of 
important PageRank based algorithms.  

As search engines are used to find the way around the 
Web, there is an opportunity to fool search engines into 
leading people to particular page. This is the problem of web 
spamming [14], which is a method to maliciously induce 
bias to search engines so that certain target pages will be 
ranked much higher than they deserve. This leads to poor 
quality of search results and in turn reduces the trust in the 
search engine. Consequently, anti-spamming is a big 
challenge for all the search engines. Earlier Web spamming 
was done by adding a variety of query keywords on page 
contents regardless of their relevance. In link spamming [15], 
the spammers intentionally set up link structures, involving a 
lot of interconnected pages to boost the PageRank scores of a 
small number of target pages. This link spamming does not 
only increasing the rank gains, but also makes it harder to 
detect by the search engines. It is important to point out that 
link spamming is a special case of the spider-traps [16]. At 
the present time, the Taxation method [16] is the most 
significant way to diminish the influence of the spider-traps 
and dead-ends by teleporting the random surfer to a random 
page in each iteration. 

This article has two main contributions: First, we present 
a generalized formulation of the PageRank algorithm based 
on transition probabilities, which takes both in-link and out-
links of node and their influence rates into account in order 
to calculate PageRanks. This would permit the application of 
this approach to a wide variety of network problems that 
require consideration of the current state values (and 
PageRank) as a function of past state transitions. Second, we 
describe a novel approach of adding virtual edges to a graph 
that permits more realistic computations of PageRank, 
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negating the effect of network anomalies such as spider-traps 
and dead-ends. 

The paper is organized as follows. In Section 2, a brief 
background review of the basic concepts for computing 
PageRanks based on transition probabilities is presented and 
the problems related to network anomalies such as spider-
traps and dead-ends together with their solution method 
based on Taxation is stated. In Section 3, we introduce the 
proposed general approach for determining PageRank. In 
Section 4, we apply our PageRank method to a typical graph 
with all types of possible structures and inter/ intra-
correlations and compare our results with the baseline 
technique. In Section 5, we conclude by describing the 
contribution of our method and discuss its results. 

 OVERVIEW ON THE PAGERANK APPROACH BASED ON II.

TRANSITION PROBABILITIES  

PageRank is a function that assigns a real number to each 
page in the Web. We begin by defining the basic, idealized 
PageRank, and follow it by modifications that are necessary 
for dealing with some real-world problems concerning the 
structure of the Web. Imagine surfing the Web, going from 
page to page by randomly (random surfer) choosing an 
outgoing link from one page to get to the next. This can lead 
to dead-ends at pages with no outgoing links, or cycles 
around cliques of interconnected pages. This theoretical 
random walk is known as a Markov chain or Markov process 
[16],[17].  

In general, we can define the transition matrix of the Web 
to describe what happens to random surfers after one step. 
This matrix M has n rows and columns, if there are n pages. 

The element 
ijm in row i and column j has value 1/k if page j 

has k arcs out, and one of them is to page i. Otherwise, 

0ijm = . The probability distribution for the location of a 

random surfer can be described by a column vector whose 
jth component is the probability that the surfer is at page j. 
This probability is the (idealized) PageRank function. 

Suppose we start a random surfer at any of the n pages of 

the Web with equal probability. Then the initial vector 
0

v  

will have 1/n for each component. If M is the transition 
matrix of the Web, then after one step, the probability 

distribution of the surfer place will be 
0

Mv , after two steps 

it will become ( ) 2

0 0M Mv M v= , and so on. In general, 

multiplying the initial vector 0v  by M a total of i times will 

give us the distribution of the surfer after i steps. 
This sort of behavior is an example of a Markov 

processes. It is known that the distribution of the surfer 
approaches a limiting distribution v that satisfies v Mv= , 

provided two conditions are met: 

1) The graph is strongly connected; that is, it is possible 

to get from any node to any other node. 

2) There are no dead-ends: nodes that have no arcs out. 
In fact, because M is stochastic, meaning that each of its 

columns adds up to 1, v is the principal eigenvector. Note 
also that, because M is stochastic, the eigenvalue associated 
with the principal eigenvector is 1.The principal eigenvector 

of M tells us where the surfer is most likely to be after 
infinite steps i. The intuition behind PageRank is that the 
more likely a surfer is to be at a page, the more important the 
page is. We can compute the principal eigenvector of M by 

starting with the initial vector 0v  and multiplying by M some 

number of times, until the vector we get shows little change 
at each round. In practice, for the Web itself, 50–75 
iterations are sufficient to converge to within the error limits 
of double-precision arithmetic. 

A. Structure of the Web 

It would be nice if Web pages were strongly connected. 
However, it is not the case in practice. An early study of the 
Web found it to have the structure shown in Figure 1. There 
is a large strongly connected component (SCC), but there 
were several other portions that were almost as large [18]. 

• The in-component, consisting of pages that could 
reach the SCC by following links, but were not 
reachable from the SCC. 

• The out-component, consisting of pages reachable 
from the SCC but unable to reach the SCC. 

• Tendrils, which are of two types. Some tendrils 
consist of pages reachable from the in-component 
but not able to reach the in-component. The other 
tendrils can reach the out-component, but are not 
reachable from the out-component. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1.  The “bowtie” representation of the Web [22] 

 
In addition, there were small numbers of pages found 

either in 

• Tubes, which are pages reachable from the in-
component and able to reach the out-component, but 
unable to reach the SCC or be reached from the 
SCC. 

• Isolated components that are unreachable from the 
large components (the SCC, in- and out-
components) and unable to reach those components. 
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As a result, PageRank is usually modified to prevent such 
anomalies. There are, in principle, two problems we need to 
avoid. First, is the dead-end - a page that has no links out- 
which will bring a zero column in the forward transition 
matrix, and consequently it will cause all PageRanks to 
become zero. The second problem is groups of pages that all 
have out-links but they never link to any other pages. These 
structures are called spider-traps. Both these problems are 
solved by a method called “taxation,” where we assume a 
random surfer has a finite probability of leaving the Web at 
any step, and new surfers are started at each page. 

B. Taxation 

To avoid the problem of spider-trap or dead-end, we 
modify the calculation of PageRank by allowing each 
random surfer a small probability of teleporting to a random 
page, rather than following an out-link from their current 
page. The iterative step, where we compute a new vector 

estimate of PageRanks 
'

v from the current PageRank 

estimate v and the transition matrix M is 

 
'

(1 ) /v Mv e nβ β= + −  (1) 

Where β is a chosen constant, usually in the range 0.8 to 
0.9, e is a vector of all 1’s with the appropriate number of 
components, and n is the number of nodes in the Web graph. 
The term βMv represents the case where, with probability β, 
the random surfer decides to follow an out-link from their 
present page. The term (1 − β)e/n is a vector each of whose 
components has value (1−β)/n and represents the 
introduction, with probability 1 − β, of a new random surfer 
at a random page. 

Although by employing this formulation, the effect of 
spider-trap and dead-end is controlled and the PageRank is 
distributed to each of other nodes, components of spider-trap 
still are managed to get most of the PageRank for 
themselves. Therefore, the PageRanks of nodes are still 
unreasonable. For instance, in Figure 2. , C is a simple spider 
trap of one node and the transition matrix is as follows: 

 

(2) 

 

Figure 2.  A graph with a one-node spider trap 

If we perform the usual iteration to compute the 
PageRank of the nodes, we get 

 

(3) 

As predicted, all the PageRank is at C, since once there a 
random surfer can never leave. To avoid the problem 
illustrated, we modify the calculation of PageRank by the 
Taxation method. Thus, the equation for the iteration 
becomes 

 

(4) 

Notice that we have incorporated the factor β into M by 
multiplying each of its elements by 4/5. The components of 
the vector (1 − β)e/n are each 1/20, since 1 − β = 1/5 and n= 
4. The first iteration: 

 

(5) 

By being a spider trap, C has still managed to get more 
than half of the PageRank for itself. However, the effect has 
been limited, and each of the nodes gets some of the 
PageRank. 

 A GENERALIZED METHOD  III.

In web arena, a link by important pages will impact on 
significance of a page. However, there are other networks in 
which not just in-link but out-links are also weighty. For 
instance, in social networks, connecting to eminent people 
(out-link) is as crucial as being connected by key persons (in-
link) in evaluating the degree of prominence of a member. 
Therefore, sometimes sorting and grading nodes of a graph 
only based on in-links will result in an incorrect evaluation. 
So, we take out-links and the rate of their impacts with 
respect to in-links into our computations.  

A. Algorithm 

Suppose we start as a random surfer at any of the n pages 
of the Web with equal probability. Then the initial vector 

will have 1/n for each component. If 
f

M  is the forward 

transition matrix of the Web, then after one forward step, the 
probability distribution of the next surfer place will be 

0f
M v  and if b

M  is the backward transition matrix of the 

Web, then after one backward step, the probability 

distribution of the previous surfer place will became 
0b

M v . 

Also, we consider the importance weight factor of both in-
links ( β ) and out-links (1 β− ). 

Note that equation ( )( )1f bM Mβ β+ − is the linear 

combination of both next and previous surfer place, and it is 
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also stochastic because it is a linear combination of two 
stochastic matrices. So its eigenvalue associated with the 
principal eigenvector will be 1. The principal eigenvector of 

( )( )1
f b

M Mβ β+ −  tells us where the surfer is most likely 

to be after a long time. Recall that the intuition behind 
PageRank is that the more likely a surfer is to be at a page, 
the more important the page is. We can compute the 

principal eigenvector of ( )( )1
f b

M Mβ β+ −  by starting 

with the initial vector 0v  and multiplying by 

( )( )1
f b

M Mβ β+ −  some number of times, until the 

vector we get shows little change at each round. Considering 

this matrix instead of 
f

M has two advantages: First, in 

computing PageRank of a node, the importance of its 
neighbors with both types of relationship (out-link and in-

link) and their arbitrary impact rates (parameter β ) have 

taken into account. Second, by using this method, we do not 
have the problems about dead-ends and spider-traps because 
we take the linear combination of entering probability from 
and exiting probability to other nodes in our computation. 
Therefore, in case 0β ≠  and 1β ≠ , the columns related to 

dead-ends are not completely zero. Likewise, for the spider-
trap columns, probabilities related to other nodes are not zero 
and they cannot absorb more unreasonable rank to 
themselves. About cases 1β = or 0β = , in the following, we 

proposed another idea (adding virtual edges) by which the 
random surfer can exit from dead-ends and spider-traps. 

The proposed algorithm is as follows: 
 
Step 1: finding Forward and Backward transition 

matrices. 
Step 2: considering appropriate formula and keep 

iterating until it gets converged. 
 
In this step, three possible conditions can exist which are 

characterized as following: 
Case 1: 0β ≠  and 1β ≠ . It means that both forward 

and backward trends are important to calculate 
PageRanks. Thus, we only need to calculate the 

eigenvector of matrix ( )( )1
f b

M Mβ β+ − . 

Case 2:  So, we need only the forward matrix to 
calculate PageRanks. If there are not a dead-end or a 
spider-trap in the graph, the vector of PageRanks is 
the eigenvector of 

f
M . If there are dead-ends or 

spider-traps, the eigenvector of 
f

M assigns most of 

PageRank to spider-traps and dead-ends that is not 
real. Thus we add enough virtual out-links to remove 
these spider and dead-end situations. For each dead-
end and spider-trap, we will consider a virtual edge 
in which source of them are dead-ends and one 
member of each spider-traps, respectively. Also, 
their destinations can be any arbitrary nodes, 
excepting those of dead-end and spider-traps (see 
Figure 3.  Green color edges).  Hence, If assumed v 

is eigenvector of matrix '

fM (forward transition 

matrix after adding virtual links), in order to find 
final PageRanks of vertices, we have to remove 
effect of these virtual links on PageRanks by 
calculating the following equation 

'( )f fv M M v− − .  

Case 3: 0β = . Here only backward trend (out-links) is 

important to consider for calculation of PageRanks. 
So we only need backward matrix to determine 
PageRanks. If there are not in-component or in-
tendril vertices in the graph, vector of PageRanks is 

eigenvector of 
b

M . If there are in-component or in-

tendril vertices, eigenvector of 
b

M assigns most of 

PageRank to in-component and in-tendril vertices, 
which is not real. Thus we add enough virtual in-
links to remove these in-component and in-tendril 
situations then after computing eigenvector of new 

backward matrix '

bM , we have to remove effect of 

these virtual links on PageRanks (see Figure 3. Red 
color edges). If suppose v is eigenvector of matrix 

'

bM (backward transition matrix after adding virtual 

links). The final PageRanks of  vertices would be 
'( )b bv M M v− − .

    
Step 3: normalize PageRank vector to find 

distribution probability of vertices. 
As shown below, if we consider a matrix include the 

importance of pairwise comparison of vertices (A), 
eigenvector of this matrix would be distribution probability 
of vertices. 

Note that, W is vector distribution probability of vertices 
that sum of its components is 1 and also 

i
w is amount of 

vertex i‘s importance. So, instead of 
i jw w in matrix A, we 

let 
i j

p p , which 
i

p , 
jp are PageRanks of nodes i, j. We 

calculate eigenvector of matrix A and to get the distribution 
probability of vertices.  

(6) 
 

B. Biased Random Walk  

In order to bias the rank of all nodes with respect to a 
special subset of nodes, we use the Biased Random Walk 
method in which the random surfer, in each iteration, will 
jump on one of the member of the subset with equal 
probability. Its most important application is topic-sensitive 
PageRank [19] in search engines.  The consequence of this 
approach is that random surfers are likely to be at an 
identified page, or a page reachable along a short path from 

1β =
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one of these known pages, because the pages they link to are 
also likely to be about the same topic. The mathematical 
formulation for the iteration that yields topic-sensitive 
PageRank is similar to the equation we used for general 
PageRank. The only difference is how we add the new 
surfers. Suppose S is a set of integers consisting of the 
row/column numbers for the pages we have identified as 

belonging to a certain topic (called the teleport set). Let 
s

e

be a vector that has 1 in the components in S and 0 in other 
components. Then the topic-sensitive PageRank for S is the 
limit of the iteration  

                       (7) 

Here, as usual, M is the transition matrix of the Web, and 
|S| is the size of set S. 

 THE EXPERIMENT IV.

Figure 3.  is a graph with 20 vertices that include all 
kinds of network artifacts mentioned in section 2. 

SCC:{1,2,4,5,7,8,9,10,15,17,18,20}     TUBE:{16-6} 

OUT-COMPONENT:{6,11,12} IN-COMPONENT:{3,13,16} 

OUT-TENDRIL:{14}                               IN-TENDRIL:{19} 

 
Figure 3.  Synthetic Graph Example 

In case 2 ( 1β = ), there are a dead-end situation on 

vertex 14 and a spider-trap situation on set of vertices {6, 11, 
12}, and in order to remove the dead-end and the spider-trap 
consider 2 virtual out-link (green edges) on these vertices. 
Also in

 
case 3 ( 0β = ), there are in-component situation on 

set of vertices {3, 13, 16}, and in order to remove negative 
PageRank consider 2 virtual in-link (red edges) on these 
vertices. For completeness, we also compute the biased 
random walk on case1. Comparing the results with case1,  
TABLE I. , it is clear that PageRanks are biased on set S={2, 
4, 7, 18}. As we expect, rank of nodes of set S and nodes that 
are pointed by set S get higher ranks. 

 
 

TABLE I.  PAGERANK VECTOR AT CASES 1, 3, AND BIASED RANDOM 

WALK. 

Results of case 1 (
0.7β = ) 

Results of the biased 

random walk on case1 

Results of case 3 (
0β = ) 

Nodes 

number 
PageRank 

Nodes 

number 
PageRank 

Nodes 

number 
PageRank 

11 0.945 5 0.9937 17 0.57916 

12 0.2177 11 0.9878 10 0.38611 

6 0.1767 18 0.9703 13 0.36037 

9 0.0703 1 0.9432 1 0.27028 

10 0.0632 7 0.9013 3 0.27028 

5 0.0601 15 0.8513 5 0.25741 

1 0.0543 2 0.7444 9 0.25741 

20 0.0527 4 0.6847 7 0.24454 

15 0.0495 6 0.65 4 0.19305 

17 0.045 8 0.6414 19 0.19305 

8 0.036 9 0.5045 16 0.18018 

7 0.029 20 0.4878 2 0.16731 

4 0.0272 12 0.3659 18 0.16731 

18 0.025 10 0.3204 8 0.1287 

3 0.0237 17 0.2976 15 0.1287 

13 0.023 3 0.1628 20 0.1287 

16 0.0223 13 0.1144 12 1.14E-17 

2 0.0216 16 0.0923 6 7.34E-18 

14 0.0081 19 0.0386 11 0 

19 0.0068 14 0.035 14 0 

 

TABLE II.  COMPARING RESULTS OF THE  ALGORITHM AND TAXATION 

METHOD TO AVOID ANOMALIES IN CASE 2 ( 1β = ) 

Using virtual edges  Taxation 

nodes no PageRank nodes no PageRank 

9 0.508068237 11 0.83086 

10 0.508068237 9 0.25352 

20 0.381051178 10 0.22903 

2 0.265581124 20 0.19944 

17 0.254034118 15 0.15968 

15 0.254034118 6 0.1495 

5 0.173205081 5 0.14569 

18 0.161658075 17 0.14155 

8 0.15011107 8 0.11547 

1 0.138564065 1 0.11197 

6 0.138564065 7 0.08907 

7 0.127017059 12 0.08748 

11 0.103923048 18 0.07921 

12 0.069282032 2 0.06521 

4 0.046188022 4 0.05567 

3 7.50E-17 13 0.0528 

13 2.12E-17 3 0.04612 

16 1.16E-17 14 0.04612 

14 1.02E-17 16 0.0369 

19 0 19 0.02386 

 
Comparing the results of the Taxation method and our 

proposed method, TABLE II. , obviously we can realize that 
our approach produces more reasonable outcomes. Because, 
as it is shown in the TABLE II, node 9 is the junction of two 
cycles, all nodes of these cycles are from SCC part of the 
graph, so the random surfer is most likely on it. The nodes 10 
and 20 have higher rank after 9, because they have in-link 
from the node 9. The rank of node 5 cannot be higher than 
17 because the node 17 is a member of the cycle consist of 

'
( (1 ) ) (1 ) /f b sv M M v e sα β β α= + − + −
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node 9 and 10. In Taxation result, the nodes with spider-trap 
situation such as 6 and 11 got higher and vertices 2 and 18 
got lower PageRank than our proposed approach results. 
Also, for other vertices, their ranks are either the same or 
very close to each other’s. 

 CONCLUSION V.

In this paper, the fundamental idea of Web Structure 
mining and Web Graph is explained in detail to have a 
generic understanding of the data structure used in web. The 
main purpose of this paper is to present the new PageRank 
based algorithms and compare that with the previous 
algorithms. 

 The proposed method generalizes the approach of 
finding PageRank based on transition probabilities by 
considering the arbitrary impact rates of both out-links and 
in-links, in order to include all possible cases because there 
are some conditions in which out-links have also an 
influence on PageRank of nodes. Moreover, it prevents that 
spider-traps and dead-ends have a high unreasonable rank 
and assign higher PageRanks to themselves. The noticeable 
weak point of previous method is that it assigns more 
unreasonable PageRank to spider-traps and dead-ends, and 
also reduces PageRank of SCC vertices. But in our approach 
this problem has been solved, because by adding virtual 
edges, random surfers will not stop on spider-traps and dead-
ends. According to [13], DirichletRank has been so far the 
best method amongst previous methods, capable of 
diminishing the impact of link spamming (a special case of 
spider-traps) and dead-end problem that is, however, only 
applicable to backward analysis. Our approach in 
comparison with their method is general for more types of 
networks and simpler to understand and implement. Also, by 
using ideas suggested in this paper, in any possible cases, 
PageRanks is insulated from the influence of anomalies 
including in/out-tendrils and in/out-components.  

The generalization of the PageRank algorithm to include 
forward and backward links into a node makes this approach 
applicable to new domains beyond web mining and search 
engines. We are currently exploring the application of the 
new generalized algorithm to the analysis of network data for 
instance using PageRank as a measurement of node's activity 
score [20] to find communities. 
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Abstract—The PROLOG project aims to provide a 

complementary tool for the assessment of cognitive skills of 

mentally disabled working people. The project provides a 

platform to evaluate, in a quick and personalized way, the 

attentional performance of users through specific tasks. 

Interaction with the tests is done by Kinect technology. The 

platform records the worker’s performance on various tasks 

and presents the evolution over time in order to detect possible 

cognitive impairment. Longitudinal evaluation of cognitive 

impaired workers will help the existing unbalanced retirement 

practices. 

Keywords: cognitive impairment; evaluation; attention; 

Kinect. 

I. INTRODUCTION 

Elder mentally disabled people may suffer cognitive 

impairment associated with premature ageing. This 

impairment is usually related to difficulties in maintaining 

attention and problems associated with memory, plus many 

other physical related challenges.  

The employment of cognitive impaired people -or mental 

illness- is a social objective that contributes to improve the 

quality of life of cognitive impaired workers, providing 

many benefits such as a full social integration [3]. The 

deterioration of these basic cognitive abilities may hinder the 

performance of job duties or even stay in employment. For 

example, the inability to maintain sustained attention 

(concentration) can hamper the worker to complete the tasks 

or steps in a process; or problems with memory may make it 

difficult to remember already learned tasks or learn new 

ones. Thus, there is a need to have a longitudinal assessment 

throughout the working life of these workers in order to 

ensure that the employee retains the skills that were 

described in the initial evaluation. Thus, tools to help assess 

the degree of disability and the development of the 

individual throughout his/her working history are required to 

optimize the evaluation process.  

The PROLOG project aims to provide a complementary 

tool for the assessment of cognitive skills of mentally 

disabled working people. The project develops an 

Information and Communication Technologies tool with a 

set of tests to assess cognitive impairment of people with 

intellectual disabilities working in special employment 

centres. PROLOG has its innovation in incorporating Kinect 

technology [6] that recognizes body movements and voice to 

interact with applications. This technology, as applied to the 

field of rehabilitation of disabled people, is being used for 

the first time to develop tests to assess attentional capacity.  

Currently, the tests used to assess attentional capacity are 

not adapted for people with cognitive impairments. 

Furthermore, the tests use to be paper-based and need to be 

carried out by a specialist, taking considerable administration. 

The project presents three important improvements 

regarding the current evaluation tools: 1) Creation of new 

interaction of existing attentional tests which are already in 

use for evaluation of workers with cognitive disabilities; 2) 

Creation of evaluation benchmarking to correlate the results of 

attentional tests. Values will be objective and numeric, 

allowing a longitudinal evaluation across the working life of 

the person; and 3) Creation of personalised exercises, 

complementary with tests, to exercise attention and maintain 

skills. Also, the user-centric approach of the project 

contributes to an added value, since it makes the application 

friendly for any group of users. 
In the following Methodology section, the content of the 

tests is presented. Then, the paper outlines the contribution of 
the project as well as future work.   

II. METHODOLOGY 

In this first stage of the project, we designed a series of 

new tests based on validated psychological tests. Specifically, 

attentional capacity was chosen because it is a fundamental 

cognitive function that is usually seen rapidly affected in the 

presence of cognitive impairment, making it difficult for other 

executive functions to take place. The project also provides a 

platform to record the execution of various tasks and users and 

their carers can see the evolution over time in order to detect 

possible cognitive impairment.  

Currently, the tests are being implemented and we expect 

to have a preliminary version of the tests ready for pilot 

testing by February 2014. 

We aim to create attractive and motivating tasks, using 

similar stimuli and goals presented in videogames. During 

the first year, three tests are being designed to evaluate 

different dimensions of attention. Specifically, the tests aim 

to evaluate sustained attention (two tests) and selective 

attention (one test). The design of such tests is presented 

below. 

A. Evaluating sustained attention 

Sustained attention can be defined as the ability to 

maintain attention during continuous and repetitive activity. 
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We designed two tests aimed at assessing the ability to 

sustain attention over a period of time.  

We adapted the test Sustained Attention to Response 

Task, SART [2][4]. This test aimed at measuring the ability 

of a person to inhibit responses to infrequent and 

unpredictable stimuli during a period of rhythmic and rapid 

responses to a frequent stimuli (generally associated with the 

detection of an unlikely-to-occur stimuli). SART test 

presents only one digit at a time, and the participant's task is 

to quickly respond to all numbers except to one in particular 

(e.g., touching the screen in every trial, except when the 

number 3 is presented). Thus, it is a reaction time task that 

evaluates sustained attention through an element of response 

suppression. 

In our test adaptation, we replaced the digits for images 

(insects, for example) in order to make it more attractive to 

users. The goal of the game would be to hunt insects in a 

forest with a network hunt. During the test, images of insects 

appear rhythmically in various predetermined positions of 

the screen. Similar to SART test, the task is to “catch” all the 

insects, except one in particular. The user has to perform a 

motor response (i.e. raise the hand simulating the action of 

grasping) when the stimuli is detected, or do nothing when 

appropriate. Thus, the user has to pay attention to avoid 

hunting a pre-defined insect or element. The test finishes 

when the participant exceeds a determined number of errors, 

or when a time limit is over. After the test, performance 

results are presented such as for how long the test lasted or 

the number of errors during a predefined interval of time. 

In a second task, we adapted the TAP test [5]. This task 

requires the comparison of two subsequent stimuli in order 

to determine if these two stimuli have a predetermined 

feature in common. This procedure requires the use of 

working memory and flexibility and, in a more complex 

variant, the ability to divide attention, as two aspects of the 

stimulus must be taken into account. 

In our adaptation for Kinect, users ware presented with a 

background image (e.g., a forest) with some highlighted 

regions where the stimuli may appear. Following the 

example of the insects, the user's task is to detect as quickly 

as possible whether the stimulus is the same as before (e.g., 

same insect), or not. Thus, there are two possible answers 

(same or different) that the user perform raising right or left 

hand in order to activate buttons showed in the screen.  

When the tests finishes, results such as the percentage of 

correct answers, errors and omissions, as well as reaction 

time are presented. 

B. Evaluating selective attention 

Selective attention is the ability to attend one or two 

important stimuli, while deliberately suppressing the 

consciousness of the distracting stimuli. In order to assess 

selective attention, we adapted the Flanker Compatibility 

Effect [1]. This is an experimental task designed to study 

factors that may affect selective attention, and to what extent 

information processing of irrelevant information occurs. The 

experimental task is to attend a central stimulus flanked by 

other stimuli called flanks or distracters. The subject's task is 

to identify the central stimulus (for example, a letter) and 

ignore the side letters. 

In our adaptation of the test, the stimuli are images of 

insects that point to a particular direction (for example, 

images of three caterpillars pointing to the left). User task’s 

is to say whether the central insect looks to the left or right 

(caterpillars presented on the sides can point to the same 

direction or the opposite). The user must indicate if the 

direction of the track is to the right or left. At the end of the 

test, performance results would inform about percentages of 

correct responses, errors and omissions, as well as the 

average reaction time. 

In all tests, the results can be displayed for a particular 

session, or in graphical comparisons between multiple 

sessions (of the same or different users). Also, given the user 

centric approach of the application, the test parameters can be 

modified through a configuration screen before starting, and 

these parameters can be saved for each user in the platform in 

order to adapt the difficulty of the tests to different users. For 

example, it may offer the possibility to choose a category of 

stimuli (fruits, colours, shapes, etc.), or to define which 

particular element is defined as target stimulus within a 

category. Additionally, other parameters may be configured 

such as presentation time of the stimuli, the duration of the 

interval between stimuli, or the number of trials in each test. 

In the final phase of the project, we will conduct a 

validation test. In this sense, the tests will be carried out to 

employees of several special working centres in Catalonia. 

Two groups will be defined in order to compare tests results, 

one group showing signs of cognitive impairment or not. To 

verify the concurrent validity of the tests, the results of both 

groups will be compared with other existing assessments (e.g., 

ICAP test, medical evaluations, etc.), and potentially affecting 

variables will be controlled.  

III. CONTRIBUTION 

The PROLOG assessment tool will have an important 

impact. Health and safety risks will be monitored, and, when 

an employee is no longer able to work, it will be possible to 

show the progression in the deterioration, avoiding the 

existing reality of disabled workers having to work until the 

retirement age of 67, unable to perform any task, still having 

to go to work every day.  

IV. CONCLUSION AND FUTURE WORK 

The implementation of the evaluation tool, together with 

the platform to manage will allow working special centres to 

assess their employees and detect and confirm possible 

cognitive impairments. Despite the fact that the project it is in 

its first version, the usefulness of the tool had been 

appreciated by the psychologists from the special working 

centres. The first preliminary tests showed the value of the 

tasks as a complementary assessing tool as well as an 

engaging way of training attentional skills. 

In the future, it is planned to extend the number of tests to 

assess other cognitive skills such as memory or executive 

functions. Also, new exercises with Kinect will be created as 

training sessions to improve or maintain cognitive abilities.  

Regarding the platform, it is expected to provide support 

for a possible protocol to evaluate the continuity on the 

workplace, containing extra information from other medical 

and neuropsychological tests. Thus, the evaluation tool would 
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be useful to the users themselves (to see their evolution), the 

company-employer, and finally the government. 
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Abstract— In this paper, we present a novel approach for 

detection of persuasion campaigns in online social networks. 

We demonstrate that temporal evolution of different 

information cascades in social media display unique signatures 

of diffusion patterns which are indicators of different kinds of 

information spreads in underlying networks. We describe a 

progress of information diffusion through networks by 

multidimensional time series, representing temporal behavior 

of multiple cascade features and apply our SAX-VSM 

technique for classification of the time series. This approach 

allows us to distinguish two types of topics on Twitter™, 

promoted or advertisement campaigns and non-promoted or 

naturally trending topics. We show that the classification can 

be done without content analysis of topics, using only network 

topological features, statistics of users’ temporal activity within 

networks, and some metadata. Optimal selection of right 

information cascade features allows to achieve classification 

accuracy ~ 97%.    

Keywords – Twitter™; advertisement; persuasion detection 

I.  INTRODUCTION 

Currently, more and more individuals are involved in 
social media activities, and the opinions of millions of people 
are significantly formed under the influence of information 
spread through social networks [1], [2], [3]. It is not 
surprising that the number of attempts trying to organize 
influencing campaigns is growing [4], [5], [6], [7]. 
Persuasion campaigns are targeting wide audience and 
deliver topics with special vision aimed at shifting beliefs 
and opinions of participants.    

Meme tracking, text mining and sentiment analysis tools 
become more powerful, but these tools perform only the 
easiest portions of the analysis process and are unable to 
distinguish between natural and artificially generated 
conversations, or between process of normal opinion 
exchange and invisible orchestrated work of influence. These 
tools will likely miss emerging persuasion campaigns.   

New efficient and effective techniques that facilitate to 
process in real time, large data streams and detect organized 
influencing in social media are in high demand.  

We present a new way of detecting persuasion campaigns 
by training a system to learn signatures of temporal evolution 
patterns of information cascades and perform detection at 
high accuracy without sophisticated content analysis.  

The paper is structured as follows: Section II provides 
background for our main hypothesis and SAX-VSM 
technique; Section III gives a short description of data 
acquisition and presents classification experiments; Section 
IV discusses relevant work, and, in Section V, we conclude 
and discuss future work. 

II. BACKGROUND 

A. Concept and Approach 

Our main hypothesis is that the detection of orchestrated 
persuasion and deception campaigns in social media can be 
done by monitoring temporal behavior of information 
cascades and analyzing patterns of their time-evolution (see 
Figure 1).   
 

 
Figure 1.  Illustartion of the “cascade signature” concept. 

Our approach can be formulated as follows: 
i. At each time step of the information cascade 

evolution, by measuring the multiple features of the 
underlying communication network, we represent 
the cascade at a given moment in time as a feature 
vector (point) in the multi-dimensional feature space 
(see Figures 1a and 1b).  

ii. By tracking the cascade feature vector, we monitor 
the evolution of cascade as a multi-dimensional time 
series or cascade trajectory. 
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iii. We assume that cascade trajectories (multi-
dimensional time series) can represent the different 
classes of conversation patterns or cascade 
signatures (see Figure 1c) that occur in online social 
media. 
 

B. SAX-VSM Classification Algorithm  

Recently, we proposed a novel method for temporal data 
analysis and classification, called SAX-VSM [8], which is 
based on two existing techniques namely, SAX (Symbolic 
Aggregate approXimation) [9] and VSM (Vector Space 
Model) [11]. The SAX-VSM algorithm demonstrates a high 
accuracy performance, learns efficiently from a small 
training set, and has a low computational complexity. 

The first component of SAX-VSM is Symbolic 
Aggregate Approximation (SAX). The basic idea of SAX 
[9], [10], is to convert data into a discrete format, with a 
small alphabet size. To convert a time series into symbols, it 
is first z-normalized, and two steps of discretization are 
performed. First, a time series is transformed using 
Piecewise Aggregate Approximation (PAA). PAA 
approximates a time series by dividing it into equal-length 
segments and recording the mean value of the data points 
that fall within the segment. Next, to convert the PAA values 
to symbols, a user determines the breakpoints that divide the 
distribution space into Nalphabet equiprobable regions, where 
the alphabet size, Nalphabet, is specified by the user. The PAA 
coefficients can then be easily mapped to the symbols 
corresponding to the regions in which they reside. Fig. 2 
shows an example of a time series being converted to string 
baabccbc. It was shown that the general shape of the time 
series is still preserved, in spite of the enormous 
dimensionality reduction. 
 

 
Figure 2.  Visualization of the SAX dimensionality reduction technique 

(adopted from [9] ). A time series (red line) is discretized thirst by a PAA 
procedure (NPAA = 8) and then using predetermined breakpoints is mapped 

into the word “baabccbc” using an alphabet size of 3 (Nalphabet = 3). 

The second component of SAX-VSM technique is a 
well-known in Information Retrieval a Vector Space Model, 
VSM [11]. In order to build SAX words “vocabularies” of a 
long time series, we use a sliding window technique to 
convert a time series into the set of SAX words. By sliding a 
window across time series, extracting subsequences, 
converting them to SAX words, and placing these words into 
an unordered collection, we obtain the “Bag of Words” 
representation of the original time series (see Figure 3).  

Each row of the constructed matrix (Bag of Words) 
represents a SAX word and corresponding frequency of that 
word generated by the sliding window procedure.  

Following the common Information Retrieval workflow, 
we employ the TF*IDF weighting scheme for each element 
of this matrix in order to transform a frequency value into the 
weight coefficient. 
 

 
Figure 3.  Sliding window allows to extract time subsequences and SAX 

converts them into words. By placing all words into an unordered 

collection, the original time series is represented by single bag of words. 

The bag of words can be replaced by a single weight vector representing 
TF*IDF statistics. 

Similar to other classification techniques, SAX-VSM 
consists of two parts - the training phase and the 
classification procedure. An overview of the SAX-VSM 
algorithm (see [8] for details) is shown in Figure 4. In the 
training phase, all labeled time series from N training classes 
are transformed into symbolic representation, and the 
algorithm generates N TF*IDF weight vectors representing 
N training classes (see Figure 4).  

 

 
Figure 4.  An overview of SAX-VSM algorithm: (i) all labeled time series 

from each class are converted first into a single bag of words using SAX 

and by TF*IDF statistics into a weight vector representing individual 

training class; (ii) for classification, an unlabeled time series is converted 
into a term frequency vector and assigned to the class  whose TF*IDF 

weight vector yields a maximal cosine similarity value. 

In the classification phase, an unlabeled time series is 
converted into a term frequency vector and assigned to the 
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class whose TF*IDF weight vector has a maximal cosine 
similarity. 

Detailed analysis of SAX-VSM performance and 
comparison with other temporal data classification 
techniques is described in detail in our original paper [8]. 
The unique characteristics of SAX-VSM, such as high 
classification accuracy, learning efficiency and a low 
computational complexity suggested using SAX-VSM for 
the goal of current research.  

C. Application of SAX-VSM for Multidimensional Time 

Series 

Our SAX-VSM algorithm [8] can be extended easily to 
the multi-dimensional case. Each dimension of 
multidimensional time series (trajectory) is processed 
independently in terms of calculating corresponding Bags-
of-Words and TF*IDF weight vectors for each dimension. 
To compare two trajectories, A and B, cosine similarities 
along each dimension is calculated in the same way as it was 
done in one-dimensional case and then total similarity of the 
trajectories is estimated by combining similarities along all 
dimension : 

 
 

(1) 
 
 

III. RESULTS 

A. Data Acquisition and Feature Extraction     

A Twitter™ data collection and feature extraction 
procedure was performed by an Indiana University team and 
described in detail somewhere [12]. The process can be 
summarized as follows. Two different classes of trending 
topics on Twitter™ were identified for study, promoted 
topics or advertisement campaigns and naturally trending 
topics (definitions of trending [13] and promoted [14] topics 
can be found on Twitter™ site). Advertising campaigns on 
Twitter™ were chosen because they represent good example 
of persuasion in social media, appear on Twitter™ 
systematically and represent an ideal testing scenario since 
it’s possible to collect and label data automatically. 
Twitter™ data were obtained thru the so-called gardenhose, 
getting approximately 10% randomly chosen subset from the 
total Twitter™ data stream.  All trending hashtags appearing 
in the United States from January to April 2013 were 
recorded at regular 20 minutes interval and were 
automatically labeled by the system. The total number of 
promoted hashtags in the dataset collected by the system is 
76 (with ~ 300 thousands tweets) while the number of 
naturally trending topics is 853 (~ 6 million tweets). 

The time window of data collection was restricted from 7 
days prior to the trending time and 1 day after. This 
configuration allows to generate a time-series consisting of 
up to 432 data points before the trending time point, and 72 
points after that.   

For each time point, three classes of different features 
were accumulated. They are network-based category of 

features, user-based features, and event-time-intervals 
features. The network-based category of features includes 
number of nodes/edges, density of network, in/out degree 
and etc., with statistical distributions of these features. 
Examples of user-based features are user followers, friends, 
and favorites. Examples of event-time-intervals features are 
time interval between two consecutive tweets, retweets, and 
mentions. Aggregating all features from all three categories 
produces an overall number of 224 features. Detailed 
description of all these features generated by the system of 
Indiana University can be found in [12].  

B. Classification Experiments 

In our classification tests, we used a well-known Leave-
One-Out Cross-Validation (LOOCV) test in which the accu-
racy measures are obtained as follows. From the total set of 
samples (76 + 853 = 929), we take one for the test set, and 
use the remaining data for training. Applying multi-
dimensional version of SAX-VSM classifier, we compute 
the accuracy for the test sample. We repeat the same 
procedure for all 929 samples and compute the mean 
accuracy.  

There are three main challenges we have to address here: 
the first is the choice of data time window for analysis from 
available 8 days of data recording, the second is the choice of 
appropriate combination of retrieved features from total 
amount of 224, and the third is the choice of right parameters 
for SAX-VSM algorithm.     

Our findings and conclusions described below are based 
on the empirical exploration of the problem and do not 
provide, at least for now, a comprehensive conclusion 
regarding the best strategy of parameter values choice. 
Below we describe the guidance and intuition we used in the 
parameter search.    

 The data time window can be described by two 
parameters, the offset relative to the starting point of topic 
trending point and the width of the time window. The initial 
choice was dictated by the need to get maximum signal level 
and is the following: the offset is equal to zero and the width 
of the window is equal to 70 data points that approximately 
covers one day starting from the begining of trending phase. 

The SAX-VSM algorithm has three main parameters: 
data window width, PAA size and alphabet size. The later 
two parameters define approximation accuracy of SAX and 
their values are dictated by the specific profile shape of the 
time series (or its oscillation). The sliding window size 
defines the length of time series within the SAX compression 
procedure allowing to preserve the unique temporal sequence 
of oscillations of the time series. Our approach is based on 
many heuristic findings and guided by a trial-and-error 
strategy. As it was pointed out by authors of SAX [9], [10], 
sensitivity of SAX approximation to the choice of these 
parameters, both PAA and alphabet sizes, is not high and 
typical values of both PAA and alphabet sizes are within 4-8 
range. 

SAX-VSM parameter tuning was done manually by trial-
and-error strategy. In the first step of our empirical strategy, 
we identified a few simple features demonstrating strong 
signal for most data samples, like frequency of tweets, 
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density of retweet network, hashtag degree mean. Using 
LOOCV as an evaluation criteria, we started experiments 
varying randomly all these three parameters. It was not 
difficult to find out that reasonable values for those 
parameters are the following:  Wwidth=70, NPPA=4 and 
Nalphabet= 5.    

The feature selection procedure was organized in the 
following way: we pipelined a Monte Carlo random search 
of feature combinations and LOOCV test. To reduce the 
search in potentially very large combinatorial space, we 
ranked individually all 224 features by their classification 
ability and then limited the search space by using only the 60 
top features. We achieved good results in classification 
quality, keeping only 12 features and randomly testing 
possible combinations of 12 from the top 60 available 

features. The best features found this way are arranged 
according to their descending ranks and shown in Table 1. 
Together they produce classification accuracy of 97%. 
Leaving the first best six features for classification reduces 
the accuracy only by 3% (accuracy ~ 94%) while leaving 
only top three features, namely, hashtagN_degree_skiwness, 
hashtagN_CC_min and tweeting frequency, still gives 
reasonably good accuracy of ~ 92%.  

It should be mentioned that the simple selection of the 
top 12 individually evaluated features does not produce the 
above quality level of accuracy. This is because many top 
features are significantly correlated and their combination 
does not improve their individual discrimination power but 
reduces accuracy by introducing additional noise. 

 

TABLE I.  SET OF MOST DESCRIMINATIVE TWITTER™ FEATURES* 

 
*The features are arranged according to their descending ranks. 

 
     

To evaluate the performance of binary classifying 
systems like our SAX-VSM procedure, it is a common 
practice to calculate a Receiver Operating Characteristic 
(ROC), or ROC curve. By plotting the true positive rate vs. 
the false positive rate at various threshold settings and 
measuring the area under the ROC curve (AUC), we get 
another evaluation of classifier accuracy. In Figure 5, the 
plot of the ROC is shown for the case of 12 features included 
in Table 1. 

The encouraging results presented above indicate that the 
classification task of promoted and non-promoted topics can 
be done with a high accuracy at trending phase on Twitter™. 
But it would be more challenging to be able to predict a 
situation by labeling the topic as abnormal before it becomes 
trending and attracts a large audience.   

We performed a few experiments with the goal to 
achieve a reasonably good classification using the data from 
a time window located before trending point. To explore the 
possibility of early detection of promoted topics, we shifted 
the time window systematically forward as far as possible 
from the trend starting point while trying to reduce the width 
of the window. The limited number of experiments was done 
by varying these two parameters: location of time window 

and its width. It was not surprising that classification 

 
Figure 5.  The ROC curve for Twitter™ topic classification by SAX-VSM 

and  using combination of 12 most descriminative features included in the 

Table 1. The area under the ROC curve (AUC ROC) is indicated in the 
inset. 

accuracy dropped due to diminishing the signal quality. 
Nevertheless, after multiple tests we found that the best 
results can be achieved with a time window of 35 points 
wide, located 35 points (~ half day) before trending begins 

  Feature Name Description 
hashtagN_degree_skewness Skewness of degree distribution (hashtag network) 

hashtagN_CC_min Min. clustering coeff. (hashtag network) 

Frequency Volume of tweets 

mentionN_LCC_mean_shortest_path Mean shortest-path (LCC) of the mention network 

retweetN_density Density of the retweet network 

event_interval_mean Mean of distribution of tweets time intervals 

hashtagN_degree_entropy Entropy of degree distribution (hashtag network) 

event_retweet_interval_kurtosis Kurtosis of distribution of retweets time intervals 

user_favourites_count_min Min. of distribution of favorite tweets 

event_mention_interval_entropy Entropy of distribution of mentions time intervals 

event_mention_interval_std Std. dev. of distribution of mentions time intervals 

event_interval_skewness Skewness of distribution of tweets time intervals 
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(Wwidth=35, Woffset=35). The classification accuracy with this 
setting is approximately 82%. 

At this stage, it is beyond of the scope of our studies to 
perform exhaustive analysis of optimal SAX-VSM 
configuration, as well as to consider alternative classification 
approaches. A comparison of SAX-VSM with a few 
different classifiers can be found in our expanded report 
[12]). For now, the obtained results at least indicate that early 
detection can be done with a reasonable level of accuracy.   

IV. RELATED WORK 

To the best of our knowledge, the work is the first 
successful attempt at using temporal characteristics of user 
networks to detect orchestrated influence in online social 
networks.      

Several research studies were focused on the dynamics of 
information flow through online social networks [15], [16], 
[17], [18]. In social networks, the relationships and 
interactions within a group of individuals plays a 
fundamental role as a medium for the spread of ideas and 
influence among its members. The close relation between 
structure of social networks and spread of information has 
been observed in various studies, including modeling 
approaches [2], [19], [20], [21]. 

Temporal dynamics of information diffusion was reliably 
predicted by simple Linear Influence Model [20]. A model 
of epidemics spread on networks [21] was applied to 
characterize the spread of topics through the blogosphere 
[18]. Building systems that use models of the Blogosphere 
allow to recognize spam blogs, find opinions on topics, 
identify communities of interest, and detect influential 
bloggers [2].  

Temporal behavior of trending topics [22], [23] was 
explored in extensive studies where the entire Twitter™ site 
with 41.7 million user profiles, 4,262 trending topics, and 
106 million tweets, was crawled [1]. The trending topics by 
definition are the topics that are immediately popular, rather 
than topics that have been popular for a while. Analysis of 
retweets in trending topics reveals that any retweeted tweet is 
to reach an average of 1000 users no matter what the number 
of followers is of the original tweet. The chain of retweets 
grows almost instantly after the first retweet, which explains 
the fast diffusion of information. 

Prediction of trending topics on Twitter™ was done 
recently by a simple data-driven model [24], [25]. The 
algorithm analyzes the temporal trace of tweeting frequency 
for each topic and compares that trace to the one for every 
sample in the training set. Statistical resemblance of a test 
topic is calculated for all training examples and the 
combined weighting function suggests the likelihood that a 
new topic would trend. The algorithm predicts trending 
topics with the accuracy ~ 79% and about ~ 1.5 hour before 
they appear on Twitter™.  

A few studies explored the relationship of temporal 
dynamics of meme propagation and statistics of time 
intervals between social media events. A novel technique for 
detecting spam blogs or splogs, based on the observation that 
a blog is a dynamic and growing sequence of posts rather 
than a collection of individual pages, was developed in [26].    

The detection of splog is performed by using temporal and 
structural regularity of content, posting time and links. 

Ghosh et al. [27] showed that the analysis of retweeting 
activity only (distribution of event time intervals), without 
any knowledge of tweet content, allows for the identification 
of several different types of activity, including marketing 
campaigns, information dissemination, auto-tweeting, and 
spam. Lerman and Ghosh [15] showed that the patterns of 
information propagation strongly depend on the type of 
topic. 

Related to our work is also the study made on detection 
of astroturfing in social media [4], [5]. Astroturfing (false 
grassroots) campaigns are examples of deceptive 
orchestrated campaigns with a goal to promote some ideas 
by creating fake accounts, hiding identities and locations of 
users to give the impression of widespread support for their 
agenda. It was shown that certain network features and 
topological patterns are highly predictive of astroturfing [5].   

V. CONCLUSIONS AND FEATURE WORKS  

In this paper, we presented a novel approach for 
detection of persuasion campaigns in online social networks.  
We demonstrated that without any content analysis of topics 
on Twitter™, by monitoring only temporal traces of 
topological characteristics of users’ networks with twitting 
temporal activity, it is possible to distinguish two types of 
topics on Twitter™, promoted or advertisement campaigns 
and non-promoted or naturally trending topics. We presented 
experimental results of applying our SAX-VSM 
classification technique of multidimensional time series to 
achieve high detection accuracy on Twitter™ data. Our 
results suggest that social streams can be monitored 
effectively almost in a real time and some abnormal activity 
can be detected by analyzing temporal evolution of social 
networks. 

For our future work, we consider undertaking a detailed 
analysis of factors affecting the accuracy of detection and 
time-prediction of influencing in social media and 
understand details of underlying processes.   
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Abstract—The positions of German parties on 36 policy
issues are compared with the results of public opinion polls,
and the parties’ indices of popularity (the average percentage
of the population represented) and universality (frequency in
representing a majority) are constructed. The 2013 federal
election winner, the CDU/CSU, is shown to be the least
representative among the 28 paries considered. The most
representative among the four parties in the Bundestag (with
>5% of the votes) is DIE LINKE, which received only 8.6%
of the votes. It is concluded that voters are inconsistent with
their own political profiles, disregard party manifestos, and
are likely driven by political traditions, even if outdated, or by
personal images of politicians.

Keywords-Mathematical theory of democracy; German par-
ties; Bundestag election 2013; indices of representativeness.

I. I NTRODUCTION

Table I shows the four German paries which, having
received> 5% of the votes in the 2013 federal election, are
eligible for the Bundestag seats. The goal of the paper is
estimating the representativeness of these and other German
parties participating in the 2013 Bundestag election from
the viewpoint of direct democracy. For this purpose, we
compare the parties’ positions on topical policy issues with
the outcomes of public opinion polls and construct the
parties’ indices of popularity (the average percentage of the
population represented) and universality (frequency in rep-
resenting a majority), according the methodology described
in [5].

The party positions are taken from the Wahl-O-Mat —
an internet site of the Bundeszentrale für politische Bildung
(German Federal Agency for Civic Education) [2]. Recall
that the Wahl-O-Mat (an invented word composed from
the GermanWahl = election andAutomat) is the German
version of the Dutch Internet siteStemWijzer (‘VoteMatch’)
[3], which was originally developed in the 1990s to involve
young people in political participation. Both websites help
the users locate themselves on the political landscape by
testing how well their opinions fit with party positions. Be-
fore an election (local, regional, federal, and even European),
a special governmental supervising committee compiles a
list of questions on topical policy issues (‘Introduce mini-
mum wage?’—Yes/No, ‘Introduce a general speed limit on
motorways?’—Yes/No, etc.) and asks the parties participat-
ing in the election for their answers. A user of the site

Table I
RESULTS OF 2013 GERMAN BUNDESTAG ELECTION

CDU/CSU SPD DIE LINKE GR̈UNE 25 parties ineligible
for Bundestag seats
(< 5% of the votes)

Votes (%) 41.6 25.8 8.6 8.4 15.7
Bundestag
seats (%) 49.3 30.6 10.1 10.0

CDU/CSU Union of Germany’s two main conservative parties, Christlich
Demokratische Union Deutschlands (Christian Democratic
Union of Germany) and Christlich-Soziale Union in Bayern
(Christian Social Union of Bavaria)

SPD Sozialdemokratische Partei Deutschlands (Social Democratic
Party of Germany)

DIE LINKE
(The Left)

the 1997 merger of East German communists and the Electoral
Alternative for Labour and Social Justice (WASG), a left-wing
breakaway from the SPD

GRÜNE
(The Green)

BÜNDNIS 90/DIE GRÜNEN (Alliance 90/The Greens) the
merger of two ecologically-focused parties, DIE GRÜNEN
(West Germany) and B̈UNDNIS 90 (East Germany), both with
a social-democratic background

Source: [1], [2]

answers the same questions, eventually attributing weights
to reflect their importance, and then the program compares
his or her political profile with that of the parties and finds
the best-fitting party, the next best-fitting party, etc. No
statistical data are available form the Wahl-O-Mat, and if any
were available, they would be biased toward internet users.
Therefore, by any reason, the balance of public opinion is
better reflected by relevant public opinion polls.

For the given model, we consider the Wahl-O-Mat an-
swers of 28 German parties participating in the 2013 Bun-
destag election and the results of 36 public opinion polls
relevant to 36 out of 38 Wahl-O-Mat questions. The full
information on the party answers with their comments on
them as well as on the public opinion polls with all the
references is given in the report [4].

II. CONSTRUCTION OF INDICES

Figure 1 shows the balance of public and Bundestag
opinions on 38 topical policy issues, as well as the position
of the DGB (Confederation of German trade unions).

To explain the figure, consider the top question: ‘1. Intro-
duce a nationwide minimum wage’. The question number
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       Public opinion        DGB        GRÜNE        DIE LINKE        SPD        CDU/CSU 

−100% −50% 0 50% 100%      

38  Introduce referenda at the federal level
37  Institute a passenger−car toll on the national highways

36  German citizens should be allowed to maintain additional nationalities
35  Rental prices should be allowed to rise only to a certain extent, even between renters

34  Abolish the collection of communication data (e.g. telephone, internet) without probable cause
33  Homosexual couples should be allowed to adopt

32  Every state in the Euro zone should be liable to pay its own debts
31   All citizens should be required to enroll in the public health insurance system

30  The state should continue to collect tithes on behalf of religious institutions
29  Recipients of long−term unemployment benefits should receive less if they turn down a job offer

28  Energy−intensive industries should bear more of the costs of the transition to renewable energy
27  Bundestag members should reveal their auxiliary income to the last Euro

26  Germany should champion Turkey’s bid for EU membership
25  Retain the tax law that favors spouses

24  Exports of munitions should be forbidden
23  The government should employ more people with immigrant background

22  The legally mandated retirement age should be lowered again
21  Financially stronger federal states should less support weaker federal states

20  At the board level, companies should be made to comply with a legal quota for female members
19  Border control should be re−introduced at all German border crossings

18  The level of federal student financial aid should be independent of the parents’ income
17  Political parties that are unconstitutional should continue to be illegal

16  Employees should be compensated by the state for the time they spend caring for incapacitated relatives
15  Germany should accept more refugees

14  All banks in Germany should be nationalized
13  The ‘morning after’ pill should not be made available without prescription

12  No new construction of coal−fired energy plants
11  Germany should leave NATO

10  The top income tax rate should be increased
9  All children, regardless of cultural heritage, should receive communal education

8  Only organic agriculture should receive financial incentives
7  Germany should introduce an unconditional basic income

6  Video surveillance in public spaces should be expanded
5  Electricity prices should be more heavily regulated by the state

4  Germany should retain the Euro as its currency
3  Introduce a general speed limit on highways

2  The parents of children who do not attend state−sponsored day care should receive a childcare subsidy
1  Introduce a nationwide minimum wage

N0 YES

Percentage of NO/YES votes
(the abstaining factions are omitted)

Figure 1. Public opinion and representation thereof by the 2013 Bundestag and the DGB

‘1’ is as in the ‘official’ Wahl-O-Mat questionnaire filled by
the parties shortly before the Bundestag elections 2013.

The small red rectangle above the blue bar shows the
Yes/No position of the DGB, which does not participate in
the election but nevertheless has a position on the issue.

The balance of public opinion86% : 12% on the issue
is shown by the blue bar whose length is normalized to
100% (abstaining respondents are ignored). The size of the
bar to the left side and to the right side of the central axis
correspond to the percentage of antagonists and protagonists
in the society, respectively. The blue bar’s bias from the

center indicates at the prevailing public opinion.

A Bundestag faction is depicted by a rectangle with the
‘official’ party color. Its length is proportional to the number
of the party seats in the Bundestag. The ‘No/Yes’ party
opinion on the question is reflected by the location of the
rectangle to the left side or to the right side from the central
vertical axis, respectively. A Bundestag majority is attained
if the cumulative length of party rectangles surpasses the
50%-threshold (marked with dotted lines).

If the position of DGB, public, or party is unknown, the
corresponding rectangle is missing.
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Table II
CORRELATION BETWEEN THE PARTY RANKS WITH RESPECT TO THE INDICES (RANK CORRELATIONS)

Votes Popularity Universality
unweighted Google Brigitte

Unger
Anne
Graef

unweighted Google Brigitte
Unger

Anne
Graef

Votes 1.00 −0.29 −0.27 −0.30 −0.26 −0.34 −0.33 −0.31 −0.29

Popularity unweighted −0.29 1.00 0.99 0.98 0.94 0.98 0.98 0.98 0.94

Google −0.27 0.99 1.00 0.98 0.95 0.96 0.98 0.98 0.95

Brigitte Unger −0.30 0.98 0.98 1.00 0.96 0.95 0.96 0.99 0.95

Anne Graef −0.26 0.94 0.95 0.96 1.00 0.92 0.94 0.95 0.97

Universality unweighted −0.34 0.98 0.96 0.95 0.92 1.00 0.99 0.98 0.96

Google −0.33 0.98 0.98 0.96 0.94 0.99 1.00 0.98 0.96

Brigitte Unger −0.31 0.98 0.98 0.99 0.95 0.98 0.98 1.00 0.96

Anne Graef −0.29 0.94 0.95 0.95 0.97 0.96 0.96 0.96 1.00

Let us show how these data are used to construct the party
indices of representativeness. For every question, a given
party represents a certain fraction of the population (iden-
tified with the fraction in the opinion polls). For instance,
the CDU/CSU with their ‘No’ answer to the first question
‘1 Introduce nation wide minimum wage’ represents the
opinion of 12% of the population versus 86%. After removal
of abstaining respondents and normalization, we obtain the
CDU/CSU representativeness for Question 1:

rCDU/CSU,1=
12

12 + 86
× 100% ≈ 12.2% .

Similarly, with the ‘Yes’ answer to the next question ‘2
The parents of children who do not attend day care should
receive a childcare subsidy’, the CDU/CSU expresses the
opinion of 20% of the population versus 77%. After removal
of abstaining respondents and normalization we obtain the
CDU/CSU representativeness for Question 2:

rCDU/CSU,2=
20

20 + 77
× 100% ≈ 20.6% ,

and so on. Taking the average representativeness of the
CDU/CSU over the questions with known results of public
opinion polls and definitive party responses (there are 36
such questions), we obtain the party’s unweightedpopularity
index

PCDU/CSU=
12.2 + 20.6 + · · ·

32
× 100% ≈ 40% .

A higher popularity means that, on average, a larger fraction
of the electorate is represented. Taking the average with the
weights, we obtain weighted versions of popularity. (For
every party, the questions with missing opinion polls or party
positions are removed from consideration, and the question
weights are proportionally adjusted to the total of 100%.)

The frequency in representing a majority (≥ 50%) is
defined to be the unweighteduniversality of the party. The
CDU/CSU represents a (non-strict) majority on 11 out of 32
questions that are backed up by public opinion polls and the
CDU/CSU positions. Hence, the frequency in representing
a majority is

UCDU/CSU=
11

32
× 100% ≈ 34% .

A higher universality means that a majority is represented
more frequently. If the questions are counted with weights,
we obtain the weighted versions of the universality index.

Figure 2 displays the indices of popularityP and univer-
sality U for 28 German parties parties, DGB and Bundestag
in four versions each: unweighted questions (marked in the
subsequent charts by ‘u’), weighted by the logarithm with
base 2 of the number of Google hits for the questions’
keywords (marked by ‘g’), assuming that the number of
relevant documents in the Internet reflects the importance of
the question, and weighted by two experts — the director
of the Institute for Economic and Social Research in the
Hans-Böckler-Foundation, Professor Brigitte Unger, andthe
editor-in-chef of the DGB info-serviceEinblick, Anne Graef
(marked by ‘b’ and ‘a’, respectively). The parties are sorted
in the decreasing order of the mean of all the eight indices.
The correlations between the party ranks with respect to the
indices (rank correlations) are shown in Table II.

III. C ONCLUSIONS

Inconsistency of election results with public opinion:
As one can see, the winner of the 2013 Bundestag election,
the conservative party CDU/CSU with 41.6% of the votes,
has the lowest ranking among all the 28 parties considered.
Correspondingly, it also ranks lowest among the four eligible
parties. The most representative among the eligible parties
is DIE LINKE, which received only 8.6% of the votes. The
negative correlations between the party ranks with respectto
the votes received and the indices of representativeness show
that most electors vote inconsistently with their own political
profiles. A possible explanation of this inconsistency is
the significant shift of the German (and world) political
spectrum to the right after the 1990 German reunification
and collapse of communism, although voters still believe
that the parties represent the same values as a few decades
ago.

Weak dependence between public opinion and the Bun-
destag position: Note that the Bundestag’s representative
capacity is estimated at about 50%. It should be realized
that 50% of representativeness is expected when, for every
issue, a coin is tossed whose sides indicate the decisions in
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Figure 2. Indices of German parties and the DGB: P—popularity, U—universality, u—for unweighted questions, g—for questions weighted by the number
of Google hits, b—for questions weighted by Brigitte Unger as the first expert, and a—for questions weighted by Anne Graefas the second expert

favor of either the majority or the minority in the society.
Therefore, the index values of about 50% can be interpreted
as the lack of dependence between public opinion and the
Bundestag position.

Warning for policymakers: All of these constitute a
serious warning against the use of traditional voting methods
for selecting representatives of public opinion. Among other
things, ‘wrong voting’ gives faulty feedback to policymakers
about the policies they pursue. Already now, both extreme
right and extreme left parties rank much higher than the
moderate parties currently elected to the Bundestag. How-
ever, this cannot last forever, and if the discrepancy between

the population and the government becomes critical, an
extremist government can be elected.

Secondary role of weighting: In Table II, all the
rank correlations between the indices of representativeness
are very close to one. Even the correlation between the
unweighted and the Google-weighted indices — with the
extremes in weight ranging from 42,900 (for Question 9
about separate school lessons for children with different
cultural background) to 31,600,000 (for Question 31 about
merging statutory and private health insurances) — is 0.99 or
0.98. This means that the party ranks are not very sensitive
to the question weighting.
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Figure 2. (continued) Indices of German parties and the DGB:P—popularity, U—universality, u—for unweighted questions, g—for questions weighted
by the number of Google hits, b—for questions weighted by Brigitte Unger as the first expert, and a—for questions weightedby Anne Graef as the second
expert

The similarity in index orders can be explained as follows.
The responses of a given party are backed up by the party
‘ideology’, which determines the high intra-question corre-
lations of party answers. Therefore, ‘erroneous’ weighting
and even omission of some questions play a rather negligible
role, because other questions carry superfluous information
on the party political profile. Hence, we can evaluate the
parties by the mean of its eight indices as done in Figure 2,
or by the most ‘impartial’ unweighted indices.

Evaluation of representatives without election: The
known DGB position on the given policy issues allows

us to evaluate its popularity and universality, although the
DGB does not participate in elections. In the same way, the
representativeness of any political body can be evaluated
without elections, just by comparing its position with the
results of public opinion polls.

IV. D ISCUSSION: HOW TO IMPROVE ELECTION

The approach developed in this paper prompts a way to
improve the election procedure. The aim is (a) to redirect
the voters’ attention from candidate (party) images to their
manifestos as political profiles, and (b) to base the election
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Figure 2. (continued) Indices of German parties and the DGB:P—popularity, U—universality, u—for unweighted questions, g—for questions weighted
by the number of Google hits, b—for questions weighted by Brigitte Unger as the first expert, and a—for questions weightedby Anne Graef as the second
expert

of candidates on matching their profiles to the majority will.
Currently the Bundestag is elected with two votes, the first

(Erststimme) for a person and the second(Zweitstimme) for a
party. The first 299 Bundestag members are representatives
of local constituencies elected through the first vote. The
next 299 Bundestag seats are distributed among the eligible
parties (who have at least 5% of the second votes) to form
their factions, including the party members. Thus, the second
vote is decisive because it determines the size of Bundestag
factions already elected by the first vote, in proportion to the
second votes. Thereby, the partiality of the vote for a person
is reduced by rearranging the Bundestag factions according
to the more impersonal second vote for a party.

This logic of increasing impartiality of votes can be
continued by introducing the absolutely impartial third vote
(Drittstimme) asking for the elector’s political profile. It is
imagined in the form of a survey on selected points of
the party manifestos (Introduce nationwide minimum wage?
Yes/No; etc.). As explained previously, the political profiles
of the candidates (parties) are backed up by certain ide-
ologies, making the answers to different questions strongly
interdependent. Therefore, a few questions suffice to specify
the political profiles of both candidates and voters.

In other words, we propose to combine elections with
referenda revealing the public opinion on a sample of issues.
The suggested approach envisages processing the totality of
the ballots and evaluating candidates with respect to the fit
of their manifestos to the public profile. It should be noted
that in Switzerland, Canada and United States, referenda
are often coupled with elections, however, not as criteria

to distribute parliament seats or public offices but rather for
the convenience of the population.

Of course, a practical implementation should not exclude
traditional ways of expressing opinions. In addition to ques-
tionnaires in the ballots, direct votes for a candidate and for
a party should remain an option. Note that such a voting
duality is already inherent in the German parliamentary
election system with the first vote for a specific person, and
the second vote for a party. In our consideration, the vote
for a party is complemented with a vote for an even more
impersonal party manifesto. Of course, one can also imagine
a mixed procedure where the allocation of the Bundestag
seats is derived from both the second votes and the party
indices obtained through the third votes.
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Abstract—To deliver on their promises, Physical-Cyber-Social
systems must semantically integrate a wide range of heteroge-
neous multimodal observations, including physical sensor mea-
surements, human self-observations, social observations, and
demographic observations. In this paper, we address the problem
of collecting and combining sensor measurements and self-
observations. We describe an architecture, main features of
which are a triple-space-based approach to data integration and
a novel approach utilizing instant messaging for eliciting self-
observations. A specific application domain considered is health-
related monitoring of elderly persons at their homes.
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I. INTRODUCTION

Amit Sheth has recently popularized the concept of
Physical-Cyber-Social (PCS) computing [1] as an emerging
paradigm supported by the expanding Internet of Things (an
improved ability to observe the physical world), cyberspace
(an improved ability to access a massive repository of back-
ground knowledge on the Web), and social media (improved
access to social knowledge). [1] claimed that PCS will be
able to address in a holistic manner questions that neither
human intelligence nor present computing systems can an-
swer. In healthcare, for example, this could mean a highly
personalised interpretation of a blood pressure reading and
personalised suggestions of corrective actions. More generally,
the combination of cyber-physical and social data can help
us to understand events and changes in our surrounding
environments better, monitor and control buildings, homes and
city infrastructures, provide better healthcare and elderly care
services among many other applications [2].

[1] states that in order to achieve its goals, PCS must access
and semantically integrate a wide range of heterogeneous
multimodal observations, including physical sensor measure-
ments (such as blood pressure or heart rate), self-observations
(subjective states and sensations), social observations (from
a network including family, friends, and colleagues), and
demographic observations (aggregated characteristics of the
population with similar attributes or lineage). In addition to
such integration of observations performed by PCS horizontal
operators [1], there is a need for PCS vertical operators
to progressively lift the integrated observations along the

Data-Information-Knowledge-Wisdom dimension. Horizontal
operators deal with variety and veracity of data, while vertical
operators deal with its volume and velocity.

In this paper, we introduce a software architecture aiming to
provide one required horizontal operator for PCS systems that
is the collection and semantic integration of physical sensor
measurements and human-produced observations, in particu-
lar, self-observations. The main features of this architecture
include a triple-space-based approach to open interconnected
systems [3], use of W3C’s Semantic Sensor Network (SSN)
ontology [4], an automation framework for triple-space man-
agement, a novel approach utilizing instant messaging for
eliciting human-produced observations and integrating them
with the rest of data, and optional integration of the speech
interface within the latter. Collection and processing of human
observations has been a rapidly growing research area [5] but
focused on the analysis of unsolicited observation streams,
e.g., from Twitter. To the best of our knowledge, there exists
no streamlined approach to collecting solicited human observa-
tions and integrating them with physical sensor measurements.

The rest of the paper is structured as follows. Section
II describes one motivating scenario for this work, namely
health-related monitoring of an elderly person at home. Section
III specifies the main components of our data integration
architecture, with a brief discussion of related security aspects.
Section IV follows with a description of our approach to
collecting self-observations, including how we integrate a
speech-based interface as a part of it. Finally, Section V
concludes the paper.

II. MOTIVATING CASE: USEFIL

This work is performed in and motivated by the application
domain of the EU FP7 project Unobtrusive Smart Environ-
ments for Independent Living (USEFIL) [6], [7].

The life expectancy in the EU and in other developed
countries is continuously increasing and the proportion of
elderly citizens in the population is growing. The elderly are
often living alone, approximately one of every three non-
institutionalized older adults [8], and often cannot afford
private carers. Prolonging their ability to remain independently
in their homes may yield economic and emotional benefits at
the societal and personal levels. On the other hand, elderly
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are prone to decline in physical abilities, chronic illnesses,
cognitive decline, and depression. Therefore, responsibly post-
poning their move into a nursing home requires maintaining a
continuous confidence in their ability of independent and safe
living.

The most common reasons elderly are admitted into nursing
homes are caregiver burden and the elderly person’s inability
to perform Activities of Daily Living (ADLs) such as moving
around, dressing, or bathing [9]. The elderly are also especially
affected by loneliness and depression brought on by the Empty
Nest Syndrome or neglect, either intentional or not [9]. In
line with this, the main objective of the USEFIL project is to
provide low-cost ICT solutions for monitoring physical health,
cognitive health and emotional status of elderly (65+ years
old) with age related disabilities at their homes – to assess
their ability of independent living and to detect deteriorations
when they occur. In addition, USEFIL aims at facilitating
elderly access to telecare, as well as supporting their social
interactions to fight loneliness.

The setup of the USEFIL system allows for various physical
sensors. A central role is played by imaging devices: a video
camera placed behind a mirror and a depth sensor such as
Microsoft Kinect. The project develops algorithms to extract
from those data various ADL parameters, such as walking
balance and ability of transfer (e.g., raising from a chair),
health signs, such as heart rate and pupils equality (relevant
to stroke patients), as well as emotional states. In addition,
USEFIL features a wrist wearable unit (Android watch-phone)
with custom algorithms for processing accelerometer data to
recognize and monitor daily activities.

As end-user interfaces, USEFIL employs a Smart TV and a
tablet computer. Both provide a user interface for data access
(health trends, medication schedule and reminders, etc.) as
well as communication channels, both to healthcare and to
family/friends. The wrist unit also provides a limited user
interface allowing receiving messages as well as including a
software ”panic” button.

In addition to physical sensors for unobtrusive monitoring,
USEFIL realized a need for collecting self-observations, where
the monitored elderly person is posed one or more questions
to answer using either TV or tablet interface. Self-observations
complement the physical sensor observations and are needed,
in particular, for accessing the emotional status of an elderly
person and detecting depression.

The USEFIL system includes data fusion and Decision
Support System components which are responsible for ab-
stracting the data, thus can be seen as PCS vertical operators
(see Section I). In the following sections, we describe the
architecture responsible for the collection and integration of
data, which can be seen as a PCS horizontal operator.

III. DATA INTEGRATION ARCHITECTURE

A. Semantic Integration

The proposed here solution to heterogeneous data collection
and integration is based on a Triple Space [3] as the approach
to implementing an open interconnected system. A triple

space is a special case of a tuple space. A tuple space is
an implementation of an associative memory (also known
as blackboard or distributed shared memory) for parallel or
distributed computing. A repository of tuples (ordered lists of
data elements) is provided that can be accessed concurrently;
producers post their data as tuples in the space and consumers
retrieve data from the space using queries or a subscription
mechanism. In result, most of the direct communication be-
tween system components is substituted with posting to and
reading from the tuple space. Such an approach separates
the data themselves from such questions as data availability
(where to find it?) and transmission (when and where to
send?), thus greatly simplifying distributed application de-
velopment. This paradigm has become quite popular in the
Internet of Things field with many storage and integration
Cloud services, such as Xively (formerly Cosm and before
that Pachube), being such tuple spaces.

Semantic technologies based on machine-interpretable rep-
resentation formalism have shown promise for describing
objects, sharing and integrating information, and inferring
new knowledge [10]. Therefore, [10] states that utilisation
of semantic technologies is important for interoperability,
data integration, data abstraction and access, resource search
and discovery as well as reasoning and interpretation on the
Internet of Things. Also, [1] argued for semantics in a wider
context of PCS systems (see Section I).

Merging the tuple space paradigm with semantics, the result
is a triple space where all the tuples are semantic triples
{subject, predicate, object}. Some proprietary triple-space-
based approaches were developed, including generic, such as
[3], and specifically with resource-limited devices in mind,
such as Smart-M3 [11]. However, with the present state of
the technology, a triple space can also be set up without any
proprietary software – via deploying an off-the-shelf RDF
data server and posting and reading data using the standard
SPARQL language and protocol.

In our solution, we followed the latter approach of relying
on standards and reliable data storage products. In particular,
we utilise an OpenRDF Sesame database deployed on an
Apache Tomcat HTTP server. Data producers interact with
various sensors using the special protocols that those sensors
support and publish the observations to a Sesame repository
as RDF triple-sets (see below). Data consumers never interact
with data producers directly and only look for needed obser-
vations to appear in the database. Data prosumers, again, do
not interact with any data producers or consumers directly,
but read data from the database and output their results back
into the database. All of these communications occur over
the interface offered by the database which is SPARQL 1.1
Protocol over HTTP with SPARQL 1.1 Query or SPARQL
1.1 Update payloads. To facilitate data producer/consumer
programming, we developed, however, software libraries (Java
and C) hiding the HTTP and SPARQL operations and offering
a simple to use programmatic API.

One drawback of using an off-the-shelf RDF database in-
stead of a proprietary triple space solution is that subscriptions
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with push-notifications are not available to data consumers –
a mechanism typically included into proprietary systems [3],
[11]. A subscription mechanism offers two main advantages:
(1) more convenient client programming and (2) avoiding the
database and the network load with frequent repeated queries,
or introducing a delay to reacting to new data. To address the
latter and more important issue, our solution includes a Change
Notifier service, which is a simple Web service (Java servlet)
deployed on the same Tomcat instance as the Sesame database.
It operates based on the ’long-polling’ model. This means
that, after receiving a request, it waits for up to the specified
timeout before responding with a response indicating that that
no change occurred in the database. If any change occurs in the
database during the waiting time, the service will immediately
return and provide the timestamp of the change. One may use
also ’since’ request parameter with a timestamp. This simple
service allows avoiding unnecessary repetition of queries, as
well as executing a query immediately after some new data
become available, providing close to real time reaction as often
required in Internet of Things environments.

The conceptual data model of our solution is principally
based on the W3C’s SSN Ontology [4]. The SSN ontology
is a domain-independent ontology that describes sensors and
observations by merging sensor-focused, observation-focused
and system-focused views. SSN is based itself on the DUL
(DOLCE Ultra Light), with DOLCE standing for Descriptive
Ontology for Linguistic and Cognitive Engineering. DUL is an
upper ontology that defines only 5 classes at the top level of
the concepts hierarchy, Object, Quality, Event, Abstract, and
InformationRealization, as well as a larger set of properties for
describing possible relationships between instances of these
classes and their subclasses. Most of the concepts defined in
SSN are then subclasses, sub-properties, or other derivatives
of DUL concepts.

Fig. 1. An example of the description of a sensor observation.

Following SSN, we conceptually describe a sensor obser-
vation as depicted in Figure 1. Practically, we define and

use, however, a more compact representation which reduces
the number of triples and introduces only one anonymous
node per measurement instead of seven in Figure 1 (blue
circles). This is done without losing semantics via use of the
OWL2 property-chain mechanism. In terms of Figure 1, every
important path from the root to a leaf is substituted with a
single custom property. For example, usefil:observationResult
is defined as owl:propertyChainAxiom ( ssn:observationResult
ssn:hasValue dul:hasRegionDataValue ).

With respect to required domain-specific concepts, such
as types of observations (usefil:HeartRate in Figure 1, not
covered by SSN or DUL), our approach is to either use
concepts from established domain ontologies or to define
custom concepts as subclasses of those. In the case of the
USEFIL system, we utilised such ontologies as International
Classification of Functioning, Disability and Health (ICF),
International Classification of Diseases (ICD-10), SNOMED
Clinical Terms, and Clinical Measurement Ontology (CMO).

B. Tasker Framework

To support automated management of a triple space, we
have defined and implemented a software tool we refer to
as the Tasker framework. Tasker allows timed and repeated
execution of various SPARQL tasks on an RDF database, as
well as execution of external Java code. It can be used as a
library or a stand-alone application, in both cases controlled
fully via its configuration file. Such a configuration file is
encoded using Turtle RDF and contains definitions of one or
more tasks. An example of a task follows.

@prefix rdfs: <http://www.w3.org/2000/01/rdf-schema#> .
@prefix t: <http://www.vtt.fi/usefil/tasker#> .
[a t:Task]

t:prefixes ”PREFIX usefil: <http://usefil.eu/ontology#>” ;
t:where ”?event usefil:observationResultTimeMillis ?time.

FILTER (?time < %NOW% - 3600000). ?event ?p ?o” ;
t:delete ”?event ?p ?o” ;
t:construct ”?event ?p ?o” ;
t:execute ”fi.vtt.usefil.tasker.executable.Backup” ;
t:start ”12:00” ;
t:repeat ”600000” ;
rdfs:comment ”Remove old events” .

Each task is a t:Task instance and can have the following
properties (all of which are optional):

• rdfs:comment Name of the task.
• t:enabled If false, the task is inactive.
• t:prefixes Task-specific SPARQL prefixes (other than rdf:,

rdfs:, owl:).
• t:where Corresponds to WHERE clause of SPARQL.

Used in a SELECT query and/or INSERT, DELETE,
CONSTRUCT queries.

• t:insert Corresponds to INSERT clause of SPARQL.
• t:delete Corresponds to DELETE clause of SPARQL.
• t:construct Corresponds to CONSTRUCT clause of

SPARQL.
• t:execute A Java class name, optionally followed by

command line arguments, to be dynamically loaded and

131Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-324-7

ICDS 2014 : The Eighth International Conference on Digital Society

                         143 / 240



executed. This class has to implement a predefined in-
terface through which Tasker will feed it the results of
execution of SELECT and/or CONSTRUCT queries.

• t:start Start time (first run) for the task. Can be an
ISO 8601 time (e.g., 2013-11-10T12:00:00+0200) or a
number in milliseconds which is interpreted as delay
from the initialization time. Also partial forms of ISO
8601 time are accepted, like 12:00 above (which assumes
current date and local time zone).

• t:repeat Repetition interval for the task, in milliseconds.
Additional values are 0 meaning execution only once and
-1 meaning execution every time a change occurs in the
database (see Section III-A about Change Notifier).

The above example task thus removes from the database
all the observations older than one hour (3600000 ms), while
backing them up as RDF into a file (the Backup executable
does that for the CONSTRUCT query result). This task is
executed every 10 minutes (600000 ms) starting at noon.

Using different combinations of the task properties, Tasker
can achieve a variety of goals, including data management (as
in the example), rule-based reasoning / data fusion, as well
context-dependent execution of application code.

C. Secutity Aspects

Along with the design of the above data integration architec-
ture, an extensive analysis was performed of its security prop-
erties. Threats and vulnerabilities related to different security
domains [12] were listed and addressed via specific measures.
This analysis is outside the scope of this paper; below we only
list the most prominent aspects.

The database server has to enforce secure communication,
i.e., HTTPS, even if only used within a wireless network
protected using WLAN security. This is to authenticate the
server to data producers/consumers to prevent client spoofing
by a fake server, as well as to prevent wireless eavesdropping
among connected devices. The server also has to require the
clients to authenticate for both data access and publication.
This protects data from unauthorised access and prevents
database spoofing, where a malicious software process pub-
lishes fake observations. Specifically, we register each data
producer separately (own username and password) and insert
any triples it submits into a separate sub-graph of the database,
facilitating provenance tracking and non-repudiation. Data pro-
ducers have to be designed to only push measurements to the
database and not to implement any own query interfaces that
would require a separate protection, which may be difficult.
Finally, all the clients have to avoid storing any private data
into temporary local files, i.e., should rely only on the database
for persistence.

IV. COLLECTING HUMAN OBSERVATIONS

A. Management of a Machine-Human Dialog

In the context of the general architecture described in
Section III, collecting human self-observations is an issue of
design of a specific type of a data producer.

Systematic collection and processing of human observations
in general has been a rapidly growing topic in the research
community. In particular, may studies address citizen sensor
networks [5], which refer to interconnected networks of people
who actively observe, report, collect, analyze, and disseminate
information via text, audio, or video messages. These ap-
proaches focus on the analysis of readily-available unsolicited
observation streams, in particular from microblogging systems
such as Twitter. In contrast, we are interested in solicited
observations, such as self-observations of a personal state. For
solicited observation, Web-based online questionnaire forms
remain a dominant tool, while there seems to be no streamlined
approach to integration of answers from such online forms
with physical sensor measurements.

In our solution, a questionnaire is defined as a state-machine
and encoded in an XML document. In addition to messages,
questions and answer options, this document includes all
the information needed for the interpretation of answers in
terms of our conceptual data model as well as accessing
data from the triple space to personalise the questions. A
state-machine representation allows two ways of administering
a questionnaire. For longer questionnaires, we automatically
transform them into Web forms. For shorter questioning
sessions, we are also able to administer them question-by-
question via an instant messaging protocol. For the latter case,
we implemented both text-based and speech-based interfaces.
For the text-based option, we developed a custom Android
chat app that renders the answer options as buttons in the chat
window (Figure 3). The use of a standard XMPP chat client
is also possible, except for that the answers have to be typed
then.

Figure 2 provides an example of a questionnaire definition
that encodes the first question from Beck Depression Inventory
(BDI) and is accompanied by a preamble and a closing
message.

A questionnaire consists of d:Message and d:Question el-
ements, the order of which is defined via their d:state and
d:transition attributes. Upon a message, transition to the new
state is done immediately. Upon a question, the transition is
done only after a valid answer is received. The starting state is
called ”start” and the final one ”end”. While a message only
has d:Text property (the message itself), a question also has to
have: usefil:observedProperty, which is the type of observation
collected with this question, and a set of possible answers to
the question. Each d:Answer has:

• d:Text. Text to display.
• d:Value. Identifier of the answer option, e.g., ”0”. If the

user interface does not show answer options as list or
buttons, but requires typing or speaking, values are used
as accepted entries.

• d:Shortcut (optional). Another accepted entry correspond-
ing to the answer option, e.g., ”no”.

• usefil:observationResult. Value for the evaluated use-
fil:observedProperty if this answer is selected.

• d:Message (optional). A message to deliver back to the
user as a feedback to the answer.
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<d:Questionnaire xmlns:usefil=”http://usefil.eu/ontology#”
xmlns:d=”http://usefil.eu/dialog#”
xmlns:db=”http://usefil.eu/database#” id=”BDI” >

<d:Message d:state=”start” d:transition=”1”>
<db:Query db:type=”sparql”><![CDATA[

PREFIX usefil: <http://usefil.eu/ontology#>
SELECT * WHERE {
[a usefil:User] usefil:hasName ?name .
[a usefil:Measurement]

usefil:observedProperty usefil:BDI;
usefil:observationResult ?beck score }

]]></db:Query>
<d:Text>

Hello, %name%! Your last score on this test was
%beck score%. The following questionnaire consists of ...

</d:Text>
</d:Message>

<d:Question d:state=”1” d:transition=”2”>
<d:Text>Have you been feeling sad

during the past two weeks?</d:Text>
<usefil:observedProperty>usefil:FeelingSad

</usefil:observedProperty>
<d:Answer d:transition=”3”>
<d:Shortcut>no</d:Shortcut>
<d:Text>0. I do not feel bad</d:Text>
<d:Value>0</d:Value>
<usefil:observationResult>0.0</usefil:observationResult>
<d:Message>
<d:Text>Very good to hear!</d:Text>

</d:Message>
</d:Answer>
<d:Answer> ... <d:Answer>
...

</d:Question>

<d:Question d:state=”2”> ... </d:Question>
...
<d:Message d:state=”21” d:transition=”end”>
<d:Text>Thank you for your answers!</d:Text>

</d:Message>

</d:Questionnaire>

Fig. 2. The questionnaire definition format.

• d:transition attribute (optional). Overrides that on the
question, e.g., answering ”no” to the example question
will lead to skipping the next question.

Any Message or Question can also have an optional
db:Query property, giving a query that has to be executed
on the triple space prior to delivery of the message/question.
The values retrieved for the query variables will substitute
corresponding placeholders in d:Text content.

Our implementation of the instant messaging approach is
based on the XMPP messaging protocol. A user can have a
number of user interface devices connected simultaneously;
in USEFIL, this includes Smart TV, tablet, wrist-wearable
unit, and a speech interface (on a PC). A question is received
and rendered on all currently connected devices and can be
answered from any of them. In USEFIL, we plan to use

Fig. 3. An example of a questionnaire chat session.

the instant messaging approach not only for soliciting health-
related self-observations, but also in a number of other tasks.
This includes validation of systems interpretations (”do you
need to call somebody for help?”, ”does your wrist unit have
to be charged?”) or to collect feedback (”was it easy to use
the application?”).

B. Speech Interface

A number of studies [9], [13] argued that, especially in the
case of an ICT system assisting elderly persons, the use of
speech-based interfaces is beneficial and may increase the end
user acceptability of the system.

The text-to-speech transformation needed for a mes-
sage/question delivery is a simpler problem supported by a
number of reliable tools. Speech recognition, on the other
hand, is shown to be a particularly hard problem to be solved
reliably for most environments. Our approach to collecting
self-observations, however, presents a very restricted case of
the general speech recognition problem. First, in our case,
only the machine can initiate the dialog by posing a question.
Therefore, we do not face a hard problem of interpreting a
free-form user command, which is a case for most speech-
based systems. Second, the vocabulary that the user is expected
to use when answering a question is predefined and very
limited. In our XML format, the answering vocabulary for a
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question is the union of d:Value and d:Shortcut properties of
all defined answer options. For the example question is Section
IV-A, such vocabulary consists of eight words ’0’, ’1’, ’2’, ’3’,
’no’, ’yes’, ’always’, and ’unbearably’. Speech recognition in
the case of such a very limited vocabulary is shown to be a
much simpler and manageable problem.

We implemented a speech interface as an XMPP client,
which thus can be used along with text-based XMPP clients.
Any message/question received from the system is translated
to speech using Mary TTS system. User’s answer is recognised
using Simons Listens system and, if it is deemed to belong to
the acceptable vocabulary, translated into XMPP and sent back
to the system. Simon Listens supports dynamically restricting
the expected vocabulary, providing a sufficient performance
level in an indoor environment.

V. CONCLUSIONS

In this paper, we introduced a software architecture aiming
to provide one required horizontal operator for Physical-
Cyber-Social systems that is the collection and semantic inte-
gration of physical sensor measurements and human-produced
observations, in particular, self-observations. While triple-
space based data integration is an established approach, our
architecture relies on standard protocols and reliable data
storage products, which is an advantage compared to most
existing solutions.

We believe, however, that the central contribution of this
work lies with its approach to systematic collection of human
observations via instant messaging. To the best of our knowl-
edge, this has not been implemented before. Beyond collecting
health-related self-observations, as in USEFIL, this approach
can be utilized in a variety of other applications including
citizen sensing, opinion polling, and feedback collection. Com-
pared to Web survey forms, an instant messaging based survey
(via a smartphone) has a number of advantages. Questions
can be asked ”while they are hot” and conveniently responded
with just one touch, questions can be personalized, questions
that are asked (or not asked) next may depend on answers
given to previous questions, as well as there is an option of a
seamless handover from, e.g., a PC to a mobile device during
a questioning session. An expected result is a higher response
rate and a higher accuracy of responses.

Although the focus of this paper is on data collection and
integration, as it is in PCS studies, the proposed architecture
is grounded in an even wider view of [14], [15], which one
of the authors of this paper co-originated. While PCS focuses
predominantly on observing, i.e., sensing, [14] argued for a
need to address the device-software-human triangle in a way
allowing each of the three worlds to perform any of the
basic computing functions: sensing, actuating, processing, and
control. While focusing in this paper on the integration of
machine sensing with human sensing, our architecture equally
allows the integration of physical actuating with human ac-
tuating (e.g., sending a message to a person with a request
to switch off unnecessary lights), software processing with
human processing (e.g., sending a message to a person asking

to translate a term), and software control with human control
(e.g., providing a person with a list of possible courses of
action and asking to select one).

In USEFIL, the work in 2014 includes conducting several-
month-long pilot studies in Greece, UK, and Israel with real
elderly subjects at their own homes. These pilots will provide a
performance and usability evaluation of the system described
in this paper as well as of other USEFIL products. Beyond
USEFIL, our future work plans focus on further development
and exploitation of the instant messaging survey approach in
other applications. Some of these applications, e.g., feedback
collection, are mentioned above.
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Abstract—This paper presents the results of an acceptance 

analysis of existing mobile payment services (MPS) and MPS 

concepts. The analysis was conducted by means of technical 

documentation on features and functionalities, usage tests and 

interviews with experts from the MPS ecosystem. The results 

indicate high acceptance of wallet MPS that support additional 

functionalities such as loyalty card inclusion. In addition, card-

based MPS obtain high values for ease of use, and thus, might 

serve as transitional solution until technical standards are 

implemented in the ecosystem. Subsequent to a short 

introduction and presentation of the state of the art, the 

development of the evaluation framework of this study will be 

presented on which the analysis of the MPS at hand is based. 

The paper concludes with the design of a field study that will 

evaluate the acceptance of the suggested MPS in a real-world 

context. 

Keywords-mobile payment service; technology acceptance; 

external factors; complex ecosystem 

I.  INTRODUCTION 

Recent market research indicates a growing importance 
of mobile payment. At the beginning of 2013, Gartner [1] 
predicted that the value of the mobile payment transactions 
will increase by 44 percent in 2013 compared to 2012, to an 
estimated $235.4 billion worldwide by the end of the year. 

In some regions, such as Japan and the US, mobile 
payment is already part of people’s everyday lives. The 
development on the European markets, on the other hand, is 
still behind prior expectations. There exists high insecurity 
among many potential stakeholders within the complex 
ecosystem of mobile payment. The insecurity refers to 
technology standards as well as service designs and business 
models.  

What makes the ecosystem of different MPS "complex" 
is the fact that different pre-conditions and circumstances are 
relevant for each solution. Some examples include relevant 
partners in the value creation/delivery and supply chain 
process, a variety of contract forms, agreements, legal 
aspects, and responsibilities. For the user of a single MPS 
this complex ecosystem means that they might not be able to 
use the chosen MPS for the payment at a certain retailer, 
because the involved parties and companies are not in a 
contractual relationship that is necessary for a successful 
transaction at the point of sale.  

Acceptance of mobile payment is an issue that has been 
addressed in various empirical studies. These resulted in 
interesting causal models of mobile payment acceptance with 
high explanatory power, e.g., [2], [3], and [4]. Acceptance by 
itself, defined as the decision to adopt or not adopt a MPS, is 
not sufficient to predict the market success of a particular 
payment service as their success is highly dependent on the 
ecosystem in which they operate and their actual design. 
Thus, there is a need to connect theoretical foundations from 
acceptance research to practical design issues of actual 
mobile payment services and to context factors that arise 
from the complex ecosystem in which mobile payment 
services operate.  

The main objective of the present research project is 
therefore a systematic analysis of generic mobile payment 
services (MPS) within a novel acceptance evaluation 
framework that is derived from validated causal models of 
mobile payment acceptance. In a first step, it is necessary to 
develop the evaluation framework based on an extensive 
literature review. Mobile payment services are classified 
based on a market analysis and representative services are 
selected for each generic service. These are then analysed 
within the acceptance evaluation framework. Data for the 
analysis is obtained from service features and mobile 
payment service usage tests and expert interviews with 
service providers, banking and payment experts. The 
comparison of acceptance factors for each service results in a 
systematic assessment and enables conclusions regarding 
acceptance of the analysed mobile payment services. The 
paper concludes with an outlook on a subsequent field study. 
The research design of the field study is based on the major 
findings of the presented project and is necessary to evaluate 
the results of this research project in a real world context. 

The paper is structured as follows: Section II presents the 
state of the art. In Section III, we describe how the 
evaluation framework was developed, which is the basis for 
the analysis of different payment services (Section IV). The 
paper concludes in Section V, with an outlook to our future 
work and study design. 

II. STATE OF THE ART 

Analysis of the state of the art will start with Section A, 
in which the technological implementations of mobile 
payment services will be presented, followed by Section B, 
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which will provide an introduction to the acceptance factors 
of mobile payment services. 

 

A. Technological implementations of mobile payment 

services 

Mobile payment services can be classified according to 
technological designs and features that influence the 
payment process. The following classification is based on [5] 
and [6]: 

 carrier medium, 

 payment method, 

 technology, 

 type of payment system, 

 payment process, and 

 storage of sensitive customer data. 
Mobile payment services are differentiated according to 

the carrier medium that is used. In this study, smart phones 
and Near Field Communication (NFC)-cards are considered 
as media types. The second criterion is payment method. 
Possible types are debit as well as credit cards, pre-paid 
mechanisms and direct debit processes. Debit card payment 
either initiates account debiting immediately after the 
transaction at the point of sale or a couple of days later. 
Credit card payment does not initiate immediate debiting of 
the account, but enables a loan without interest for the rest of 
the month. The amounts of several transactions are 
accumulated and account debiting takes place at the end of 
each month. Pre-paid payment requires money to be 
deposited on a card or smart phone in advance. The payment 
method is accepted at the point of sale as long as the account 
balance is positive. 

An important issue is the technology that is used to 
communicate with the payment terminal at the point of sale. 
Common technologies are NFC, 2D-codes and bar codes. 
Payment systems operate either in form of so called open-
loop systems or closed-loop systems. Closed-loop systems 
involve one single bank that processes the transactions 
whereas open-loop systems involve several banks in the 
transaction process. Payment processes are either offline or 
online. Online payment processes require input of a PIN by 
the user at the terminal. This is necessary for identification of 
the card holder. The card is checked online and the 
transaction will be completed only after successful 
verification. Offline payment, on the other hand, does not 
include verification of the available payment limit at the 
bank in charge of the account. There is no identification and 
card verification at the point of sale and communication 
takes place only between smart phone or card and the 
terminal. There exist four main types of sensitive customer 
data storage. The construction-wise inclusion of the secure 
element embedded in the smart phone is one technical 
option. A major disadvantage of this type is the connection 
of the secure element and its data to a particular phone that 
cannot be transferred to another device. Another option is 
usage of micro-SD cards that are equipped with a secure 
element. These can be put in the micro-SD slot of the smart 
phone and transferred in case of device changes. The secure 

element can also be stored on the SIM card. As these are 
bound to a certain mobile network operator this might 
hamper changes of the mobile network operator. The fourth 
option is storage of sensitive customer data on a card that is 
equipped with an NFC chip. 

B. Acceptance factors of mobile payment services 

Many acceptance research studies of mobile payment 
acceptance are based on technology acceptance model 
(TAM) [7], and thus, incorporate perceived usefulness (PU) 
and perceived ease of use (PEOU) as main factors 
influencing behavioral intention (BI) to use, e.g., [8], [9], 
[10], etc. A comparative study in different cultural settings 
[8] included technology readiness as a personality trait in the 
original TAM. Results of this study indicate a significant 
positive effect of technology readiness on PEOU and PU as 
well as BI in most cultural settings. Individual mobility as a 
personal requirement regarding technology characteristics 
and perceived security resulted in positive effects on BI or 
attitude towards mobile payment in [4]. Personal 
innovativeness is another personality factor that has been 
tested with significant positive effects within the TAM 
framework [10]. This study also included technology 
characteristics such as convenience and reachability that 
showed positive effects on either PEOU or PU.  

Security is one of the most often tested technology 
characteristics. In most cases, it is operationalized as a 
perception of security [4]. It has also been empirically tested 
in the particular setting of mobile payment acceptance in 
tourism [11]. In some studies, security issues are regarded as 
aspects of perceived risk and operationalized within this 
construct [9] and [12].  

Trust is a construct that obtained particular interest within 
mobile payment acceptance research. Trust has been tested 
as an antecedent of PEOU and PU [3] and it has been found 
that it is affected by characteristics of the mobile technology 
itself and characteristics of the service provider, such as 
reputation. An examination of trust within the valence 
framework indicated highly dynamic effects of trust in 
internet payment and initial trust in mobile payment on 
negative valences (perceived cost and risk) and positive 
valence (relative advantage) that is affecting BI [2]. 

Other studies are based on unified theory of acceptance 
and use of technology (UTAUT) [13] and include social 
influence and other constructs in addition to PU and PEOU 
to explain BI. In [14], UTAUT was extended by the mobile 
payment specific factors trust and perceived security. Both 
factors resulted in significant effects on intention to use 
mobile wallets in the research model.  

Contextual issues have been included in various studies 
in different forms. We apply the multidisciplinary context 
model from [15] in order to classify these constructs and 
variables in a systematic way.  

 Social context refers to people around the subject, 
their relationships to the subject, and interactions 
with the subject. Social context includes, for 
example, subjective norm [4], reference group 
evaluation [12], friends’ evaluation [12], etc. 
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 Task context considers the particular objective of the 
present usage situation. It is interpreted [16] as a 
breadth of mobile payment use situations [12] or 
circumstances in use situations. 

 Physical context includes all objects that are 
surrounding the subject and their current status and 
direction. Examples for the inclusion are the 
construct individual mobility [4] and compatibility 
[17], [2]. 

 Temporal context is what gives the current usage 
situation a meaning like, e.g., past mobile payment 
use [12]. 

Value is a neglected factor in empirical research on 
mobile payment acceptance but is included in a theoretical 
model of mobile wallet adoption that has been applied in a 
case study [18]. N. Guhr et al. [8] define perceived value as 
“a trade-off between what customers receive, such as quality, 
benefits, and utilities, and what they sacrifice, such as price, 
opportunity cost, transaction cost, time and efforts” [18]. 
Finance-related risks, such as perceived costs, did not show 
significant effects on BI in an empirical study on acceptance 
of a card-based payment service [9]. A study on consumers’ 
willingness to pay for mobile payment services indicated that 
consumers are either not willing to pay any fee for using 
mobile payment or the fee varies between different 
purchased goods [16]. Value is not only important in the 
context of user acceptance but also in the bigger context of 
the eco-system. Cost for the bank server and security as 
technology quality were included in an analytic hierarchy 
process and turned out to be important factors within the 
context of technological mobile payment decisions [19].  

III. DEVELOPMENT OF EVALUATION FRAMEWORK 

In this chapter, the evaluation framework will be 
described. First, an overview to the Evaluation Process 
(Section A) will be provided, followed by the selection of 
acceptance factors in Section B. These factors will be 
operationalized in Section C. 

A. Evaluation Process 

The evaluation is illustrated in Figure 1 (Sequence 
Diagram Evaluation Process). It shows that the process was 
based on the identification of relevant acceptance factors 
through literature review. These factors were operationalized 
and applied to all selected MPS by the means of usage tests 
and expert interviews. MPS were selected based on a 
thorough desk research, in which all information and data 
available were collected. Further and deeper information was 
gathered through usage tests and expert interviews. As a 
result, for each MPS and each of the relevant acceptance 
factors, a classification was suggested, whether the potential 
of acceptance of the MPS at hand is to be considered high, 
medium, or low. The evaluation process was carried out 
from February to August 2013.  

This classification was based on a discussion process 
within the project team and double-checked by external MPS 
experts. Usability tests were not part of the analysis, as it can 
be assumed that this aspect will be covered in time before 
market launch of the MPS.  

 

Figure 1.  Sequence Diagram Evaluation Process 

B. Selecting acceptance factors 

Acceptance factors for the evaluation framework are 
derived from the literature review. PEOU and PU are the 
most widely used constructs to explain acceptance of mobile 
payment. Their concepts are provided in Table 1. 

TABLE I.  PERCEIVED EASE OF USE / PERCEIVED USEFULNESS 

Acceptance 

Factor 
Construct Definition 

Perceived 

Ease of 

Use 

PEOU [9], 
[11], [10], 

[8], [14] 

The original definition from [7] “the extent 
to which using a new system is expected to 

be free of efforts” 

PEOU [4] 

“Important aspects related to mobile 
payment services ease of use include, for 

example, clear symbols and function keys, 

few and simple payment process steps, 

graphic display, and help functions […]” 

Perceived 

Usefulnes 

PU [9], [11], 

[10], [8], 

[14] 

The original definition from [7] “the degree 

to which a prospective adopter believes that 
by using a particular system would improve 

his or her job performance” 

Attitude [12] 

“This construct can be taken to reflect an 
individual’s attitude towards a MPS, 

ranging from a very positive to a very 

negative assessment of the system’s utility.” 

PU [4] 

“[…] users are only willing to accept 

innovations if those innovations provide a 

unique advantage compared to existing 
solutions […]” 

Convenience 

[10] 

“Convenience is nothing but a combination 

of time and place utilities, which are clearly 
principal characteristics of m-payment.” 

 
Trust, perceived risks and (perceived) security were also 

included in many studies. Table 2 lists the various tested 
concepts. 
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TABLE II.  SECURITY-RELATED FACTORS 

Construct Definition 

Perceived risk 
[2] 

“[…] extent to which prospective users expect mobile 
payment services to be uncertain or risky.” 

Initial mobile 

payment trust 
[2] 

“Trust is a subjective belief that a party will fulfill his or 

her obligations according to the expectations of the 
trusting party.” 

Perceived risk 

[9] 
“[…] the expectation of losses related to purchase […]” 

Perceived 
security [11] 

“[…] a threat which creates circumstance, condition or 

event with the potential to cause economic hardship 

[…]” 

MPS risk [12] 
“The MPS risk construct refers to the possible harmful 

consequences an individual expects from MPS use […]” 

Consumer 

trust [3] 

“[…] in the context of m-payments, the two dimensions 

of consumer trust are trust in mobile service provider 
and trust in technology facilitated by mobile service 

provider characteristics and mobile technology 

characteristics respectively.” 

Perceived 

environmental 

risk [3] 

“[…] is the risk associated with the underlying 
technological infrastructure […]” 

Perceived 

structural 

assurance [3] 

“[…] the consumer’s perception about the institutional 
environment […] 

Perceived 
security [4] 

“In the context of electronic services, security risk, 

conceptualized as the likelihood of privacy invasion, has 

been found to be a particularly critical concern […]” 

Perceived 

security [14] 

“[…] the degree to which a customer believes that using 

a particular mobile payment procedure will be secure.” 

Trust [14] 
“[…] the belief that vendors will perform some activity 

in accordance with customers’ expectations.” 

 
External factors, such as necessary hardware or software 

adaptations, are included in the analysis due to their 
influence on provider decisions whereas other factors, such 
as availability and provider characteristics, are excluded 
from this analysis as these are highly influenced by time and 
location of assessment, e.g., Google wallet is currently not 
available in Austria but might be in future. Personal 
character traits and social influence are also excluded for this 
analysis as they are strictly individual but will be included in 
a future field study. The same is true for the different 
concepts of value which will be in the focus of the field 
study. 
 

C. Operationalization of acceptance factors 

In a next step, the four major constructs were 
operationalized in order to obtain measures for mobile 
payment service usage tests and issues for the expert 
interviews. These methods were necessary, as detailed desk 
research on the technical features and functionalities was 
only partly able to cover the complexity of the topic at hand 
and usage tests were only possible for existing MPS. Details 
and functionalities regarding conceptualized MPS were 
obtained from interviews. 

The process of operationalization focused on mobile 
payment procedures and features of different services. 

Ease of use is analyzed considering the steps a user needs 
to take before using the mobile payment service and the 

process of each transaction. Moreover, some additional 
processes are considered such as PIN changes and payment 
history or analysis features. 

Usefulness is analyzed with regard to transaction speed, 
i.e., average time that is required per transaction, considering 
quicker transactions as more useful. Also, additional 
functionalities are examined, such as integration of loyalty 
cards or shop finder.  

Security is analyzed considering storage of sensitive 
customer data and risks that occur in operation. 

External factors that affect the ecosystem are considered 
in terms of required adaptations at the bank and point of sale 
in order to enable the MPS to operate. 

 

IV. ANALYSIS OF MOBILE PAYMENT SYSTEMS 

Ten different existing mobile payment services and 
feasible mobile payment concepts were included in the 
analysis. They cover different combinations of technical 
implementations and designs. As a limitation, it has to be 
stated that the selection of MPS is based on desk research 
and the project team’s understanding of the most possible 
combinations of technology and designs, no study or 
literature exists in this regard to suggest a different mode of 
selection: 

1. NFC debit card in an open-loop system enabling online 
and offline payments (e.g. PSA Payment Services 
Austria GmbH with all Austrian banks) 

2. NFC pre-paid card in a closed-loop system enabling 
offline payments (e.g. Quick by PayLife) 

3. NFC credit card in an open-loop system enabling online 
and offline payments (e.g. Mastercard PayPass and 
Visa PayWave) 

4. Debit/credit application for smart phones with 
additional NFC hardware in an open-loop system 
enabling online and offline payments (e.g. CardMobile) 

5. Barcode debit application for smart phones in an open-
loop system enabling online payments (e.g. Secure 
Payment Technologies GmbH - pilot test) 

6. Account-based 2D-code application for smart phone in 
an open-loop system enabling online and offline 
payments (e.g. CellumPay) 

7. NFC debit/credit wallet application for smart phone in 
an open-loop system enabling online payments (e.g. 
Google Wallet) 

8. NFC credit wallet application for smart phone in an 
open-loop system enabling online payments (e.g. 
myWallet by German Telekom) 

9. 2D-code debit/credit application for smart phone in a 
closed-loop system enabling online payments (e.g. 
Starbucks and Square) 

10. NFC debit application for smart phone in an open-loop 
system enabling online and offline payments (concept 
only) 

 
Table 3 provides an overview on relevant factors for 

assessing ease of use, taking into account aspects before 
usage, the process of transaction and additional aspects.  
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With regard to the required effort of users before usage 
and during each transaction, card-based MPS are most easy 
to use. Wallet applications are also easy to use and in most 
cases offer additional functionalities like in-application PIN 
changes that increase ease of use. Barcode-based MPS are 
least easy to use as they require additional activities in the 
course of each transaction process. 

TABLE III.  ANALYSIS OF EASE OF USE 

MPS before usage transactions other aspects 

1 

Existing card is 

replaced by 
NFC enabled 

card; no 

registration 
required 

Amount appears on terminal 

display; card is put close to 

display; visual or audio signal; 
NFC chip information is read 

by terminal; card is removed; 

successful transaction indicated 
by visual or audio signal; 

random PIN requests 

PIN is changed 

at the bank; no 

history or 
analysis 

available 

2 

Existing card is 

replaced by 

NFC enabled 
card; no 

registration 

required; top up 
money 

Amount appears on terminal 
display; card is put close to 

display; visual or audio signal; 

NFC chip information is read 
by terminal; card is removed; 

successful transaction indicated 

by visual or audio signal; 
amount is debited immediately 

from prepaid account 

No PIN; 

application for 
smart phone that 

reads NFC chip 

and provides 
transaction 

history and 

account balance 

3 

Existing card is 
replaced by 

NFC enabled 

card; no 
registration 

required; one 

contact 
payment 

required 

Amount appears on terminal 

display; card is put close to 

display; visual or audio signal; 

NFC chip information is read 

by terminal; card is removed; 
successful transaction indicated 

by visual or audio signal; 

random PIN requests 

No history or 
analysis 

available 

4 

Download iOS 
5.0 or higher 

and 

application; 
additional 

hardware for 

iPhone; 
registration of 

card; top up 

money 

Application is launched; smart 
phone is put close to display; 

visual or audio signal; amount 

is displayed; amounts from 20 
Euro require individual 

passcode; transaction is 

confirmed 

PIN can be 
changed via 

application; 

transaction 
history for 30 

days and 

account balance 

5 

Online banking 

activation; 

application 
download; 

application and 

account 
activation via 

transaction 

number and 
activation 

number;  

Application is launched; PIN 

authorization; payment code is 
provided; barcode on smart 

phone display is scanned at the 

terminal; transaction is verified 
online 

PIN can be 

changed 
anytime 

6 

Application 

download; 
registration of 

application via 
text message; 

creation of 

mobile PIN; 
registr. credit 

card; activation 

of credit card 

Phone number and payment ID 
are provided to cashier; cashier 

selects payment method; 
customer receives confirmation 

request; card is selected; PIN is 

entered; confirmation is sent as 
push notification; cashier 

receives confirmation 

PIN can be 

changed via 
application; 

transaction 

history 
available; 

MPS before usage transactions other aspects 

7 

Application 

download; 

account 
registration; 

activation of 

credit card; test 
transaction 

Application is launched; smart 
phone is put close to display; 

payment information is 

transferred automatically; 
transaction is confirmed by 

customer 

PIN can be 

changed via 
application; 

transaction 

history and 
payment 

analysis via 

Google account 

8 

Application 
download; 

replace existing 

SIM card by 
myWallet NFC 

SIM card; 
registration 

Application is launched; login 

information is entered; 
customer selects card; smart 

phone is put close to display; 

transaction is initiated; amounts 
from 25 Euro require PIN 

PIN can be 

changed 

anytime; 
transaction 

history available 

9 
Application 

download; card 

registration 

Pay by square: Application is 

launched; card is selected and 

QR code appears; cashier scans 
QR code; invoice is sent via 

email 

Pay by face: application is 
launched; name and photo are 

assigned using GPS 

information; cashier confirms 
matching face and photo 

PIN can be 

changed via 

application; 
transaction 

history and 

analysis 
available 

10 
no details 

available 
no details available 

no details 

available 

 
Usefulness (see Table 4) ought to be highest for wallet 

solutions as they include additional functionalities. The same 
is true for code-based MPS, but there is no information 
available regarding transaction speed of these services. Card-
based MPS are considered to be very fast considering 
transaction speed, and thus, increase user perceptions of 
usefulness but do not enable any additional functionalities. 

TABLE IV.  ANALYSIS OF USEFULNESS 

MPS transaction speed additional functionalities 

1 

offline payment (up to 25 Euros) 
approximately 350 milliseconds; 

online payment takes longer as it 

requires a PIN 

none 

2 
200 – 300 milliseconds at POS 

terminal; 500 milliseconds at ATM 
none 

3 
approximately 1 second without 

PIN;  
none 

4 

online payment approximately 1 

second; offline payment less than 1 

second 

none 

5 no details available none 

6 
online approximately 4 to 7 

seconds 

loyalty card inclusion; 
sweepstakes; prepaid card 

handling; mobile ticketing; 

mobile commerce inclusion 

7 depends on payment situation 
personalization features; 

Google offers inclusion 

8 no details available 
individual daily transaction 

limits; loyalty card inclusion 

9 no details available shop finder; invoice via email 

10 no details available no details available 

 
Security issues, which are analyzed in Table 5, are rather 

balanced among MPS except for stored value technologies. 
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These might cause actual loss of money for the customer. 
Storage of sensitive customer data can influence ease of use 
as mobile phone and mobile network operator respectively 
are not easy to change in case of embedded secure elements 
or SIM-based secure elements. Transaction limits increase 
security, but may also harm ease of use and, in some cases, 
even usefulness, e.g., when transactions are made 
impossible. A similar effect is caused by PIN requirements. 
They increase security of the MPS but decrease ease of use 
and transaction speed. 

TABLE V.  ANALYSIS OF SECURITY 

MPS storage of sensitive data 
countermeasures against risks in 

operation 

1 on NFC chip on the card 

random PIN requests (after five 

transactions the latest) for low value 

transactions; PIN required for 
transactions from € 25s 

2 on NFC chip on the card 

stored value technology is a risk 

considering theft as money is stored on 
the card with no further authorization 

required 

3 on NFC chip on the card 

random PIN requests (after four 
transactions the latest) for low value 

transactions; PIN or signature required 

for transactions from 25 Euros 

4 
secure element on 

MicroSD 

only service provider can access secure 

element; additional app login possible; 

stored value is limited to € 50  

5 none 

barcodes are valid only once and only 

for 4 minutes; limit of 10 transactions 

per day; limit of € 100 per day; limit of 
4 payments per hour 

6 
data is split between smart 
phone and remote server 

mobile PIN for each transaction; 

remote deactivation of application 

available 

7 
embedded secure element 

and Google Cloud 

remote deactivation available; 

transaction limit of $1.000 per day for 

one device and $10.000 for more than 
one device 

8 SIM-based secure element 

data encryption on NFC-SIM; card and 

smart phone can be locked; individual 
daily limits 

9 not applicable 

online deactivation of application 

available; pay by face: face 

authentication 

10 SIM-based secure element certificates to avoid fraud 

 
Table 6 provides an overview of the relevant external 

factors for MPS analysis. Considering the point of sale, most 
MPS require adaptations with regard to terminals and 
software. Some are based on cash desk software adaptations 
as well. The most intrusive MPS design (number 6) even 
requires a connection between the point of sale and the 
remote server of the MPS provider. Effects on participating 
banks are minor to those on participating retailers. Those that 
require adaptations of the bank-wise core system are less 
likely to succeed unless initiated by the bank. 

 
 
 
 

TABLE VI.  ANALYSIS OF EXTERNAL FACTORS 

MPS bank point of sale 

1 

adaptations in 

backend system 
required 

NFC terminals and software required; no 

changes with regard to business processes and 
interchange fee model 

2 none 

NFC terminals and software required; no 

changes with regard to business processes and 

interchange fee model 

3 none 

NFC terminals required; no changes with 

regard to software, business processes and 

interchange fee model 

4 none 

NFC terminals required; particular module for 

low value transactions required; no changes 

with regard to business processes and 
interchange fee model;  

5 
adaptation of core 

system required 

particular barcode scanner required (smart 

phone display scan enabled); cash desk 
software required; no interchange fee 

6 none 

connection of point of sale system to backend 

system and remote server; QR code printer or 
display required; no interchange fee 

7 none NFC terminals required 

8 none 
NFC terminals required; no changes with 

regard to business processes and interchange 

fee model; 

9 none 

QR code reader required; display required; 
adaptation of network, terminal and software 

infrastructure; acceleration of business 

processes (order, payment); no interchange fee 

10 

mobile issuing 

infrastructure 

including mobile 
network operators 

and banks required  

NFC terminals required; no changes with 

regard to business processes and interchange 
fee model 

 

V. CONCLUSION AND OUTLOOK ON FUTURE WORK 

(FIELD STUDY DESIGN) 

Table 7 presents the results of the analysis, that indicate 
high potential of acceptance for NFC-based wallet MPS 
(number 7 and 8) and NFC card-based MPS (number 1, 2 
and 10). Face verification did obtain optimistic results in the 
analysis, but requires very intrusive external adaptations, 
and, moreover, does not support open-loop payment systems. 
Whereas high ease of use and high usefulness are positive 
indicators of overall acceptance, the effects of security on 
ease of use and usefulness can be either positive or negative. 
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TABLE VII.  RESULTS ANALYSIS 

MPS 
ease of 

use 
usefulness security 

security 

 EOU 

security 

 U 

1 high medium medium negative negative 

2 high medium low positive positive 

3 high medium medium negative negative 

4 medium medium low none none 

5 medium ? medium negative negative 

6 low medium high negative none 

7 high high high none none 

8 medium high medium negative none 

9 

Pay 

by 

face 

high high high positive none 

Pay 

by 

square 

medium high medium none none 

10 ? ? medium negative none 

 
In the field study design, card-based solutions will be 

tested against wallet MPS according to the obtained analysis 
results, taking the complex eco-system of mobile payment 
solutions into consideration. Therefore, a central aim of the 
field study will be the identification of those factors that add 
specific value to mobile payment and how these factors 
could be implemented successfully. “Success” will not only 
be measured by the extent of technology acceptance, but also 
by the extent to which the solutions are suitable for different 
personalities, use situations, social constellations etc., hence, 
taking a variety of context factors into account. The main 
research questions are: 

 What kind of differences with regard to acceptance can 
be identified between card-based solutions and MPS?  

 Are there acceptance differences between transaction 
types (debit vs. credit)?  

 Differences could be stated regarding relative benefits, 
perception of value, perceived complexity, security, 
trustworthiness, and consequences of PIN requirements 
and the like. 

 Which MPS is believed to be most successful (wisdom 
of crowds)? 

 How is the concept of “wallet” perceived and rated and 
what are customers’ associations and demands in this 
regard? 

 Are there any influences/changes on daily routines 
expected? What kind of influences/changes are there? 
Are they the same for all MPS? 

In order to tackle this huge variety of research questions 
and also taking the complex eco-system of MPS into 
account, the field study will consist of three parts, each 
applying different methods. In a field trial, 70 respondents 
will use two card-based solutions (debit, credit) and two 
mobile-phone-based MPS (debit, credit) over a period of two 

to three months complementing their common payment 
methods and provide feedback continually via standardized 
questionnaires, before, during and after the survey period. In 
addition in situ feedback will be provided via mobile 
questionnaire after each purchase. In total, each participant 
will be using MPS between eight and ten times at least, using 
each solution at least once. 

After the trial, a small number of participants will be 
invited to take part in a co-creation session in order to further 
optimize the identified most promising MPS and also in 
order to explore possible consequences for their daily lives. 

Besides the users’ point-of-view, the experiences and 
perspectives of the major stakeholders in the MPS eco-
system providing the test-setting (financial institute, 
acquirers, issuers, and retailers) will be thoroughly analysed 
by means of expert interviews. 
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Abstract—As the main focus of this research, we 

constructed an experimental website for the communication 
broadcasting cooperative transmission system and developed a 
regional information platform. In addition, we carried out a 
small-scale demonstration experiment at the Chino station. 
The results of the questionnaire show that there is high 
demand for the provision of regional information, as was 
initially expected. However, the level of satisfaction regarding 
the kind of information people wanted was higher with one-
segment (1Seg) transmission. It appears that 1Seg is better at 
sorting and presenting information believed to be necessary, 
and that there are comparatively few people who want in-
depth information unique to particular regions such as that 
provided by social network services. This means that the 
system should dynamically change the ratio of general and in-
depth information based on the time, location, and user profile. 

Keywords-regional information; disaster prevention; tourism 
promotion; crawling; 1Seg 

I.  INTRODUCTION  
In March 2012, the Japanese Tourism Agency adopted 

the new “Tourism Destination Promotion General Plan” as a 
basic plan to transform Japan into a tourism-oriented country. 
The authorities considered expanding tourist locations and 
improving the quality of tourism as the main directions for 
the plan. Specific goals were set, with the aim of increasing 
domestic travel spending to 30 trillion yen by 2016 and the 
number of foreign travelers to 18,000,000, while also 
improving traveler satisfaction. Tourism is one pillar of the 
growth strategy for Japan, and is also contributing to the 
recovery effort relating to the Great East Japan Earthquake 
[1].  

Furthermore, the Japanese Tourism Agency is evaluating 
the need for a “Tourism Regional Development Platform” 
and has made these documents publicly available [2]. 
Regional tourism development is shifting from an organized 
group travel model to an individual or small group model, 
while participatory experience-type travel needs are growing, 
and travelers’ needs are diversifying. To address these 
changes in travel needs and to establish networking projects 
to attract visitors, various concerned parties at the 
destinations need to meet and cooperate in a cross-sectional 
and substantive manner that will develop local tourism, by 
utilizing resources and offering products and services 
(optional tourism type products) unique to each region. 
Simply having concerned parties provide local travel 
products in their respective specialty fields, however, is not 
enough to carry out marketing that will determine what 
products are in demand, and tends to be insufficient as a 
system for dealing with complaints. Thus, in order to not 
only utilize local resources and sell local travel products, but 
also promote regional economic development that can sell 
these products and services, a regional tourism development 
platform providing a one-stop information center for selling 
local travel products across the sectors is a necessity. 

The area around Chino is blessed with a rich variety of 
natural tourism resources such as Tateshina Plateau and the 
Yatsugatake Mountains, and is host to many tourists. 
Recently, however, a decline in travelers has led to a decline 
in spending, creating a serious problem. The lack of 
coordination between tourism operators has been raised as an 
issue in tourism recovery. Since Chino is a popular location 
for tourism, many tourism companies operate there; however, 
because most of these operators promote their activities 
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individually, the effect is not a consolidated one. This is why 
there is a demand for a centralized “receptacle” organization 
to be established, which could manage operations and 
advertising for all customers under a united banner [3]. Thus, 
the “Tourism Regional Development Platform” is indeed a 
necessity.  

Considering disaster prevention information, a wide 
range of information needs to be covered, including weather 
and river information, which is transmitted by each region, 
as well as earthquake information. As each type of 
information is transmitted through different media and in 
different formats, it is not possible to consolidate everything. 
In addition, manually converting media and formats means 
that information cannot be transmitted in real-time, and thus 
a system structure capable of immediate transmission is 
needed. 

It is also apparent from experiences with the Great East 
Japan Earthquake that society depends on mobile phone 
networks, the Internet, and other digital information 
transmission infrastructure. Besides the use of social media 
and e-mail in times of emergency to confirm a person’s 
safety, frequent access to websites via mobile phones and 
1Seg public information broadcasts were also recorded. 

In other words, the Great East Japan Earthquake proved 
that the various means of broadcasting and Internet 
communication complimented each other, and in so doing, 
confirmed the need to secure an information transmission 
system that can distribute information in a variety of formats. 

One channel in Japan’s terrestrial digital broadcasting 
format (ISDB-T) is split into thirteen sections, called 
“segments.” A few of these segments are bundled together to 
send video, data, and audio. One of these segments, called 
one-segment (1Seg), is used exclusively for broadcasting to 
mobile devices. 1Seg local services in Japan are broadcasts 
aimed at mobile devices, although the service is limited to a 
few small regions. 

Until now, the 1Seg local service broadcast was an 
experimental service, utilizing unused bands of the television 
broadcasting spectrum (white space). Various experiments 
were carried out in each community and service as a place 
(“special white space zone”) to conduct research and 
development in addition to verification tests for the 
institutionalization of new services and systems as well as 
for business development and promotion. Expectations are 
high for the application thereof, especially in the fields of 
regional tourism recovery and disaster prevention. 

This paper consists of an introduction in Section 1, and a 
discussion of past research in Section 2. Section 3 explains 
the aims of this research at a conceptual level. Section 4 
discusses the implementation of the research and 
experiments, while Section 5 gives the details and results of 
the experiments. Finally, Section 6 presents a summary and 
discusses options for future research.  
 

II. PAST RESEARCH 

To the best of our knowledge, there are no examples of 
previous hands-on studies that have comprehensively 
addressed local area information systems and information 

transmission systems, as this research aims to do. The 
following examples are provided as related research. 

There have been several reports on 1Seg local service 
experiments including those by Saito et al. [5] on tests 
conducted at  the Sapporo Snow Festival, and Nishikawa [6]. 
In addition, numerous reports exist on experiments carried 
out on the transmission of information using 1Seg local 
services. There are also examples in which 1Seg has been 
used to tackle actual tasks in local areas. 

Research on basic technology for data mining has 
resulted in advancements, and the effectiveness thereof is 
expected to improve. Deguchi [7] suggested the possibility 
of content navigation through recommendation and data 
mining. Additionally, Haseyama and Hisamitsu [8] 
investigated the use of video searching technology to allow 
users to access a particular video from among a great number 
of videos. 

Prompted by the Association for the Promotion of Public 
Local Information and Communication, the work in [9] 
attempted to further standardize area information platforms 
from the viewpoint of municipalities.  

In 2008, the Ministry of Internal Affairs and 
Communications established the Research Society for 
Regional Safety and Security Information Foundations, and 
proposed the construction of “safety and security public 
commons” [10], a mechanism to provide the foundation for 
sharing disaster information. From this, the “commons 
format XML” was established as a format for sharing 
information, which led to the creation of the “public 
information commons”. Since June 2011, this service has 
been operating as an entity managed by the Foundation for 
MultiMedia Communications (FMMC). This paper uses the 
public information commons, and proposes a disaster 
prevention information transmission system. 

In 2012, research was carried out on a regional 
information platform and 1Seg local broadcast service for 
tourism promotion and disaster prevention [11]. During the 
research, which contributed to the design of the fundamental 
concepts of the current research project, a 1Seg local service 
broadcasting experiment for a large-scale event (the Lake 
Suwa fireworks display) was carried out. And in the past 
research showed that through optimal use of communication 
and broadcasting, user's benefit was maximized [12].  

III. AREA INFORMATION PLATFORM AND INFORMATION 
TRANSMISSION SYSTEM 

This research is based on the conceptual design of one of 
the results from last year’s research on the area information 
platform and information transmission system, and presents 
results based on tangible development and experimentation. 
In Section 3, the basic conceptual design is explained. 

To transmit tourist and disaster prevention information in 
a timely fashion to those needing it, a regional information 
platform has been constructed. Development for data mining, 
content comprehension technology, and sampling technology 
amongst others, has also been carried out to gather and 
analyze the information, and then automatically generate and 
organize the information desired by the user. Transmission 
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experiments were conducted to confirm the platform’s 
effectiveness. 

The current state is that tourism information for large 
areas is scattered, so the desired information cannot be 
obtained instantly. In addition, accessing individual or deep, 
hidden information is challenging. For these reasons, the 
regional information platform is designed to be included 
social media as illustrated in the lower portion of Fig. 1, and 
information on narrow region will be sourced through data 
mining. In addition, conceptually, as shown in the upper 
portion of the Fig. 1, a tourism and disaster prevention 
information transmission system that can link up with media 
from broadcasts or transmissions will be built. In terms of 
the transmitted content, the platform can connect with 
broadcasts and transmissions in a coordinated fashion, and 
can be optimized to organize programs according to the 
analysis of user data. An autonomous disaster prevention 
information system will also be created, to consider the 
possible use of broadcasts and transmissions in the event of a 
disaster. 

 
 

Figure  1. Regional information and distribution system 
 

Whereas our previous research focused on a 1Seg local 
service broadcast transmission experiment at a large-scale 
event (the fireworks show), the transmission experiment in 
this research sets out to investigate an area information 
platform system and transmission system with the ability to 
link with broadcasts and transmissions. 

IV. SYSTEM IMPLEMENTATION  

A. Overall Construction 
Fig. 2 shows the overall system configuration. The upper 

part of Fig. 2 corresponds to the area information platform 
shown in Fig. 1, while the lower part corresponds to the 
information transmission system. 

The Regional Tourism Information Database crawls web 
sites, blogs, and other online resources of local individuals 
transmitting information, allocates weights to the detected 
keywords according to frequency, and stores them in a 
database. In addition, the Area Disaster Prevention 
Information Database regularly polls public information 
commons [10], not only gathering the latest information 
from the commons, but also detecting other information, 
such as the region’s torrential rain information.  

To report disaster prevention information in a timely 
manner on a tourism and disaster prevention portal site, work 
is underway to transfer such information from the Disaster 
Prevention Information Database to the Tourism Information 
Database, thereby allowing disaster prevention warning 
information to be presented without delay on the portal site. 

 
 

Figure 2.    System configuration 

B. Area Information Platform and Portal Site Construction  
This corresponds to the part of Fig. 2 demarcated as ①. 

A platform has been created that can centrally manage not 
only official local area websites, but also personal sites, 
blogs, and social networking services (SNS), amongst others. 
By creating a one-stop portal site such as this, users (tourists) 
will be able to find the information they seek without having 
to search several sites. Additionally, local knowledge of the 
region can be extracted by crawling regional information, 
which is then analyzed according to what users want, and is 
uploaded to the portal site illustrated in Fig. 3. Moreover, we 
believe that this can be reflected in 1Seg broadcast programs.  

Several of the existing tourist websites, such as those for 
the various tourist associations, hot springs associations, 
tourist operators, and special event committees were 
analyzed by the web crawler system which is installed in 
Tokyo University of Science, Suwa. A crawler program is 
used to search for keywords related to the Suwa region; the 
resulting website data is imported and analyzed with the 
results shown in Fig. 3. This effectively creates the one-stop 
portal for regional information. Dealing with information 
that is transmitted only by SNS, for example, information on 
the local Tateshina Plateau vegetable market, which was 
scheduled to be held every Sunday, but was suspended once 
owing to a typhoon, is not that simple; if you do not know 
the SNS address, you cannot view the information. However, 
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if “Tateshina” is picked up as a keyword, a relationship is 
created from this keyword and it is possible to see the 
information. 

 

 
 

Figure 3.  One-stop regional portal site 
 

C. Development of an Autonomous Disaster Prevention 
Information System  

 
This section relates to the part of Fig. 2 demarcated by 

②. When developing the autonomous disaster prevention 
information system, it was decided that the public 
information commons [10] would be used. The goals of this 
public information commons are: (1) to send quickly and 
accurately safety and security information that was 
transmitted to residents in regions with public institutions, 
such as local public bodies, to all residents using various 
types of media, (2) to transmit various media to residents by 
sending information only once to the commons, (3) to use a 
data format that has been standardized and unified, and (4) 
to provide the foundation for the distribution of shared 
information.  

 
Figure 4.  Public information commons conceptual design 

 
Information originators positioned on the left of Fig. 4 

are assumed to be central government agencies, local 
government, lifeline operators, and transportation related 

operators, for example. However, currently, almost all 
members are prefectural or municipal local governments. 
The majority of members that are information 
communicators, positioned on the right of Fig. 4, are local 
broadcasting offices, Cable television (CATV), Amplitude 
modulation (AM) / Frequency modulation (FM) radio, and 
community FM. 

Extensible Markup Language (XML) format, which is 
used as a standardized data format, is versatile enough to 
express diverse and varied information under various 
conditions, from warnings and disaster information to 
peacetime activities. The public information commons is 
already being used to distribute evacuation 
advice/instructions, evacuation point information, 
emergency operation center establishment points, disaster 
information, events, notices, river water levels, rainfall 
information, early warning mail, weather and storm 
warnings, designated river water flood forecasts, and 
landslide alerts as actual information individually to several 
prefectures and cities.  
 

 
Figure 5.  Screenshot during a Suwa region disaster alert 

 
Fig. 5 shows an example of an actual heavy rainfall and 

flood warning released for the Suwa region. This type of 
warning is transmitted to the public information commons 
by the Nagano local meteorological observatory. The figure 
shows how it is presented on this regional information 
platform. Furthermore, from autumn 2013, Civil protection 
warning system in Japan (J-ALERT) is scheduled to be 
transmitted via the public information commons, and it is 
expected that almost all the safety and security information 
will be collated in the public information commons.  

 

D. Login System  
The Wireless Fidelity (WiFi) login system, which does 

not require prior registration, is illustrated in part ③ of Fig. 
2. Tourism and disaster information is transmitted from this 
network interface. After logging in, the user enters the portal 
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site as shown in Fig. 2, with disaster information also 
presented on this page. The login system consists of a WiFi 
transmission router and homepage, and a server for 
Dynamic Host Configuration Protocol (DHCP) control. 

E. Construction of a Communication Broadcasting 
Cooperative Transmission System  
This corresponds to the part demarcated as ④ in Fig. 2. 

By extracting data characteristics (mining), aspects such as 
the attention level and topics for a certain point in time and a 
certain location can be obtained, and dynamically formatted 
as a webpage matching the interests of the user. For 
broadcasting content, since program content is not directly 
and dynamically converted, it is possible to switch the 
display order for recommended locations based on the level 
of importance of the keyword about once a day. In the future, 
we intend accessing the Suwa tourism information database 
and converting the displayed content dynamically.  
 

 
Figure 6. Communication broadcasting cooperative disaster prevention 

operational screenshot 
 

Furthermore, as shown in Fig. 6, when a disaster or a 
warning occurs, a permanently installed smartphone 
application detects events that occur thanks to the updates to 
the Disaster Prevention Information Database, which 
launches the disaster prevention application. When a disaster 
occurs, because the Internet and radio waves may not 
necessarily be available, it is possible to select whether to 
collect information from the Internet or 1Seg broadcast for 
the disaster prevention application. If the 1Seg broadcast is 
selected, the 1Seg function automatically starts, selects a 
disaster prevention broadcasting channel, and enables the 
user to watch certain programs such as immediate disaster 
prevention broadcasts, This function has been successfully 
implemented.  

It is assumed that tourist programs will be shown by 
default, but that the system will switch to disaster prevention 
broadcasts if a disaster occurs.  

V.  TRANSMISSION AND BROADCAST-BASED 
EXPERIMENT AT CHINO STATION 

Using the regional information platform that was 
developed, a communication broadcasting cooperative type 
transmission experiment was performed on August 21, 2013 
at Chino station, as shown in Fig. 7. 

During the experiment, information was transmitted to 
travelers who were waiting for trains to return home after 
visiting Chino for the summer vacation via 1Seg broadcasts 
using the Internet and weak radio waves. Every year at this 
time, 100 to 200 people are typically waiting for the limited 
number of express trains in the direction of Tokyo in waiting 
areas inside the station. We distributed a questionnaire to 
these people at 1 pm, just before the fireworks display was 
about to start, and collected their replies before 5 pm.  

 
 

Figure 7.  Experiment location: map of Chino station 
 

A. Information Transmission System and Data 
Transmission using WiFi 
For transmission using the Internet, a DHCP server and 

WiFi router were set up on the ceiling of a corridor on the 
second floor of the station. The tourism information database 
and disaster prevention information database servers were set 
up at the university. A public network connected these 
servers with the Chino station. Although several WiFi 
hotspots were already in operation within the station, the 
experiment required that the WiFi service be used without 
any prior registration, which meant that it should be possible 
to connect using only the Service Set Identifier (SSID) input. 
After connecting, as shown in Fig. 8, an image introducing 
tourism in Chino was displayed, which when clicked, was 
designed to connect directly to the tourist portal because the 
main goal of the WiFi service was for people to use the 
tourist portal and owing to the realization that a push type 
service was necessary. 

 
Figure 8.  Login screen and portal screen transition 
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B. Broadcast System using Weak Radio Waves 
During the experiment content was transmitted using 

weak radio waves. A transmitting device for the experiment 
was placed around the tourist information area inside the 
station, and the experiment was performed within a range of 
several meters in which the transmissions could be received. 
The video content, which was pre-prepared Chino tourist 
and disaster prevention videos, was encoded by H.264, a 
video codec for 1Seg, saved on the device’s hard disk drive, 
and repeatedly transmitted. In addition, a compilation of 
Broadcast Markup Language (BML) for the data broadcast 
section was created beforehand using authoring tools on a 
separate computer, stored on the device’s hard disk drive, 
and repeatedly sent using a carousel method. 

 

C. Broadcast Programs 
The content for 1Seg was divided and displayed as 

videos at the top of the screen with the data broadcasting 
section at the bottom of the screen. The video section 
showed Chino tourist videos for standard tourism, and it was 
assumed that this would switch to disaster prevention videos 
during emergencies. During the experiment, to ensure the 
questionnaire was easy to complete, a tourist video was 
shown for approximately 3 min, while a disaster prevention 
video was shown for approximately 2 min. Both videos were 
shown repeatedly. 

 
Figure 9.  Screenshot of 1Seg program on smartphone 

 
Fig. 9 shows the smartphone program in use during the 

actual experiment. The top of the screen in this example 
displays a video introducing tourism in the Chino region, 
while the bottom of the screen displays text in the form of 
BML for tourists.  

As shown in Fig. 10, information on a disaster and the 
prevention thereof can be acquired from the appropriate 
section on the display when a disaster occurs. 

The regional information platform was accessed the day 
before the experiment to acquire tourist information. 
Keyword content relating the 1st to 4th ranking keywords is 
displayed in order with photos attached, while information 
relating to the 5th to 8th ranking keywords is displayed as 
large text entries. Additional items are displayed below this 
on the screen.  

 
Figure 10.   Layout of smartphone screen 

 
When selecting information on a disaster and the 

prevention thereof as shown in Fig. 11, the system is 
designed to confirm aspects like the state of the disaster, 
evacuation points, aftershock information, safety information, 
and the state of recovery.  

 
Figure 11.   Disaster prevention BML screen 

 

D. Results and Considerations of the Questionnaire 
Students from Tokyo University of Science, Suwa 

interviewed people  in the vicinity of the tourist information 
kiosk in the Chino station as part of administering the 
questionnaire. 

Information collected via the questionnaire includes: 
 
• The kind of information users require 
• Usefulness and evaluation of information obtained 

via the Internet 
• Usefulness and evaluation of information obtained 

via 1Seg 
• Comprehensive evaluation of information 

transmitted during the experiment 
• Profile of the questionnaire respondents 
 

While handing out the questionnaires, the students also 
explained the tourist portal and broadcast system in detail. 
As this took a great deal of time, about 40 min per 

Tourism Promotion Video
(Switched to Disaster Prevention 

Video when Warning happened)

BML for Tourism and 
disaster prevention 

Keyword content  1st ranking to 4th is 
introduced with photo , when photo is 
clicked , move to detailed information 

Event, Lodging, gift,・・・ move to detailed 
information 

Move to disaster prevention 
information

Keyword content  5th ranking to 8th

is displayed as large text , when text is 
clicked , move to detailed information 

Back to Tourism Information

Warning or disaster information 
(Scroll Display)

Aftershock

Evacuation site

Disaster info.

Safety Info.

Recovery Info.

148Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-324-7

ICDS 2014 : The Eighth International Conference on Digital Society

                         160 / 240



respondent, questionnaires were only completed by 30 
people, which was fewer than expected. 

We used an evaluation scale from 0 to 4, with 4 being 
the best. Below we discuss the obtained results, where each 
figure is given as the average of the marks for all test 
subjects.  
 

1)  Questions about information required by users 
The demand for information on tourist spots (3.60), 

access to transportation (3.57), weather forecasts (3.53), 
drinking and eating (3.47), accommodation (3.34), and 
recommended tourist routes (3.28) was high. In terms of 
disaster prevention information, there was high demand for 
information on the disaster itself (3.73) and evacuation 
points (3.60).  

 
2) Usefulness and evaluation of information obtained 

via the Internet 
Results of the questions evaluating information obtained 

via the Internet are shown in Fig. 12 and summarized below: 
usefulness (3.25), whether the correct information was 
found (2.89), whether the latest information was available 
(3.57), and whether the regional information was useful 
(3.57). It appears that information focusing on the region in 
particular was highly desirable. 

 
Figure 12.  Usefulness and evaluation of information obtained via the 

Internet 
 
Furthermore, when asking people to view and evaluate 

whether the content related to the top four keywords of the 
tourist portal via the Internet was useful, all items received 
an evaluation of 3 or above. This means that most of the test 
subjects agreed on the level of importance for the top 
keywords extracted by the system. Lake Suwa was ranked 
first, but we believe this is due to the many SNS articles 
about Lake Suwa, and the fact that during this time, many 
advertised events were due to take place at Lake Suwa. 

In addition, for disaster prevention information, an 
average evaluation of 3.69 for the usefulness thereof was 
obtained, while the ability to view tourist and disaster 
prevention information on the same page received a high 
score of 3.72 on average.  

 
 
 

3) Usefulness and evaluation of information obtained 
via 1Seg 

Results of the usefulness of transmissions by 1Seg are 
shown in Fig. 13. High scores were received for access 
information (3.56), recommended routes (3.53), gourmet 
information (3.50), and hot springs guidance (3.47). Since 
test subjects were already at the Chino station, it appears 
that they were interested in return train access information 
and recommended routes for their next visit based on the 
individual tourist site information. The Togariishi 
archeological site (3.28) and tourist videos (3.21) were 
given low scores.  

 
Figure 13.  Usefulness of tourist information obtained via 1Seg 

 
As shown in Fig. 14, regarding disaster prevention 

information, information allowing the user to decide what 
action to take following a direct disaster such as recovery 
information (3.72) and evacuation point information (3.63) 
was regarded highly. However, the reason that video 
footage for both tourism and disaster prevention received 
relatively low scores could be related to the fact that the 
users did not have enough time to watch the videos 
thoroughly.  

 
Figure 14. Usefulness of disaster prevention information obtained via 1Seg 

 
4) Comprehensive evaluation of information transmitted  

As shown in Fig. 15, on the whole, transmission via 
1Seg received a higher evaluation than that via the Internet. 
In particular, for the question “Did you find the information 
you wanted?” the level of satisfaction was higher for 
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information obtained via 1Seg. It appears that 1Seg is better 
at sorting and presenting information considered to be 
important, and that there are comparatively few people who 
want in-depth information unique to certain regions such as 
that provided by SNSs. 

 

  
Figure 15. Comprehensive evaluation of information transmissions 

 
5) Profile of subjects 

Profiles of the participants showed a ratio of around 60% 
men and 40% women, of which almost half were in the age 
group 60 to 70 years old. Moreover, visitors from Nagano 
prefecture comprised 30% of the participants, those from 
Tokyo 23%, and those from Aichi prefecture 17%, with the 
remainder from other regions. The percentage of first time 
visitors was 23%, with the rest having visited the area two 
or more times.  

Listed below are comments by the test subjects entered 
in the open section of the questionnaire. 

 
• I see that this type of service is available, but if you 

made it so that advertisements, announcements and 
general information could be quickly understood by 
visitors, the service would be better. (male, 40 years 
old) 

• I think it is a big help that climbers and such can 
view weather information in real time. (female, 20 
years old) 

• When viewing on a smartphone and such with a 
small screen, if there is a lot of information, isn’t it 
difficult to read? (male, 40 years old) 

• The elderly find it difficult to operate devices, and 
even though such new information is available, it’s 
often the case we cannot obtain it easily. (female, 60 
years old) 

• I am very interested in this. I think it’s great. (male, 
20 years old  and male, 40 years old) 

• The 1Seg content is much easier to understand and I 
think it’s good. (female, 30 years old) 

 

VI. SUMMARY AND WHAT LIES AHEAD 
The Japanese Tourism Agency is promoting the Regional 

Tourism Development Platform for tourism, while the 
Ministry of Internal Affairs and Communications is 
improving awareness of the necessity for a regional 

information platform by promoting the public information 
commons for disaster prevention. 

As the main objective of this research, we constructed an 
experimental website for a communication broadcasting 
cooperative transmission system and developed a regional 
information platform. We also performed a small-scale 
demonstration experiment at Chino station.  

Results of the questionnaire show that there was high 
demand for information focusing on the region, as was 
initially expected. Also, for questions on whether 
information was available that users wanted, the level of 
satisfaction was higher for information obtained via 1Seg. 
This implies that 1Seg is better at sorting and presenting 
information believed to be necessary, and that there are 
comparatively few people who want in-depth information 
unique to certain regions such as that presented by SNSs.  

Furthermore, there was a high demand for disaster and 
crime prevention information, and users did not find it 
unusual that disaster prevention information was provided on 
the tourist portal. 

What can be concluded at this point is that a tourist portal 
website that uses the regional information platform is useful 
for users who want to obtain in-depth information unique to 
a particular region (such as that available on SNSs). 
However, for users who want to view general information, it 
appears that 1Seg (data broadcasting) and similar methods, 
which are able to sort and present information in a format 
that is easy to find, are better. This raises the question of 
what ratio of sorted general information to regional in-depth 
information should be presented on the tourist portal. For 
example, it seems that the system should dynamically change 
the ratio of general and in-depth information based on the 
time, location, and user profile.  

Furthermore, we were surprised by the fact that the 
usefulness of the video information did not score highly. It 
appears that participants did not want to take the time to 
watch the video since they were busy and had little time to 
spare. 

For 1Seg, BML data were dynamically changed based on 
the frequency of the keywords in the regional information 
database, and a simulation experiment was performed that 
changed the data broadcast screen. The future plan is to 
include this type of mechanism into the system, and perform 
additional experiments using it. 

In addition, because the local area government showed 
interest in the experiment performed during this study, we 
intend to construct a system with the cooperation of the local 
government and putting it to practical use. 
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Abstract— This exploratory research analyzes the effect of 

mobile listening on spatial presence during audio fiction 

consumption. Spatial presence is the feeling of being physically 

located in a virtual environment or experiencing physical 

objects as if they were real. A quasi-experimental research was 

conducted with 2x2 factorial design, the independent variables 

being listening condition (moving vs. stationary) and two 

narratives (s1 vs. s2). 327 participants were randomly assigned 

to each of the experimental situations. For moving listening, 

they listened to the story while walking around the building 

and back to the place they started. For stationary, they listened 

while seated in the same place where the moving condition 

started. They completed a questionnaire with the spatial 

presence scale after listening. The main results show that 

mobility affects attention, spatial situation and high cognitive 

involvement. Listeners pay less attention to the story, 

concentrate on it less and it captures fewer of their feelings. 

Also, the spatial situation (the capacity to imagine the layout, 

the precise the spatial environment, the calculation of time and 

the specific mental image of the spaces presented in the story) 

is lower when the user moves in an open space while listening. 

Likewise, due to movement, there is less imagination of things 

related with the story, relation between things in the story 

itself, activation of thought and perception of the usefulness of 

the story. These results contribute to the understanding of the 

psychological processes associated to the reception while on the 

move.  

Keywords: mobility; reception; audio narratives; spatial 

presence; psychological processes. 

I.  INTRODUCTION  

This exploratory research observes the effect of mobile 

listening on spatial presence during audio fiction 

consumption. The general concept of presence refers to the 

feeling of “being there” or “being inside” the scene where 

the story is unfolding. The phenomenon is often described 

as the perception of non-mediation [1]. It can be understood 

as the psychological state in which the person’s subjective 

experiences are created by some form of media technology, 

with a scant notion of how the technology shapes this 

perception [2]. According to Lee, presence is a 

psychological state in which the experience of virtuality 

goes unnoticed [3]. Spatial presence is one of the 

dimensions of presence [4]. It is specifically defined as the 

feeling of being physically located in a virtual setting or 

experiencing physical objects as if they were real [5].  

There is no known research that explores the effect of the 

modality of consumption (mobile or stationary) to the 

reception of sound products, in spite of the proliferation of 

audio portable devices and audio offers since long ago. The 

consumption of radio while on the move is nothing new, 

indeed. Particularly, there is a lack of empirical information 

on how mobile reception affects the psychological relation 

between audiences and audio products. In spite of that, there 

are tentative explanations of the characteristics of mobile 

listening in urban environments, particularly of music, 

which have originated from researchers from disparate 

disciplines. For example, it has been said that the use of 

earphones fosters the creation of a private listening bubble 

within a public space The earphones provide the ears with 

the personally desired listening experience that seeks to 

eliminate the sounds of congested industrial cities [6].  It has 

been also stated that the use of earphones produces a spatial 

experience of individual listening that destroys the 

perception of external space or position, and reveals the 

boundaries between private and public listening spaces [7]. 

As a matter of fact, it has been argued that audiences seek to 

engage with the media not only to connect, but also to 

disconnect from the different spheres of reality [8]. Finally, 

it has been proposed that due to the fact that we experience 

acoustic saturation because of the constant exchange of 

sounds caused by different media, modern-day listening is 

characterized by an overall and disengaged listening in 

which media sounds form our everyday background [9].  

Truax defines listening as a system of holistic 

interconnection between sound, the listener and the 

ambience [10]. This suggests that mobile urban listening, 

produced in physical places that are not designed for 

projecting sound, or for detailed mediation and exploration 

by the user, could affect the reception. That idea also 

implies that the qualities of the social setting in which 

listening occurs affect the actual sound due to the spatial 

characteristics of the surrounding urban geography, and the 

complexity of sounds produced for the spatial and temporal 

simultaneity of experiences, agents or events occurring 

within said geography. That idea also suggests that audio 

content could alter behaviour (e.g. moving in rhythm to 

music) or the psychological treatment of content or of one’s 

environment (e.g. reduce attention and/or affect spatial or 

temporal position).  
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In spite of the lack of known empirical evidence, some 

other researchers have also speculated about the 

consequences and/or effects of mobile listening using 

portable devices. For example, it is believed that the sounds 

that accompany an everyday action are used as tool for the 

appropriation of experiences [11]. It is stated that everyday 

mobile listening embellishes one’s own environment, marks 

frontiers, and controls time and/or learning, too [12]. The 

general belief is that mobility inevitably changes the way we 

relate both with sound and space, which, in turn, could 

affect behaviour [13]. Nevertheless, new listening practices 

have led to consumer habits that should be observed 

specifically by content and situation (in terms of mobility) 

and the listening environment [14][15].  

II. METHOD 

A. Participants 

There were 327 university students who cooperated with 

the research without receiving any compensation. 58.7% 

were women and 41.3% men. The average age was 21.18 

years (Rg = 17-40, SD = 3.99). The students were invited to 

collaborate in the vicinity of the Faculty of Communication 

Science, at a large University from Spain, where the data 

was collected.  

B. Procedure 

Quasi-experimental research was conducted with 2x2 

factorial design, the independent variables being listening 

condition (moving vs. stationary) and narrative (s1 vs. s2). 

The participants were randomly assigned to each of the 

experimental situations. The narratives used were two 

horror stories, of high aesthetic quality. 
Both listening situations were in the open air. For mobile 

listening, the participants were asked to listen to the story 
while walking around the Faculty building and back to the 
place they started. Having studied the route beforehand, we 
calculated that this was the distance required to hear the 
complete story and get back in time to answer the 
questionnaire immediately after. For stationary listening, the 
participants were asked to listen while seated in the same 
place where the moving condition started. All participants, 
but particularly the moving ones, were asked not to interrupt 
the narrative and to abstain from communicating with 
anybody while doing the experiment, as this could spoil the 
results. 

 

C. Materials 

The participants answered a questionnaire containing a 

35 item spatial presence previously formulated scale [16]. It 

was performed a factorial analysis of it. After different tests, 

it was agreed that the results offered by the method of 

varimax rotation and extraction of main components showed 

the clearest structure. The results revealed the existence of 8 

factors that together explain 68.50% of variance. The 

Kaiser-Meyer-Olkin (KMO) Test value was .881 and 

Bartlett’s Sphericity was 5691.145. The model was 

statistically significant (p <.001) [17].  

The results of said procedure were fairly aligned with the 

proposal of the original scale, with some exceptions. To 

begin with, a difference was found in the first of the factors, 

which here contained 8 items. It was found that the factor 

was the subset of the 4 items that, in the scale’s proposal, 

appeared in the sub-factor self-location of spatial presence, 

plus the other 4 items of the sub-factor possible action, of 

the same spatial Presence. We therefore decided to call the 

factor obtained by this study spatial presence. Afterwards, 

another difference was found in the suspension of disbelief 

factor in the original scale, which in this study was divided 

into two different factors. Because of the items forming part 

of each, they were called persistence of disbelief and 

suspension of disbelief. Table 1 shows the first four factors 

that appeared during the validation of the scale and Table 2 

shows the next second four.  

Eight subscales were formed, each corresponding to one 

of the factors, based on the sum of the partial scores of each 

item. We also obtained an overall index of spatial presence 

from the sum of all scores of all items in the scale. These 

were incorporated in the analysis.  

 

III. RESULTS 

Results show an effect of listening condition on some of 

the dimensions of the factors. There were found statistical 

differences for attention (F = .769, t = -1.93, p >.054), 

which was higher when stationary (M = 5.18, SD = 1.15, N 

= 168) than when moving (M = 4.93, SD = 1.15, N = 159). 

Attention to the story, thus, is greater when the receiver is 

stopped than when he/she is on the go. Listeners pay less 

attention to the story and concentrate less on it during 

movement. Moreover, the story captures less their feelings 

or they full dedication to it.  It could be explained by the 

conjunction of two facts. First, people need to pay attention 

to their own movements and to the characteristics of the 

road, for assuring successful displacements. Second, the 

sounds of the audio narrative could interact with those of the 

environment. It is expectable that in noisy spaces, like those 

of densely-populated urban cities, attention to the story 

could even decrease. The experiment was produced in the 

calm area that surrounds a within campus school.  

There were also found differences for spatial situation (F 

= .665, t = -2.58, p <.010), which was higher when 

stationary (M = 5.14, SD = 1.16, N = 168) than when 

moving (M = 4.80, SD = 1.21, N = 159). Likewise, there 

was found a tendency towards difference for high cognitive 

involvement (F = .220, t = -1.83, p >.067), which tended to 

be greater when stationary (M = 4.42, SD = 1.15, N = 168) 

than when moving (M = 4.18, SD = 1.19, N = 159). These 

two results are logical and coherent between them. The first 

one recognizes that the intellectual characterization of the 

spatial situation in which the narrative takes place is 

affected by the movement of the listener.    
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TABLE 1.   FACTORIAL ANALYSIS. ROTATED SATURATION MATRIX OF THE 

JOINT SAMPLE. 
(N= 327) 

SCALE OF SPATIAL PRESENCE (4 FIRST FACTORS) 

 

 Factors (% variance explained) 

Items Self-

location 

and 

Possible 

action 

(28.85) 

Attention 

(10.01) 

Specific 

terrain 

of 

interest 

(7.33) 

Spatial 

situation 

(6.08) 

I felt like I was in the 

setting of the story 

.601    

It was as if my real 
position had moved to 

the setting of the story 

.717    

I felt physically present 
in the setting of the 

story 

.737    

I felt as if I had played a 
part in the action of the 

story 

.810    

I got the impression that 
I could be active in the 

ambience of the story 

.819    

I felt as if I could move 
between the objects in 

the story 

.769    

The objects in the story 
gave me the feeling that 

I could do things with 

them 

.762    

I felt I could so what I 

wanted in the setting of 

the story 

.765    

I paid full attention to 

the story 

 .815   

I concentrated on the 

story 

 .834   

The story captured my 

feelings 

 .693   

I was fully dedicated to 

the story 

 .786   

I’m generally interested 
in the subject of the 

story 

  .807  

For some time I felt 
great affinity with the 

subject of the story 

  .808  

I was already a fan of 
the subject of the story 

before I heard it 

  .798  

I love thinking about 

the subject of the story 

  .817  

I could imagine the 
layout of the spaces 

presented in the story 

   .671 

I had a precise idea of 
the spatial environment 

presented in the story 

   .710 

It was impossible for 
me to calculate the size 

of the space presented 

in the story 

   .806 

Even now I have a 

specific mental image 

of the space presented 
in the story  

   .794 

TABLE 2.   FACTORIAL ANALYSIS. ROTATED SATURATION MATRIX OF THE 

JOINT SAMPLE. 
(N= 327) 

SCALE OF SPATIAL PRESENCE (4 SECOND FACTORS) 

 

 Factors (% variance explained) 

Items Imag. of  

visual 

space 

(4.85) 

High 

cog. 

Involve

. (4.45) 

Persistence 

of disbelief 

(3.74) 

Suspension 

of disbelief 

(3.15) 

When someone 

shows me a map I 
can easily 

imagine the space  

.767    

I find it easy to 
manage a space in 

my mind without 

really being there 

.800    

When I hear a 

story I can 
normally imagine 

the distribution of 

the objects 
described 

.746    

When someone 

describes a space 
to me, I can 

normally imagine 

it easily and 
clearly 

.807    

Most things I was 

thinking were 
related with the 

story 

 .600   

I only thought a 
tiny bit about the 

things in the story 

being related with 

others 

 .699   

The story made 

me think 

 .658   

I wondered 
whether the story 

would be useful 

for me 

 .519   

I concentrated on 

working out 

whether there 
were any 

inconsistencies in 

the story 

  .782  

I took a critical 

stance with 
respect to the 

representation of 

the story 

  .782  

I paid no attention 

to the existence of 

errors or 
inconsistencies in 

the story 

   .751 

It didn’t matter to 
me if the story 

contained errors 

or contradictions 

   .809 
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Considering all of the above, it means that the capacity of 

imagining the layout of the spaces presented in the story, the 

precision of the idea about the configuration of the spatial 

environment recreated by the narrative, the calculation of 

the size of the space in which the story develops, and the 

specific mental image of the space recreated are greater 

when the listener is stopped than when is moving. Besides, 

results show that the intellectual link with the narrative 

decreases on the move. In comparison when they are 

stationary, listeners who move think less about things 

related to the story, about the relation of the story with other 

people, about the personal usefulness of the narrative, and 

about the thoughts provoked by the story. All of this 

confirms that the intellectual involvement with the audio 

narrative, probably because of the effect of the lowering of 

attention, is affected by the mode of consumption.  

Regarding the effect of the story on the factors that 

define spatial presence, we found statistical differences for 

cognitive involvement (F = 2.159, t = -2.13, p =.034), which 

was higher for s2 (M = 4.44, SD = 1.22, N = 162) than s1 (M 

= 4.16, DS = 1.11, N = 165). We also found differences for 

persistence of disbelief (F = .305, t = -2.03, p >.043), which 

was higher for s2 (M = 4.44, DS = 1.50, N = 162) than for s1 

(M = 4.10, SD = 1.50, N = 165). Finally, we found a 

tendency towards difference for special interest (F = 1.67, t 

= -2.07, p >.039), which tended to be greater for s2 (M = 

3.92, SD = 1.52, N = 162) than for s1 (M = 3.56, SD = 1.64, 

N = 165). 

IV. CONCLUSIONS 

The reported results led us to conclude that mobility 

during audio narrative reception affects attention, spatial 

situation, and high cognitive involvement. Particularly, 

mobility causes attention to the audio product to be lower: 

listeners pay less attention to the story, concentrate on it less 

and the narrative captures fewer of receivers’ feelings.  

Also, when the user moves in an open space while 

listening, spatial situation (the capacity to imagine the 

layout, the precise the spatial environment, the calculation 

of time and the specific mental image of the spaces 

presented in the story) is lower.  

Likewise, due to movement, compared to stationary 

listening, there is less imagination of things related with the 

story, relation between things in the story itself, activation 

of thought and perception of the usefulness of the story.  

This result makes sense given the experimental 

conditions of our study: the participants listened in the open 

air with no restrictions on movement in space (although 

those in the stationary condition were asked to remain 

seated). But it suggests something else, in light of the 

contributions regarding acoustic aesthetics [19]: during non 

captive audio consumption, and in which movement is 

possible, in the definition of the psychological state of 

spatial presence there could be interaction between the 

localization and perception of actions possible in the real 

world, and those of the story’s imaginary world. The 

sensation of being situated in the mediated space [20], and 

in the real physical space in which the mediation occurs, 

may interact. So, although presence is a psychological state 

in which the qualities of the media are more influent than 

the inherent properties of the experience [21], this would 

also have an effect.  

All this data, of which we know of no previous 

equivalents, contribute to the study of the formation of 

mental images, especially those produced by audio or 

radiophonic products [18] and their relation with behaviour. 

In this sense, further studies could observe the effect of 

audio narrative engagement in movement itself and in the 

relation of listener to specific behaviours. In fact, it is 

somehow surprising that, in spite of the long history of radio 

contents, their consumption while moving through different 

means, and the proliferation of portable audio devices, this 

topic had not been investigated previously. In the light of 

the creative possibilities that new digital technologies offer 

to the production of all kind of contents, the results of this 

study could be useful for conceiving more effective 

contents, messages, products, and modes of consumption. 

Apart from being of the interest of digital contents 

producers and technological developers, the results of this 

study could be useful for audiovisual regulatory authorities. 

These studies can also be of interest to different scientific 

disciplines (e.g., psychology, neuropsychology, acoustics, 

aesthetics, audiovisual communication, engineering, or 

narrative studies). Given that this investigation only 

examined the effect of behaviour on psychological 

responses to narratives, a first reverse study could be made 

of the effect of psychological responses on specific aspects 

of behaviour.  
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Abstract— Low consumer trust presents a significant barrier to 
cloud service adoption and the growth of the cloud industry. 
The cloud environment is generally perceived to have high 
levels of uncertainty and risk. Trust plays a central role in 
allowing consumers to overcome this risk when making 
adoption decisions. This paper discusses the characteristics of 
cloud services that form the basis for consumer trust decisions 
and argues that service providers need a more transparent, 
accessible method of communicating these characteristics to 
potential consumers. As such, this paper is directly relevant to 
conference tracks discussing consumer-oriented digital services 
and in particular the topic of consumer trust in digital society. 
Drawing on the nutrition label concept and aspects of previous 
computational trust models, we propose a dynamic trust label 
for cloud computing. The cloud trust label aims at present real 
time and cumulative metrics to consumers in an easily 
understandable format. In doing so, the label can be used to 
aid knowledge based trust decisions and ultimately encourage 
adoption of cloud services. 

Keywords-cloud computing; trust; nutrition label; risk. 

I.  INTRODUCTION 
Cloud computing can be described as “a model for 

enabling ubiquitous, convenient, on-demand network access 
to a shared pool of configurable computing resources (e.g., 
networks, servers, storage, applications, and services) that 
can be rapidly provisioned and released with minimal 
management effort or service provider interaction” 
(National Institute of Standards and Technology, NIST [1]). 
The information technology (IT) related savings for cloud 
computing include lower implementation and maintenance 
costs; cost of power, cooling, storage and paying only for 
what is used [2]. There are also operational benefits due to 
the flexibility and agility of cloud computing. According to 
the European Commission, cloud computing has the 
potential to generate €250 billion in gross domestic product 
(GDP) with the creation of 2.5 million jobs by 2020 [3].  

A number of factors are cited as barriers to wider cloud 
adoption by consumers. These include issues with trust, 
security and transparency [4], which introduce high levels of 
risk and uncertainty and prevent more widespread cloud 
adoption. Improving our understanding of the factors 

underlying consumer trust decisions is vital to capitalising 
on the potential benefits of cloud computing. 

Previous research aimed at improving trust in the Cloud 
has focused predominantly on technical aspects of data 
handling and assigning accountability for potential issues to 
specific parties in the chain of service provision [5]. This 
focus emphasises methods of preventing and handling trust 
violations but fails to explain the role of consumer 
expectations and perceptions in driving their initial trust and 
adoption decisions. This paper takes a consumer-oriented 
view of trust in cloud computing and examines the risks 
inherent in the cloud environment and the characteristics of 
cloud technology which consumers are likely to assess in 
making trust judgements. Building on work done on 
nutrition labels and computational trust models, we propose 
the use of a trust label for cloud computing that will allow 
Cloud Service Providers (CSPs) to signal dynamic 
trustworthiness information to consumers. 

The remainder of this paper is organised into three 
sections. First, we will discuss issues of risk and uncertainty 
in the cloud environment including the selection of CSPs, 
the characteristics of cloud computing and the legal issues 
which impact consumer cloud experiences. Second, we will 
explore the theoretical underpinning of consumer trust 
perceptions and provide a brief overview of relevant 
literature on trust in the field of information systems. 
Finally, we examine previous research into the use of 
nutrition labels to communicate information in the context 
of information systems and outline our plans to develop a 
label specific to developing trust within the Cloud industry. 

II. RISK AND UNCERTAINTY IN THE CLOUD 
ENVIRONMENT 

Cloud computing provides compelling benefits and cost 
saving options for consumers [4]. However, adopting cloud 
computing services presents new risks and uncertainty that 
increases the perceived complexity of the adoption decision-
making process and cloud provider selection [2]. The Cloud 
can introduce a single point of failure as demonstrated by 
Amazon EC2 outage in 2011 [6] and raises concerns over 
the security of data as demonstrated by the recent 

157Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-324-7

ICDS 2014 : The Eighth International Conference on Digital Society

                         169 / 240



controversy over NSA surveillance [7]. CSPs need to look 
for mechanisms that can address such risk factors.  

In adopting cloud services, the user is making a 
commitment to a CSP and needs to understand the possible 
impact of selecting the wrong CSP, security and data 
privacy risks that are inherent in the cloud environment, as 
well as the legal issues that are currently leading to 
uncertainty.  
 
A.    Cloud Service Provider Selection 

For enterprise consumers, the economic appeal of 
adopting cloud computing is often depicted as “converting 
capital expenses to operating expenses” [8]. The perceived 
benefit is that by removing the up-front capital expense the 
user transfers the risk of overprovisioning or 
underprovisioning and frees up capital for core business 
activities [8]. However, accurately comparing CSP’s pricing 
schemes can be challenging with providers using different 
pricing models making the selection process difficult [9]. 
Although cloud computing is cost effective and cost 
transparent, incorrect CSP selection will lead to a user 
paying more than expected [9]. Consumers can easily 
become locked-in and dependent on a vendor such that they 
cannot terminate the relationship without incurring 
substantial financial costs [10]. This is a significant concern 
for consumers as it reduces their flexibility to move between 
CSPs and reduces the consumer’s bargaining power [11]. 
CSPs will often design lock-in into their services through 
the use of closed architectures to reduce portability and ease 
of data migration [11]. As a result, selecting a CSP is most 
likely the beginning of a long-term relationship that will be 
difficult to break. 

 
B.    Cloud Computing Characteristics  

The five essential characteristics of cloud computing as 
set out by NIST [11]: on-demand self-service, broad 
network access, resource pooling, rapid elasticity and 
measured service suggest flexibility and ease of use for the 
consumer. However, these characteristics convey a 
contradictory message in the context of technology 
decision-making by introducing new risks and uncertainty 
[5]. For example, in outsourcing to a CSP the consumer 
faces similar concerns to those involved in a traditional 
outsourcing decision whereby they are limiting their control 
over the service while still retaining responsibility for it [5]. 
They are paying for a measured service yet have no control 
over its measurement. Hosting application and data in a 
multi-tenant environment increases consumer uncertainty 
related to privacy, compliance, integrity and confidentiality 
among other concerns [2]. 
 
C.    Legal Issues 

As a result of lack of consumer control over cloud 
resources, they must rely on contracts or other formalised 
trust mechanisms to try encourage appropriate usage [5]. It 
has been suggested that the contract between the consumer 

and CSP can often lead to further uncertainty [11]. One of 
the difficulties is that existing legislation was not written 
with the Cloud in mind [11]. A number of common legal 
issues are outlined below. 

 
• Security and Data Protection are continually ranked 

among the top barriers to cloud adoption [2][4]. For 
many consumers, the perceived risk is still too high to 
place critical personal information in the Cloud. 
Possible risks include increased vulnerability of data 
being accessed by third parties through surveillance by 
national security agencies, malicious users, data 
leakages, failure of electronic and physical transport 
systems for data and back up (if carried out) [2]. In 
many cases, legal agreements for cloud services seek to 
place the responsibility for security and data protection 
on the data owner, i.e., the consumer, to ensure a level 
of security appropriate to the risks represented by the 
processing of the data [11][12]. Another factor causing 
uncertainty is many standard terms of CSPs do not 
necessarily require security incidents to be reported to 
the consumer [13]. Consumers must also consider the 
security and location of their data while in transit. Many 
cloud legal agreements specify that data will be stored 
and processed within certain regions but do not specify 
that they will not be transferred outside these limits 
[11]. 

• Service Levels and Performance – The Service Level 
Agreement (SLA) will typically contain a defined list of 
services delivered, performance targets, auditing 
mechanisms and any compensatory mechanisms [11]. 
However, uncertainty is introduced as many SLAs rely 
on the chain of service provision; this may mitigate any 
commitment by the CSP to performance [11]. Many 
CSPs, typically, reserve the right to amend contract 
terms unilaterally where continued use is deemed 
acceptance resulting in continued uncertainty for the 
consumer [14]. Often consumers cannot monitor 
performance levels and are reliant on information 
provided by the CSP [11]. 
 

• Data integrity refers to maintaining and assuring the 
accuracy and consistency of data over its life cycle [15]. 
Many consumers consider the Cloud as a safe method 
of backing up their data. As a result, data integrity is 
core to consumer expectations [11]. A recent study 
found that the majority of CSPs place the legal 
responsibility for preserving the data integrity with the 
client increasing their potential risk [14].  
 

• Choice of jurisdiction – The nature of cloud 
computing assumes that data will be stored across 
multiple data centres by a CSP introducing a degree of 
jurisdictional uncertainty even if stated in the contract 
[11]. With almost 50 per cent of CSPs choosing US 
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jurisdiction, there is a disincentive for consumers to 
take legal action due to the high costs of dispute 
resolution [11]. In many cases, CSPs that choose a US 
state as applicable law seek to deny any liability for 
damage as far as possible and restrict compensation to 
service credit [14]. This can result in significant 
financial losses for the consumer. However, it should be 
noted that EU law, typically, does not allow providers 
to contractually avoid liability to the extent of the US 
legal system. 
 

• Termination – A commonly cited issue for consumers 
is the ability to retrieve and transfer their data on 
leaving the CSP [11]. Most providers fail to provide 
assistance in off boarding data and those that do tend to 
charge for it. This increases the chances of a consumer 
becoming locked-in to the CSP. Furthermore, the 
standard terms of the contract often provide little grace 
period for consumers to migrate their data [11]. 

 
To increase cloud adoption, the above risks and 

uncertainty need to be addressed.  

III. SIGNALLING TRUST IN THE CLOUD 
In contexts where individuals perceive high levels of 

risk and uncertainty, trust provides a vital basis for 
interdependence and cooperation between two parties in a 
relationship [16]. Indeed the existence of risk is a necessary 
condition of trust in another party. Improving consumer 
trust in cloud services provides an important opportunity for 
consumers themselves, and for the cloud industry as a 
whole, in overcoming high levels of risk and uncertainty 
and paving the way for cloud adoption. 

Trust is considered a three stage process consisting of 
the forming of positive expectation, the decision to make 
oneself vulnerable to another party and a risk taking act 
[17]. This sequencing of events has important implications 
for the approach that cloud service providers might take to 
increasing consumer trust and reducing perceptions of risk 
and uncertainty in the cloud environment. In order to 
encourage cloud adoption, which might be seen as a risk 
taking behaviour, providers must focus on how to increase 
positive expectations (stage 1) and drive consumer 
willingness to be vulnerable (stage 2) despite the risks 
perceived in their environment. 

A considerable body of literature in the field of 
interpersonal and organisational trust has been devoted to 
uncovering the factors which contribute to positive trust 
expectations. The dominant model in the trust literature was 
put forward by Mayer et al. [18] and proposes that 
expectations consist of trustworthiness perceptions formed 
on the basis of the perception of characteristics of the other 
party. Specifically, three key characteristics are assessed: 
ability – the competence, knowledge and skills of the other 
party; benevolence – the extent to which the other party is 

expected to act in the trustor’s interests; and, integrity – the 
other party’s adherence to a set of acceptable principles and 
rules. 

Although this model was originally designed to capture 
the interpersonal trust process, it has proven to be robust 
across levels of analysis [19] and is frequently applied to 
improving our understanding of trust in organisations across 
a range of industries. A small body of literature has recently 
developed and adapted the trustworthiness model to the 
context of trust in technology [20][21]. The primary 
difference in this context is that the party in which trust is 
placed is incapable of consciousness or moral agency which 
prevents it for example from making a decision about 
whether or not to behave in a benevolent manner [22]. 
However, trust is a psychological state [23] that exists in the 
mind of the trustor. Accordingly, theorists [22] suggest that 
interpersonal theories of trust are useful in understanding 
trust relationships between humans and technology as long 
as the human party is making the trust assessments and 
decisions. In other words, it is logical to apply existing trust 
theory to understand humans trusting technology but not 
vice versa.  

The traditional trustworthiness model of ability, 
benevolence and integrity has been adapted in the 
information systems literature to provide a more suitable 
assessment of the trustworthiness characteristics of an IT 
artefact [20][22]. It is suggested that assessments of 
trustworthiness in this context are built on consumer 
perceptions of performance, helpfulness and predictability 
[22]. Performance relates easily to the original dimension of 
ability in that it refers to the consumer’s perception of the 
competence of the product and its ability to help them to 
carry out the required task. Helpfulness is proposed as a 
substitute for benevolence and describes the consumer’s 
perception that support in the use of the product is available. 
Finally, predictability, related to the original dimension of 
integrity, refers to the consumer’s perception that they can 
both understand and predict the behaviour of the 
technological product. Together knowledge and perception 
of these three characteristics provide a basis for consumer 
trust in technology. 

Trust built on knowledge of the characteristics of a cloud 
service has an important advantage over trust built on a 
simple calculation of the risks and benefits of cloud product 
adoption. Knowledge based trust is likely to be less 
suspicious and fragile than that based on pure calculation of 
potential costs and benefits [24][25]. Building robust trust 
relationships with consumers is advantageous for cloud 
service providers as it allows a greater threshold for the 
acceptance of small violations of consumer expectations. 
Knowledge based trust is also advantageous for cloud 
consumer as once the trust relationship is established less 
time is needed for the vigilant monitoring of the service 
allowing users to fully realise the benefits of the service. 
However, the online environment is a context in which an 
overwhelming array of information is available to 
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consumer. Although consumers are motivated to evaluate 
the trustworthiness of information they access online, the 
thoroughness of this evaluation is limited by time and 
cognitive resource constraints. In order to realise the 
benefits associated with trust, the challenge for the cloud 
industry lies in devising an effective means of 
communicating trustworthy characteristics to the consumer.  
For a thorough review of trust in online environments see 
Grabner-Krauter and Kalushcha [26] and Beldad et al. [27]. 

Computational trust models have existed in the field of 
information systems for many years, typically known as 
reputation mechanisms [28]. Information related to past 
behaviours of users is used to determine the reputation of 
those users in terms of availability, reliability, good quality 
and security. The mechanism is generally implemented 
based on a centralized rating model so that the customers 
and sellers can rate each other using numerical scale or 
feedback comments (e.g., Amazon, eBay, Taobao, etc.).  

Within the cloud computing literature, researchers are 
beginning to recognize the need for a mechanism to build 
consumer trust in the Cloud. The traditional reputation 
mechanism has been extended to distributed systems to 
meet the challenges of cloud computing [29]. Vu et al. 
proposed peer-to-peer (P2P) web service discovery that uses 
Quality of Service (QoS) data and user feedback to rank and 
select services [30]. The use of SLAs and business activities 
monitoring is suggested as a method to guarantee the quality 
of cloud services [31]. In a similar vein, Bogataj and 
Pucihar suggest a trust building mechanism for cloud 
computing adoption, which consists of authentication, 
system security, service quality and non-repudiation [32]. 
Lynn et al. [33] recently outlined the use of a trustmark to 
help consumers of cloud computing to build trustworthiness. 
Trustmarks typically involve one or more of six elements: a 
declaration of best practice, a subscription to a code of 
conduct, scrutiny for membership, sanctions for failure, 
recourse for wrongful revocation, and a remedy for 
aggrieved customers [33].  They are proposed to build trust 
by providing evidence of third party certification and have 
been demonstrated as an effective mechanism for increasing 
credibility and consumer trust online [34]. 

IV. A NUTRITION TRUST LABEL FOR CLOUD COMPUTING 
In the United States, a Nutrition Labelling and Education 

Act (NLEA) [35] was signed into law in 1990 that gives the 
Food and Drug Administration (FDA) [36] authority to 
require nutrition labelling of the majority of food products. 
The purpose of the food nutrition label is to play a role in 
informing consumers about their food purchasing decisions 
by supporting and supplementing other nutrition education 
strategies [37]. For instance, offering nutrient content claims 
and certain health messages, providing quantitative 
information about nutrients and making it easy to compare 
between a small set of items. The provision of Nutrition 
information on food packaging allows consumers to make 
more informed decisions about their nutrition and adapting 

their purchase behaviour to suit their individual dietary 
needs [38].  The typical nutrition label is shown in Figure 1.  

The nutrition labelling mechanism has gained wide 
recognition around the world, and built a broader 
understanding of practices used in designing and defining 
labelling requirements [39].  

 

 
Figure 1. the Food and Drug Administration’s Nutrition Fact panel as 

regulated by the NLEA, [41] 

Carnegie Mellon has demonstrated the transferability of the 
nutrition label concept to the technology industry in their 
recent development of a privacy nutrition label [39]. Their 
work builds on the Platform for Privacy Preferences (P3P) 
expandable Grid that presents a “nutrition facts” pattern 
where consumers can investigate and explore the privacy 
policy of websites [40]. P3P was created by the World Wide 
Web consortium for encoding and sharing online privacy 
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policies in a standard format (i.e., XML Schema Definition 
Standard), which can be retrieved automatically and 
interpreted easily by consumers [42]. Drawing on this, a 
privacy nutrition label was proposed aiming to simplify the 
P3P Expandable Grid to enhance user experience by 
reducing clutter and simplifying symbols [39]. An early 
stage, simplified label is shown in Figure 2. 
 

  
Figure 2. the simplified Privacy Nutrition Label, [39] 

CMU’s proposed Privacy Nutrition Label represents 
three main concerns: 

 
• What kind of information is collected, such as IP 

address, email address, name. 
• Who will share or use this information, such as 

current company or third party. 
• How this information is used, such as regular 

navigation, tracking, personalization or 
telemarketing. 

• Contact Information to allow the user to obtain 
further information and support. 

CMU’s privacy nutrition label provides a good example 
of how the nutrition label concept increases clarity and 
availability of information in a technology context. As such, 
it provides a useful basis for how we might develop a label 
specific to developing consumer trust in CSPs. However, a 
number of important questions still remain. It is not yet clear 
how people will use the label in practice or what quantifiable 
information provides the best basis for consumer decision-
making. In addition, thus far nutrition labels are typically 
presented as a static representation or logo. In the context of 
cloud computing, access to real time metrics provides a 
unique opportunity to present consumers with a continuously 
updating, dynamic label. Building on this foundation, we 
propose the use of the nutrition label concept to design a 
trust label for cloud computing to provide clarity and greater 

consumer access to information on which to base trust and 
adoption decisions. 

 

V. THE IC4 CLOUD TRUST LABEL PROJECT 
In November 2013, the Irish Centre for Cloud 

Computing and Commerce (IC4) established a research 
project to develop and test such a trust label. This project 
seeks to use a qualitative online Delphi study of cloud 
industry experts and users to determine the most appropriate 
format for a cloud trust label, and establish how the risks 
discussed in Section II can be overcome.  The project 
comprises five rounds of anonymous online interaction 
between the industry experts and users: 

 
• Round 1 - Brainstorming: Discussion to be focused 

on brainstorming label content. 
• Round 2 – Identifying Label Features: Finalising a 

list of label content and discussing the optimal way 
to communicate this to users. 

• Round 3 – Label Refinement: Presentation of a 
draft label design for discussion by the group. 

• Round 4 – Final Label Distribution: Discussion of 
label refinement following Round 3. 

• Round 5 – Evaluation: Evaluation of the final label 
and process. 

 
Once consensus on label has been agreed, a further 

research project will be conducted to empirically examine 
the impact of the label on consumer trust expectations and 
decisions and to investigate their impact on cloud adoption 
rates. The theoretical potential of the cloud trust label is 
clear. However, as consumer perceptions are key, 
demonstrating the label’s practical significance and utility in 
terms of actual impact on consumer attitudes will be a vital 
step towards encouraging widespread adoption by CSPs. 
Separate research on technical systems for monitoring, 
transferring, analysing and surfacing cloud service data to 
the trust label securely is required. In particular, attention 
needs to be given to how the monitoring and analysis 
performed to calculate the trust metrics can be made 
minimally intrusive and tamper evident. Finally, 
consideration will need to be given to the best way of 
deploying the label and encouraging CSPs to display and 
communicate this information. Providing convincing 
evidence of the practical utility of the label for both experts 
and non-experts will be central to this process. In addition, 
the label will provide an important benefit to quality service 
providers by providing an easier means of comparison across 
services and a clear map of how CSPs might differentiate 
themselves from their competition. 

VI. CONCLUSION 
This paper proposed a trust label as a means for cloud 

service providers to communicate trustworthiness to 
consumers. In the cloud environment, consumers encounter 
high levels of risk and uncertainty when making decisions 
about adopting cloud products. Trust theory suggests that  
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cloud adoption behaviours will be based on consumer 
knowledge of trustworthiness characteristics that provide a 
foundation for trust decisions. The effective communication 
of these characteristics to consumers is vital to improving 
trust in the cloud environment and maximizing cloud 
adoption. The dynamic nutrition trust label proposed in this 
paper provides a means of meeting this communication need.  
Future research will address the specific content and features 
of the label and empirically examine its impact on consumer 
trust and cloud adoption practices.  
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Abstract— This research focuses on the use of Social Network 
Services among the elderly people in Japan, as a solution that 
could  help  to  bridge  the  digital  divide  in  that  country.  It 
proposes  the  creation  of  a  Social  Network  Service  for 
neighborhoods, in which the relationship among the young and 
the old is promoted. Existing design and usability  guidelines 
for senior citizens and culture-related issues are highly taken 
into consideration. User-centered design method is applied to 
tailor  the  tool  for  testing.  This  paper  hopes  to  bring  new 
insights about how elderly people use Social Network Services 
in  Japan  and  the  usability  challenges  that  they  face  when 
trying to use it.

Keywords— Social Network Service; Elderly People; Usability; 
Japan.

I.  INTRODUCTION 

The present  paper  addresses  the  problem of the aging 
population as a starting point.  This situation affects many 
countries in the world, but in the case of Japan, is relevant 
how the population over 65 years old has been increasing 
year after year. According to the official statistics [1], will 
become about 30% of the population by 2030. 

Although Japan has always been famous worldwide for 
its  great  scientific  and  technologic  advances,  the  statistics 
show  that  there  is  a  significant  technologic  gap  between 
generations. Observing the numbers [2], even though 78% of 
the population over 60 years old in Japan have a computer, 
only 23.5% say that use it very often. It is encouraging that 
over  80% of them believe that the use of Internet  is  very 
important. In contrast, in United States of America [3] only 
53% of  citizens over 65 years old use Internet or email, but 
70%  of  them  use  it  on  a  daily  basis.  This  remarkable 
difference shows that having a computer at  hand does not 
necessarily mean its usage.

This papers aims to find a way how the elderly people 
can  integrate  better  to  the  Information  Communication 
Technologies. The main Hypothesis is:  It possible through 
the  use  of  social  networks  between  older  adults  and 
younger generations to bridge the technologic gap that 
separates each other.  It is vital to learn how to design the 
best  user  experience,  how  to  successfully  improve  their 
everyday lifestyle and how to introduce them in a better way 
to the digital world. This is a topic that still  has not been 

investigated in full as a possible solution to the digital divide 
among the senior citizens in Japan.

Some existing services, statistics and researches helped 
to discover the current state of art. According to the statistics 
[2],  only 7.7%, of  the  seniors  online  in  Japan use  Social 
Network Services like Facebook,  Mixi or Twitter.  Among 
those who use it,  they prefer  to use Social  Networks that 
include all range of age [4][5] and not those specially made 
or designed for the seniors (Slownet, Senior Wings, Senior 
Navi, Senior Com, among others reviewed for this paper). 
The  contrast  with  the  elderly  people  in  America  is 
significant, in which among the active population of senior 
Internet  users,  34%  of  them  use  Social  Networks  like 
Facebook.

The project “Bring Dich Ein!” in Germany [6], which 
explores  the  possibility  of  the  elderly  people  to  post  in 
Internet  requests  to  get  favors  done  around  the 
neighborhood, was a great inspiration to recreate a similar 
situation  in  Japan,  specially  the  aspect  of  geographically 
limited/closed  community  and  collaboration  among  them. 
Parallel  to  our  research  with  Japanese  people,  we  found 
many coincidences as the concern for privacy information 
security and the need of an intuitive design and navigation 
system. Other similar online services (for example, Ayoudo, 
Taskrabbit  and Kutoto) were also reviewed even they are 
not specially aimed at senior citizens. 

Regarding the use of Internet in general, accessibility 
barriers that the elderly people go through certainly couldn't 
be  overlooked  in  this  research,  specially  those  related  to 
Independency (to be able to use on their own), Inclusiveness 
(to be able to use the same technologies as young people) 
and Terminology (vocabulary easy to understand) [5]. This 
last barrier, related closely to vocabulary, represented a great  
concern among the elderly Japanese Internet users.

The  paper  structure  is  explained  as  follows:  First, 
Section II describes the main point that this projects wants 
to  aim.  Secondly,  the  idea  generation  and  selection 
processes explain the diverse phases that the project went 
through until now (still ongoing). The background research 
accounts for not only the bibliographical research but also 
the field observation and informal interviews. A complete 
description of the created tool is made, with some examples 
of  scenarios  of  use is  presented in  Section IV. Section V 
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reports on how the experience with the users was made. The 
results and some future work are explained in Section VI.

II. CONCEPT

For  setting  the  boundaries  of  this  research,  after 
researching  about  online  and  offline  communities,  it  was 
decided to make the project  in a  closed environment:  the 
neighborhood. One can see that the neighborhood is one of 
the most basic forms of communities, preceded by Family 
environment and School/Work environment. Working with 
a small scale was vital to manage this research, given our 
resources. Also, it was decided that we would aim at only 
those  persons  who  actually  used  or  wanted  to  use 
computers,  Internet  or  technology,  as  it  was  not  of  our 
interest to find a way to change the attitude of people who 
are not concerned in overcoming the digital divide.  

By  talking  to  the  elderly  people,  some  initial 
assumptions were made: First, one of the reasons why some 
people are not fond of talking to strangers online is because 
they have never met face to face in real life and they do not 
share any bond or reason for interacting. But, if that strange 
person online is somebody they might have seen around in 
the  neighborhood,  they  may  feel  more  comfortable  and 
talkative.  Elderly  people are more  likely  to  stay at  home 
rather than young people, so they may know the faces of the 
people of the neighborhood. 

Second, we found that they feel a little ashamed to ask 
basic questions related to the technologies, ashamed of not 
knowing.

By questioning how combining the social environment 
of the elderly people and their difficulties to for using the 
technology, we tried to create a nexus where they can meet 
and eventually settle a solution. For this, we created a two-
axis framework: First, an ethnographical study, and second, 
review and test the design guidelines specifically made to 
this type of user  but applied to this kind of situation and in 
this country. The design guidelines help as a starting point 
of what expectations should be considered for designing for 
the elderly people,  and,  additionally,  we want to discover 
the  cultural  and  language  issues  that  attain  only  to  the 
Japanese elderly people.

III. IDEA GENERATION 

A. Idea generation 

The  idea  generation  process  was  inspired  by  Bill 
Buxton's book about User Experiences [7]. It is advised that 
many ideas should be considered at first; for later choosing 
the  best  among  them.  The  complete  process  of  deciding 
which  was  the  best  idea  to  pursue  took around one  year, 
meanwhile bibliographic and field research was made.

There were 7 main ideas generated for the kick-off of this 
project, always focusing on the elderly people (email service, 
e-commerce  system,  social  network  service,  dating  site, 
search  engine,  online  dictionary  and  online  learning  site), 
that  were  considered,  compared,  refined  and  some 

discharged.  Two  of  them  were  continued  for  testing  and 
discussion, and later on, the current project was decided. 

We found that without a clear motivation it was going to 
be hard to  test  if  they  could immerse  in  the  Internet  and 
Social  Network  Services  like  young  people  do.  We 
discharged the idea of a service similar to Facebook for the 
elderly people (they were not interested and current services 
like that do not show impressive results) and other kind of 
services like a Dating Site did not include as much users as 
we hoped to test. On a final term, it was decided to follow 
the concept of weak bonded generations and the emergence 
of a tool that works as a node to connect people, rediscover 
the neighbors and harvest a solidarity spirit among them. (see 
Section IV for a full description on the idea).

B. Background research 

Some papers and publications were taken into account 
for defining the concept and helped to outline the state of art. 
However, as a reference to design the User Experience, we 
considered the usability guidelines for the elderly people that 
exist up to now. The basis are taken from the Handbook of  
Human Factors and Ergonomics Methods [8], which gives a 
wide foundation to start working on, and the  Web Content  
Accessibility Guidelines (WCAG) created by W3C [9]. 

Regarding  the  products  and  services  focused  on  the 
senior citizens,  Docomo's RakuRaku Smartphone [10] was 
examined, as much as the books by ”Compyuta Obaachan” 
(Computer grandma), who explains easily step by step how 
to operate devices or websites (a special publication about 
Facebook  was  reviewed)  [11].  A few  catalogs  and  shops 
were visited, in order to survey which are the physical needs 
that they suffer, and what they choose in order to make their 
everyday life  easier.  Design  shape,  ergonomics,  materials, 
colors and patterns were analyzed. Needless to say, a wide 
range  of  websites  and  phone/tablet  applications  were 
searched online regularly, with special emphasize on those 
that are a channel for communication among users.

Up  to  now,  three  interviews  were  made  and  recorded 
with the Owner and Director of “Mamion”, Mrs. Mori, who 
runs a small school in the center of Tokyo that teaches basic 
informatics  specially  to  the  elderly  people. Long  and 
substantial discussions about the senior user were made with 
Mrs. Mori, who gave us her professional point of view and 
advice about which are their needs,  the concepts that  they 
have difficulties with, and what brings them to learn how to 
use the computer. She also helped recruiting users for the 
tests (See section V for a the Testing description)

Above  all,  and  constantly,  observation  of  the  elderly 
people  was  made  in  public  places  like  parks,  cafeterias, 
shopping malls, trains and post offices. In addition to taking 
pictures,  also  was  noted  how  they  communicate,  body 
language, how long they take to make simple and difficult 
tasks  (for  example,  from operating  an  elevator  control  to 
recharging credit in train card or withdrawing money from 
an ATM machine). 
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IV. SYSTEM EXPLANATION

The  concrete  tool  that  is  being  created,  tested  and 
analyzed  is  an Internet-based  Closed  Social  Network 
Service for local communities, with a very strong focus on 
the  senior  citizens,  but  where  everybody  can  participate 
regardless of the age. As a reminder, our main hypothesis is 
that if old and young people can get together in one virtual 
space,  they  can  enhance  the  communication  and  try  to 
bridge the gap among young and old generations.

The main boundary is that  only people from a certain 
area (neighborhood) can participate,  after going through a 
registration  system for  verifying  the  account.  Setting  this 
boundary so closed is vital to gain trust among the users and 
not to fear that outsiders may interfere with their privacy.

Their main motivation expected for participating on the 
website is helping each other (neighbors helping neighbors) 
with  their  needs,  doing  small  favors  or  just  lending  a 
helping hand, where communication and cooperation are the 
main  keywords  for  making  it  work,  as  money  is  not 
involved. 

The  system  is  called  “Manada”.  It  means  in  Spanish 
“Large group of animals that move and do things together”, 
Even though the word itself has no meaning in Japanese, it 
was important to use something easy to pronounce but with 
a meaning behind that represents the project somehow.

The starting point for conceiving this concept revolves 
among the idea that young people (younger than 45 years) 
may  already  know  Social  Network  Services  (Facebook, 
Twitter  among others)  and  are  familiar  with  this  kind  of 
communication technologies, but older people still  do not. 
For  some  of  them,  it  may  be  difficult  to  understand  the 
concept  of  an  online  Social  Network  because  the 
relationships  “face  to  face”  are  their  main  way  of 
communication.

This  is  a  very  simple  scenario  of  use  to  illustrate  the 
idea:  User  A is  an  old  lady  who needs  some help  for  a 
certain  task  that  she  can  not  do  because  of  a  physical 
difficulty. She posts the message asking for help (This posts 
are called “Onegai” , which means “a favor” in Japanese) 
and waits for a reply. User B is a neighbor who lives very 
close and sees the “Onegai” posted in the Social Network. 
He  replies  and  helps  her.  Another  example  shows  that 
Seniors can also help, and not only receive help: User C is a 
young  housewife  who  posts  an  “Onegai” on  the  Social 
Network Service, and it happens to be something that User 
D,  even  though  being  much  older,  can  do  perfectly.  He 
replies and feels good knowing that he can still be useful for 
someone. 

Next, it was important to start making the first tests to 
evaluate the concept and check if the communication and 
support across or inter generations is possible through the 
Social  Network  Service,  creating  bonds  within  the 
community, and build a theory based on that  findings.  As 
many as possible existing design guidelines are being tested 

and put in practice, in order to verify their validity or not 
among the Japanese users. 

V. TESTING EXPERIENCE

According  to  the  user-centered  design  [12],  it  is 
important to include the final user as soon as possible in the 
design process, in order to analyze their needs and hear their 
opinion. That is the reason why, after making the first design 
attempts, it was vital to meet some users, hear their opinion, 
ideas and test their abilities with our tool. 

A. Users

A basic  Persona  was  created  to  serve  as  a  guide  for 
finding subjects for the test:

1. Be 65 years or older;
2. Be  an  active  user  of  the  computer,  without  any 

education restriction, and
3. Japanese native.

B. Testing

The  testing  was  conducted  in  September  and  October 
2013  in  Tokyo  and  Kanagawa,  Japan.  Three  users  were 
students of the Informatics School “Mamion” and the other 
two  subjects  were  contacted  separately  (Fig.  1).  Some 
testings took place at the school and some at the house the 
users for their comfort.

The users at the School were two men (69 and 83 years 
old) and a woman (73 years old). They were active students 
of the School and were taking courses because of different 
reasons: want to keep updated (still feeling young), want to 
fight  boredom,  or  communicate  with  family  abroad.  The 
other pair of users (Male, 75 years old and Woman 74 years 
old) did not go to class but learned alone and with the help of 
their families. 

Before starting the test, they were asked to complete a 
form with some personal information (name and age), and 
multiple choice questions. On the first question they had to 
answer what  terminal  they could use (Personal  Computer, 
smartphone or iPad) because we were concerned  to know if 
this  kind  of  project  was  worth  to  be  applied  for  mobile 
terminals. We also asked about the use of Internet, because 
we  were  interested  in  discovering  if  they  used  it  for 
socializing  and  communicating with  others  or  if  they  did 
other activities. The next question was about exactly which 
Social Network Services they used (if any), mentioning the 
most famous in Japan (Facebook, Twitter, Mixi, Line). Also, 
it  was  vital  to  know who they talked to  through internet, 
mentioning from the closest friends and family to unknown 
people. Next part was about the knowledge they had about 
words and icons: They had to check the words they knew 
about  the  Internet  vocabulary.  Some  of  them  were 
“Download” or “Home”, but also other words that appear in 
the Japanese version of Facebook, for example “Share” or 
“Activity log”.  Also, we asked them to write the meaning of 
seven icons that are ordinarily used online and offline, for 
example, “telephone”, “mail”, “comment”, “print”, “delete”, 
“edit” and “accept”. Lastly, we asked how they came over 
the  difficulties  they  find  in  Internet,  if  they  turned  to 
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someone (and who) or if they solve it themselves (and how). 
This questions were key to lay a ground and better interpret 
their actions during the testing.

They were asked to read a short explanation of what was 
the test about and how it was going to be conducted. On the 
last page, it was detailed what they had to do: “Imagine that  
you are Mr/Mrs Akai, and you have just bought a new TV.  
You have no idea  how to connect  the  cables,  so you use  
Manada  Social  Network  Service  to  ask  for  help  to  your  
neighbors and see if someone has time to help you”. Three 
pictures were shown to help them to imagine the situation: A 
photo  of  a  new TV,  a  photo  of  an  instruction  sheet,  and 
finally an old person scratching his head with a lost look. 
This set of pictures was on sight all the time, as a reminder of 
what they had to do.

Many doubts were cleared before staring and, in order to 
to  follow  the  Think  Aloud  technique  [13],  they  were 
encouraged to say aloud about what they were thinking about 
while  doing  the  test.  All  the  sessions  were  recorded  by 
camera.

The  testing  was  made  using  the  technique  of  paper 
prototypes (Fig.  2)  [14].  The prototypes were  made using 
Adobe Illustrator and had the appearance of a high definition 
wireframe.

Figure 2: Paper Prototypes

All the text written was readable text (not dummy test) 
in  Black  color  14pt  font.  Buttons  were  colored  boxes  of 
rounded  borders  with  the  text  in  bold.  Each  part  of  the 
website was represented with a piece of printed paper. The 
only part that was always visible was the Internet Explorer 
bar  and the Website's  head menu. The width of  the paper 
“screen” was of around 25 cm. They touched with a finger 
the buttons to imitate the mouse click.

Each  test  lasted  around  20-30  minutes  with  each 
participant. It was intended to make it short in order not to 
exhaust the mental concentration of the individuals.

All of them completed the task (to post an “Onegai” on 
Manada) on the expected time satisfactory and were relieved 
to hear that they did everything correctly, even though it was 
informed to them that it was fine to fail. The wrapping up 
was followed by some oral questions regarding what they 
think  about  the  concept,  if  they  would  use  the  Social 
Network Service and finally if they felt that it was easy or 
hard to use. 

VI. CONCLUSION AND FUTURE WORK

1) According  to  the  questionnaire  answers,  they  were 
not  familiar  with  the  use  of  Social  Network  Services  in 

general; so, they did not select any. Also, they indicated that 
they communicate only with friends and family, what proves 
right our initial assumption that they do not talk to strangers. 
As  expected  because  their  lack  of  knowledge  in  Social 
Networks, words like “Share” and “Update” were also new 
for them (The Japanese equivalent was used for the testing), 
as the results with the icons that are related to posting and 
editing  comments.  Regarding  the  difficulties  in  using  the 
Internet, they seem not very keen on asking for help, they 
prefer to find the answers alone searching online.

2) When explaining the task, it was very useful to show 
pictures to help them imagine the situation. Visual aids were 
important  and it  was vital  to take the time to explain the 
same  thing  several  times  as  they  forgot  or  could  not 
understand it at the first attempt. This is something that we 
will keep on using in the future testing.

3) They mentioned on the closing talk that they felt it 
was  still  difficult  to  understand  how the  system worked, 
even though they could read very clearly all the texts. There 
were  some  doubts  about  the  button's  labels  and  titles, 
specifically when they had to manage their  “Onegai” they 
did not understand whether the  “Onegai”  was finished or 
not once they posted. In other words, they could not grasp 
the dynamics of an Social Network Service completely.

4) The majority of them thought that this kind of service 
would be very useful and would like to try it “in real life” 
but they fear that not many elderly people are familiar with 
the computer,  even themselves feel  a big insecurity  when 
facing the possibility of having the ability to use it or not.

Regarding  the  Usability  functionalities  that  are  being 
affected in this research, so far the Learnability factor is the 
one that is being more compromised. Users not only have to 
learn  how to  use  the  website  but  also  understand  a  new 
concept  which  is  how  a  Social  Network  Service  works. 
Additionally,  because  of  their  age  and  lack  of  english 
education in their school days, they have serious difficulties 
understanding  the  Internet  Vocabulary,  which  consists 
mainly  in  English  words  written  in  Katakana:  a  sound 
transcription of foreign words that do not have an equivalent 
in  Japanese  language.  Also  the  Memorability factor  is 
affecting due to the use of foreign words, given that they 
have to learn by heart not only what action is expected after 
clicking a certain word but also not being able to associate 
that  word to any known synonym in their  own language. 
Keeping in mind the fact memory decline is normal among 
senior citizens, this represents a double challenge.

The next step in this work in progress is to make a new 
design iteration to solve the difficulties presented during the 
test. An extra focus will be made on the labeling, as many 
common vocabulary was avoided because japanese elderly 
people  may not  be familiar  with english words.  The total 
elimination  of  Katakana  words  is  impossible,  but  better 
suitable  synonyms  should  be  implemented.  This  was  an 
obstacle expected to arise, so is the difficulty that it presents.

Moreover,  it  is  necessary  to  keep  on  working  on  the 
interface, in order to put it in a simpler and friendlier way, 
expecting to make them feel that they have the ability and 
confidence to use it.
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Also,  with  this  test,  the  paper  prototype  phase  is 
considered finished to move on to an electronic interface to 
be tested on the computer. One of the subjects pointed out 
that if the test was made on the computer it “would not be so 
easy”; so, we are looking forward to test on a digital device 
in the next design iteration with at least 15 users, rising the 
prototype fidelity and adjusting even more the design.
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Abstract - This paper explores the vulnerability of social 

network users to identity theft facilitated by the information 

they share on social networking sites. While social networking 

presents new possibilities for friendships and the sharing of 

interests, at the same time it brings vulnerability through the 

outflow of personal information online. Identity criminals can 

exploit the weaknesses of social network users and social 

networking sites, effectively enabling the identity criminal to 

construct an identity from the information they obtain. The 

information gathered by an identity criminal can be used to 

establish identity, a powerful precursor to committing identity 

fraud. While there are preventative mechanisms that can 

reduce the incidence of this crime, information sharing on 

social networks is common and voluntary, which makes it 

difficult to control. While this paper presents an evaluation of 

existing work, further empirical research work is needed to 

understand the vulnerability of personal information on social 

networking sites.  Social networking sites have a vested interest 

in promoting rather than preventing the sharing of 

information.  In addition, identity crime is pervasive, which 

makes the amelioration of the risks difficult.  In concluding 

this paper, efforts are made to point toward starting points 

that will assist in resolving this crime.    

Keywords- social networking; identity theft; identity fraud. 

I. INTRODUCTION  

Social networking has inspired computer users to share 
information online. Social networking sites bring together 
people with common interests and enable mass social 
interaction to take place. This overcomes geographical 
constraints and can bring together disparate groups [1]. 
Social networking is attractive due to its social inclusiveness 
[2] as well as its interactive nature [3]. For example, 500 
million people have used Facebook to create profiles to 
express themselves across this social networking platform 
[4]. The social linkages created by such sites bring together 
new social associations as well as new ways to interact 
online including instant communication and gaming [4]. In 
this regard, there have been many narratives about both the 
positive and negative social implications and influences of 
this social interaction [5]. Criminal activity has been a 
negative implication of such interaction and this one 
seemingly harmless type of human interaction has lent itself 
to another that is far more sinister: identity crime. 

 
This paper will first consider why the identity crime is 

serious in the context of the strong uptake of social 

networking which has been mentioned. The paper will then 

discuss the responses to dealing with identity crime and 

social networking that include deliberating the suitability of 

criminal law and privacy responses to this crime. Thereafter, 

the paper will discuss the challenges in dealing with identity 

crime and social networking.  Finally, the paper will provide 

some recommendations arising from this paper and 

foreshadow future work.   

II. THE EMERGING ROLE OF SOCIAL NETWORKING IN 

INFORMATION SHARING 

The extent to which individuals share information on a 
social networking site is determined by the decisions they 
make which are influenced by many drivers. The control 
mechanism used on a social networking site is typically the 
user privacy settings, which allow an individual to determine 
the visibility of their social networking profile to others. A 
social networking profile is the mode in which social 
networking users represent themselves online and facilitates 
their existence on the social networking site. The 
dissemination of information is at the heart of social 
networking [6]. The opportunity to share information is 
attractive to users who aspire in particular, to share their 
emotions, expressions and experiences online [7]. A key 
driver for social networking sites is the reciprocal nature of 
such information sharing [8]. Social networking sites finely 
balance the security needs of user with the ease of use and 
much of the research around changing the architecture of the 
interface has been previously explored [9]. Such sharing of 
information provides the foundation under which many 
relationships are formed [10] as well as the basis for 
rekindling relationships with old friends [11]. In addition, 
many social networking sites also contain incentives for such 
information sharing to take place whether by promoting the 
creation of these friendships, sharing general interests or 
religious beliefs, and numerous other motivators [8]. Many 
positive outcomes can be derived from social networking.  

 
Social networks have become an alternative to 

communication in many traditional social contexts [12]. 
Increasingly communication takes place online and social 
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networking has become a platform that functions in place of 
(or in conjunction with) existing social contexts. However, 
social networking is a relatively new phenomenon and many 
of the social conventions around it are still developing [13]. 
It may be for this reason that many users are complacent 
about the potential risks associated with the sharing of 
personal information on this platform. Studies related to 
information sharing suggest that gender also influences the 
preparedness of users to share information, with boys and 
men being prepared to share information online more freely 
than girls and women [14]. Furthermore, younger men are 
seemingly more prepared to share information than older 
men [15] and it may be that factors like peer pressure play a 
role in this.  Nonetheless, there seems to be complacency in 
relation to the risks associated with information sharing on 
social networking sites. Many users share information about 
themselves that includes their full names, their location, date 
of birth and also photographs [10]. This can be the 
information required by identity criminals to form an identity 
that can be used to perpetrate crime. 

 
When information is acquired by an identity criminal, in 

most instances it is taken without the knowledge or consent 
of the victim [16]. In this sense, the victim might not be 
aware that their information has been stolen until they find 
themselves exposed to crime-related financial liability. 
Hence, the motivation for the identity criminal is typically 
monetary gain [17]. Such crime involves the collection of the 
information required to replicate the identity of the victim 
[18]. Once stolen, the identity criminal will typically use the 
name of the victim to commit fraud: identity fraud [19]. 
Information taken from a social networking site can be used 
to establish a false identity. The documents needed to 
establish identity vary, but most governments accept a range 
of identification documents to establish it [20]. By world 
standards, name, gender, nationality and date of birth are 
considered unique personal identifiers that collectively 
satisfy identity requirements [21]. Indeed, many of these 
details are commonly shared on social networking sites. 
When this information is used, many victims will not know 
that they have become victims until some considerable time 
has passed [22]. The time between when an identity crime 
occurs and an investigation takes place makes it difficult to 
gather evidence of the crime and to both locate and prosecute 
the offender [22]. During this time, the victim withstands the 
frustration of financial losses caused by such crime and 
research has shown that this frustration worsens the longer it 
takes for the situation to be resolved [23]. The subversive 
nature of this this crime ultimately adds to a victim’s 
frustration.   

III. WHY IS THIS CRIME SERIOUS? 

Identity crime has the potential to reach anyone.  Research 

conducted at Carnegie Melon University suggests that 

children 15-18 years of age (43%) are the age group most 

likely to be victimized by identity criminals. Of the other age 

groups, children aged 11-14 years (28%), 6-10 years (19%) 

and five years and under make up the balance of victims 

[24]. However, at the same time, it is evident that children of 

working age are at risk due to their levels of income as well 

as their relevant engagement with technology [25]. Overall, 

these victims present fruitful targets to identity criminals. 

While it is not clear what the reasons for this might be, it is 

probable that the risk of victimisation is linked to increased 

levels of engagement with technology [26]. Inadequate 

levels of supervision of children’s Internet usage, particularly 

with respect to social networking may also contribute to this 

[27]. Children have a particular vulnerability to identity theft 

crime as they usually possess an unblemished personal 

history and remain relatively undefended as targets of this 

crime [24]. This increases their status as prime targets of 

identity criminals. In addition, children often unknowingly 

share information about themselves that can place them at 

risk [28]. From these indicators of victimisation, it becomes 

clear that identity fraudsters are opportunistic when it comes 

to the perpetration of this crime and anyone can become a 

victim. 

 
In the United States in 2009, an estimated 11 million 

Americans had been the victims of identity crime [20]. In 
2010, 7% of households in the United States experienced 
identity theft victimization, [29] amounting to about 8.6 
million households [29]. Similarly, in 2010-2011 the 
estimated cost of personal fraud to Australians was $1.4 
billion [30] with approximately 44,700 Australians becoming 
victims of identity crime [31]. Statistics from the United 
Kingdom similarly suggest that identity crime is increasing 
prodigiously with the reported number of cases almost 
doubling between 2007 and 2012 from 77,500 to 123,600 
[32]. These statistics suggest that identity crime is global and 
significant in terms of both its impact and cost.     

  
The cost of identity crime is often regarded as being 

comprised of both direct and indirect costs. The most 
significant cost of identity crime is the financial cost [33]. 
However, the true cost of identity crime extends beyond 
financial loss [34]. These have been referred to as the 
difference between direct and indirect costs or hard and soft 
costs [34]. The financial costs (the hard costs) are easily 
quantified whereas the non-financial costs (soft costs) are 
more difficult to quantify as they relate to the cost of 
preventative measures as well as damage to reputation [34]. 
The cumulative losses reflect both the hard and soft costs of 
identity fraud crime. Obtaining accurate measures of the true 
cost is also influenced by the lack of data available on this 
crime [34]. The banking sector suffers significant losses in 
relation to identity crime [35] but its spokespersons remain 
reluctant to disclose the losses arising from this crime. 
Interestingly, bank losses in the United States have been 
estimated to amount to over $2 billion per year [36]. 
However, the banking sector prefers not to report these 
losses due to the commercial sensitivities they perceive them 
[37]. This contributes towards the difficulty in establishing 
measures on the true cost of identity crime. The key issue 
this raises relates to the strength of responses which remain 
linked to the commensurate strength of that response [38].  
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Ultimately, there are costs related to identity crime, which 
are more easily identified, and those that are not, many of 
which are not considered in connection with one another.   

IV. DEALING WITH IDENTITY CRIME AND 

SOCIAL NETWORKING 

There are many practical difficulties in convicting identity 

criminals [39]. In the first place, in an international context, 

no central body is responsible for overseeing crime 

committed via the Internet or where on the Internet this 

crime might occur. Identifying and controlling crime 

perpetrated through social networking sites is fraught with 

difficulties [40]. The Internet is a dispersed communication 

entity that permeates country boundaries thereby making 

regulatory responses to crime difficult [40]. Further, different 

values influence the way in which crimes are viewed.  

Interpol increasingly plays a role in dealing with cybercrimes 

like identity crime by having a programme to deal with the 

emerging threats in this realm [41]. The Council of Europe 

Cybercrime Convention aims to harmonise the regulation of 

cyber-crimes [41]. It provides domestic criminal law 

authorities with the necessary cooperative mechanisms to 

investigate and prosecute computer crimes [41]. However, 

like most international instruments, crimes require attention 

through domestic laws [42]. Success will therefore be 

dependent on the stance maintained by each country in 

question.  

 

The term ‘cybercrime’ has been used to describe crimes in 

which the computer or computer network is typically the 

target. This crime is distinguishable from other traditional 

crimes as it is limited to where the computer is used in the 

crime [43]. This thereby includes frauds in which the 

computer is used as a tool to commit the crime [43]. 

Likewise, if identity crime takes place through the use of a 

computer it is arguably included within the scope of the 

convention. However, the European Convention fails to deal 

directly with identity crime [44]. It captures computer-related 

forgery (article 7) as well as computer-related fraud (article 

8) and thereby by association it would apply to related 

offences [45]. The significance of this is that the 

abovementioned convention would assist in the investigation 

and enforcement of identity crime despite not making 

reference to it [46]. In a global sense, unfortunately, there is 

nothing simple about applying criminal sanctions to 

international crimes like identity crime, particularly when 

they fall outside globally acknowledged atrocities such as 

genocide. Even so, the effectiveness of such responses is 

reliant on the preparedness of countries to agree and 

cooperate on responses to crime. 

V. PRIVACY PERSPECTIVE 

International responses to privacy share some of the 

challenges with the international regulation of crime. There 

is a lack of supremacy and centrality when it comes to the 

regulation of privacy internationally [46]. Akin to crime, 

domestic laws which are often based on international 

agreements are similarly relied upon to regulate privacy [47]. 

International principles of privacy protection are provided 

for in international agreements like the Universal Declaration 

of Human Rights [48]. These international agreements 

recognise the protection of the inalienable rights of all 

humans to privacy [48], highlighting the need for them to 

enjoy freedom of speech and belief [48]. Further, Article 12 

suggests that no one should be subjected to interference with 

respect to their privacy [48]. Such international agreements 

have provided the foundation for the development of 

domestic laws [47]. Australia has been a member of the 

United Nations since 1945 [48] and has thereby developed 

such laws domestically. This can be seen in the 

Commonwealth Privacy Act, which provides for how 

information is collected, used and disclosed within Australia 

[49]. However, a limitation of the domestic privacy response 

in Australia is that it is not prescriptive and rather offers 

guidelines on the use of personal information. Further, it is 

constrained by the same jurisdictional boundaries that limit 

the extraterritorial reach of criminal sanctions explained 

above [50]. These are barriers to resolving the privacy-

related issues of identity crime arising through the use of 

social networking. 

VI. CHALLENGES IN DEALING WITH THE SOCIAL 

NETWORKING NEXUS WITH IDENTITY CRIME 

A major challenge in responding to identity crime is the 

ability of law enforcement agencies to obtain evidence for 

the prosecution of this crime. The gathering of evidence on 

this crime involves obtaining digital evidence both on and 

off line [49]. It is essential for such investigative efforts 

across geographic borders to be effective as so much of 

crime such as identity crime takes place using the Internet, 

particularly due to the way in data are disseminated on social 

networking sites. The speed with which data transference 

takes place on the Internet makes the investigation of identity 

crimes difficult as the data possessed or used by a criminal 

can be destroyed or manipulated just as quickly [51]. 

Furthermore, as identity crime is cross jurisdictional then 

cooperation between law enforcement authorities is essential 

[52]. Any successful effort to investigate and enforce identity 

crime is reliant on the cooperation of countries [52] and the 

success of such efforts will also be dependent on the speed of 

such a response.  In relation to civil responses to identity 

crime, there are similarly many barriers on the ability of the 

individual to successfully take civil action against the 

criminal as individuals have a greater scarcity of resources to 

successfully pursue such action.  Similar issues around 

detecting and locating the offender exist for these actions 

also. 

 

A key weakness in the integrity of data is the way in 

which individual users manage their own information. Users 

need to accept the need for greater accountability for the 

information shared on social networking sites. Each activity 
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we engage in results in users leaving traces of themselves 

like digital footprints.  Therefore, a commonsense response 

to dealing with the exploitation of social networking by 

identity criminals is for social networking users to improve 

their level of education about the relevant issues [49]. An 

educational program is necessary to ensure social networking 

users are both aware of the risks and of the need to exercise 

caution with respect to their personal information [53]. 

Moreover, in relation to the second point, this should take 

into account the ways in which, information might 

potentially be misused by identity criminals [54]. While 

education could have a direct impact on crime reduction [55] 

there will always typically be a proportion of the population 

not responsive to such efforts. The role of education is 

therefore not exhaustive but still should be regarded as 

another way of dealing with this crime. Social networking 

sites themselves should accept some responsibility in the 

protection of the user by encouraging the tacit sharing of 

personal information in some instances. This should be 

broader than the general technological security measures in 

place and needs to include the architecture underpinning the 

sites use [56]. This should involve reconsidering the ways in 

which, information sharing takes place on such sites and 

consideration of the architecture that facilitates this. Identity 

crime can be reduced through better understanding of and 

mitigation of these risks [57].   

 

A number of additional and general technical responses 

can be applied to prevent identity crimes. The responses 

include improved measures of authentication and encryption, 

but are not limited to these [58]. The aim of such 

technological responses is to ensure data integrity is 

maintained while correspondingly preventing unwanted 

misuse of information or intrusion [59]. However, as with 

most responses, such efforts have vulnerabilities by way of 

the advancements criminals make to overcome them [59]. 

The strength of the responses to identity crime often needs to 

be balanced against the perceived costs of such preventative 

action [60]. Nevertheless, these responses provide additional 

ways of dealing with information security and thereby 

provide another way in which, identity crime can be 

responded to. 

VII. DISCUSSION 

Ultimately, policymakers should consider a multi-faceted 

approach for dealing with identity crimes [61]. A mixture of 

techniques is necessary for counteracting the threats of this 

crime as the crime is ubiquitous response [62]. There are 

limitations with any approach to dealing with this crime, 

some of which have been discussed in this paper. The 

relationship of social networking and identity crime is unique 

and thereby requires creative responses. A major obstacle to 

responding to social networking and identity crime is the 

availability of accurate data relating to this relationship. 

While not all conceivable approaches to dealing with this 

phenomenon have been canvassed in this paper, the ones that 

have provide some insight into the many issues presented by 

this crime as well as some view of the plausible ways 

forward.  

 

The information that is disseminated through the use of 

social networking is the key catalyst to identity crime which 

is largely based on the actions of individual users.  The 

motivation for this research has been to explore the 

relationship between identity crime and social networking 

which has scarcely been explored in existing literature and to 

establish a basis upon which further research might take 

place. Further empirical research is needed to further probe 

the parameters of this relationship.  It is hoped that through 

raising awareness of this relationship that further research 

interest is generated and that through further research, that 

social networking users will can take greater precautions to 

prevent themselves from becoming victims of this crime.   

VIII. EVALUATION 

The material discussed in this paper, largely from 

secondary sources, identifies a relationship between social 

networking and identity crime. To further develop the 

contention, empirical research is needed to explore the scope 

of this relationship.  In terms of the responses to this 

phenomenon, this paper has explored a number of 

technological and non-technological responses which are by 

no means exhaustive. Further research into the relationship 

between social networking and identity crime is likely to 

provide insights into the mechanisms that might better deal 

with this crime.  

IX. RECOMMENDATIONS 

Information is the vehicle to identity theft and 

considerable information is stored on social networking sites.  

Law and technological responses have limitations in relation 

to the extent they can mitigate this crime and particularly 

given the voluntary nature of information dissemination and 

the issues around jurisdiction and cooperation discussed. The 

individual vulnerability to this crime is through personal 

identification information which ultimately means that the 

behavioural factors are important to understanding the crime 

and indeed mitigating risk. Therefore, it is hoped that 

through the dissemination of research and information that 

individuals may become better informed of the risks inherent 

in the activities they engage with on the Internet: particularly 

social networking. Individual users of social networking 

need to take greater responsibility for the personal 

identification information shared on social networking sites 

to avoid victimisation. In this respect, if behavioural norms 

can be changed on social networking sites then the risk 

inherent with identity crime can be reduced.  

X. CONCLUSION AND FUTURE WORK 

Social networking has encouraged many users to share 

personal information online, and social network users 

frequently engage in the sharing of information about 
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themselves [9]. This article has considered the way in which 

social networking can potentially nourish the transference of 

personal information on the Internet, which in turn can 

provide identity criminals with the information needed to 

commit identity crime. While there are many ways to 

respond to this crime, a blend of techniques is likely to work 

best, given the pervasive nature of this crime and barriers 

presented by multiple jurisdictions. Future work is needed to 

explore these responses. An important starting point for 

dealing with this crime is to increase awareness of the risks 

associated with information sharing around social 

networking. If you have read this far, then this paper has 

achieved some of its educational aim: perhaps you will be 

more careful with your social networking profiles in the 

future. More research is needed to develop further 

knowledge about this crime and similarly more research is 

needed to understand the data surrounding identity crime and 

the nexus of this to the responses to it.   
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Abstract—This paper proposes a method for detecting new
concepts in social media using co-burst pattern mining technique.
The new concepts are defined as correlations between unexpected
words. The target social media are viewers’ comments attached to
web videos and Twitter’s tweets related to the East Japan Great
Earthquake that happened on Mar. 11 in 2011. Our proposed
method first crawls viewers’ comments from web videos, and
extracts words from them. Then it selects motive words candi-
dates from words, and counts the occurrence numbers of tweets
that include motive words candidates. To detect new concepts, it
generates burst patterns based on occurrence numbers of motive
words candidates over time and detects unexpected correlations
between motive words candidates. By our method, after the
earthquake, new unexpected correlations between motive words
in social media are recognized as new concepts. For example, the
method could extract motive words from web video comments,
such as ”escape, nuclear plant” and ”Tokyo Electric Power Co.,
Inc.(TEPCO, that owns the nuclear plant), president.” Then it
could detect the new concept ”escape (from) nuclear plant” and
”TEPCO’s president” on Twitter. In this paper, we provide the
preliminary approximation results and discuss the effectiveness
of our proposed method.

Keywords—Social meda, burst pattern, unexpected words’ cor-
relation, video service, Twitter, East Japan Great Earthquake.

I. INTRODUCTION

Social media in which individual users post their opinions
and gradually build new concepts together, is recognized as one
of the important collaborations in today’s information oriented
society. After the East Japan Great Earthquake, we could detect
discussions related to the nuclear plant, Tokyo Electric Power
Company (TEPCO) and so on, that could not be recognized
before the earthquake. We defined new concepts as correlations
between unexpected words that could not be recognized before
the earthquake, such as ”nuclear plant, escape” and ”TEPCO,
president.” Exploring newly-built concepts over time on social
media is significant, so that we believe we can gain a rich
insight into social context.

We already proposed the graph-based topic extraction
method [1] using the modularity measure [2]. We also pro-
posed an approach to extract hidden topics over time from
social media messages using the latent semantic analysis
(LSA) technique [3] , [4]. Our previous work targeted single

social media such as a blog or a buzz marketing site. However,
new concepts are sometimes created triggered by mutual
relationships between different social media. This paper targets
multiple social media and proposes the method to explore
new concepts by analyzing multiple social media. The target
social media are web video comments and tweets related to
the East Japan Great Earthquake. Our proposed method first
crawls viewers’ comments attached to web videos, and extracts
words from them. It selects motive words candidates from
extracted word, and then counts the occurrence numbers of
tweets that include the motive words candidates in Twitter.
To detect new concepts, it generates burst patterns based on
occurrence numbers of motive words candidates over time and
analyzes burst correlations between them. By our method, new
burst correlations between motive words triggered by social
media are recognized as new concepts. For example, after the
earthquake, we could extract ”escape, nuclear plant” as motive
words from web video comments, and detect the new concept
”escape (from) nuclear plant” on Twitter.

The contributions of this paper are as follows:

• Propose the method for detecting new concepts from
mutual correlation of multiple social media (cross-
media analysis)

• Show concrete examples for new concepts that ap-
peared after the East Japan Great Earthquake

This paper is organized as follows. Section II refers to
existing researches. Section III introduces our target social
media. Section IV illustrates our proposed method to explore
new concepts by analyzing relationships between different
social media. Section V shows the preliminary approximation
result of our method that targets web video comments and
tweets related to the East Japan Great Earthquake. Finally,
Section VI concludes this paper.

II. RELATED WORK

Most related works for detecting topics/concepts focus
on single media, such as blogs, Twitter, and web videos
respectively. Sekiguchi et al. [5] treated recent blogger posts
and analyzed the word co-occurrence and the repeating rate of
word. They visualized the relation between words and showed
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topics in social media through the visualization results. Asur et
al. [6] investigated trending topics on Twitter. They proposed a
simple model based on the number of tweets and found that the
resonance of the content with the users of the social network
plays a major role in causing trends. Liu et al. [7] and Cao et
al. [8] focus on web video analysis. Especially, Cao et al. [8]
clusters video tags into groups to get small events and then link
these events into topics based on textual and video similarity.
On the other hand, our proposed method focuses on multiple
social media and analyzes them. It can flexibly show concepts
transition by taking into cross-media over time.

As for cross-media analysis, most existing works focus
on co-clustering among multiple social media. Xue et al. [9]
proposed the cross-media topic detection method that was
based on co-clustering and detect new topics. Our proposed
method focuses on characteristic words extracted from social
media and then detect co-occurrence patterns among them that
can be recognized as new concepts.

Regarding research on detecting temporal relations, Radin-
sky et al. [10] proposed Temporal Semantic Analysis (TSA), a
semantic relatedness model, that captures the words’ temporal
information. They targeted words in news archives (New York
Times, etc.) and used the dynamic time warping technique
to compute a semantic relation between pre-defined words.
Wang et al. [11] proposed time series analysis which has been
used to detect similar topic patterns. They focus on specific
burst topic patterns in coordinated text streams and try to
find similar topics. Zhou et al. [12] addressed the community
discovery problem in a temporal heterogeneous social network
of published documents over time. They showed temporal
communities by threading the statically derived communities in
consecutive time periods using a new graph partitioning algo-
rithm. Qiu et al. [13] focused on the problem of discovering
the temporal organizational structure from a dynamic social
network using a hierarchical community model. The above
existing methods focused on single media and analyzed their
transition. In our method, on the other hand, new concepts
exploration can be analyzed by investigating multiple social
media over time based on co-burst pattern of characteristic
words.

III. TARGET SOCIAL MEDIA

The aim of our proposed method is cross-media concepts
detection, so that it targets multiple social media. As the first
targets, Nicovideo and Twitter have been selected in our work.

A. Nicovideo comments related to the East Japan Great Earth-
quake

Nicovideo is one of the most popular video sharing web
sites in Japan [14]. In Nicovideo, users can upload, view and
share videos, and also add comments while watching videos.
Unlike other video sharing sites, comments are overlaid di-
rectly onto the video, synchronized to a specific playback time.
Users can communicate each other through video comments
and a sense of a shared watching experience could be created.
After the East Japan Great Earthquake, Nicovideo provided
live programs like the government press conferences, TEPCO
press conferences and so on (Figure 1).

Fig. 1. An example of Nicovideo.

These live programs were not provided by major TV broad-
casting companies and viewers could get actual information
that they could not watch through mayor TV programs. Users’
comments that were attached to the live program could be
a trigger to produce new concepts related to the earthquake
among users, and the concepts had an influence on users’
behavior. Hence, the video sharing website may lead opinions
in society. By analyzing comments on Nicovideo, we expect
that the relationships between Nicovideo and other social
media can be detected and the new concepts propagation can
be illustrated.

B. Twitter’s tweets related to the East Japan Great Earthquake

Tweets related to the East Japan Great Earthquake is also
targeted in this paper. During the earthquake, people tweeted
a lot of things about concerns for affected people and disaster
situation, fear for future and so on (Table I).

TABLE I. EXAMPLE OF TWEETS RELATED TO THE EAST JAPAN GREAT
EARTHQUAKE.

Date Tweet (translated into English)
2011/03/11 I can not contact my parents who live in Miyagi.

#jishin, #miyage
2011/03/11 Be strong, we are with you #jishin
2011/03/11 The JR train service has returned to normal.. #jishin
2011/03/12 The government press conference has just started.

#jishin#nhk
2011/03/12 My friend was almost to get robbed. Please take

care.. #jishin

The social media monitoring company Hottolink [17]
tracked users who used one of 43 hashtags (for example,
#jishin, #nhk, and #prayforjapan) or one of 21 keywords
related to the disaster. Later, they captured all tweets sent
by all of these users between Mar. 9th and Apr. 2nd. This
resulted in an archive of around 200 million tweets, sent by
around 1 million users. Capturing programs searched tweets
by hashtag, consequently, and many of these tweets contain
useful information about users responses to the disaster. These
tweets are one of big data and it is significant to analyze them
to detect new concept generated after the quake.
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IV. PROPOSED METHOD FOR DETECTING NEW
CONCEPTS IN SOCIAL MEDIA USING CO-BURST PATTERN

MINING

Our proposed method focuses on detecting new concepts
in social media. We define a new concept as new words’
burst correlation. Suppose there are two words like ”president”
and ”Tokyo Electric Power Co., Inc.(TEPCO, that owns the
nuclear plant).” Before the East Japan Great Earthquake,
we did not have the special meaning between ”president”
and ”TEPCO,” so that the correlations between ”president”
and ”TEPCO” could not be recognized. But after the press
conference by TEPCO, we suddenly began to have the new
meaning of ”president” and ”TEPCO” as the person who was
accountable for the nuclear accident. Actually, we could find
new co-occurring patterns between ”president” and ”TEPCO”
in Twitter. Our hypothesis is that new concepts are suddenly
generated by communications in social media, and propagated
quickly in social media. Hence, the objective of our method is
to find new motive words candidates that can be basis of new
concepts, and detect new correlations between them in social
media.

There are two types of social media in our method. One
generates motive words, and the other propagates motive words
correlation (new concepts). As the social media for motive
words generation (TriggerSM) and the social media for words
correlation propagation (PropagateSM), in this paper, we use
Nicovideo and Twitter respectively.

Our method consists of the following 3 steps.

STEP A: Find motive word candidates from TriggerSM.
STEP B: Count occurrence numbers of motive words can-

didates in PropagateSM.
STEP C: Analyze time series motive words’ co-occurring

patterns and detect new concepts on Propa-
gateSM.

Figure 2 illustrates our proposed method’s steps.

Fig. 2. Proposed method.

The following is the description of each step.

A. Find motive word candidates from TriggerSM.

This step consists of the following 3 sub-steps.

1) Crawl messages from TriggerSM.
2) Extract words candidates and compute their

scores.
3) Select motive words candidates with high scores.

Each sub-step is explained in the following:

1) Crawl messages from TriggerSM: This sub-step crawls
messages from TriggerSm. The target social media is viewers’
comments attached to Nicovideo live contents (the press con-
ferences related to the East Japan Great Earthquake). A set of
comments attached to one video content were recognized as
one document di as the following tuples:

di = (MID i,Posted i,Titlei,Content i) (1)

Here, MID i is an ID of each document, Posted i is a broadcast
date-time that the document (content), Titlei is a title of each
document (content) and Content i is a combined text of video
comments. Table II shows some example of di.

TABLE II. EXAMPLE OF di .

MID Posted i Titlei Content i

1 2011/03/11 Press Confer-
ence by Gov-
ernment

I can not believe, we should
send something to affected
people, It is really danger-
ous., ....

2 2011/03/14 Press
Conference
by TEPCO

The president should take
responsibility, Where is the
president? The vice president
is also wired, ....

3 2011/03/15 Press
Conference
by TEPCO

The nuclear plant is really
bad, melt down?, TEPCO is
untrustworthy, ....

2) Extract words candidates and compute their scores:
This sub-step extracts words that are nouns, verbs, adjectives,
and adverbs from Content i of each di by morphological anal-
ysis. We use Mecab that is yet another Japanese Dependency
Structure Analyzer [19] for word extraction. Then, the score
of an individual word in di is calculated using RIDF [20]
measure that is based on the poison distribution. We form a
list of keywords KW = {kw i}.

kw i = (MID i,Posted i, {wij , vij}) (2)

Here, {wij , vij} is a list of a pair that consists of an extracted
word wij from document di, and the corresponding RIDF
value vij of wij .

3) Select motive word candidates according to their
scores.: This sub-step sorts {wij , vij} in descending order by
vij . Then the step analyzes KW over time and finds newly
appeared words that are high on the list {wij , vij} of each
kw i. We focus on top n words of each kw i and among those,
we find characteristic words that did not seem appear before
the earthquake as motive words candidates.

B. Count occurrence numbers of motive words candidates in
PropagateSM

Then the method counts time series occurrence numbers
of candidates words in PropagateSM. The occurrence number
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is counted before and after the earthquake. If the occurrence
number of the word is low before the quake, and becomes high
after the quake, the word can be recognized to become burst
after the quake.

C. Analyze time series motive words’ co-occurring patterns
and detect new concepts on PropagateSM.

The method checks the time series burst pattern for each
motive word candidate from the occurrence number of each
word. To detect the burst pattern, we adopt the method pro-
posed by Zhu et al. [18]. Zhu et al. proposed the burst detection
method using elastic windows over time. They propose the
shifted wavelet tree as the data structure for efficient burst
monitoring, so that their method can detect burst flexibly. The
shifted wavelet tree uses the adjacent windows of the same
level are half overlapping (Figure3). These additional windows
provide valuable overlapping information for the time series.
It will be better to analyze co-burst patterns between words
than the conventional wavelet tree.

Fig. 3. Shifted Wavelet Tree proposed by Zhu et al..

Any subsequence with length w,w ≤ 2i is included in
some subsequence(s) with length 2i, and therefore is included
in one of the windows at level i + 1. We say that windows
with size w; 2i−1 ≤ w ≤ 2i, are monitored by level i + 1 of
the SWT.

The method computes the coefficient of correlation be-
tween burst patterns of motive words candidates. If the co-
efficient of correlation is larger than the threshold γ, the new
concept is supposed to be generated.

V. PRELIMINARY APPROXIMATION

We crawled around 94000 viewers’ comments attached to
67 live videos (broadcasted from Mar. 13 to 24 in 2011) related
to the East Japan Great Earthquake in Nicovideo (TriggerSM).
Then words were extracted from crawled comments and the
RIDF score for each word was computed. Table III shows
some example of documents {di} x words {wij} matrix with
the RIDF scores.

Then {wij} in di were sorted in descending order by {vij}.
We set n = 10, and top 10 words with high RIDF value in each
di were extracted. Table IV shows some example of extracted
top 10 words for each di.

For example, in the document of MID = 1, words
such as ”blackout”, ”TEPCO”, ”press”, ”escape”, ”stop” and

TABLE III. EXAMPLE OF {di} − words{wij} MATRIX.

MID Postedi escape JSDF
[15]

life publish president ...

1 2011/03/13
20:00

0 0 0 0 0.1 ...

2 2011/03/15
8:30

0.027 0.026 0.013 0.01 0.11 ...

3 2011/03/15
14:00

0 0 0 0 0.01 ...

4 2011/03/15
21:00

0 0.01 0.01 0 0.03 ...

5 2011/03/15
23:30

0.02 0.01 0.01 0 0.01 ....

6 .... .... .... .... .... .... ....

TABLE IV. EXAMPLE OF TRIGGER WORDS WITH HIGH RIDF VALUES
IN {di}.

MID 1 2 3 4 ... 21 ...

Datei 3/13 3/15 3/15 3/15 ... 3/16 ...
20:00 8:30 14:00 21:00 ... 18:00 ...

#1 blackout ask conference blackout ... vice-
president

...

#2 TEPCO Fukushima NISA[16] TEPCO ... nuclear-
plant

...

#3 press president TEPCO nuclear-
plant

... president ...

#4 escape escape rain NISA ... TEPCO ....

#5 stop nuclear-
plant

field electricity ... measures ....

#6 president planned-
outrage

mass-
media

conference ... TEPCO ....

#7 measures JSDF measures no-
problem

... problem ....

#8 fire-
fighting

TEPCO cover-up power-
saving

... electricity ....

#9 Fukushima field officer time ... field ....

#10 nulcear-
plant

fix nuclear-
plant

affected ... remote ....

”president” were listed up. In the document of MID = 6,
words such as ”president”, ”planned-outrage”, ”mass-media”,
”TEPCO”, ”conference” and ”TEPCO” were listed up. These
words that characterize contents were recognized as trigger
words candidates.

In this paper, we defined the follwoing 23 words as trigger
words candidates.

”planned-outrage”, ”blackout”, ”field”, ”Edano”, ”JSDF”,
”employee”, ”fire-fighting”, ”government”, ”Shimizu”,
”power-saving”, ”measures”, ”stop”, ”power”, ”escape”,
”NISA”, ”radioactivity”, ”nuclear plant”, ”officer”, ”TEPCO”,
”Fukushima”, ”president”, ”vice-president”, ”director”

As for above trigger words candidates, we counted occur-
rence number of each candidate in Twitter data (from Mar. 9
to Apr. 2) provided by Hottolink [17]. Figure 4 and Figure
5 show some result of the occurrence number of each trigger
word candidate.

In Figure 4, we can not find the explicit correlation between
the occurrence pattern between president, vice-president and
director in Twitter. On the other hand, in Figure 5, the occur-
rence pattern between nuclear plant and Fukushima in Twitter
seems strongly co-related. Actually, ”Fukushima nuclear plant”
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became the general word after the quake, so that these words
must be co-related. However, correlations between other words
were unexpected. To analyze correlations precisely, co-burst
patterns were considered.

Then, we adopt the burst detection method proposed by
Zhu et al. [18] to analyze co-burst patterns between trigger
words candidates. Figure 6 shows results of burst patterns of
trigger words candidates. The horizontal axis shows time (from
Mar. 9 to Apr. 2), and black cells indicate burst periods for
each word Figure 7 shows correlations between burst patterns
of trigger words. We set the threshold value γ as 0.5 and
the correlations larger than the threshold are shown by shaded
region.

According to Figure 7, we could observe the following
unexpected concepts

• escape → Fukushima, nuclear-plant

• TEPCO → president, vice-president, director, em-
ployee

• firefighting → power, JSDF, radioactivity, nulcear-
plant

• measures → nuclear-plant, power, radioactivity,
Fukushima

We could find the new concepts such as ”escape (from)
Fukushima”, ”TEPCO president/vice-president/... (for con-
demnation)” ”(new relationships between) firefighting, power,
JSDF, radioactivity, and nulcear-plant”, and ”(the impor-
tance of) measures for nuclear-plant, power, radioactivity and
Fukushima.”

VI. CONCLUSION

This paper proposed the method to detect new concepts
in multiple social media after the topical problem like the
East Japan Great Earthquake. As the preliminary approxima-
tion result, after the East Japan Great Earthquake, from web
video service (Nicovideo) and Twitter, new concepts could be
detected and shown as unexpected words co-occurrences. For
example, after the earthquake, new concepts for the nuclear
plant, TEPCO, and so on were recognized on social media.

As the future work, we plan to improve the method for
automatically selecting trigger words candidates, and analyze
the time series concepts detection using the video time line.
Moreover, the method should be applied to other data and eval-
uated compared to the conventional method such as wavelet
tree. As the future work, we are going to improve the technique
for trigger words candidates selection and focus on precisely
analyzing burst patterns over time using the time line of the
video. In addition, we will improve the method by considering
scalability.
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Fig. 4. Occurrence number of president, vice-president and director in Twitter

Fig. 5. Occurrence number of escape, nuclear plant and Fukushima in Twitter

Fig. 6. Burst patterns of trigger words candidates

Fig. 7. Correlations between trigger words candidates
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Abstract—Twitter, a microblogging service launched in October
2006, has become one of the most popular social communication
media. Because Twitter’s characteristics are immediacy, ease of
use, and bi-directionality, its timeline reflects the real world
almost instantly. Once a major event happens, the number of
tweets increases rapidly. In this article, this phenomenon is
defined as a burst. The authors gathered Japanese tweets on a
public timeline from Twitter API over a period of fifteen months
starting from November, 2011, to February, 2013. We collected
over 5 billion posts created by about 11 million users. Results of
our analysises show that during the bursts, the total number of
tweets showed a higher percentage of retweets, fewer replies, and
fewer characters used per post than those during normal status.
Cluster analysis revealed five types of bursts. Furthermore, we
clarified that the scale of earthquakes in Japan and the distance
from the quakes’ epicenters to Tokyo significantly affected the
occurrence of bursts on Twitter.

Keywords-Twitter; Burst; Clustering

I. INTRODUCTION

In our increasingly technological world, people commonly
and regularly use online social networking service to connect,
communicate, and obtain information. As one of the most
popular social networking and microblogging tools, Twitter
enables users to send and read text messages, called tweets, of
up to 140 characters via computers or mobile phones. Since
its launch in 2006, Twitter has rapidly increased in terms of
the number of users. In December 2012, Twitter Inc. reported
having more than 200 million active users creating more than
400 million tweets daily [1]. In Japan, Twitter is more popular
than any other social networking tool, for instance, mixi,
Facebook, Linkedln, and Google+ [2]. The number of Twitter
users in Japan is the third largest in the world, after the United
States and Brazil. To put this status into perspective, Japan’s
population in 2011 was approximately 127.8 million; Brazil
196.7 million; United States 311.6 million [3]. Twitter has been
widely regarded as an effective emergency communication
tool, and after the Great East Japan Earthquake in March 2011,
its users increased exponentially.
　 Twitter’s technological characteristics―bi-directionality,
immediacy, and ease of use―practically ensure increase in
the number of tweets during or just after an event occurs. For
example, in the popular animated television film Castle in the

Sky Laputa, the word balse is spoken to cast a magic spell
that devastates Laputa, the film’s eponymous flying castle. On
August 2, 2013, as“Balse!”was spoken on the film, a high
number of Japanese users simultaneously tweeted“ Balse!”.
In fact, Twitter Inc. reported that the world record of tweets
per second (TPS) was broken with 143,199 TPS. We define
this phenomenon as a“burst,”and this study aims to examine
and classify such bursts.
　 We examined the burst phenomenon through quantitative
analysis, with the goal of answering the following three ques-
tions: (1) Why do bursts occur? (2) What are the characteristic
features of tweets in burst status? (3) How is each burst
classified? To accomplish our goal, we crawled 5,285,607,227
tweets for a span of 15 months, from November 16, 2011, to
February 15, 2013.
　 Our report of the results is organized as follows: Next sec-
tion relates our research to the perspectives of similar research.
Section III describes our data crawling methodology and our
burst detection method. In Section IV, we apply the results
of our analysis by examining tweets’ characteristic features
during burst status, comparing them with tweets during normal
status (IV. A). After clarifying the characteristic features, we
classify each burst (IV. B). Then, we verify factors affecting the
earthquake burst (IV. C). Finally, in Section V, we summarize
our findings and indicate future challenges.

II. RELATED WORK

With such widespread use of tweeting, studies have al-
ready been conducted to clarify exactly what Twitter is and
how people use it. As pioneering researchers, Java et al. [4]
collected tweets on a public timeline for 2 months, from April
1 to May 30, 2007, gathering 1,348,543 tweets posted by
76,177 unique users. Through this data, they examined the
users’ motivations for posting and the structures of Twitter.
Java et al. clarified that the diameter of the network graph
based on the follow relationship was 6. They also reported
that 20% of all tweets were conversational with @, and 13%
contained a URL sent to share information. Krishnamurthy
et al. [5] crawled not only a public timeline but also user
profiles and their tweets. They collected these data using two
algorithms and performed an analysis similar to that of Java
et al., describing the differences between data sets. In another
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study, Poblete [6] collected 5,270,609,213 tweets by 4,736,629
users from 246 countries to reveal national differences in the
Twitter network.
　 Numerous studies have examined Twitter from the view-
point of information propagation and relationships between
users. From June 6 to June 31, 2009, Kwak et al. [7] extracted
1.47 billion follow-follower relationships and 41.7 million
user profiles. These researchers’ results showed that 77.9%
of follow-follower networks were one-way but that mutual
follows accounted for only 22.1%. These features are unique
to Twitter among social networking services. They suggest
that Twitter’s technological characteristics make it a stronger
source for communicating and disseminating or obtaining
information.
　 Many further studies of Twitter have related it to the real
world. On one hand, some studies have attempted to relate
tweets to later events, in other words, to predict the future
through Twitter. Bollen [8] tried to predict stock prices; Asur
[9] tried to predict movies’ box office sales; and Tumasjan [10]
tried to predict election results. On the other hand, some studies
attempted to detect the actual condition of the world. From
August to October 2009, Sakaki et al. [11] gathered tweet data
that was used to detect earthquakes with a high probability:
96% of seismic intensity 3 earthquakes and 100% of more
intense earthquakes were detected. Diao et al. [12] detected
trends in event according to burst words in tweets. From
September 1 to November 30, 2011, these researchers col-
lected 3,967,927 tweets from users in Singapore. Using latent
Dirichlet allocation (LDA) and two LDA improved algorithms
(UserLDA, TimeLDA), they conducted automatic detection
of topics from extracted words. Results showed that, using
improved algorithms, their method can detect unique topics
more precisely than conventional methods. Shirakihara et al.
[13] obtained buzzwords from buzztter.com/. Then, using the
algorithm proposed by Kleinberg, these researchers detected
the time zone in which tweets including certain buzzwords
increased rapidly.
　 In brief, most Twitter studies have focused on event de-
tection in the real world rather than on users’ information-
gathering behavior and features of tweets. By focusing on
the number of tweets as they increase through a certain time
span, our study proposes to clarify why and how people tweet.
Thus, we discuss the relationship between the real world and
Twitter. In a research focused on the number of tweets, Inui
[14] analyzed 179,286,297 tweets posted around the Great East
Japan Earthquake that occurred on March 11, 2011, revealing
that the tweets per minute (TPM) peaked in the week after
the earthquake. The highest number of tweets was recorded
on March 15, 2011, when the seismic intensity 6 earthquake
occurred in Shizuoka Prefecture. The second highest number
was recorded just after another earthquake that occurred on
Sanriku coast.

III. METHOD

To analyze burst status, we must crawl tweet data and then
set a threshold value for a burst. After detecting bursts, we
analyze them. In Section III-A, we explain how we crawled
tweet data and how we set the threshold value.
　 However, we first provide some explanation of how tweets
work. To post a tweet to a particular user, one begins with
“@username,” and the tweet appears in the timeline of a

TABLE I. DATA COLLECTED

All Data Weekday Weekend

The number of tweets 5,285,607,227 3,740,106,962 1,545,500,265
Average number of characters 45.76 46.15 44.81
Rate of Retweets（%） 8.82 8.94 8.60
Rate of Reply（%） 39.02 39.34 38.25

recipient user or a user who follows both sender and recipient.
This type constitutes about 40% of all tweets. The reply
function, of course, makes a tweet go to a particular user-in
this case, the sender of the tweet replied to. A“ retweet”or a
re-posting of someone else’s tweet empowers a tweet receiver
to spread information beyond the original tweet’s followers.
The retweet function is symbolized in a re-sent message by
“RT@username.” The rate of a retweet is a percentage of the
text beginning with RT over the total number of texts; this
type of retweet does not include a retweet with another user’s
comment, which is called the “classic retweet.” Similarly, this
type does not include tweets beginning with QT.

A. Data Collection

From November 16, 2011, to February 15, 2013, we col-
lected public timeline tweets from Japan, written in Japanese,
using Twitter Search API. We set the parameter language
for ‘ja’ (Japanese) and the geocode for a 2,000-km radius
from Akashi-city, Hyogo, in order to cover only Japan. We
collected 5,285,607,227 tweets posted by 10,918,410 unique
users. Each tweet has its own identity (ID), the user’s ID, the
exact time of posting, the tweet’s actual text, and so on. Table
I displays fundamental statistics on the collected data. Of the
5,285,607,227 tweets harvested, 8.82% were retweets. The rate
of reply was 39.02%. The mean for characters was 45.75, and
the mode, the value that appears most often, for characters was
21.

B. Setting Threshold Value

For analysis of the phenomenon under consideration here,
a sudden, large increase in tweets beyond the normal traffic
is considered a “burst.” For macroscopic analysis, of course,
we must establish a quantitative burst threshold, a set value.
We check the threshold every minute, and when the number
of tweets rises above the threshold value, we judge that time
to signal a burst. Figure 1 indicates average number of tweets
according to day and time. In Figure 1, the average number
of tweets at 4:00 is below 2,000 tweets par minute, and at
23:00, the average is more than 140,000 tweets par minute.
This information suggested that we should not set the same
threshold throughout the day, and thus, we decided to set the
threshold by the minute-as Figure 1 illustrates. As indicated
in Figure 1, the number of tweets also differs on weekdays
and holidays. Holidays are weekends, and national holidays.
On a usual weekday, Twitter traffic increases around 8 a.m.
and around noon, indicating use after awakening, during the
morning commute, and during lunch breaks. On holidays,
however, tweeting steadily increases into the night hours. For
these reasons, we set different thresholds for both the day and
the time.
　As Table II shows, the average number of tweets and unique
users is increasing. If we applied the same threshold to all the
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day
holiday

FIGURE 1. AVERAGE NUMBER OF TWEETS ACCORDING TO
DAY AND TIME

TABLE II. CHANGING NUMBER OF TWEETS, USERS, AND
TWEETS PER DAY

Span Tweets Unique Users Tweets per User

Nov 16-Dec 15, 2011 10175500.7 113153.7 89.9
Dec 16-Jan 15, 2011 9959195.5 111298.1 89.4
Jan 16-Feb 15, 2012 10498451.5 113941.8 92.1

… … … …
Nov 17-Dec 16, 2012 12302316.8 144700.2 85.0
Dec 17-Jan 16, 2013 12921195.3 145271.6 88.9
Jan 17-Feb 15, 2013 13555442.6 153905.0 88.0

data, it would be difficult to detect earlier bursts and easy
to detect recent ones. Thus, we also set different thresholds
for each month. To calculate the threshold value for a certain
month, we used a dataset that included the month previous
and the month after that under consideration. For instance,
to calculate the threshold from March l6 to April 14, 2012,
we used the dataset from February 14 to May 15, 2012. We
detected bursts from December 16, 2011, to January 15, 2013,
using data from November 16, 2011, to February 15, 2013. The
threshold values for bursts were calculated using the following
formula:

Nnt(t) = N(t) + 3σ(t) (1)

where Nnt(t) represents the threshold value of a burst at a
certain time(t), N(t) is average of the number of tweets per
day at a certain time(t), and σ(t) is the standard deviation
at a certain time(t). For calculating the threshold value, two
extreme values of tweet numbers for each time were removed
from the dataset.
　 Based on this method, we detected 5,326 bursts from holi-
day dataset and 5,650 burst from weekday dataset. We detected
burst events by checking tweet texts and times. Some bursts
have relevance to television programs, for example, Lupin III:
The Castle of Cagliostro, Smile PreCure!, and Tetsuko’s Room,
and bursts were caused by televised sports events as well.
Justin Bieber’s appearance on a Japanese television program
caused a burst. In addition, a burst occurred 3 minutes after
television news announced the arrest of Takahashi, the last
Aum fugitive from the sarin gas attack on the Tokyo subway
in 1995. All these examples suggest a strong association
between bursts and television broadcasting. Moreover, bursts

are relevant to other media; for example, Animation Song-
Zanmai Z is a radio program that has caused bursts. In addition,
Twitter has bursts unique to itself, such as “Twitter’s server
down!”
　 Furthermore, bursts have relevance to natural disasters, e.g.,
earthquakes, “bomb cyclones,” tornadoes, heavy snow, and
heavy rain. People experiencing a disaster post their situations
on Twitter, and others use Twitter to disseminate information
about the disaster.

IV. RESULTS AND DISCUSSION

A. Features of Posting during Burst Status

To clarify features of posting during bursts, we compared
features of text during normal status and burst status. Table
III represents the average number of characters, the rate of
retweets compared to all tweets, and the rate of reply to all
tweets during burst status, nonburst status, and all statuses,
respectively.

TABLE III. COMPARISON OF TEXT FEATURES

All Statuses Burst Status Nonburst Status
Average number of characters 45.8 42.2 45.8
Rate of retweets（%） 8.84 9.29 8.83
Rate of Reply（%） 39.02 33.83 39.15

In burst status overall, the average number of characters
is fewer than that in normal status because users attempt
to tweet as quickly as possible. Because time is of the
essence, users make their posts short. In fact, during bursts
caused by earthquakes, users posted very short texts in two
or three Japanese characters, such as “Oh no!”, “Earthquake,”
or “Shaking!” In burst status also, the retweet rates are higher
than those in nonburst status, and the rate of reply in burst
status is lower than that in nonburst status. Users try to spread
information about burst events to many people, and thus, the
retweet rates become higher. In burst status, people like to
use Twitter’s functions to diffuse rather than limit information.
For example, during a burst on March 14, 2012, 20.9% of all
tweets were retweets. On that date, an earthquake occurred, and
users posted retweets of information about the disaster tweeted
from a public office account: RT@zishin3255 2 Earthquake
Early Warning (no.12) There was an earthquake in Sanriku
offshore, 3 on the Japanese scale. [Detail] The 9.0 magnitude
earthquake occurred at 18:08:29 on 14th March 2012, depth
of 10 km. It will reach Tokyo at 18:11:26 [about 177 seconds
later]. #EarthquakeEarlyWarning and RT@NHK PR: There is
a tsunami advisory for Iwate Prefecture and the Pacific Ocean
coast in Aomori Prefecture. The Earthquake Early Warnings
are issued mainly by the Japan Meteorological Agency (JMA),
and NHK is Japan’s national public broadcasting organization.
Kwak [7] observed that Twitter is more a source of information
than a social networking site, and our results confirm that,
particularly during bursts, people tend to use Twitter as a
source of information.

B. Classifications of Bursts

In the previous section, we explained that during bursts,
tweets tended to be retweeted, less replies were received,
and less characters than usual were contained. However, we
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FIGURE 2. EARTHQUAKE BURST

FIGURE 3. ANNULAR ECLIPSE BURST

also framed the hypothesis that different events may cause
different posting features. Hence, we tried to classify each
burst according to its features, that is, the average number of
characters, rates of retweets, and rates of replies. In addition,
we found that the shape of a burst can indicate the type of
event.
　 Figures 2-5 indicate the changing number of tweets ac-
cording to event. For instance, Figure 2 shows the number
of tweets increasing rapidly after an earthquake and then
decreasing rapidly. In other words, an unpredictable event,
such as an earthquake, causes an increase and then a decrease
in the number of tweets within a short time span. Figure 3
illustrates the process of tweet numbers on May 21, 2012,
the day an annular eclipse occurred. In this case, users knew
when the eclipse would occur, and thus, the number of tweets
increased and decreased moderately before and after the event.
On June 12, 2012, the Fédération Internationale de Football
Association (FIFA) World Cup qualifier with Japan versus
Australia was played. As shown in Figure 4, a little before
the game began at 19:00 and a little after the game ended at
20:50, the number of tweets was higher than usual, increasing
particularly when goals were scored and when the game ended.
Figure 5 illustrates tweet numbers on the day a bomb cyclone
hit Japan. Different from other figures, span of increasing
tweets was very long, although the distance to average was
not so long. These examples, illustrated in the figures, show
that Twitter users’ reactions to various events can change the
bursts’ shapes.
　 We further framed the hypothesis that a burst’s features

FIGURE 4. FOOTBALL (AUSTRALIA VS. JAPAN) BURST

FIGURE 5. BOMB CYCLONE BURST

reflect the event’s nature. We classified the bursts and then
detected the nature of events in each cluster. Each burst
has data about shape, that is, (1) length of burst status and
(2) distance to threshold. The length of burst status is the
total time between the number of tweets above and below
the threshold value. If the number of tweets goes above the
threshold value at one measurement and then falls below the
threshold value at the next measurement, the length of the burst
is 1 min. In addition, each burst contains data regarding text
features, that is, (3) average number of characters, (4) rates
of retweets, and (5) rates of replies. Thus, using these five
factors, we classified each burst through cluster analysis using
Ward’s method and the Euclidean distance of R2.15.1. Before
clustering, we normalized all the data. Table IV shows the
average of each feature in each cluster.

TABLE IV. RESULTS OF CLUSTER ANALYSIS

Duration Distance Num Chars Rate of RT Rate of @
(minute) (%) (%)

1st cluster 21.32 567.44 44.87 9.42 38.28
2nd cluster 549.91 4110.08 43.41 10.95 36.10
3rd cluster 54.76 1245.37 40.35 6.99 30.86
4th cluster 51.57 5366.71 31.36 5.15 20.07
5th cluster 62.40 2333.45 48.86 22.21 27.94

　 Of the five clusters, the first has the shortest burst status
and the shortest distance to threshold. Thus, the third cluster
contains small bursts caused, in this case, by a seismic intensity
1 earthquake and unexpected strong rain. Both these events
affected relatively few people in a small area. The third cluster
was composed of such small bursts.
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　 The second cluster reveals the peak of a big event, with
both the longest distance to threshold and greatest length of
burst status. Cluster five bursts are typified by participation of
many people, such as celebrating the New Year or observing
the annular eclipse.
　The third cluster contains bursts previous to peaking. In this
cluster, the distance to threshold is longer than that in the first
cluster and shorter than that in the second cluster. Similarly,
the length of burst status is longer than that in the first cluster
and shorter than that in the second cluster. The beginning of
the annular eclipse burst, the death of Kim Jong-il, and the
televised Japanese animation My Neighbor Totoro were all in
the first cluster. Thus, we concluded that this cluster is a type
of burst in process.
　 The fourth cluster has a long threshold distance, although
the burst length is comparatively short. Thus, this cluster
contains a type of sudden, unpredictable event, for example,
Olympic game victories, a goal at the FIFA World Cup, and
earthquakes.
　The fifth cluster is characterized by high rates of retweeting,
and thus, we define this cluster as a type of information
diffusion. Along with the many retweets, the number of
characters is also the greatest, presumably to provide sufficient
information. In this cluster, the bursts contained, for example,
the news of a phantom killer in Shibuya and the arrest of the
Aum suspect Takahashi.
　 To sum up, we classified bursts into five types: (1) small
burst, (2) burst in process, (3) peak burst, (4) sudden burst,
and (5) information diffusion burst.

C. Factors Affecting Earthquake Burst

Twitter’s nature is one of immediacy and brevity. Users can
post only 140 characters, and tweets appear on the timeline as
soon as the user posts. When a disaster hits, then, Twitter can
transfer information more expeditiously than other media. In
this section, we discuss factors affecting earthquake bursts.
Clarifying the relevance between disasters and Twitter can
help provide the most rapid dissemination of information about
the event. Some have studied using Twitter for the immediate
spread of disaster information; for instance, Sakaki et al [11]
detected disaster situations using locator information and tweet
texts. However, no studies have clarified the relevance between
disasters and bursts.
　Throughout this investigation, bursts occurred many times in
disaster situations, such as typhoons, heavy rains, earthquakes,
and so on. In particular, earthquakes caused burst status 106
times. Therefore, we examined factors affecting earthquake
bursts, and one factor is the earthquake’s scale. Most earth-
quake tweets are posted when the user feels the shock of
the quake. The higher the quake is on the scale, the more
people notice it. Besides scale, the distance between urban
centers and the earthquake may be relevant to bursts since the
number of tweets increases along with the population density
and numbers of Twitter users in the urban centers.
　 In Japan, earthquakes are assigned levels on a scale from
0 to 7, with 7 being the strongest, and we used the same
scale in this study. Figure 6 shows changes in the number
of tweets when earthquakes are registered in the upper 5
levels on the intensity scale. The figure contains the date
of each earthquake, the name of the prefecture that recorded
the maximum seismic intensity, and the distance from Tokyo.
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FIGURE 6. CHANGING TWEET NUMBERS IN ABOVE 5 SEIS-
MIC INTENSITY EARTHQUAKES

This information reveals that earthquakes of the same seismic
intensity do not cause the same number of tweets. The number
of tweets on the March 14 is greater than that on other days.
This is because of the quake’s distance from the urban center.
Ibaraki Prefecture is about 90 km from Tokyo, and the other
prefectures are more than 100 km away. Similarly, the number
of tweets after an intensity 4 quake in Aomori (May 24, 2012)
was fewer than those after a less intense quake in Chiba (May
29, 2012). Now, Aomori Prefecture is about 577 km from
Tokyo, but Chiba Prefecture is only about 40 km from Tokyo.
　 Therefore, we decided that the representative location of an
urban center would be the Tokyo Metropolitan Government,
with the closest seismograph station located at Kabukicho
Shinjuku-ku, Tokyo. During the investigation, this seismograph
station registered 50 earthquakes: 36 of intensity 1; 11 of
intensity 2; and 3 of intensity 3. We detected bursts 46 times
―a 92% rate of detection. These results indicate that bursts
occur with high probability if the urban center experiences an
earthquake.
　On this basis, we adopted the hypothesis that an earthquake
burst has relevance both to the scale of an earthquake and the
distance from the urban center. Throughout this investigation,
earthquakes of seismic intensity 3 or more occurred 341
times. We collected data for each earthquake: (1) time of
occurrence, (2) epicenter, (3) maximum seismic intensity, (4)
municipality recording maximum seismic intensity, and (5)
distance between the urban center and the municipality. We
used the earthquake database provided by the Japan Weather
Association in order to collect time of occurrence, epicenter,
maximum seismic intensity, and municipality that recorded
maximum seismic intensity. For this study, we decided that
the representative location of the urban center would be the
Tokyo Metropolitan Government. The distance between the
municipality and urban center was measured as the distance
between the municipality’s town hall and the Tokyo Metropoli-
tan Government. We calculated the distance using Google
Maps API. When more than one municipality recorded the
same maximum seismic intensity, we chose the municipality
closest to the Tokyo Metropolitan Government and calculated
the distance. If the Twitter burst occurred within 3 min after
the earthquake, we decided the earthquake caused the burst.
However, if the burst occurred before the earthquake, we
removed the earthquake data from our dataset. Earthquakes
over seismic intensity 3 occurred 341 times. Within 3 min after
earthquakes, 127 bursts occurred, but 11 of them had attained
burst status before the earthquake occurred. Excluding those
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11 earthquakes, we then calculated a rate of burst detection
using 328 earthquakes and 106 bursts (Table V).

TABLE V. RATE OF BURST DETECTION

Distance from
Urban Center

　 Intensity 3 Intensity 4 Above Intensity 5

Up to 100km 63.2%(24/38) 100.0%(16/16) 100.0%(5/5)
100-200km 14.0%(12/86) 57.1%(12/21) 60.0%(3/5)
200-300km 14.8%(4/27) 100.0%(3/3) 100.0%(3/3)
Over 300km 8.2%(8/98) 30.8%(8/26) 80.0%(4/5)

When the earthquakes registered seismic intensity 3, the
more the proximity to the urban center, the higher was the
rate of burst detection. This suggests relevance between the
distance from the urban center and the burst. When earthquakes
registered a seismic intensity of 5 or more, the rate of burst
detection is very high, regardless of the distance from the urban
center. This suggests relevance between an earthquake’s scale
and its resultant burst.
　We performed logistic regression analysis to confirm these
results. We used “burst or no burst” as the dependent variable,
and “scale of the earthquake” and “inverse of distance from
urban center” as independent variables. Tables VI reveal the
results of logistic regression analysis using R2.15.1. McFad-
den’s ρ is 0.26, Cox-Snell’s R2 is 0.366, and Negelkerle’s R2

is 0.488. Identification rate based on the regression equation
is 80.5%.

TABLE VI. RESULTS OF LOGISTIC REGRESSION

B SE Wald p Value Odds
Ratio

Intensity 5.288161 0.703 56.657 5.2e-14** 197.98
Distance 1.354106 0.163 68.872 2e-16** 3.87
Intensity: maximum seismic intensity; Distance: Distance from urban center;
B: partial Iregression coefficient; SE: Standard error

For each independent variable, a p value less than 0.05 was
considered statistically significant. The correlation coefficient
between each independent variable was below 0.1. Evidence
for multicollinearity was absent because the variance inflation
factor for independent variables in models was less than 2.0.
The results suggest that the scale of the earthquake and the
distance from the urban center are affecting earthquake bursts.
In particular, the value of Wald suggests that the distance from
the urban center more strongly influences a burst than the scale
of the earthquake.

V. CONCLUSION

This study aimed to explore the media character of Twitter
by focusing on the burst phenomenon. We clarified that burst
tweets are more likely to be retweets, receive less replies, and
contain fewer characters than usual. In burst status, in fact,
Twitter becomes more a source of information than a social
site. In addition, we classified each burst and clustered burst
events into groups. According to certain features, we were able
to classify five types of bursts (1) small burst, (2) burst in
process, (3) peak burst, (4) sudden burst, and (5) information
diffusion burst. Finally, we verified factors affecting earthquake
bursts, namely, that the scale of earthquakes and the distance
from an urban center affect earthquake bursts, with the latter
having a stronger influence than the former.

　 In future research, we plan to focus more on individual
users. To further clarify factors affecting earthquake bursts,
we should separately consider two groups of users, those who
tweet after perceiving the quake themselves and those who
tweet after receiving news of an earthquake. To do so, we must
more finely gather geocode and time-of-posting data. We will
classify users according to network and profile data and then
compare burst status between the two groups. For even finer
research on this data, we should detect burst events through
natural language analysis.
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Abstract— The project HBB4ALL  (Hybrid Broadband 

Broadcasting for All), which has just started, addresses a 

wide range of interactivity, interoperability and accessibility 

features for a multi-platform media environment – focusing 

on the hybrid broadcast-broadband TV (HbbTV) concept. 
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I. INTRODUCTION 

Since access to information was officially declared by the 

United Nations a Human Right in 2003, much work has 

been carried out by stakeholders at many levels, but still, 

media access deployment in Europe is not equitable. 

Legislation, policy and regulations have been introduced 

and standards were drafted to assure e-inclusion. The 

Commission set up a legal framework in 2007 with the 

"European i2010 initiative on e-Inclusion - to be part of the 

information society"; this called on the ICT industry to 

work to help disabled people access digital TV and 

electronic communications products. It adopted the 

Audiovisual Media Services Directive in 2010 [1]. 

However, “content” processes (from conception, 

production, translation, exchange and archiving to 

distribution and use) are still complex procedures, both 

technologically and commercially. All access services (be 

them for the elderly or for people with disabilities) are 

language dependent. To turn the accessibility vision into 

reality, the active participation of multiple stakeholders is 

required in the value chain. HBB4ALL will address all 

relevant stakeholders and all components of the value 

chain. 

One of the prominent challenges of the coming years 

will be the multi-platform delivery of audio-visual content 

(anytime, anywhere, any device) [2], be it a broadcast or a 

(future) Internet (IP) TV service. Hybrid delivery 

platforms such as connected TVs and two-screen solutions 

will be ubiquitous. One aim is to automate, to the extent 

possible, the production of access services. Subtitling 

accounts for 0.2-0.5% of production budgets in large 

countries and up to 1% in small countries. While subtitles 

do not demand large data-rates for their transmission or 

retrieval audio description (AD) and audio subtitles (inter-

lingual subtitles) are more cost-incentive and require 

somewhat higher data rates. Offering visual signing is 

most demanding in terms of bandwidth and production 

costs whilst - on the other hand- the target audience is 

relatively small. So, the other aim must be to balance the 

provision of access services to audio visual content 

between broadcast delivery (satellite, cable and terrestrial 

networks) and Internet (IP) delivery. At the same time, 

care has to be taken of new technological possibilities 

offering new or improved access services for the end user. 

Everyone who needs a specific service should be able to 

use it and, to the extent possible, and customize it to his or 

her personal needs. 

The HBB4ALL project builds on HbbTV, as the major 

European standard, for converged services and looks at 

both the production and service sides. HbbTV 1.x devices 

are widely available in the market while HbbTV version 

2.0 is currently under development. HbbTV provides a 

straight-forward specification on how to combine 

broadcast and broadband content plus interactive 

applications. TV content can be enhanced with additional 

synchronised services in a personalised manner. For access 

services this opens an entirely new opportunity for users 

who may choose an access service delivered via their IP 

connection which then seamlessly integrates with the 

regular broadcast programme. 

The project will identify improvements to existing 

access services and ways of addressing the key technical, 

organisational and legal obstacles to the sustainable take-

up of these services throughout Europe. Both quality and 

quantity metrics will be addressed in a user-centric 

approach. The project will offer new insights from the 

fields of human machine interaction and social innovation, 

given the fact that a new interactive multimodal and 

multilanguage service will be offered. This paper will first 

describe the structure chosen for the project, with four 

pilots developed in parallel. Then, it will describe the 

methodology and research approaches for the tests 

regarding quality benchmarking and measurements.     

II. METHODOLOGY 

The project is divided in four pilots. They will take 

place in a synchronic way, in the 36 months during the life 

of the project. Pilot 1 deals with Multi-Platform Subtitle 

Services. Across Europe, broadcasters are working to 

provide subtitles on multiple platforms for individuals who 

are deaf and hard-of-hearing, or do not have sufficient 

language skills to understand the content without textual 

support either in the original or foreign languages. The 

main challenge is to provide subtitles tailored to the 

specific needs of the end-users in terms of channels, 

platforms and consumption requirements. This requires a 

well-conceived production and distribution strategy that 

allows for the exchange of subtitles and their automatic re-

purposing producing quality and impact-driven access 
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services for multiple platforms. This pilot is a thematically 

clustered and cross-country, and is driven by three major 

factors:  
 In a converged world there is a demand for 

distributing subtitles through additional output 

channels while economic pressure prevails.  

 New technological options, fostered by the market 

penetration of IP-based services and of HbbTV as 

successful open standard for Connected and Hybrid 

TVs – allowing for improved individual rendering 

of subtitles through customisation by the user. 

 Technology has matured to allow for automated 

generation of subtitles which benefits broadcasters 

through cost reduction and productivity increase 

and viewers through an increase of subtitled 

programmes on offer.  

 

One of the new channels to be served by subtitles are 

VoD (Video on Demand), services which have become 

increasingly popular, given the growing penetration of 

HbbTV which has led to a multitude of catch up TV 

portals throughout Europe. Using the example of HbbTV 

such a service is technologically possible but simply not 

available up to now on connected TVs. For the current 

(2013) generation (version 1.*) of HbbTV-enabled devices 

there is no standardised implementation of features for a 

synchronisation of video with other data streams. Here, 

service providers need to implement JavaScript 

mechanisms requiring considerable processing power in 

the TV-device. Ultimately, this might lead to 

interoperability problems. The worst case scenario is that it 

would influence overall device behaviour. In HBB4ALL 

new and updated mechanisms for synchronising video and 

subtitles within an HbbTV-based player will be analysed 

and chosen for integration.  

A new trend is the automatic multilingual generation of 

subtitles. Real-time subtitling through automatic speech 

recognition and subtitle machine translation into other 

languages is starting to be employed to support 

professional multilingual subtitling and increase its 

productivity. Although the quality of the automatically 

generated subtitles is still far from professional without 

manual post-edition, subtitling automation functionalities 

could be very useful and desirable in a wide range of 

applications within the HbbTV paradigm. This pilot will 

make available advanced HbbTV automatic multilingual 

subtitling functionalities, building up on technology 

currently under development in the European SME-DCL 

SAVAS [3] and CIP-PSP SUMAT [4] projects. Its 

application will be tested in a newsroom use-case scenario 

where the feasibility of automatically generating 

multilingual subtitles of real-time news relevant at 

international level.  

Pilot 2 deals with alternative audio production and 

distribution. Given EU citizen mobility, TV content is not 

only seen by nationals, but also by large communities 

living away from home. There is also a need to broadcast 

same content in different languages synchronically (e.g., 

Swiss TV or Brussels TV) but the content is not the same 

across languages. Hence, having different languages for 

one programme is one of the major aims of the project. 

DVB (Digital Video Broadcasting) has the technical 

requirements for playing different audio tracks 

synchronised with one broadcast video. This is being done 

already e.g. for additional audio description or dual-

language provision at ARTE TV channel or the Catalan 

TV3.  

Since the upcoming specification of HbbTV 2.0 will 

offer a solution for synchronized IP and DVB reception, 

additional audio tracks can be also transmitted via IP to 

save bandwidth in the broadcast channel. This feature 

offers several possibilities within the scope of HBB4ALL. 

Transmitting additional language streams with HbbTV 2.0 

is one of the testing opportunities this pilot is aiming. 

Especially for hearing-impaired people the dialog 

intelligibility of TV audio signals is a key criterion. Due to 

various reasons, the intelligibility of current TV audio 

mixes is often assessed as insufficient by users, including 

elderly, non-native speakers as well as hearing-impaired 

people. Investigations of the UN show a continuous 

increasing average age in Europe for the next decades [5], 

so the percentage of hearing-impaired people will 

consequently also increase. Hence, another major objective 

of this pilot is to enhance the dialogue intelligibility, as it 

would be beneficial for these groups. HBB4ALL will offer 

users the possibility to adjust the dialogue intelligibility to 

personal preference and will transmit clean audio enhanced 

streams by exploiting HbbTV 2.0 features. For Web-only 

TV services such as VoD, more sophisticated personalised 

solutions will be demonstrated since modern browsers 

offer the full set of HTML5 functionalities. A third group 

benefiting from this pilot is people with vision disabilities. 

A common practice is to support these groups broadcasting 

an extra audio channel using DVB-T (Digital Video 

Broadcasting Terrestrial) facilities. The AD channel 

contains a description of the action mixed with the 

dialogue. This technique allows vision impaired users to 

follow what is going on in a far more effective way than 

by hearing the dialogue alone.  

Pilot 3 looks at automatic User Interaction (UI) 

adaptation and smart TV applications. During the last 

years digital TV as a media platform has increasingly 

turned from a simple receiver and presenter of broadcast 

signals to an interactive and personalised media terminal 

with access to traditional broadcast as well as web-based 

services. Actual TVs (Connected TV, Smart TV) already 

turn the TV into an application platform and service 

terminal. At the same time it is recognised that some user 

groups like elderly people with different kind of 

impairments still face problems when using those services. 

Approximately half of the elderly people over 55 suffer 

from some kind of functional limitations (vision, hearing, 

motor and/or cognitive). For these users, interaction, 

especially with PCs or other consumer electronics devices, 

is sometimes challenging. Often people have problems to 

connect their TV to the Internet, not to mention the barriers 

raised by digital menus and EPGs (Electronic Programme 

Guide). However, accessible ICT applications, e.g for 

social media, education, health monitoring, telemedicine, 

etc., could make a difference for their living quality. They 
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have the potential to enable or simplify participation and 

inclusion in their surrounding private and professional 

communities. The Digital TV industry is following 

different approaches for the deployment of such services. 

On one hand, there is HbbTV as a standardised application 

platform, which provides means to host broadcast channel 

oriented content and application services. On the other 

hand, most Smart TV manufacturers maintain their own 

proprietary application environments (e.g. app stores, 

middleware) on the device, as it is the case for Google 

Android or SAMSUNG’s Connected TV. These 

environments are often available in addition to broadcast 

and HbbTV services. Service providers that aim to target 

the elderly society using those application platforms would 

benefit largely from a solution that enables accessibility for 

such services. However, the availability of accessible or 

customised user interfaces, being capable to adapt to the 

specific needs and requirements of users with individual 

impairments is nowadays still very limited. There are 

numerous APIs available for various operating systems or 

application platforms (e.g. in Web browsers) that allow 

developers to provide accessibility features within their 

applications. Further there are of course many assistive 

devices and technologies available, especially for people 

with specific impairments (e.g. brail code rendering, screen 

readers, eye tracking, etc.). The key issue is that none of 

them offers features for automatic adaptation (and 

personalisation) of user interfaces. Moreover, the provision 

of accessible user interfaces is still expensive and risky for 

application developers, as they need special experience 

and effort for user tests. Many implementations simply 

neglect the needs of elderly people locking out a large 

portion of their potential users. The aim of this third pilot 

is to provide a web-based service that would allow the 

personalisation and adaptation of user interfaces for 

Connected TV services running on HbbTV 2.0 based 

platforms. The accessibility features of such a service will 

make use of the UI adaptation framework that was 

developed within the European project GUIDE (Gentle 

user interfaces for elderly people) [6]. GUIDE provides an 

open source software framework as well as design tools 

that support Smart TV service providers in efficiently 

integrating accessibility and personalisation features into 

their services considering especially the needs of elderly 

users with mild impairments, with features for HTML5 

such as the adaptation of font sizes and colour schemes. 

The targeted web-service will include functions for user 

management and profiling, a standard application that 

allows user testing and profile initialisation based on 

different accessibility tests as well as a UI adaptation 

service that gives feedback and recommendations to the 

SmartTV application how to adapt the UI rendering 

according to the need of the individual user. Service 

providers will be capable to easily include those UI 

adaptation features into their services using the API of the 

GUIDE framework.  

The last pilot is that related to sign language 

translation. Visual signing for audio visual media such as 

film and television was shown for the first time in 1929 as 

a means to make such content accessible to individuals 

whose mother tongue is a sign language and not an oral 

language. Users of sign language are often born deaf. In 

many European countries, there are constitutional and 

legal provisions to assure the provision of sign language 

for such citizens who, in numerical terms, account for less 

than 1% of the population.  

Over the last 3 decades, broadcasters have moved from 

a single platform (analogue terrestrial broadcasting) to 

multi-platform digital distribution. Signing on analogue 

TV has traditionally been an open service, with the sign 

language interpreter being located either in a small 

window at the bottom of the screen or on the right-hand 

side of a the screen, as shown in the photos in Figures 1 

and 2. 

 

           
Fig 1. Signing on RTP1, Portugal 

 

           
Fig 2. Signing on RTBF, Belgium 

 

User studies reported in the EU project DTV4ALL 

document [7] that the RTP solution (fig. 1) with the 

interpreter in a small window is not optimal, as the picture-

in-picture does not contain enough detail. Viewers of sign 

language prefer solutions like the one used by RTBF (fig. 

2) and many other broadcasters. Existing television 

audience research suggests that, with the noticeable 

exception of television in Portugal (where RTP has more 

than 4,000 hours of signing annually, also in prime-time), 

viewers who do not use sign language interpreting on TV 

often object to 'open signing' (the inclusion of a sign 

language interpreter in the television picture for all 

viewers).  While it is possible to offer a second channel, or 

a second video stream, with signing in the digital broadcast 

either as a fully-formatted video signal or as a 'widget' 

overlay, these are expensive as it requires additional 

transmission bandwidth –a least 2 megabit/second. Internet 

or integrated broadcasting (to the main TV screen or to a 

Second Screen) are thus cost-effective delivery options for 

closed signing (optional) services. For example, Sweden's 

TV4 has been delivering sign language interpretation via 

the internet since late 2011. On modern TV sets that also 

have an Internet browser, viewers can select this option on 

their TV sets. German public service broadcasters have 
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been looking to use HbbTV as a delivery mechanism for 

sign language interpretation. In the first instance, a fully-

formatted channel including the interpreter can be 

delivered via the Internet. The current release of HbbTV 

already supports this option, which would rarely call for 

more than 2-3,000 simultaneous streams in a given area 

covered by the broadcast signal. In the medium to long 

term, the aim is to use HbbTV 2.0 (which contains a good 

synchronization mechanism) to handle the presentation of 

a widget that is overlaid on top of the existing broadcast 

signal delivered via DVB, if the terminal hardware is 

supporting the parallel decoding of two video streams. 

There are correlations to captioning/subtitling, in that the 

HbbTV option would allow for a greater degree of viewer 

customization (determining the size and position of the 

interpreter on the screen). 

Broadcasters dependent on advertising express 

concerns that an obligation to offer signing would lead to a 

noticeable reduction in advertising revenue, since 

audiences dislike screen contamination with the 

interpreter. Offering closed signing (where the viewer can 

choose to see or not to see the interpreter) requires much 

more bandwidth than closed subtitles or audio description. 

Signing is important not only for mainstream programming 

and TV programming specifically for the signing 

communities in Europe and elsewhere but also emergency 

alerts on TV. Citizens need to be informed of risks of 

natural or man-made emergencies and told what action 

they should take. This issue is underscored in the 

forthcoming guidelines for signatories of the UN 

Convention on the Rights of Persons with Disabilities that 

specifically mentions metrics for television targeting deaf 

communities. 

Discussions on the Digital Dividend (the use to which 

radio frequency spectrum could be put following the 

transition from analogue transmission to more efficient, 

digital technologies) have not lead to bandwidth 

allocations in digital terrestrial broadcasting earmarked for 

signing. A solution to this challenge is becoming urgent, as 

the regulatory pressure to offer signing increases while 

bandwidth in broadcast networks becomes ever more 

costly. 

III. EXPECTED RESULTS 

Being an ETSI standard, HbbTV is currently linked 

with the DVB TV system family but can, in principle, be 

used in conjunction with any digital TV service in the 

world. DVB is widely used throughout all continents. 

Sooner or later, all countries in the world will have 

completed their analogue-to-digital switch-over. As a 

consequence, the results of HBB4ALL will be of 

worldwide relevance and will, through standardisation 

bodies such as the ITU and ISO, also be publicised on a 

world-wide level. Given the impact in close fields such as 

eHealth and eEducation, for example, the results from this 

project will have important results and direct impact. On 

its basis, HBB4ALL is elaborating pertinent guidelines, 

guides of good practice, metrics, and recommendations 

and will initiate campaigns to promote the project results, 

and thus raise awareness not only on the necessity of 

access and interaction services but also on the technical 

solutions available with interoperability. For that purpose, 

all relevant stakeholders, from content providers to user 

associations, will be addressed.  

IV. CONCLUSION 

The overall objective of HBB4ALL is to become a 

major platform/player in the e-Inclusion economy 

currently taking place, fostering the future market take-up 

of exiting innovations in conceiving universal accessibility 

tools and concepts to satisfy the diverse interests of all 

societal groups. 
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Abstract—The conscious, efficient, and economical consump-
tion of energy is being identified recently as crucial topic for
industry, politics, and research. Limited earth resources that are
still used for the majority of energy production head towards
increasing energy prices and stress world climate and the budget
of people. We present the PowerIT System that utilizes smart
gadgets to achieve a more efficient and economical use of the
available energy. By providing instant feedback of the current
energy consumption in households by leveraging power metering
technology and therefore raising awareness about the economics
of the own energy usage, this work aims at reducing the
energy consumption of people in their homes. The real-time
energy consumption is captured, whereas the power signatures
of electrical devices measured by power metering systems are the
input modality for the system. This data is provided in real time
as visual feedback to the residents using today’s available smart
gadgets (e.g., smart phones, tablets, and smart watches) in order
to raise awareness about the current power demands. Beside the
pure monitoring and control of power consumers, the system
additionally collects data about the activities of people by using
smart watches. This data can be used to generate activity models
resulting in activity aware power saving schemes. We argue that
the awareness of people about their energy consumption can
induce a behavioral change resulting in a more efficient use of
energy without affecting their level of living.

Keywords—Power Management; Efficient Power Usage and
Power Awareness; Behavioral Change; Sensor Networks; Activity
and Context Recognition; Smart Gadgets.

I. INTRODUCTION AND MOTIVATION

It should be common knowledge that energy is a scarce
resource. In opposite to that knowledge, we see a dramatic
increase in the use of energy in the last years [1]. Due to the
fact that our society is not aware of how many energy they
consume, a technique of unobtrusively making them aware of
their daily energy consumption should be identified. We focus
on electrical energy as a part of the global energy composition
because its consumption can be controlled and changed easily
by people. Hoelzl showed in [2] that with the utilization of
context [3] data in households, in this case the modes of
locomotion in combination with different locations, it was
possible to save on average 17% of electrical power. As the
results were mostly gained by analyzing a collected dataset of
15 households, we focus in this work on deploying a realtime
system to bring the gathered results out in the field.

The last years, especially the last months showed that the
developments in the consumer market proved the augur that
everyone would be able to get a wearable digital and smart

artifact. Concerning nowadays developments, these gadgets
are becoming smaller and smaller and people tend to use
them as artifacts of daily living. Starting with the development
of smart phones [4] that is de facto standard equipment of
people in the researched living habits, the development goes
towards 24 hours usage of smart watches [5]. We argue to
make use of these already deployed gadgets to make users
aware of the current electrical power consumption of their
household devices and to control them in an unobtrusive way.
As the definition of unobtrusive is recognized differently by
different people, a value sensitive design [6] has to be taken
into consideration when designing such a system. We made our
system working completely autonomous without the need of
any user interaction. It’s incumbent upon the user if interaction
with the system is wanted on different levels (be referred to
Section III for further detail).

Using our system, the user is aware, at each point in time,
of his energy consumption in realtime for each connected
single device. This is a tremendous benefit compared to the
nowadays deployed SmartMeter Technology were the data has
a resolution of up to 15 minutes, is only available with one full
day lag due to legal aspects (depending on the used technology
and countries, here exemplarily picked for Austria), and can
only be viewed for the aggregated power consumption of all
the devices in the household. Concerning the facts that, (i)
the measurements are not available for single devices, (ii)
have a big lag in time, and (iii) that the measurements can
be transmitted or stored at third party entities (e.g., energy
provider) one is not in control of, raising security and privacy
issues [7], [8] of people that they are spied on, we designed
the system to capture energy readings at an interval of 10
seconds for each single energy consumer. This data is kept
completely local as the system can operate without any Internet
connection. Only if the user agrees on it, the data can be
transmitted to a remotely connected storage.

To alter or at least to influence the behavior [9] of people
is an ambitious goal that can not be fulfilled immediately. It
is more or less a long term process, or to be more precise,
an evolution. Fogg describes in [10] that three elements must
converge at the same time to affect behavioral change: (i)
Motivation, (ii) Ability, and (iii) Trigger. From our point of
view the motivation of people is high, because saving energy
directly affects their budget in a positive way. The missing
thing is a tool, to give them an easy way to observe and control
their power usage. We developed a system that can be split into
two distinguishable components: (i) a completely autonomous
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system that records and analyzes the power consumption of
connected power consumers (as described in Section II) and
(ii) an easy to use App based on the Android Framework that
can be installed on already deployed smart phones or tablets
to monitor and control the electrical power consumptions in
an unobtrusive way (see Section III). Using this App, people
become aware of how many power their electrical devices
consume when they are turned on, or when they are in
standby mode and can react accordingly in, e.g., turning them
completely off using the App to avoid standby losses.

Beside the pure monitoring and control capabilities, the
use of sensory input that can be used to infer user activities,
thus can be used for implicit control of energy consumers,
is the last major aspect of the system. Recent advancements
in Activity Recognition [11] deal with long-term evaluations
to achieve higher performances and better recognition rates.
Todays available results are mostly gathered in closed and
controlled laboratory settings [12], [13]. Bringing this research
out in the field, to collect real world data for empirically
underpinning the research results with a highly flexible system,
as sensors can dynamically appear and disappear [14], [15],
[16], on a large scale can improve the recognition models
dramatically [17].

The remaining paper is structured as follows. Section II
describes the System Architecture that is used for autonomous
collecting energy consumption and user activity data. In Sec-
tion III we present the interaction gadgets that can be used
to monitor the system and keep the user up to date about
the energy consumption in realtime. The deployed hardware
components of the system and the first preliminary results gath-
ered during the first rollout phase are described in Section IV.
Section V closes the paper and summarises the achievements.

II. SYSTEM ARCHITECTURE

To measure and collect the energy consumption of power
consumers, to control them, and to record the user activity data
via a wrist worn smart-watch sensor platform, we defined the
architecture of the PowerIT Framework as shown in Figure 1.
For each power consumer that is connected to the system, an
Energy Consumer Control device has to be plugged between
the device itself and the power outlet. Using the Energy
Consumer Control Unit, the system is capable of monitoring
the power consumption and to switch the connected device
on or off. Using a power distribution block, it is possible to
form ensembles of devices (e.g., home entertainment system
consisting of the smart TV, surround sound, and the video
recorder) that are treated as one ’single’ device. The Energy
Consumer Control unit is connected, dependent on the house-
hold infrastructure, via WiFi or Power-Lan-Communication
(PLC) [18] to the Background Intelligence. PLC utilizes the al-
ready exiting electrical wiring infrastructure in households for
networking and communication thus eliminating the expense
and inconvenience installation of new wires or antennas.

The Background Intelligence is responsible for managing
the Power Readings from the Energy Consumer Control Units.
This includes the storing of the data, its synchronization, its
realtime analyzation (device in on-, off-, or standby-mode)
and its preprocessing for visualization in the PowerIT-App.
Beside the management of the collected power readings from

the different devices, the Background Intelligence also handles
the collection of the Smart-Watch activity readings. This
consists of storing the raw accelerometer readings and the
corresponding User Activity (i.e. the semantic label that marks
the activity of the user). Capturing this sensor data via an easy
to use smart-watch allows to build a comprehensive dataset
in a real world setting. Having the activity labels of the users
allows to relate the used power consumers to the activities of
the user. If this relation is known, one can implicit control
power consumers in turning them on or off according to the
current activities of users.

Beside the pure collection of generated power consump-
tion and user activity data, the Background Intelligence also
manages the User Generated Control Messages. These Control
Messages allow users to explicitly switch power consumers on
and off. Based on an Energy Management Constraint Set, that
contains conditions that always have to be met (e.g., never
turn the fridge off), the User Generated Control Messages
are forwarded to the Power Consumer Control Logic that
is responsible for transmitting the message over the network
(WiFi, PLC) to the corresponding Energy Control Unit.

Location Information [2] is seen as an important part of
context data. Accurate Indoor Positioning is still an open
issue always connected with high costs and maintenance effort
(e.g., body worn sensor equipment, learning of RSSI or WiFi
Maps, etc.). Nevertheless it can contain useful information for
an energy management system that can react according the
location of persons in the household (e.g., all people are in
the living room can imply to turn off the lights in all other
rooms). In the proposed architecture, this information is (i)
transmitted directly from a user worn location / positioning
sensor, (ii) inferred from the Power and Smart Watch activity
readings or (iii) used to cross-validate (i) with (ii) and vice
versa. Deploying the proposed architecture out in the field
will show which resolution of location data is necessary and
useful for an energy management system. This can range from
cartesian coordinates to a spatial abstraction at room level.

To enable the proposed system to work completely au-
tonomous, in turning power consumers on and off implicitly
without any needed interaction from the users, an Energy
Management Rule set can be defined. Based on the Event-
Condition-Action principle, each rule consists of the tuple
<Person, Activity, Location, Time/Date> and triggers a de-
fined set of Actions in terms of turning power consumers on
or off. Based on the Power Readings, the Smart-Watch Activity
Readings, the Location Information, and the Time&Date, the
system can autonomously switch to predefined energy man-
agement states. This system behavior needs, on the one hand
nearly 100% accurate sensor data and on the other hand a
well defined rule set that has to be defined for each household.
Neither of them is easy to achieve. In many complex houses the
level of granularity can require some aggregation. Evaluation
of the system over time will show the level of granularity at
which implicit, rule based power management is possible and
brings benefit to the users.

In this section, we described the system architecture of the
PowerIT-System. It consists of two parallel working princi-
ples, specifically (i) an autonomous data collecting unit for
Power and Activity Readings, and (ii) and explicit control
and monitoring unit were the user can switch electrical power
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Fig. 1. System Architecture of the deployed Smart Energy Management System showing its components and their interplay as described in Section II.

consumers on and off. Switching a device off means com-
pletely disconnecting it from the power supply and therefore
zero power consumption. Having the ability to autonomously
collect power and activity data allows, on the one hand to gen-
erate power statistics and profiles over time (e.g., aggregated
power usage of the monitored devices (be referred to Section
III)) that can be shown to the users to make them aware and
sensitive to their power consumption, and on the other hand
to collect data sets and time use surveys to train accurate
activity models. If the activity models are accurate enough,
the proposed system could work completely autonomous and
adjust the power consumption using the Energy Management
RuleSet (i.e., the used electrical devices) accurately to the
needs of the users.

III. USER EXPERIENCE AND AWARENESS

The PowerIT system (as presented in Section II) is de-
signed to collect and analyze data in an completely au-
tonomous manner once deployed. As the user should be made
aware of his energy consumption, we developed a PowerIT
App that can be used by the user on variant different gadgets
(tablet, smartphone, and smart-watch) to monitor and control
the system at various levels. The user involvement is different
at each of the 4 levels. It raises from level 1 to level 4 and is
explained in detail below:

1) Energy Consumption Recognition and generating of
Load Profiles for each connected device.
This is done completely autonomously by the system
for each connected power consumers. Results can be
shown in real-time for the current energy consump-
tion and for informative purposes for all collected
data on a daily, weekly, monthly, and yearly base.

2) Collection of raw sensor data from the Wrist Worn
Sensor (3-axis accelerometer) of the Smart Watch
sensor platform.
In principle, this process is also handled by the
system in a completely autonomous manner. The
involvement of the user is limited to wearing the
smart-watch.

3) Assignment of User Activity Metadata to the recorded
sensor data via the Smart Watch (exemplarily shown
in Figure 2; The Activities from left to right are:
Travel, Eat, Education, Entertainment, and Family-
Care). Users can select a subset out of a set of
28 predefined activities that best fit their needs and
makes selection more easily. Additionally the set can
be extended by user defined activities for flexibility
reasons.
The user has to set the current performed activity
by selecting the correct activity label on the smart
watch. Dependent on the granularity of activities, the
user involvement can be quite high.

4) Implicit power consumer control based on a user de-
fined Energy Management Rule Set and the collected
sensory data that is used as input for the system.
This implies (i) a fully trained activity recognition
model and (ii) a defined rule set which power con-
sumers are activated based on the sensory input. This
level needs high user involvement in training the
activity model where steps 1-3 build the base, and in
defining the energy management rule set. Especially
when more than one person lives in a household,
resolving conflicting rules can make the rule base
unmanageable. This is especially true when the rule
base management is done by non experts.
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Fig. 2. Realtime assignment of the User Activity to the collected Sensor-Data
on the wrist worn Smart Watch Sensor Platform.

Beside the above presented four levels of user involvement,
the user is, at each point in time able to monitor and control
the system using the PowerIT-App (as shown in Figure 3) that
can be deployed on android based tablets, smartphones, and
smart-watches. The center of the app is a floorplan containing
all attached electrical power consumers (as shown in Figures
3.ii and 3.iii). This novel navigation schema allows the user
to swipe through his home in a natural way. For each room,
the corresponding devices are displayed (presented in Figure
3.iii). The user can select one of the shown devices to see
the current, real-time energy consumption and an zoomable
energy consumption history log for the one device (see Figure
3.iv). This makes the user aware about how many energy
the electrical equipment in the household is consuming. This
is especially interesting for the so called standby modes,
where power consumers are expected to consume power near
the 0 watt level that is usually not the case. This, without
the PowerIT-App, often unperceived waste of energy can be
prevented. Therefore, the PowerIT-App offers the possibility to
fully disconnect the power consumer from the power supply
in simply switching it off (as long as it is not prohibited by
the Energy Management Constraint set as described in Section
II). The on/off switch is placed in the device view so the user
gets a realtime feedback that the device is now consuming 0
watts as it is completely disconnected from the power supply
by the Energy Consumer Control Unit (see Section II).

In this section, we briefly discussed the smart gadgets that
can be used by people to interact with the system. The focus
was to build on the one hand an easy to use phone- or tablet
based App that makes the user aware of his power consumption
and on the other hand a smart-watch based App that allows to
record and annotate user activities in an easy and unobtrusive
way. The interface design of the App allows easy navigation
through the household based on a floorplan. Electrical devices
can be selected, their realtime power consumption can be
viewed, a zoomable power-history is available, and they can be
switched on or off. Furthermore, the power consumption can be
aggregated for free definable time spans (preset: current day,
week, month, and year) at device, room, floor, and building
level. Using these options people get aware of how many power
their devices are using and when. Having this information at
different levels of granularity, they may tend to alter their
behavior to a more efficient use of energy if they want.

In addition to the phone- or tablet based PowerIT App
we ported its functionality also to a smart-watch. Extending
the above described functionality, the smart watch allows to
record activity data, in this case the raw values of a 3-axis
accelerometer, that can be annotated with the corresponding
activity by the user (as exemplarily shown in Figure 2).
Depending on the quality of the annotated data, that consists
of the energy consumption of the monitored devices and in
addition the raw values of a 3-axis accelerometer of the used

smart watches, activity models can be trained to implicitly
control the system in the future. If it is sufficient to just take
the smart watch to infer the user activities, as human behaviour
and activity has a high variance, will be analyzed offline using
the collected dataset.

IV. DEPLOYMENT AND PRELIMINARY RESULTS

To deploy the systems in households and test its suitability
for everyday use, we defined a Deployment Kit Case con-
sisting of four MotoACTV Smart Watches (Figure 4.i), one
Low Power Embedded Computing Platform (PandaBoard) that
hosts the Background Intelligence (described in Section II),
and twenty Energy Consumer Control Units. The technical
description of the deployed hardware components is presented
in Table I. The PowerIT-App (as described in Section III) was
deployed on the tablets and smart phones of the test household
residents if available, otherwise we gave them a Nexus 7 with
the preinstalled App. We are currently testing the system in
two households with 3 (man, woman, son) and 4 (man, woman,
son, daughter) people in parallel. After the test period that will
last up to 4 month, and depending on the gathered results,
we plan to deploy the system in up to 20 households to get
representative data on a larger scale.

The needed deployment and setup steps for the system once
arrived at a household are described in the following:

1) Unpack Deployment Kit Case and Check for com-
pleteness of Components.

2) Setup Background Intelligence System (PandaBoard)
3) Create the Floorplan (Rooms and assigned devices)

of the Household using the Web-Service of the Back-
ground Intelligence.

4) Deploy Energy Consumer Controls according to the
created Floorplan and Devices and check their com-
munication (PLC, WiFi) network.

5) Deployment of the Smart Watches to the household
residents.

6) Register Metadata (Person,- and Device Information)
using the Web-Service of the Background Intelli-
gence.

7) Initial test of all system components (Energy Con-
sumer Controls, Background Intelligence Platform,
Wrist Worn Smart Watch, PowerIT-App).

8) Introduction of the system usage to household resi-
dents.

TABLE I. TECHNICAL DETAILS OF THE DEPLOYED HARDWARE
COMPONENTS OF THE SYSTEM.

MotoACTV: Processor: ARM Cortex-A8; Frequency: 600Mhz; Memory: 256MB
RAM, 8GB Flash; Radio: 802.11b/g/n, BT 4.0, Display: 1.6” 220x176 capaci-
tive multitouch LCD; Sensors: GPS, Accelerometer, Ambient Light, Compass;
Weight: 35g; presented in Figure 4.i.
PandaBoard: Processor: ARM Cortex-A9 MPCore; Frequency: 1.2Ghz; Mem-
ory: 1GB RAM; Weight: 74g; presented in Figure 4.ii.
Energy Consumer Control Unit: Processor: ARM Cortex-M3; Memory: 256KB
Flash Memory, 96 KB SRAM; Interfaces: UART, SSI, I2C, I2S, CAN, Ethernet
MAC and PHY, USB; presented in Figure 4.iii.

To clarify the usage of the different system components,
Figure 5 shows the schematic of the components used in
the demonstration setup as shown in Figure 4.iv. to test the
system for longtime stability. Four devices, a Coffee-Machine,
a Radio, a Lamp, and a TV are connected to the system
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Fig. 3. Developed PowerIT App based on the Android Platform to monitor and control the system. The four views present (i) the starting screen, (ii) the
floorplan-view for easy navigation, (iii) the room-view with the assigned energy consumers, and (iv) one selected power consumer (radio) and its realtime
power-consumption and power-consumption history (∼ 0.42 Watt).

Fig. 4. Demonstration Setup of the PowerIT-System showing (i) MotoACTV Smart-Watch with PowerIT-App and Energy Usage Visualization, (ii) Embedded
PandaBoard Platform that hosts the Background Intelligence, (iii) the self-designed Energy Consumer Control Unit and (iv) a demonstration setup with 4 devices
(Coffee-Machine, Radio, Lamp, and TV).

using the Energy Consumer control units. The PowerIT-App
is deployed on various smart phones and tablets, and a wrist
worn smart watch is used as Activity Sensor. These tests were
performed for a period of three months before the system was
put into action in the field. Four electrical power consumers,
a Coffee-Machine, a Radio, a Lamp, and a TV are each
connected to an Energy Consumer Control Unit. The Energy
Control Unit allows to monitor the power consumption of
the connected devices, and offers the ability to turn them on
and off. The Energy Consumer control units communicated
exclusively using PLC (Power-Line-Communication) with the
Background Intelligence System that was hosted on an embed-
ded platform (PandaBoard). As the PandaBoard is not capable
of using PLC, we connected it to a Fritz!Powerline 546E to
establish the connection. We installed the PowerIT-App on
various different Android devices (Nexus 4, Nexus 7, Sony
Xperia, Samsung Galaxy SII / III) to test its functionality and
stability on different hardware platforms. Tests showed that the
functionality and stability was given over all devices. Major
differences were only observable in the battery drain rate that

can be mostly related back to the different screen sizes that
highly influence the power consumption of the mobile devices.
Regarding the smart watch that is highly limited in battery
capacity, we managed to extend the runtime from around
3 hours with the original firmware, up to 24 hours with a
modded firmware and additional optimizations regarding the
data transmission intervals and therefore the WiFi-On times.
A 24 hour runtime is a good achievement and makes the
smart-watch usable for one full day. So, the user can wear it
throughout the day, when most of his activities will take place,
and can recharge it during the night (while sleeping) where
less (and therefore, more predictive) activities are expected to
happen.

After performing the previously described tests over a pe-
riod of three months, that proved the stability and functionality
of the system and its components, we installed the system in
two households with 3 (man, woman, son) and 4 (man, woman,
son, daughter) people in parallel. Both households have 16
devices connected to the system to monitor and control them.
A common subset of devices of both are: the microwave oven,
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Fig. 5. Schematic of the System Components and their interconnection as
used in Figure 4.iv for the demonstration setup.

bread cutter, coffee machine, various lamps, TV, HiFi, radio,
the washing machine, deep freezer, fridge, vacuum cleaner,
and a multi battery recharger (for, e.g., phones, tablets, etc.).
Complementing the fix installed Energy Consumer Control
Units, each household got two ’mobile’ ones, that they can
use to measure different devices (e.g., eBike, electrical lawn-
mower, angle grinder, drill machine, ice cream machine, etc.)
on purpose.

Beside the pure technical results of the recorded and
annotated datasets containing energy logs and activity data,
as exemplarily shown for one week in Figure 6, we also
collected preliminary results concerning the question if people
have changed, or at least began to change their behavior of
using electrical energy in a more effective way. These results
are based on interviews we conducted with the people after our
system was deployed for four weeks, thus people were aware
of their energy consumption during this time. Summarizing
these interviews, the main statement was that people realized
how many energy their devices consume when they are turned
on, or switched to standby mode. The data for standby modes
showed that this can range up to 40 Watts for Hifi- or television
equipment. People stated that they knew that standby modes
consume electrical power but they were not aware of how
much. Also devices that do not have an explicit standby mode,
such as microwave ovens, were thought by people to consume
now power when they are not active. Results showed that
also these devices consume a lot of electrical power, e.g., one
microwave oven consumed 25 Watts nobody was aware of.
This was figured out by people either in realtime, or more
systematically in using the electrical energy history logs in
the PowerIT-App for single devices, rooms, or floors.

As a result, people immediately used the PowerIT App to
disconnect these devices from the power supply resulting in
zero use of energy of the disconnected devices. As the users
started to be aware of the energy consumption of their devices,
regardless if they are used, in standby mode or turned off, they
switched through all their devices, and turned the not needed
ones off according to their current situation. In doing this,
one household who owned the one microwave oven and had
three TVs saved up to 60 Watts by just turning these devices
off. During the interviewing process, we definitely noticed that
people now know the energy consumption of their devices and

use them more efficient in terms of energy as they can easily
switch not needed power consumers off using the PowerIT-
App (as described in more detail in Section III).

The first two households that use the PowerIT system are
now online for two months. A brief description of the collected
data of the two households that is used for (i) analyzing the
behavior of people and their electrical power consumers (e.g.,
cooling cycles of the fridge) and (ii) for training of activity
models, is presented in Table II. This dataset can be used
to make the behavior of people more efficient (making them
energy-aware) in terms of using electrical energy, as power
profiles of devices can be analyzed in detail and presented to
people beside the information they get from the PowerIT-App
(as shown in Section III).

TABLE II. RECORDED DATA OF THE POWERIT DATASET UNTIL 30.
OCTOBER 2013 RESPECTIVELY A PERIOD OF 2 MONTHS THAT IS USED FOR

OFFLINE ANALYSIS.

Recordings: Two households, 7 people (2 men, 2 women, 2 boys, 1 girl)
Sensor Recordings: 40 Energy Consumer Control Units at an interval of 10 sec;
7 wrist worn activity sensors with a recording speed of 100Hz.
Sensor Online Time: 40 x 1440h (∼57600h) of energy recordings for single
electric power consumers. Activity labels for ∼ 6 x 5 hours/day (300h) (∼1800h)
Recording Size: Energy Recordings 753MB, Activity Recordings 1997MB

Collecting the energy consumption of power consumers
and giving technology to people that allows to monitor and
control these devices, showed already in the first month to be
an effective method to make people aware of their power con-
sumption. Knowing their power consumption, people tended to
change their behavior in that way, that not always all devices
have to be turned on or in standby mode. Especially the
easiness of switching power consumers on and off remotely
using a smart gadget and an App made people change their
behavior and thinking of how they use electrical energy.

Fig. 6. Activity Traces gathered during a test installation of the system for
calendar week 27/2013 for 24/7 yielding to a time use survey with implications
to energy management.

To make energy aware behavior even more comfortable, we
work on switching from the pure user awareness and explicit
control to an implicit control based on the current user activ-
ities. Knowing the user activities, electrical power consumers
can be switched on- or off automatically without explicitly
needed user interaction. To collect the needed activity labels,
stating what one user was doing at a specific point in time,
according to the recorded energy- and wrist worn sensor data,
the smart-watch allows to select the current activity of the
user and logs it. This collected metadata is exemplarily shown
in Figure 6 for one person for the period of one week. The
data was collected for calendar week 27/2013 for 24/7. Each
line represents a full 24h day starting with Sunday 30.06-
00:00. This recorded activity metadata, in combination with
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the collected sensor data (energy consumption, accelerometer
data from the wrist-worn watch) can be used to train activity
recognition models. The color coding for exemplarily selected
main activities (not complete) is: pink:work, green:hygiene,
orange:car, violett:socialize, dark blue:sleep, light blue:don’t
care, light orange:eat.

Using the activity metadata and the recorded sensor read-
ings, activity recognition models can be trained and evaluated
to be further used to implicitly control electrical power con-
sumers based on an Energy Management Rule Set. This frees
people to explicitly turn power consumers on and off and can
make energy saving even more comfortable.

V. CONCLUSION

Within this paper we have presented and evaluated the
use of smart gadgets (i.e., smart-phones, tablets, and watches)
to make people aware of their energy consumption. We
designed the PowerIT System that permanently collects the
energy consumption from connected devices. We developed
the PowerIT-App based on the Android Platform that can be
used by people on different gadgets to monitor and control the
energy consumption of the connected devices. We deployed
the PowerIT system in two households with 3 (man, woman,
son) and 4 (man, woman, son, daughter) people in parallel,
and in sum 40 connected electrical power consumers for a
period of two months. Using the PowerIT system to monitor
their electrical devices in realtime, turning them on- and off
remotely, and additionally showing energy history logs made
people aware of how many electrical energy is consumed
by their devices. Interviewing the participants showed that
already in the first four weeks of the test installation, gaining
awareness about the power consumption of their electrical
devices, people changed their behavior to a more attentive
use of electrical energy. People used their phones, tablets and
smart-watches to check if their currently not used devices
were turned on and switched them off. This resulted in a
more efficient use of energy as only devices were turned on
that were needed at the specific point in time. The fact that
the PowerIT system works completely autonomous and uses
already deployed smart gadgets for monitoring and control of
the system, like smart phones and tablets, the system can be
used without affecting the level of living of people. Although
the behavioral change of people towards a more energy aware
and efficient behavior was already noticeable after four weeks,
the future will see an implicit control of power consumers
based on inferred user activities. To address this issue, we
additionally collect activity labels using a smart watch that will
provide the necessary information to train activity recognition
models for the future implicit energy management approach.
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Abstract—More and more popular, Smart TVs and set-top boxes
open new ways for richer experiences in our living rooms. But
to offer richer and novel functionalities, a better understanding
of the multimedia content is crucial. If many works try to
automatically annotate videos at object level, or classify them, we
think that investigating the emotions through the use of digital
analysis and processing techniques will allow great TV experience
improvements. With our work, we propose a temporal saliency
detection approach capable of defining the most exciting parts of
a video that will be of the most interest to the users. To identify
the most interesting events, without performing their classification
(in order to be independent from the video domain), we compute
a time series of arousal (excitement level of the content), based
on audio-visual features. Our goal is to merge this preliminary
work with user emotions analysis, in order to create a multi-
modal system, allowing to bridge the gap between users’ needs
and multimedia contents.

Keywords-Digital Analysis and Processing; Temporal Saliency;
Affective Content Analysis; Arousal Modelling; Emotions

I. INTRODUCTION

Development of Smart TV devices has been ongoing for
many years - first patent in 1994, first real attempt at its
production (by Microsoft and Thomson) in 2000 - and now it is
becoming a commercial reality. Samsung and LG for instance
are pushing their new devices, with advanced features such as
voice or gesture based control, and embedded recommender
systems. Other actors that are not TV manufacturer also
propose to bring the Smart TV experience to living rooms
without the need to buy a new TV, with set-top boxes. Despite
the limited success of the Google TV (launched in 2010), these
devices are becoming more and more popular (e.g., Apple TV).

In order to propose to the user richer experiences with these
Smart TVs, it is crucial to better understand not only the user
itself, considering for example his interests, but also the con-
tent. Bridging the gap between users and multimedia content
would allow to propose innovative features, and also improve
recommender systems [1]. This represents the starting point of
our work: we want to create richer TV user experiences. To
this end we need automatic multimedia annotation systems,
e.g., to create personalized access to video content, according
to user preferences. In particular, we want to explore emotions,
because we believe that they play a central role in the user TV

experience. Detection of emotions can be done with two points
of view: analysis of user emotions and analysis of emotions
contained in a video [2][3]. Our goal is to build a multi-modal
system, capable of combining the two perspectives, because
we think that understanding well what the multimedia content
represents in terms of emotions, and what the user is feeling
while watching the movie, will allow us to close the distance
between user needs and the multimedia content, and to provide
new experiences into the living rooms.

In this paper, we propose a temporal saliency approach,
capable of detecting the exciting parts of a movie, based on an
arousal curve. The rest of the paper is organized as follows. A
state of the art for the affective content analysis is presented
in Section 2. Our temporal saliency approach is introduced
in Section 3. Section 4 details the arousal curve generation.
Section 5 presents our preliminary results. Finally, we define
our research agenda in Section 6, and conclusions are drawn
in Section 7.

II. RELATED WORK

Content-based multimedia information retrieval research
provides new methods and techniques to search the ever
increasing amount of multimedia content [1], and many of
them have potential implications in the Smart TV world.

Video summarization is one key aspect in video manage-
ment. It not only allows to better understand the dynamic of
the movie, but also to improve its browsing and navigation.
Many works try to focus on the user, for instance by building
user centric models [4] or directly by analyzing the user
physiological responses [5]. Another approach is to focus
on the multimedia content itself, for instance by detecting
audiovisual saliency [6].

Computer systems capable of detecting user emotions
would have many interesting applications in human-computer
interaction area, but also represent an interesting approach to
extract the interesting parts of a video, if we define them
as the parts that bring emotion to the user. It is possible to
focus on the user [3][7], but also on the multimedia content
itself. Detecting user emotions is not only very dependent
to the user observed, as emotion is a subjective reaction,
but it is also an information not available when the video
content is produced. To overcome this problem, Hanjalic et
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al. [2][8] proposed to extract and model the affective content
of the video, and this approach is called “Affective content
analysis”. The affective content is defined as the intensity
and type of emotion expected to arise in the user while
watching an image or a video. Wang et al. [9] proposed a
set of affective categories and steps for their classification, in
order to improve this affective understanding approach in films.
Lu et al. [10] investigated how shape features are related to
emotions aroused from images in human beings, by analyzing
many characteristics such as roundness, angularity, simplicity,
complexity, etc. Zhang et al. [11] propose to take advantage of
the affective analysis in order to improve movie browsing, and
define rich audio-visual features. Recently, Wang et al. [12]
achieved soccer highlight extraction by modelling affection
arousal based on both visual and audio arousal related features:
sound energy, shot cut density, shot intensity and replay, the
highlights being extracted based on the arousal curve crests
detected. Benini et al. [13] propose to overcome the subjective
sphere of emotions, by shifting the representation towards the
connotative properties of movies, in a space inter-subjectively
shared among users, allowing to define, relate and compare
affective descriptions of films.

If affective content analysis approaches are interesting for
highlight extraction, particularly for sport videos, they need to
be improved and adapted to films, in order to automatically
detect the parts that will be of the most interest to the users.

III. TEMPORAL SALIENCY DETECTION

In our work, we want to define important parts in movies
as the parts that are salient regarding the others. This idea
is inspired from the work of Itti et al. [14] about saliency-
based visual attention determination (bottom-up approach),
where the idea is to generate a saliency map for a single
image - which topographically codes for local conspicuity
over the entire visual scene - in order to define where there
is something interesting to look at. Our idea is to adapt this
approach into a temporal saliency detection specific to video
content. The result is not “where” to look at, but “when” to
look at. It is similar to Otsuka et al. [15] proposition of a
sports highlights detection function by using audio features,
based on “commentator’s excited speech” identification. While
many works are done around the concept of saliency [16], and
also spatiotemporal saliency [17], very few address this idea
of temporal saliency in videos.

The approach we chose in order to detect this temporal
saliency is based on the emotions that these parts could arouse
to the user watching the movie, and particularly the excitement,
defined as the arousal. We plan to take also in account the
type of the emotion (valence). The schema of our system is
illustrated in Fig. 1. It shows the different processing steps that
are planned to be implemented, in order to extract the needed
elements (visual excitement, audio excitement, etc.) from the
video and the audio streams, to depict the excitement (arousal)
and the type of the emotion (valence).

Our approach is in some aspect close to highlight extraction
techniques. But, while highlight extraction techniques try to
summarize the movie, with our temporal saliency approach
we try to find the parts of the movie that will be exciting for
a particular user profile (from an emotional point of view).
In regards to this, our approach is different from highlight
extraction. As shown in Fig. 1, we use several features in order
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Figure 1. Multimedia asset processing schema. Video and audio streams are
processed to extract information about the conveyed excitement and emotion.

to compute the temporal saliency. Some are extracted from the
video stream, and the others from the audio stream. It is crucial
to use both streams, as they both convey important emotion
and excitement information. The processing of those features
will allow us to understand the two main affective axes of
the multimedia content: the arousal and the valence, needed to
define the temporally salient parts of the video.

IV. AROUSAL CURVE GENERATION

As a starting point, we chose two features: shot intensity
and sound energy. The shot intensity gives the pace of action,
while the sound energy gives the audio excitement. These two
features allow us to compute an arousal curve. Finally, we
apply a crest generation algorithm on it to detect the most
exciting parts of the video.

A. Shot intensity

We detect only hard cuts. As we want to define parts of
the movie where there is a high shot intensity, corresponding
to high arousal parts, detecting hard cuts is sufficient. As
gradual transitions are more used to conclude a scene, it does
not means a lot for high shot intensity detection. We chose
the Edge Change Ratio (ECR) technique, as it is a good
compromise between accuracy and implementation complexity
[18]. Our implementation is based on the ECR algorithm
proposed by Lienhart [19], but with a small tweak. Usually, a
motion compensation step is done in order to compensate small
linear movements between two consecutive frames. Instead, we
use this idea of calculating the transformation needed to go
from one frame to its following, but we calculate it only when
the system triggers a shot cut, as a change quantification. Based
on a threshold, this change amount value allows us to remove
false positives: if the change is small, it is certainly a false
positive, but if this value is relatively big, it is certainly a true
positive. As we estimate the transformation matrix only when
we detect shots and not for every consecutive frames (plus we
do not need to apply the transformation), this approach is more
efficient, and gives similar results to the standard algorithm.
Finally, the shot cut density is computed as proposed by Wang
et al. [12]:

c(k) = e
(1−n(k))/r (1)

where n(k) is the number of frames including the k-th video
frame and r is a constant determining the distribution of the
values.
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B. Sound energy

The sound conveys a big part of the emotion of a movie.
While several features could be used (music rhythm, etc.), we
use the sound energy as our sound feature. We computed the
sound energy as described by Wang et al. [12] as:

e(k) =

N∑

i=1

x(i)2 (2)

where e(k) is the sound energy at k-th frame, x(i) is i-th sample
point value in audio frames, N is the number of audio frames.

C. Crests generation

We followed approach proposed by Wang et al. [12] for
the crests generation. First, the raw features are normalized and
smoothened with a Kaiser window [20]. Then, we used a linear
weighted summarization to merge our two features together.
After the fusion, the resulting signal is again smoothened
and normalized. Finally, the crests are detected with a sliding
window based algorithm, and filtered regarding its fluctuant
amplitude. We obtained the best results with values of 10
samples for the window size, 3 samples for the window step,
and 0.1 for the crest intensity threshold used to filter the
insignificant crests. We need to define with future experimen-
tations if these values are depending on the movie type.

V. PRELIMINARY RESULTS

We planned to test our system on the Emotional Movie
Database (EMDB) [21], but, unfortunately, it does not come
with sound, and we need it in order to compute the sound
energy. Instead, we use the Schafer et al. dataset [22], that is
composed of a total of 70 film excerpts, representing 7 a priori
emotional categories: anger, sadness, fear, disgust, amusement,
tenderness, and neutral state. It allows us to test our system on
different movie styles and categories (black and white, color,
horror, comedy, etc.).

Figs. 2, 3, and 4 show the result we obtained by processing
one of the movie excerpts. The scene is part of the amusement
category. It lasts 2’09”, showing “Jacquouille” and Godfroid
destroying the postman’s car, in the famous French movie “The
Visitors”. The x-axis corresponds to the frame number. Fig.
2 represents the raw features for the sound and the video
streams. The result of the preprocessing step (normalization
and smoothing with a Kaiser windows) is shown in Fig.
3. Finally, Fig. 4 is the resulting arousal curve, after the
fusion of the two pre-processed features, again normalized and
smoothened. The vertical dashed lines are the detected crests,
and the two interesting events of the sequence are manually
annotated in green.

During this scene, there are two particular events where
there is an arousal peak: 1) when the car breaks and stop just
in front of “Jacquouille”, 2) when “Jacquouille” and Godfroid
destroy the postman’s car. In these two particular events, there
is an increase of the sound energy and the shot cut density,
and this is clearly noticeable on the plots. The result is that
the arousal curve and the crest detection clearly correspond to
these two particular events, and this is a really promising result.
We still need to improve our system in order to automatically
define these parts around the crests (start and end times).

In order to ease results analysis, we have built a web
application, allowing us to navigate through the movie and

Figure 2. Raw features - Sound energy plot is above (root mean square of
the audio stream’s sound energy computation), shot cut density is below.

Figure 3. Pre-processed features - Features are normalized and smoothened
(with a Kaiser window). Sound energy plot is above, shot cut density is below.

Figure 4. Arousal curve - Arousal curve, resulting from the fusion of the
pre-processed features, again normalized and smoothened.

the arousal curve in a convenient way. We can easily go to a
particular point of the arousal curve and it automatically seek
the movie accordingly. This is helping us to control if the
results are coherent with the movie, until we have a ground
truth, since it is not available for the dataset we used.

VI. RESEARCH AGENDA

There are several steps planned next. We first need to
validate our system. This step is a challenging one, because,
as far as we know, there are currently no datasets containing
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the meta data we need to constitute a usable ground truth.
Indeed, datasets like EMDB [21] and Schaefer et al. [22] only
provide emotional values (arousal, valence) for the whole video
sequence in order to classify it in one emotional category. We
plan to use MAHNOB-HCI [23], that is a multimodal database
recorded in response to affectively stimulating excerpts from
movies, over 27 participants. Similarly to the Schafer et
al. dataset [22] that we used to conduct our first tests, the
movies excerpts cover six main emotional categories: disgust,
amusement, joy, fear, sadness, neutral. If different recorded
modalities are provided (e.g., facial expressions, audio signals,
eye gaze data), we would like to use as a starting point the
physiological responses (e.g., electrocardiography, respiration
amplitude, skin temperature) in order to generate an arousal
curve, that will constitute our ground truth. It will allow us to
validate our system, and compare it with other approaches.

Then, in order to improve our system, we plan to add other
features. We think that motion analysis will be a good feature
to start with, as it depicts well the dynamic of a movie. Once
the arousal part validated, we could address the valence part,
by analyzing the key-frames allowing to extract the mood, as
one of the key aspect that describes the type of the emotion
conveyed. Another interesting task would be to have different
granularity levels for the emotionally interesting parts of the
video. This idea would be to define which parts are interesting
at the movie level, or at the chapter level, or at the scene level.

Adapting the curve generation according to the movie type
would be an interesting task. This would allow our system
to perform well with different movie types and to recognize
subcategories of movies (e.g., subtypes of Westerns: Classical
Westerns, Spaghetti Westerns, etc.), by using the generated
emotional curves as input features for the classification.

VII. CONCLUSION

We presented our current work, focused on a temporal
saliency detection approach in order to define exciting parts of
a movie. We think that addressing this task with an emotional
point of view can better meet the user needs than with a
traditional highlight extraction approach. We presented our
method for the arousal curve generation. We also presented
a tweak of the Edge Change Ratio (ECR) technique for shot
boundary detection. Our goal is to merge our multimedia
centric approach, with a user centric approach, based on
user emotions detection. This would constitute a multi-modal
system, capable of bridging the gap between the users and the
multimedia content they access through Smart TVs. Finally,
this system will allow us to realize our ideas of new features for
Smart TVs, e.g., enhanced recommendation systems matching
user mood, and user attention based advanced features like
indication to the user that a particularly interesting part of the
movie will be missed because he is doing something else.
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Abstract—In this paper, we propose a new statistical dependency
parsing method in Japanese language based on an extended
hierarchical language model. Conventional Japanese statistical
dependency parsers are primarily based on the bi-nominal
dependency model between phrases, which has a limitation
related to the order of phrases. Accordingly, the length of
the phrase, which depends of dependency is limited by this
limitation, the model is lacking. We propose a dependency model
in Japanese language that considers the order of phrases based
on the hierarchical Pitman-Yor process in order to overcome this
limitation. Consequently, compared with conventional methods,
our method can parse dependencies in long and complex Japanese
sentences relatively well.

Keywords-Dependency Parsing; Syntax Analysis; Syntax Tree
Modeling

I. INTRODUCTION

Asian languages are based on case grammar and in many of
them, sentences are composed in the order subject, object, and
verb (SOV), giving rise to them being termed SOV languages.
Japanese has the same characteristics; however, its phrase order
is relatively unfettered.

In English, the syntactic function of each phrase is rep-
resented by phrase order, while in Japanese, postpositions
represent the syntactic function of each phrase. Further, phrases
that comprise one or more postpositions following a noun,
which play a similar role to declension of nouns, have been
devised and used to syntactically analyze Japanese sentences.

Hence, it may be said that syntactic analysis is equivalent
to parsing dependencies between phrases. This is because the
semantic rules of Asian languages are explained as relation-
ships of phrases. As a result, conventional dependency parsing
methods in such languages utilize the bi-nominal dependency
model to decide whether a dependency relation exists between
pairs of phrases or not [1]–[3].

In the syntactic analysis used for English, on the other
hand, Tree Substitution Grammar (TSG) has attracted attention
as a language model [4]. TSG helps to establish the highest
accuracy of English parsing, including hierarchical structure,
by learning the rewrite rules of any depth [5], [6].

The hierarchical structure is defined as a set of rewriting
rules of Context Free Grammar (CFG). Syntax trees generated
by TSG describe the order of phrases, whereas those generated
by case grammar only represent relationships between phrases.
In short, the syntax trees generated by TSG not only have the
relationships between phrases but also the orders of phrases,
so that they may facilitate precise extraction of dependencies
between phrases.

Incidentally, the syntax trees from case grammar are gen-
erated based on the bi-nominal model [1], [2]. As a con-
sequence, the order of phrases in these syntax trees do not
include a hierarchical structure. They are instead subject to
constraints related to the constant order of phrases. As a result,
dependency parsing of Asian languages using the bi-nominal
dependency model is not very successful. We believe that the
accuracy of dependency parsing of Asian languages can be
improved by applying TSG to them. Consequently, in this
paper, we propose a dependency parsing method in Japanese
language based on TSG that considers the syntax tree with
context dependency.

Our method is characterized by the handling of exchange-
able sequence of phrases in case grammar to utilize the
extracted hierarchical structure using TSG. That is, we can
generate a dependency parsing model by calculating the prob-
abilities of integrating phrase dependencies from supervised
training data with a hierarchical structure. Thus, it can be said
that our approach is a novel dependency parsing method in
Japanese language with hierarchical structure relations because
of the way it handles the relationships of each of the phrase
dependencies.

II. BASIC PROCESSES

In this section, we discuss the basic processes used in our
research. These are, specifically, the Pitman-Yor process [7]
and its extension called the Hierarchical Pitman-Yor process
[8], which we use to generate a syntax tree model based on
TSG [5].
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A. The Pitman-Yor Process

The Pitman-Yor process is a non-parametric Bayesian
model [7]. In natural language processing, it is used to generate
an n-gram model. It is a stochastic process that generates
an infinite discrete probability distribution G, and is denoted
by PY(d, θ,G0). PY(d, θ,G0) has three parameters: d is a
discount parameter with 0 ≤ d ≤ 1, θ is a strength parameter
that meets the condition θ ≥ −d, and G0 is a base distribution
over a probability space. In natural language processing, the
probability space is usually generated from the probabilities of
phrase occurrences.

When d is zero, PY(d, θ,G0) becomes the Dirichlet
process, denoted DP(θ,G0). In short, because DP(θ,G0)
can generate an infinite dimensional Dirichlet distribution,
PY(d, θ,G0) can also support it. As outlined above, d is a
concentration parameter for G0; therefore, we can define the
following equation:

G ∼ PY(d, θ,G0) (1)

That is, PY(d, θ,G0) is an extended version of DP(θ,G0).
Let W be a fixed and finite vocabulary of V phrases.
The Pitman-Yor process generates for each phrase
w ∈ W a vector of phrase probabilities G(w).
DP(θ,G0) is approximated by Dirichlet distribution
Dir(θG0(w1), . . . , θG0(wi), . . . , θG0(wr)) that expresses
any division of the disintegration space for which the size of
the phenomenon space is r in observing any phrase wi as
follows:

DP(θ,G0) ∼ Dir(θG0(w1), . . . , θG0(wi), . . . , θG0(wr))
(2)

Here, G0(wi) is an integral of the base distribution G0,
therefore it is equal to the sum of the probabilities of phrase
occurrences in the disintegration space. In short, we can say
that the Pitman-Yor process is a recursive stochastic process
whose input is a set of phrases wi and base distribution is G0.

In general, these procedures for generating n-gram dis-
tribution drawn from G are often referred to as the Chinese
restaurant process [9]. In the Chinese restaurant process, we
fancifully imagine a restaurant with an infinite number of
tables whose capacities are infinite. The existing distribution of
customers (phrases) who come to the restaurant and the tables
(discount strength) with one by one dish (phrase vocabulary) is
based on the n-gram model, denoted by G, and the hypothesis
to the tables elicits the base distribution G0. The customers
are compared to phrases in the Pitman-Yor process, such that
a customer continues to sit at the same table if the customer
coming to the restaurant is that same customer. However, if it is
another customer that had not previously entered the restaurant,
the customer sits down at a new table. Given this scenario, we
can formulate the Pitman-Yor process as (3):

PY(d, θ,G0) =
ck − d

θ + c.
+

θ + dt

θ + c.
p(wk) (3)

where t is the number of customers under the base distribution
G0, ck is the number of species, c. is the total number of
customers, and p(wk) is the probability of a customer visiting
the restaurant. Here, the parameters d and θ is in the Pitman-
Yor process are non-parametric. Therefore, we have to generate
the distribution approximated by the base distribution G0 with

these parameters using a Gibbs sampling algorithm, such as
Markov Chain Monte-Carlo [9].

B. The Hierarchical Pitman-Yor Process

The Hierarchical Pitman-Yor process [8] is a stochastic
process that is based on a hierarchical extension of the Pitman-
Yor process. An n-gram language distribution over which the
current phrase is given various context u, consisting of up to
(n− 1) phrases, can be described by the Hierarchical Pitman-
Yor process. Consequently, an n-gram distribution Gu is gen-
erated by the Pitman-Yor process using the base distribution
Gπ(u), which is generated in the given context u as follows:

Gu ∼ PD(dπ|u|, θπ|u|, Gπ(u)) (4)

where strength and discount parameters are calculated on the
basis of the length of context u, π(u) is the suffix of u
consisting of all but the earliest phrase, and Gπ(u) is a vector
of probabilities of its context.

When we recursively place a stochastic process such as
Gπ(π(u)) over Gπ(u) using (4), we can define a stochastic
process that generates the n-gram distribution. This process is
repeated until we get Gϕ as the base distribution, the vector of
probabilities over the current phrase given the empty context
ϕ.

As described above, the structure of the stochastic process
generated by the hierarchical Pitman-Yor process is expressed
as a suffix tree with depth n.

Each node in the suffix tree corresponds to a context
consisting of up to (n−1) phrases, and each child corresponds
to the addition of a different word to the beginning of the
context. The Hierarchical Pitman-Yor process can generate
an n-gram language model precisely as demonstrated in the
language model based on Kneser–and–Ney smoothing [10].

III. RELATED WORK

In this section, we first discuss a conventional dependency
parsing method in Japanese language and its limitations. We
then look at how TSG obtains highly precise English language
parsing with a hierarchical structure, and examine its applica-
tion to the parsing of dependencies in the Japanese language.

A. Dependency Parsing based with the Bi-nominal Model

The Bi-nominal approaches, which generate syntax trees,
are the conventional approaches used to parse dependencies
between phrases in Japanese language [1], [3]. They generate
a syntax tree model whether there is a dependency in Japanese
language between phrases or not based on features like part
of speech, inflectional form, and so on, and conduct syntactic
analysis using the generated syntax tree based on the following
algorithm:

1) Check all the phrases in a sentence to ascertain
whether they have a dependency with others located
on the right side of the syntax tree.

2) Designate any phrase that has a dependency in Step
1 as the analysis result. At this time, the referrer of
the dependency is excluded from the target of Step
1.
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3) Repeat Steps 1 and 2 and keep the analysis results
until all but the final phrase has a dependency.

Conventional methods based on the bi-nominal model do
not consider the features of only the relationship between two
phrases in a sentence. They misjudge some of the dependencies
shown in Figure 1.

There is a Japanese sentence “トムはこの本をジムを見た
女性に渡した” in Figure 1. This sentence contains a complex
structure. The meaning of the sentence in English is “Tom gave
this book to a woman who saw Jim.” in English. Originally, the
phrase “本を (the book)” has to take the dependency depicted
by the dashed line to another phrase “渡した (gave)”, because
“the book” becomes the object of “gave”. However, sometimes
the dependency from “本を (the book)” to “見た (saw)” as
depicted by the solid line in Figure 1, occurs with the bi-
nominal approaches. This is because the bi-nominal model
cannot consider hierarchical structures. Thus, it is impossible
to perform accurate parsing for a statement that has a complex
structure.

トムは この 本を ジムを 見た 女性に 渡した (。)
Tom this book Jim saw to a woman gave (.)

(Tom gave this book to a woman who saw Jim.)

Figure 1. Example of parsing in Japanese language

Therefore, we propose a new method for dependency pars-
ing in Japanese language that uses the hierarchical structure
relation of phrases.

B. Tree Substitution Grammar

Tree Substitution Grammar (TSG) is an extension of Con-
text Free Grammar (CFG) [5]. Both CFG and TSG have rewrite
rules, called productions, which are used to construct syntax
trees by replacing nonterminal symbols with elementary trees
which is a part of the syntax tree.

The TSG production replaces a nonterminal symbol with
an elementary tree whose depth is greater than one while the
CFG production does the same with an elementary tree whose
depth is exactly one. As a result, the TSG production has a
hierarchical structure based on any context. TSG is 4-tuple and
is defined as G = {T,N, S,R}, where T is a set of terminal
symbols, N is a set of nonterminal symbols, S(∈ N) is a
set of the distinguished root nonterminals, and R is a set of
productions. In general, the syntax tree of an English sentence
is described as a tree structure because of its phrase-structure
rule.

Here, the root node is labeled with a nonterminal symbol,
and its leaf nodes are labeled with either terminal symbols or
nonterminal symbols. In short, the syntax tree of the input sen-
tence is constructed by recursively replacing the nonterminal
symbols with the elementary trees.

S

NP

|
VP

V

likes

NP

|

NP

John

NP

books
⇒

S

NP

↑
John

VP

V

likes

NP

↑
cookies

Upper arrow “↑” indicate substitution sites in TSG.

Figure 2. A syntax tree comprising three elementary trees

Figure 2 shows an example of parsing from the syntax tree,
which is labeled on the left. For example, the S → (NP (VP
(V like) NP)) production rewrites the nonterminal symbol S
with the fragment (S NP (VP (V likes) NP)). This syntax tree
has two NPs as its nonterminal symbols, and the production
rewrites these nonterminal symbols with the fragments (NP
John) and (NP cookies). In short, a derivation creates a tree
by starting with the root symbol and rewriting (substituting)
it with an elementary tree, then continuing to rewrite frontier
nonterminals with elementary trees until there are no remaining
nonterminals.

In TSG, the replacement of nonterminal symbols with
elementary trees is performed in an arbitrary manner; however,
we can calculate the probabilities of the rewriting rules in the
syntax tree. Probabilistic Tree Substitution Grammar (PTSG) is
an extension of TSG whose productions have their probabilities
P (e|c) where the elementary tree e replaces a nonterminal
symbol c.. P (e|c) is statistically calculated on the basis of
training data. The distribution of the PTSG production Gc can
be generated by the Hierarchical Pitman-Yor process [8] as
follows:

Gc ∼ PY(dc, θc, Gπ(c)) (5)

where dc and θc are hyper-parameters in the Hierarchical
Pitman-Yor process when we give the nonterminal symbol
c, and Gπ(c) is a distribution over the infinite dimensional
distribution of the elementary tree with c.. To generate e,
we now draw e1 from Gϕ giving us an elementary tree with
nonterminal symbol c1, . . . , cm, and then draw e2, . . . , em in
turn from base measure Gπ(c1), . . . , Gπ(cm). We continue in
this fashion until a full tree is generated.

However, a problem associated with the segmentation of
elementary trees arises when PTSG is derived. Gibbs sampling,
in which random variables are repeatedly sampled conditioned
on the current values of all other random variables in the
model is usually used to solve this problem. Figure 3 shows
an example of segmentation of a syntax tree.

In the procedures described above, we can perform depen-
dency parsing based on hierarchical structure. This method, the
state-of-the-art in English dependency parsing [6], is known
as Symbol Refined TSG (SR-TSG). SR-TSG applies symbol
refinement techniques [11], [12] to parse English sentences.
These techniques are used in parsing methods that have no
hierarchical structure, such as CFG. Thus, although not directly
related to TSG, the symbol refined syntax trees constructed by
SR-TSG use a state-of-the-art method.

205Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-324-7

ICDS 2014 : The Eighth International Conference on Digital Society

                         217 / 240



S

NP

John

VP

V

likes

NP

cookies

⇒

NP

John

S

NP

|
VP

V

likes

NP

|

VP

V

likes

NP

|
NP

cookies

Figure 3. Elementary trees based on PTSG

....トムは ..この ..本を ..ジムを ..見た ..女性に ..渡した (。)
..Tom ..this ..book ..Jim ..saw ..to a woman ..gave (.)

......

....ジムを ..見た ..女性に ..トムは ..この ..本を ..渡した (。)
..Jim ..saw ..to a woman ..Tom ..this ..book ..gave (.)

......

(Tom gave this book to a woman who saw Jim.)

Figure 4. Two Japanese sentences that have the same structure

However, TSG cannot support dependency parsing in
Japanese language because its syntax tree cannot have a tree
structure as postpositions in the Japanese language represent
the syntactic function of each phrase. For example, there are
two sentences in Figure 4. The phrase order is different in the
two sentences, while each phrase has the same dependencies.
Therefore, it is impossible to conduct dependency in Japanese
language parsing in TSG which is applied to the language
syntax tree to express it as a tree structure. As a result,
we propose a novel dependency parsing method in Japanese
language that considers both the weak context dependency and
the order of phrases using an extension of TSG.

IV. HIERARCHICAL DEPENDENCY PARSING

In this section, we propose a method in Japanese language
for parsing dependencies with weak contexts.

A. Syntax Tree Construction

In order to consider dependencies between phrases, we
generate a syntax tree based on the n-gram model made
from the occurrence of dependencies. We can calculate the
probabilities of the referrer phrases subject to occurrence of the
destruction phrase. For example, in the dependency between
phrase “トムは”(Tom) and “渡した”(gave) referrer phrase “ト
ムは”(Tom) depends on the referenced phrase “渡した”(gave).
Then, occurrence probability of the dependency between
phrase “トムは”(Tom) and “渡した”(gave) is calculated as the

....トムは ..この ..本を ..ジムを ..見た ..女性に ..渡した (。)
..Tom ..this ..book ..Jim ..see ..to a woman ..passed (.)

.....

(Tom gave this book to a woman who saw Jim.)
⇓

....トムは ..渡した (。)
..Tom ..gave (.)

.

....この ..本を ..渡した (。)
..this ..book ..gave (.)

..

....ジムを ..見た ..女性に ..渡した (。)
..Jim ..saw ..to a woman ..gave (.)

...

Figure 5. Hierarchical dependencies in the Japanese language

conditional probability PD(トムは | 渡した)PD(Tom|gave)
that is the bi-gram model used as a prior probability
PD(渡した)(PD(gave)).

At present, we cannot construct an n-gram model that
reflects the occurrence of phrases if n is small. Conversely,
the size of the n-gram model is large if n is large.

In order to solve this problem, we use Variable-order
Pitman-Yor Language Model (VPYLM) [13], an extension of
the hierarchical Pitman-Yor process [8]. This technique can
help to treat n as as any variable in the n-gram model. Using
VPYLM, we can generate a syntax tree model considering the
number of phrases when we calculate the probabilities of the
referrer phrase as being the root node of the elementary tree.
For example, Figure 5 shows three elementary trees comprising
the end of a sentence. In short, we can get three hierar-
chical dependency trees and can calculate the probabilities
PD(·|渡した) of the end of a sentence being the root node.
Thus, we can generate a precise syntax tree with weak context
dependency.

B. Hierarchical Dependency Parsing Algorithm

Dependencies in Japanese language have the following
limitations:

• Japanese is a head-final language. Except for the
rightmost one, thus, each segment modifies exactly
one segment among the segments appearing to its
right.

• Dependencies do not cross one another.

Since the syntax trees constructed by the method described
in Figure 6 (a), each of whose root node is the phrase at the
end of the sentence, are hierarchical, we parse the sentence in
bottom-up fashion using an algorithm called CYK [14] which
is based on depth-first search. The phrase at the end of a
sentence gets the dependency from the one immediately before
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it, so we regard the phrase at the end of the sentence and the
one immediately before it as the weak context dependency and
find another dependency in the sentence.

In Figure 6 (b), for example, the phrase “渡した” is the
phrase at the end of the sentence, so that we can get the
dependency from “女性に”. As a result, we can calculate the
probability in the calculated probability of the dependency
PD(女性に | 渡した)(PD(to an woman|gave)). In the same
fashion, we can calculate different probabilities of dependen-
cies PD(見た | 女性に渡した)(PD(saw|gave to an woman))
and PD(見た | 渡した)(PD(saw|gave)), if we
assume that there is a dependency between “
女性に” and “渡した”. Presently, we compare
PD(見た | 女性に渡した)(PD(saw|gave to an woman))
with PD(見た | 渡した)(PD(saw|gave)), and then,
extract the dependency between the phrases. If
PD(見た | 女性に渡した)(PD(saw|gave to an woman))
is large compared with PD(見た |渡した)PD(saw|gave), we
decide that there is a dependency between “見た” and “女性
に渡した”. These processes continue to work until we get
to the phrase at the beginning of the sentence. In the end,
everything for which the relationships are adjudged to be
dependencies form the syntax tree of the sentence.

(a)

....トムは ..この ..本を ..ジムを ..見た ..女性に ..渡した (。)
..Tom ..this ..book ..Jim ..saw ..to a woman ..gave (.)

...

(Tom gave this book to a woman who saw Jim.)

(b)

....トムは ..この ..本を ..ジムを ..見た ..女性に ..渡した (。)
..Tom ..this ..book ..Jim ..saw ..to a woman ..gave (.)

.....

Figure 6. An example of dependency parsing processes using the
hierarchical dependency model in Japanese language

V. EXPERIMENTAL EVALUATION

To evaluate our method which considers hierarchical struc-
ture in Japanese language, we compared it with a conventional
one using the Kyoto University Text Corpus [15]. The Kyoto
University Text Corpus is a Japanese text corpus for handling
the dependencies of morpheme and segment in Japanese
language, and is commonly used to evaluate the effectiveness
of Japanese language morphological analysis and dependency
parsing in Japanese language. We chose CaboCha [1] as the
conventional method, because it is said that CaboCha is the
most effective method for parsing dependencies in Japanese
language. CaboCha itself also used the Kyoto University Text
Corpus for its evaluation.

As stated in Section IV, our method utilizes training data
to generate syntax trees and parses dependencies in Japanese

language using CaboCha and our method; therefore, we cal-
culated the accuracies of dependencies parsed by our method.

A. Experimental Procedures

Although the Kyoto University Text Corpus comprises
newspaper articles for five days, we utilized only one day’s
articles (1100 sentences) of dependencies parsed in Japanese
language by our method. This is because it takes more time
to get our syntax trees, so that we have to save the processing
time.

In our procedure, generating syntax trees, we extract depen-
dencies in Japanese language between phrases, next, construct
syntax trees focusing on the phrases at the end of sentences
that are assigned to the root nodes of the syntax trees. We
then apply the hierarchical Pitman-Yor process and estimate
parameters θ using the Gibbs iteration.

Finally, we can obtain dependencies in Japanese language
using our extracted syntax tree model. In this procedure,
we first divide the sentences into segments after performing
Japanese language morphological analysis, and check the seg-
ment sequences against our syntax trees. This procedure helps
to parse dependencies in Japanese language while continuing
to extract the dependencies between phrases from the phrase
at the end of an input sentence.

B. Experimental Results

We also performed the same processes using CaboCha
based on bi-nominal models [1]. To compare our method
with CaboCha, we utilized the following measurement denoted
by R that is frequently used to evaluate the accuracies of
dependencies:

R =
Y

X
(6)

where X denotes the number of dependencies in the test data,
and Y denotes the number of dependencies extracted by each
parser (our method and CaboCha). Of course, dependencies
extracted by the each parser are contained in the test data,
so that R is usually termed recall in the information retrieval
research field [16]. In order to calculate R using each parser,
we randomly selected 200 sentences from newspaper articles
from other days that were not used to construct syntax trees.
That is to say, we focused on the efficacy of the dependencies
extracted by each method. Table I indicates that our method

TABLE I. EXPERIMENTAL RESULTS 1

CaboCha our method
R 0.871 0.769

is, unfortunately, inferior to CaboCha from the viewpoint
of effectiveness. This is because our method utilizes syntax
trees not only using a small quantity features for parsing
dependencies in Japanese language. For which, CaboCha
parses dependencies in Japanese language with various features
(word, lexical form of word, POS tag, and inflectional form),
so that the accuracies of parsing dependencies in Japanese
language are effective using CaboCha. Therefore, the precision
of our method may be improved still more.

However, our method is ideal for accurately extracting
dependencies in Japanese language in long sentences whose
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TABLE II. EXPERIMENTAL RESULTS 2

Our method CaboCha
complex and long sentences 0.700 0.550

syntax tree has a complex structure. That is, we also have
to evaluate sentences from which CaboCha cannot extract
dependencies in Japanese language. Therefore, we randomly
selected 20 long sentences (10 percent of the test data in
previous experiment) with relatively complex structures.

Table II shows that our method was able to extract de-
pendencies accurately from 14 out of the 20 sentences while
CaboCha was only able to do this for eleven. In short, our
method was better able to parse dependencies in Japanese
language from the long and complex sentences than CaboCha.
The reason for this is that it is still possible for the parser
to interpret the meaning of the postposition in some cases,
even if the syntax tree model does not have a hierarchical
structure. However, the syntax trees constructed by our method
contain not only the relationships between phrases but also
the hierarchical structure of each phrase. Consequently, our
method can restrain failed analysis of the complex Japanese
sentence in by conventionally method.

VI. CONCLUSION

In this paper, we proposed a method for parsing depen-
dencies in Japanese language using novel syntax trees based
hierarchical structure, that are constructed by analyzing the
relationships between segment sequences. By considering the
relationships between segment sequences, our method was
able to solve a phrase order problem. In the near future,
we plan to utilize not only the order of words but also the
result of syntactic and case structure analysis to improve the
accuracies of dependencies in Japanese language. We also plan
to conduct experimental evaluations using all the data in the
Kyoto University Text Corpus.
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Abstract - Cyber warfare demonstrates an arms race between 

mutually escalating malware and Intrusion Detection System 

(IDS) technologies. We put forward a novel process for defin-

ing system behavior with the end result being a highly effective 

IDS. System calls accumulated under normal network opera-

tion are converted into graph components, and used as part of 

the IDS normalcy profile. This paper are as follows: detection 

of attacks based on the anomalous use of program functionali-

ty; reduced window of attack; reduced false positive rate; in-

creased performance in comparison to standard n-gram meth-

ods; a graph compression algorithm for efficient processing of 

system call graphs. The proposed IDS can be used within lim-

ited access environments such as industrial or military systems 

where only approved applications are running and any anoma-

lies are indicative of a cyber attack or malfunction. 

Keywords: security, intrusion detection, behavioral anomaly 

detection, graph processing 

I. INTRODUCTION 

Modern computer systems, especially those employed in in-

dustrial control and automation spheres, usually feature a diverse 

software stack and unique configuration. This peculiarity was 

mentioned as the “Diversity hypothesis” in [1]. The diverse envi-

ronment results in unique computer system operation as seen from 

the system call level. This can be successfully used to develop a 

customized behavioral profile tailored to the particular system 

under consideration. Customized profiling allows an anomaly 

detection approach to be used. By comparing the previously estab-

lished profile with the profile of the running system any extracur-

ricular activity within the system in question can be detected and 

flagged as an anomaly. Hofmeyr et al in [2] shows that intrusions 

and certain abnormal situations (e.g. lack of disk space or client 

misconfiguration) trigger anomaly detections. Therefore the detec-

tion of anomalous activity may alert a system operator of an intru-

sion or abnormal system operation.  

II. RELATED WORK 

A large number of approaches were developed and studied for 

anomaly based intrusion detection. We will limit our review to 

system call based Intrusion Detection Systems (IDS).  

Forrest et al in [3] offers a simple and effective method based 

on the n-gram model: 

A sequence of n elements of the same type is called n-gram. 

For example a trigram consists of three elements ���,��,��
�. The 

elements can be of any nature such as numbers, words of natural 

language, or system calls. 

The n-gram model operates as follows: 

1. The string of elementary observations � = ��,��,��, … ,�� 

over the alphabet of possible observations ∑ is transformed into 

a string of n-grams using a sliding window of size	�. For exam-

ple, for	� = 3 we will get the following string of trigrams: 

�� = ���,��,��
�, ���,��,��

�, ���,��,��
�, … , �����,����,��

� 
2. Learning phase: observed n-grams ��	 are accumulated into the 

database �: 

� = ���	
�

 

3. Detection phase: each observed n-gram � is tested if it belongs 

to database �. If � ∉ � (� does not belong to �) the anomaly 

is detected. 

Since its introduction, many modifications of the n-gram mod-

el have been offered, but with marginal improvement [4, 5, 6]. 

Recent notable large scale efforts to apply the n-gram model to 

malware detection were carried out by Lanzi et al in [7]. Lanzi 

performed large scale data collection covering ten different hosts 

under normal use over a prolonged period of time and thousands of 

malware samples. Forrest and Lanzi built their n-gram IDS with an 

observations alphabet ∑ equal to the set of system calls defined by 

the monitored system. Both models normally result in a high rate 

of anomaly/malicious n-gram detections. Therefore, some mecha-

nism was needed to separate real attack n-grams from false detec-

tion. The Forrest approach uses the fact that an attack usually oc-

curs within a very short time period and generates bursts of anoma-

lous n-grams. To average out false positives and highlight the 

attacks, gram-to-gram Hamming distance and normalization over 

the trace length was used. Lanzi used the detection count of mali-

cious n-grams exposed by each program. When the detection count 

crossed the threshold value an attack was declared. In spite of these 

techniques both approaches still have a high false positive rate that 

prevents their successful application in practice. This can be at-

tributed to the inability of n-grams to distinguish long range de-

pendencies from noise. 

Methods different in nature from n-gram models use various 

kinds of additional information to recover and monitor program 

control or data flow [8, 9, 10, 11, 12]. 

Our approach exceeds the performance of the simple n-gram 

model by using recognized data flow graph components as a 

source alphabet. Graph components capture completed and seman-

tically meaningful sequences of system calls. The use of graph 

components helps to eliminate the mentioned inability of n-gram 

models to capture long contexts. Thus our approach combines n-

gram and data flow approaches to cover long spans of program 

operation. 

II.1. Our Approach 
The principal idea behind our behavior based IDS is the detec-

tion of anomalous use of known program functionalities. In other 

words, the IDS detects non-standard, previously unseen use of 

known program functions.  

In order to establish a behavioral profile of the program our 

IDS consumes intercepted system calls with their respective pa-
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rameters similar to Kolbitsch [13] and Mutz [10]. Using this in-

formation, we can trace how each OS object is accessed. This 

access history can be represented by an Object Access Graph 

(OAG). After a sufficiently long time, the OAG represents the 

essence of normal system operation. This facilitates structural 

anomaly detection, i.e. the detection of anomalous graph compo-

nents not seen before in the system. 

To capture the context of different program functionalities or 

structural components we use n-gram model. At this point anoma-

lies can be detected by comparing the n-grams obtained from the 

current OAG to n-grams accumulated during the learning stage.  

Any OAG component of a running system can be incorporated 

into the normalcy graph, thus rendering reinforcement of the struc-

tural normalcy profile trivial. Moreover, detected anomalous com-

ponents labeled by a human expert as malicious can be instantly 

added to the malicious profile and later recognized as malware 

skipping the last n-gram detection stage. 

II.2. Contributions 
We report the following contributions: 

• Detection of attacks from the anomalous use of program func-

tionality (section 3.8).  

• Reduced false positive rate in comparison to standard n-gram 

methods (section 4.4.a). 

• Reduced window of attack (section 4.4.b). 

• Increased performance in comparison to standard n-gram meth-

ods (section 4.5). 

III. SYSTEM OVERVIEW 

III.1. System Call Monitoring 
A number of methods exist to intercept system calls and ex-

tract their parameters on the majority of OSs. Kernel driver ena-

bled techniques demonstrate negligible overhead [9, 11]. For con-

venient research and testing purposes, we chose the Linux kernel 

and the strace system call monitoring program as our platform 

[14]. The research conducted on this platform is generic and can 

easily be duplicated on other platforms given they provide similar 

data.  

Linux provides approximately 200 different system calls. 

Strace, a debugging utility, is included in the Linux operating 

system and is capable of monitoring system calls from all non-

system processes [14]. To support a system wide monitoring ap-

proach, we use strace options that allow us to capture data from 

processes created after system call monitoring began. 

III.2. Data Parsing 
Strace output contains very useful information, including the 

time of the system call, the system call name, and most important-

ly, the argument values for the system call. The argument values 

vary depending on the system call, but all relevant information will 

be listed in the strace output. A typical output of strace: 

PID   Time  Syscall   Parameters 

4734    1    open     ("test.txt”)= 8 

4734    2    dup2     (8, 5)           = 5 

3668    3    open     (“test2.txt”)=15 

4734    4    close    (8)    = 0 

4734    5    write    (5, {“R”}, X) = 0 

3668    6    close    (15)               = 0 

Figure 1. Sample of strace output 

As seen in the sample of strace output, the process 4734 at 

time 1 opened the file “test.txt” and has a handle of 8.  Any subse-

quent calls using the same object refer to handle 8 instead of the 

specific file “test.txt.” This parameter value dependency is a key 

concept that is crucial to building an Object Access Graph. 

III.3. Object Access Graph 
Observing system calls with their parameters provides a useful 

model of system behavior. This model is represented by a vertex-

edge, directed, and acyclic graph constructed from the parsed 

strace output and can be described as follows: 

 Gm=(V, E, Fv, Fe) 

where 

V – set of vertices, 

E – set of edges, 

Fv - mapping from V to set of system calls S. 

Fe - mapping from E to set of system call argument types T. 

The graph Gm can be built from the strace data according to 

the following rules: 

• Labeled vertex vs is added to Gm for each issued system call s.  

• Labeled edge e
τ
 from vi to vj is added for system calls i and j 

when one of the parameters of i and j have the same data type τ, 

have equal data value d, and have one of the following: 

─ vi has d as the output and vj takes d as the input 

─ vi was the last system call registered before vj 

For example, open and dup2 (Figure 1) occur at times 1 and 2, 

respectively, and have a common parameter of handle type equal 

to 8. In the resulting graph (Figure 2b), nodes corresponding to 

calls open and dup2 are connected with the directed edge 8. Nodes 

dup2 and close are also connected with an edge labeled 8 because 

the close that occurred at time 4 uses the same handle 8. 

 

Figure 2. Conversion of system call stream (a) into 

Object Access Graph (b) 
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These rules allow us to trace how each OS object is used by 

different processes. Unlike program centric approaches taken by 

the majority of Behavior Based IDS [8, 13], this method centers on 

the system wide behavioral picture imposed by programs over OS 

objects. 

III.4. Graph Component Detection 
There are certain terminating system calls defined by the ker-

nel (e.g. close, exit_group). Once these system calls have been 

executed over a particular OS object reference, there can be no 

additional system calls using this reference. In the OAG this means 

that the component cannot be extended once all its leaves end with 

terminating calls. Consider the OAG in Figure 3 which contains 

three completed components. 

 

Figure 3. Completed components in OAG 

Component detection transforms the stream of system calls in-

to a stream of completed OAG components. 

III.5. Component Compression 
Due to the repetitive/cyclic actions usually performed by pro-

grams over OS objects, some OAG components may grow to un-

manageable sizes. However, repetitive occurrences of a single 

system call or some graph substructures do not provide the observ-

er with substantial additional information. Moreover, it has a det-

rimental effect on graph recognition. 

Consider the graphs featured in Figure 4.a, 4.c. These graph in-

stances represent typical large system call graph components. 

These graphs are simple in nature but have large node counts that 

reflect repetitive operations usually performed by programs over 

one or two OS objects. For example, a network input-output rou-

tine may repeatedly send data in small chunks, generating long 

chains of sends/receives over the socket handle. This type of be-

havior impairs the recognition process in two ways: First, large 

graphs take a lot of computing resources to process them. Second, 

the number of substructure repetitions and consequently the graph 

component size may depend on factors irrelevant to exposed be-

havior. This in turn leads to unnecessary component duplication in 

the database of known components. Therefore it is beneficial to 

remove/collapse repetitive subgraphs as shown in Figure 4.b, 4.d. 

It reduces processing load and substantially decreases the number 

of different graphs observed throughout program operation. 

 

Figure 4. Graph compression 

We perform frequent subgraph compression in two stages: 

First we remove long repetitive chains of single call as show in 

Figure 4 (a, b). Second, we apply the modified Graphitour algo-

rithm [15] to find and remove/collapse more complex repetitive 

components.  

III.6. Graph Component Database 
After compression every completed graph component c is sub-

jected to the following normalcy profiling algorithm: 

 Input: completed component c,  

        set of components DB={d1, d2, …} 

 Output: Component database DB 

 ---------------------------- 

 Begin 

1   foreach �	 ∈ �	 = {��,��, …�
} do 
2      if 
�
�����ℎ��(�,�) then continue 
3      else �� = �� ∪ � 
 End 

Figure 5. Normalcy profiling algorithm 

Where the function IsIsomorphic tests if two graphs have the 

same structure. 

The algorithm produces a compact database containing one in-

stance of each observed graph component. Using this database, we 

can detect components that have not been previously encountered. 

Therefore, it constitutes a normalcy profile of the system. 

III.7. Anomalous Component Detection 
Once malware has been introduced to the system, it will per-

form its mission, resulting in additional system calls. Malware 

functionality will differ from normal system operation and new, 

unknown OAG components will be observable. 

Input: completed component c,  

        set of components DB={d1, d2, …} 

 Output: Match or No_match 

 ---------------------------- 

 Begin 

1   foreach �	 ∈ �	 = {��,��, …�
} do 
2      if 
�
�����ℎ��(�,�) then return Match 
4   return No_match 

 End 

Figure 6. Anomaly detection algorithm 
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These new components, along with components consistent 

with standard operation, are fed to the anomaly detection algo-

rithm. The anomaly detection algorithm is similar to the profiling 

algorithm in Figure 5. However, it returns No_match instead of 

updating the database, when an unknown component is detected. 

At this point, we are able to detect the manifestation of mal-

ware intrusion in the domain of system call graph components. 

Using this approach, malware becomes discernible system-wide at 

a higher semantic level. 

III.8. N-grams applied to graph components 
To detect the anomalous use of known program functionalities 

identified by the algorithm in Figure 6 we apply the n-gram model. 

The model operates as follows: 

1. The string of system call observations 

   � = ��,��,��, … ,�� is converted into string of 

   graph components �′ = ��, ��, ��, … , �� using algorithm 
   featured in section 3.3. 

2. Sliding window is used to convert string of 

   observed graph components into string of  

   graph-n-grams: 

   �′
 = ���, … , �
�, ���, … , �
���, … , ����
��, … , ���. 
3. Learning phase: graph-n-grams are accumulated 

   into database 

� = ��′�

�

 

4. Detection phase: each observed graph-n-gram is 

   tested if it belongs to accumulated database. 

   All graph-n-grams that are not present in 

   normalcy database are detected as anomalous. 

Figure 7. Learning algorithm for n-gram components over graphs 

N-grams over OAG components capture system behavior at 

the level of program functional blocks such as complete network 

IO or file editing. This allows us to detect tampering with program 

control flow at a higher semantic level. 

IV. EXPERIMENTAL EVALUATION 

In this section we provide experimental evaluation for each 

step of the detection pipeline. The experimental data is available to 

the public [22]. 

IV.1. Experimental Setup 
In order to evaluate the IDS, we utilized the experiment featur-

ing three computers connected to a common network: victim com-

puter, attack computer, and IDS computer. The victim computer 

represents the Metasploitable Virtual Machine [16]. The 

Metasploitable Virtual Machine is an OS package, preconfigured 

with many exploitable services. In our experiments, we used FTP 

server (vsFTPd 2.3.4), Samba service (version 3.0.20-Debian), and 

HTTP Apache server (version 2.2.8) with PHP (version 5.2.12) 

installed. The victim computer was running a customized strace 

program, which forwarded the system call stream to IDS computer. 

The attacking computer is represented by Backtrack Linux, 

packaged with the Metasploit framework. Metasploit is a software 

package which comes with tools for vulnerability scanning and 

penetration testing [17]. Using Metasploit on the attacking com-

puter, we mounted an exploit against services on the victim ma-

chine. 

A third computer acts as our Intrusion Detection System. The 

IDS assembles system calls sent from the monitored victim into 

OAG components.  It then passes components into the anomaly 

detector. At the same time, all activity at the victim host is visual-

ized for expert analysis. 

IV.2. Component Database Stabilization 
To confirm that our IDS is capable of extracting a limited size 

OAG component database by processing a volume of system calls 

data, we ran several tests with loads of different natures: no load, 

FTP load, HTTP/PHP load, and Samba load. We exercised the 

FTP server with two different FTP clients by repeatedly connect-

ing/disconnecting, copying small and large volumes of data, 

changing file permissions, etc. The same approach was taken with 

the Samba server. The HTTP/PHP server was tested by manual 

browsing through the sample web site. The results are presented in 

Figure 8, where the Y-axis illustrates the total number of compo-

nents in the OAG component database profile, and the X-axis 

represents the system runtime in number of system calls. With 

time, all four graphs quickly flatten out, showing that the normalcy 

profile converges to certain size, which represents all functionality 

exercised by system. 

For each type of load, the absolute number of learned graph 

components, its average, and maximum sizes stored within the 

profile are presented in Table 1. 

TABLE 1. NORMALCY PROFILE METRICS 

 

No 

Load 
Samba FTP 

HTTP/

PHP 

Combined 

Profile 

Largest Component 10 8 8 12 12 

Number of System 

Calls 
94556 575800 483458 107086 1260900 

Number of Nodes 

in Components 
55 42 57 83 130 

Number of Compo-

nents 
13 11 15 17 26 

 

A useful feature of our IDS approach is the ability to combine 

different normalcy profiles into one normalcy profile. The com-

bined profile can be used to recognize behaviors from each incor-

porated profile. By its nature, the combined profile cannot contain 

duplicate components, therefore keeping only one copy of each. 

One may assume that components from the no load profile must be 

present in all subsequent profiles as a background. This is not 

entirely correct as background operations performed by various 

daemons are time dependent. Therefore, certain operations ob-

served in the no load profile are not present in Samba profile as we 

run Samba profiling at a different time. The combined profile 

automatically takes care of such issues. 

 

Figure 8. Stabilization of the graph component database size. 
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IV.3. N-gram Database Stabilization 
The next step is to confirm that the database of n-grams 

learned from the stream of OAG components according to algo-

rithm in Figure 7 converges to a limited size. Figure 9 shows that 

the database converges for both direct system call n-grams and 

OAG n-grams. This stabilization was observed under various 

loads: Idle, Samba, HTTP/PHP, and FTP. 

 

Figure 9. Stabilization of component 3-grams (solid line) and system call 3-

grams (dotted line) under no load 

One may notice that OAG n-gram database has much lower n-

gram counts in comparison to direct system call n-grams. We 

attribute this to the ability of our system to capture logically fin-

ished sequences of program actions.  

TABLE 2. COMPARISON OF N-GRAM PROFILE DATA 

  # Syscalls n 
OAG n-gram 

DB size 

direct n-grams DB 

size 

No Load 94556 

3 91 628 

5 194 1159 

10 390 2510 

Samba 575800 

3 67 449 

5 125 858 

10 384 2398 

FTP 483458 

3 182 2808 

5 467 9775 

10 1111 36005 

HTTP/ 

PHP 
107086 

3 126 1222 

5 263 2517 

10 558 4767 

 

The pitfall of direct n-grams is a small viewing window. As a 

result, events connected over a longer period are viewed by system 

as anomalies. The OAG-based system has much wider context 

awareness. As a result, it makes fewer errors and requires fewer n-

grams to achieve similar or better performance. As seen in Table 2, 

longer n-grams require larger databases to cover the same activity. 

Regardless of �, the OAG approach requires a significantly smaller 

database to capture program normal behavior. 

IV.4. Anomaly Detection 
In this section, we discuss the detection capability of the 

anomaly detection algorithm under three types of loads: file and 

print services (Samba), web services (HTTP/PHP), and file trans-

ferring services (FTP). 

Metasploitable, serving as our victim machine, is prepackaged 

with vulnerable services (see Table 3).  

All experiments were performed in real time according to the 

procedure featured in Figure 10. For all tests the n-gram normalcy 

profile is represented by a merged normal behavior for all loads. 

0. Start the IDS machine and load n-gram database. 

1. Start victim host. 

2. Enable system call tracing on the victim host. 

3. Start vulnerable service on the victim host. 

4. Exercise the service with a normal load. 

5. Launch the attack against vulnerable server. 

6. Observe detected anomalous n-grams. 

Figure 10. Experiment procedure 

In the experiments, we demonstrated the ability of OAG n-

gram and direct n-gram approaches to successfully detect anoma-

lies induced by exploitation attacks. Table 4 summarizes empirical 

data obtained in the experiments.  

Both approaches register anomalies induced by performed at-

tacks. Our OAG n-gram method matches the detection perfor-

mance of the direct n-gram approach. 

TABLE 3. EXPERIMENTAL SETUP 

Version Samba 3.020-Debian 

HTTP/PHP Apache 2.2.8/ 5.2.12 

FTP vsFTPd 2.3.4 

Exploit Samba /multi/samba/usermap_script 

HTTP/PHP /multi/http/php_cgi_arg_injection 

FTP /unix/ftp/vsftpd_234_backdoor 

Normal 

activity 

test 

Samba upload, download, delete, and create files 

and folders 

HTTP/PHP browsing hosted pages 

FTP upload, download, delete, and create files 

and folders 

 

Increasing values of n results in a greater number of anomalous 

grams detected. Therefore larger values of n are beneficial for 

increased sensitivity to attacks. Regardless of the gram size OAG 

approach shows lower anomaly counts. This is due to the OAG 

approach operating on a higher semantic level (graph component 

level) than direct n-grams (system call level).  

TABLE 4. ANOMALY DETECTION 

   n 

Anomalies 

direct n-gram OAG n-gram 

FTP 

3 182 27 

5 552 99 

10 1376 252 

SAMBA 

3 211 24 

5 509 81 

10 1028 261 

HTTP/ 

PHP 

3 54 3 

5 136 51 

10 341 82 
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IV.4.1. False Positive Rate 
To measure the false positive rate we repeated the experi-

mental procedure featured in Figure 10 however no attack was 

launched (no step 5). The results of the experiments are summa-

rized in Table 5.  

TABLE 5. FALSE POSITIVE RATE 

  n 

False positives 

direct n-gram OAG n-gram 

FTP 

3 144 6 

5 319 22 

10 668 60 

SAMBA 

3 1065 12 

5 2374 41 

10 4520 92 

HTTP/PHP 

3 49 3 

5 292 16 

10 467 47 

 

The OAG approach produces fewer false positives than the di-

rect n-gram approach across all services.  

IV.4.2. False Negative Rate 
Wagner and Dean proposed a statistical mimicry attack against 

n-gram based methods [18]. We significantly reduce the window 

of opportunity for such attacks. Now the attacker would need to 

mimic n-gram statistics, OAG components and OAG n-gram sta-

tistics to successfully evade detection. Wagner’s method relies on 

generating long lists of dummy system calls. These dummy system 

call sequences applied randomly will not match the OAG profile. 

Therefore proper implementation of Wanger’s attack under OAG 

will require generation of system call sequences that match the 

OAG profile. This means the attacker cannot sneak in any new 

functionality and is forced to use functional components already 

present in the system normalcy profile. 

IV.5. Performance Evaluation 
We present the runtime performance of our IDS in two dimen-

sions: capturing overhead and detection overhead. 

Capturing overhead measures the performance penalty in-

curred by strace. Tests performed using Samba, FTP, and PHP 

with strace enabled did not show noticeable slowdown. A synthet-

ic test using a custom program designed to stress system call inter-

face showed a tenfold runtime increase. The capturing overhead is 

dependent upon the mechanism used.  For example, a kernel driver 

implementation will result in negligible overhead ([9] reports less 

than 6% overhead). 

TABLE 6. DETECTION OVERHEAD 

  n 

Trace Length Time Spend Detecting 

system 

calls 

OAG 

components Direct OAG 

FTP 

3 11971 346 0.26 0.29 

5 11971 346 1.006 0.29 

10 11971 346 5.25 0.29 

Samba 

3 55163 341 9.25 0.35 

5 55163 341 34.29 0.37 

10 55163 341 128 0.36 

HTTP/ 

PHP 

3 9503 586 0.36 0.53 

5 9503 586 2.62 0.56 

10 9503 586 15.55 0.53 

 

Detection overhead measures the anomaly detector perfor-

mance's impact on system operation. For OAG based approach it 

includes reduction of raw data into graph components and graph 

gram matching. Table 6 shows that OAG n-gram matching ap-

proach is extremely efficient, resulting lower overhead when com-

pared to the direct n-gram method with larger n. As n increases, the 

OAG approach doesn’t slow down unlike the direct method. This 

can be attributed to a much smaller database of OAG n-grams. 

V. LIMITATIONS 

Our approach assumes a tamper-free data source. We do not 

have the ability to detect attacks completely hidden by rootkits 

[19]. However if a rootkit is used to hide only a certain subset of 

system calls it is likely to break the dependence of calls within 

OAG components or OAG n-grams thus revealing itself as an 

anomaly. The same is true for attacks relying on race conditions 

[20].  

Attacks that do not change the program control flow (such as 

[21]) are not detected by our IDS. However, several important 

cases of such attacks are still detectable. For example, when the 

attack alters the data flow, it results in changes of the OAG. 

Attacks that make use of misconfigured resources in a legiti-

mate way may not be detected if the same functionality is routine. 

Our approach for system normalcy relies on past system be-

havior. Any unidentifiable future behavior, benign or malicious, as 

previously discussed, will trigger an anomaly. 

VI. CONCLUSION 

The widespread use of malicious software continues to be an 

ever-growing concern. Our research resulted in a prototype IDS 

built on two key ideas: The transformation of system calls into 

graph components and matching their sequences.  

The IDS employs several novel concepts for program data 

flow processing. We establish an Object Access Graph (OAG) 

representing interdependent program operations over OS objects. 

The OAG is compressed to efficiently represent the essence of 

program activity. OAG components are subjected to a well known 

n-gram method.  

The developed IDS yielded promising results in several as-

pects. First, the IDS can detect attacks disguised as normal system 

operation by using existing program functionality. Second, our 

method significantly reduces the attack window by monitoring 

program behavior at different semantic levels.  

Experiments demonstrated both a reduction in the false posi-

tive rate as well as increased performance when compared to 

standard n-gram methods. Results also showed that the IDS is 

capable of detecting unknown attacks against system services. 

Our results show that achieving efficient anomaly detection is 

possible through the intelligent application of graph processing 

algorithms to system behavioral profiling. 
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Abstract—Topic specific forums, which contain a vast amount
of information can aid in providing very useful and informative
advice to their readers. Forums that are specific to scam com-
plaints (and reporting) can also aid in raising public awareness to
new scams and fraudulent activities, and provide the support for
a more pro-active approach to the early detection and prevention
of fraud. Accurate and efficient provision of contents from forum
sites are therefore very important, to provide information to aid
in preventive measures. In this paper, we acquire data from 6
popular and active scam reporting forums with varying ages
(from 1.07 to 9.45 years old). We then carry out an analysis to
investigate the ability to extract posts detailing victims’ encounter
with scams and fraud, based on the coverage via simple searches
on specific keywords and keyword combinations. We also carry
out an evaluation of the merchant coverage in each forum and
investigate the association of keywords to support future reliable
informative data provision from both topic-specific, and generic
forums and online sources.

Index Terms—Fraud detection, fraudulent merchant, fraudu-
lent activity analysis, scam, complaint, forum.

I. INTRODUCTION

The widespread use and contributions of knowledge in the
form of data uploaded to the Internet has made it a wealthy
source of information for any conceivable topics. One of the
most important platforms on the Web is the online forums.
Online web forums’ dynamically increasing contents, which is
contributed by millions of Internet users on a daily basis, has
led to its increasing richness of information. Its widespread
popularity is its facilitation of global, convenient, fast and
freely open discussions. Therefore, web forum data is an
accumulation of a vast collection of updated human knowledge
and viewpoints. Forums can thus be a highly valuable source
of online information for knowledge acquisition to build up
domain expertise [1], improve business intelligence [2], [3],
[4], and early detection of the presence (and study) of extremist
activities [5], [6], [7], [8], [9].

In [5], the authors proposed a framework for Web forum
data integration to support the analysis of interactions among
discussion participants. The targetted forums were Jihadist fo-
rums. The authors introduced features such as forum browsing
and searching, multi-lingual translation and social network
visualization in their work to support the early detection of
extremism activities.

In [7], the authors carried out an analysis of U.S. and
Middle Eastern extremist group forums. An affect lexicon
based on probabilistic disambiguation technique was proposed
to measure the presence of hate and violence related words

in the forums’ contents. The authors concluded that a strong
linear relationship exists between the usages of hate and
violence related words in the Middle Eastern extremist group
forums.

In [8], the authors evaluated the usage of stylistic and
syntactic features for the sentiment classification of English
and Arabic contents in Web forums. The authors concluded
that the stylistic features and their proposed entropy weighted
genetic algorithm (incorporating information-gain heuristic for
feature selection) could significantly enhance the sentiment
classification.

In [3], the authors conducted an experimental study by
asking consumers to gather online information on a spe-
cific product topic by accessing Web forums. The authors
concluded that consumers who acquired information from
online forum discussions reported a greater interest in the
selected product topic than those who acquired information
from marketer-generated sources.

In [4], the authors proposed a scoring technique to evaluate
specific product reviews and to summarize the opinions of the
product to the user. The methodology enables the user to save
time on reading all the reviews and at the same time, arrive
at a generic opinion of a product based on the reviews posted
on Web forums.

In [9], the authors proposed incorporating message content
similarity and response immediacy to measure the degree of
influence between any two users on Web forums. To ensure
an accurate approach of measurement, the authors proposed
the design of weight application and integration to the typical
user link analysis technique. The evaluation of the proposed
algorithms was carried out using the ACM Intelligence and
Security Informatics KDD challenge to show the potential in
identifying influential users.

However, there is no existing work which looks at the
analysis of fraudulent and scam related activity reporting
forums. Due to the important information they can provide,
we think it is necessary to be equipped with an understanding
of fraudulent and scam related activity reporting forums.
Therefore, in this work, we cover the analysis of fraudulent
and scam related activity reporting forums by collecting and
analysing a set of popular forums that provide a platform for
consumers to report their encounters as victims of scams and
frauds. Our work will enable a better understanding of such
forums to support the raising of public awareness to new scams
and fraudulent activities in the wild, and the early detection of
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such activities and potential merchants/companies involvement
or association.

There are existing works in the area of forum crawling [10],
[11], [12], [13], [14] and its content extraction [15], [16], [17],
[18], [19]. In this work, we focus on forum content analysis,
specifically in scam reporting forums. To the best of our
knowledge, this is the first work which carries out an analysis
of forum data on fraudulent and scam related activities.

Our main contributions in this paper are:
1) the collection of complete fraudulent and scam related

activity reporting posts from active forums ranging from
the age of 1.07 to 9.45 years

2) the generation of keywords relevant to fraudulent and
scam related activities from the preliminary analysis of
online sources of incidents reporting

3) the preparation of the list of companies reported in the
scambook forum

4) the analysis of the forums and evaluation of the ability
to detect posts detailing fraudulent and scam related ac-
tivities and events, based on i) our single keyword based
analysis, and ii) keyword combination based analysis

5) the evaluation of the merchants (or companies) coverage
in each forum, and the investigation of keyword associ-
ation with each merchant

This work will be valuable in i) providing an in-depth under-
standing of current popular forum sites related to fraudulent
and scam related activity reporting, ii) enabling us to make
recommendations based on the findings from this research, and
iii) generating top relevant keywords as supporting features to
detect merchants and activities related to fraud and scams in
both topic-specific and generic online sources.

The rest of the paper is organised as follow. In Section II,
we describe our target forums and carry out a preliminary
analysis to obtain useful statistics. In Section III, we propose
the analysis of the forum post data/content based on our
generated keyword list, and present and discuss our results. In
Section IV, we extract companies’ names from the scambook
forum, propose the procedural steps to clean the list to prevent
high false positives and false negatives during detection, and
analyse the coverage of these companies in each forum. We
also investigate the association of keywords with each of
these companies based on the post contents in the forums. In
Section V, we provide the recommendations to improve the
applicability and usefulness of the forums in raising public
awareness to new scams, and to support the early detection
of fraudulent merchants and activities, so as to enable a more
pro-active approach in the handling of fraud and scams. We
summarise the important findings in Section VI.

II. COLLECTION OF DATA FROM SCAM REPORTING
FORUMS

For our forum analysis research, we collect the contents
from the following 6 scam reporting forums, namely ex-
poseascam [20], realscam [21],scambaits [22], scambook [23],
scamfound [24], and scamvictimsunited [25]. These forums
allow users to post reports and complaints of their encounter

with scam related incidents. We analyse the dates of the posts
in the collected contents to obtain the first date of the post
(i.e., a forum’s start date) and the last date of the post (till
the end date of our retrieval of all the posts from each forum)
per forum, and compute their ages. However, an older age
does not imply that a forum is more active. We extract the
total threads and posts we find in each forum, and present
the information together with the forum’s age in Table I. We
notice that the age of the forums differs very widely. We also
notice that the activeness (i.e., the average threads/posts per
day/week/month, and the gaps between no posting activity) of
the forums differs too. Therefore, when conducting analysis in
the subsequent sections, we will carry out normalization for a
fair analysis when necessary.

Forum Total Total Age
Threads Posts (years)

exposeascam 2910 3439 1.07
realscam 1980 27264 2.28
scambaits 1677 9848 6.67
scambook 116430 116430 1.35
scamfound 242846 244248 3.08

scamvictimsunited 3354 16418 9.45

TABLE I: Forum Statistics

III. KEYWORD BASED ANALYSIS

To analyse the forum contents, we first generate a list
of keywords to identify the applicability of scam related
keywords in the detection of posts that provide details on the
relevant incidents. From our observation of scam reports and
consumer complaints online, we notice that the 28 keywords
in Table II are often used. Therefore, we generate the list of
keywords based on Table II for the keyword based analysis of
the collected forums’ data.

fraud cheat transaction unfair
charge liar unauthorize bill
rip-off illegal invalid scam

fee unethical drug compensate
hidden attack ripoff refund
steal unjust unauthorise porn

compensation defect damage rip

TABLE II: Keyword List

Based on the keyword list, we analyse the forums’ data
and identify the posts that contain any of the keyword/s. Each
word (separated by at least a word delimiter such as a space,
tab, comma, full stop) is extracted from the post contents and
a strict matching (i.e., not substring) with the keywords is
applied. The keyword matching against the contents of the
posts also provides us with the posts that are closely related
to scam activities, for further analysis.

Next, we analyse the frequency of keywords found in the
above identified posts. We analyse the posts to evaluate the
keyword frequency by returning the post count for each key-
word. In addition, we consider the large deviation in the forum
sizes (i.e., number of threads/posts) and activeness, and thus
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carry out a normalization of the keyword frequency against
the total posts per forum, to present the percentage of the
identified posts containing each keyword per forum, in Table
III. Note that each post may contain more than one keyword.
Therefore, the total percentage per forum may be over 100%.
We also compute and show the average normalized frequency
of each keyword across all the forums. We observe that the top
10 keywords, in decreasing order according to their respective
average normalized keyword frequency percentage, are scam,
fee, fraud, damage, charge, rip, bill, refund, transaction, and
liar. We can also see that 94.99% to 100% of the detected
posts contain the keyword “scam” across all the 6 forums.

Next, we investigate the applicability and frequency of the
combinations of keywords in the detection of scam related
activities. We identify posts with contents that match any
combination of the 28 keywords, and compute the number of
posts matching a strict keyword combination (i.e., if the post
content contains 3 different keywords, the post count will be
incremented by 1 for this 3-keyword combination only. This
computation is different from the 1-keyword based analysis
where a post having 2 different keyword matches will have
each post count incremented by 1 for each specific keyword.
The keyword combination based analysis also ignores the
order of the keyword appearance in the post contents.). We
then extract the top 10 keyword combinations (based on the
post counts) for each forum. To give a better view of the
coverage of the detected posts on scam related activities based
on each top keyword combination, we compute the normalized
coverage in terms of percentage. The normalization is carried
out over the total number of detected posts with any keyword
occurrence.

The normalized coverage provided by the top 10 keyword
combinations is shown in Table IV, with the total normalized
coverage percentage for each forum shown in the last row of
each sub-table (in bold). We observe from Table IV that with
our chosen list of keywords, the top 10 keyword combination
can identify 65.60% to 93.55% of the posts related to fraud-
ulent and scam activities.

IV. COMPANY BASED ANALYSIS

In this section, we analyse each forum based on their
ability to identify popular companies mentioned in scam
reporting forums. We retrieve the popular company list from
the scambook forum. The scambook forum provides a list of
the most popular companies based on their site’s post data.

We retrieve the list of 1986 company names but notice that
the list contains several names that may potentially generate
high false positives (and false negatives) in our analysis results.
Therefore, before we proceed, we clean up the company list
according to the following steps (with real examples given
from the original company list from the scambook forum).

1) Remove names with only numeric characters (e.g. 2012)
2) Remove all 1-character names
3) Remove all 2-character names if they contain only

alphabetic characters (e.g. UK, SG, OK)

4) Remove trailing words if they are location name follow-
ing a company name (e.g. “, London”, “, Oxford”) so
that posts reporting a company in another location can
also be detected

5) Remove trailing words if they are in short form and
depict the company’s liability or taxation type (e.g. Int’l,
Ltd, LLP, Co, Inc, LLC)

6) Remove top level domain name if the company name is
distinct enough without it (that is, do not remove the top
level domain name if the company name is for example,
cars.com or lends.net)

Other than cleaning up the company list by removing the
less effective detection terms, we also generate new company
names based on sub-string extraction of long company names
if the original company names are too specific and may
potentially results in high false negatives. An example is
“Gameest Int’l Network Sales” where we additionally create
another company name in the list for “Gameest”. The final list
contains 2019 company names.

As with the keyword based analysis, we also carry out a
strict form of matching for the company based analysis. In
addition, since we are carrying out the company based anal-
ysis using the company names generated from the scambook
forum, we exclude this forum from some experiments in this
section to remove the unfair bias in the analysis and evaluation.

First, we carry out an investigation on the number of
company names that are reported in the post contents in each
forum, and present the results in Table V.

We observe that there is no major overlap between the
other forums and the scambook’s existing reported companies,
with the exception of the scamfound forum. 47.60% of the
companies in the scambook forum can be seen as reported
in the scamfound forum. To better analyse and conclude on
the quality of the forums, it is necessary to understand if
the other forums do detect other additional companies not
included in the scambook forum’s list (i.e., not reported by
scambook members and users). However, the other forums do
not provide a company name list compilation. A fair evaluation
and comparison of all the forums should be carried out if such
lists are provided in future.

Next, we identify the posts in each forum that report the
companies in our list and compute the number of posts for
each company per forum. We then identify the top 20 detected
company names in each forum based on the number of posts
reporting them. We observe from the results that some detected
company names are not exactly distinctive as a company
name. Some obvious examples are “not sure”, “personal”,
“unknown” and “individual”. It is important to note that if
forums are to provide company name lists to aid in the
detection of fraudulent and scam related activities, they need
to be better maintained and cleaned up. Provision of such lists
will be very useful in raising the awareness on the fraudulent
merchants to look out for.

Another interesting observation from the results is the de-
tection of legitimate companies such as McDonalds, Walmart
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exposeascam realscam scambaits scambook scamfound scamvictimsunited Average Normalized Percentage
attack 2.09 3.34 0.70 0.21 0.03 0.59 1.16

bill 13.99 5.19 4.49 15.25 2.20 2.99 7.35
charge 17.53 3.65 1.95 42.09 6.04 4.64 12.65
cheat 2.33 0.61 0.28 0.78 0.69 0.63 5.32

compensate 0.26 0.22 0.28 0.14 0.01 0.11 0.17
compensation 0.44 1.12 0.48 0.33 0.06 0.31 0.46

damage 2.27 1.51 0.41 100.00 0.47 0.54 17.61
defect 0.90 0.09 0.03 0.93 0.47 0.06 0.41
drug 0.87 0.78 0.47 0.28 0.15 0.35 0.48
fee 18.67 22.35 10.18 16.26 97.64 11.52 29.44

fraud 23.18 12.33 10.33 11.96 5.76 13.82 12.90
hidden 1.63 0.58 0.12 0.30 0.15 0.20 0.50
illegal 1.63 4.14 0.55 1.83 0.53 0.85 1.59
invalid 0.23 0.14 0.40 0.28 0.05 0.08 0.20

liar 2.65 2.85 0.84 1.08 0.41 1.21 1.51
porn 0.23 2.65 0.15 0.19 0.03 0.03 0.55

refund 14.36 1.53 0.20 13.89 2.40 1.73 5.69
rip 18.26 18.41 4.54 10.85 3.18 3.67 9.82

rip-off 0.55 0.21 0.02 0.19 1.31 0.03 0.39
ripoff 3.05 0.45 0.00 0.75 0.34 0.18 0.80
scam 100.00 99.99 99.92 100.00 100.00 94.99 99.15
steal 5.55 1.40 0.92 1.67 0.39 1.13 1.84

transaction 2.30 0.98 5.15 6.91 0.27 2.85 3.08
unauthorise 0.26 0.01 0.01 0.91 0.31 0.01 0.25
unauthorize 1.22 0.13 0.16 10.18 2.22 0.13 2.34

unethical 1.42 0.46 2.73 0.18 0.36 0.06 0.87
unfair 0.81 0.45 0.11 0.23 0.30 0.14 0.34
unjust 0.06 0.12 0.03 0.04 0.03 0.07 0.06

TABLE III: Normalized Keyword Frequency - Post Count Per Keyword (in Percentage)

exposeascam realscam scambaits
scam: 30.13 scam: 45.94 scam: 69.24

fraud,scam: 10.32 rip,scam: 10.63 fraud,scam: 5.59
fee,scam: 5.21 fee,scam: 10.20 fee,scam: 4.81
rip,scam: 5.21 fraud,scam: 5.47 bill,scam: 3.01

refund,scam: 4.01 bill,fee,scam: 1.48 fraud,scam,unethical: 2.52
charge,scam: 3.95 fee,rip,scam: 1.40 rip,scam: 2.46

bill,fraud,scam: 3.75 porn,scam: 1.20 fee,scam,transaction: 1.88
bill,scam: 1.48 illegal,scam: 1.26 scam,transaction: 1.36

attack,bill,fraud,scam: 1.42 fee,fraud,scam: 1.18 charge,scam: 0.57
charge,fee,scam: 1.31 bill,scam: 0.95 scam,steal: 0.43

66.79 79.71 91.85
scambook scamfound scamvictimsunited

damage,scam: 28.23 fee,scam: 75.96 scam: 64.80
charge,damage,scam: 12.63 fraud,scam: 4.61 fraud,scam: 8.22

damage,fee,scam: 3.76 charge,fee,scam: 3.52 fee,scam: 5.81
damage,refund,scam: 3.37 fee,refund,scam: 1.91 rip,scam: 1.56

bill,charge,damage,scam: 3.21 scam: 1.91 charge,scam: 1.49
damage,fraud,scam: 3.12 bill,fee,scam: 1.54 bill,scam: 1.24

bill,damage, charge,fee,scam, fee,fraud,
scam: 3.04 unauthorize: 1.23 scam: 1.13

charge,damage,scam, fee,rip,rip-off scam,
unauthorize: 3.03 ,scam: 1.20 transaction: 1.09

damage,rip,scam: 2.95 fee,rip,scam: 1.05 fee: 0.90
charge,damage,fee,scam: 2.28 fee,scam,unauthorize: 0.63 fraud: 0.73

65.60 93.55 86.96

TABLE IV: Top 10 Keyword Combinations for Each Forum (with Normalized Post Coverage in Percentage)
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Forum Number of Percentage of
Companies Companies

exposeascam 121 5.99
realscam 92 4.56
scambaits 54 2.67
scamfound 961 47.60

scamvictimsunited 79 3.91

TABLE V: Number and Percentage of Companies Detected in
Forum

and Apple, with a high number of reported cases (i.e., in terms
of the number of posts). A highly probable reason is the use
of these legitimate platforms and their resources by scammers
and fraudulent merchants to carry out scam related activities
(e.g., advertising). In the case where these companies offer
legitimate and highly popular products, the reports may also
be associated with counterfeit products being advertised or
sold as legitimate ones by the fraudulent merchants.

Other than that, we also observe that some companies are
actually reported to be directly linked to complaints of scams
and fraudulent activities. Some examples are C2 and C15 (as
shown in Table VI), which have been reported in the forums
to be associated with feedbacks such as delivering skin-care
products that caused serious negative reactions, charging cus-
tomers’ credit cards without authorization, and/or recursively,
or that they are uncontactable for feedback/refund thereafter.

Next, we carry out an analysis to identify the keywords
associated with a selected set of the detected companies. By
“associated”, we do not mean that the keywords are indicative
of the description of the company’s activities. We mean that
the keywords as well as the company name are within the
contents of a same post.

For the company name and associated keyword analysis, we
eliminate detected companies which do not have distinctive
company names, or are well-established legitimate, high set-
up cost companies, financial institutions and multi-national
companies. We notice that the remaining companies are mainly
online merchants or shops associated with multi-level market-
ing, pharmaceutical products, dating/matchmaking, advertis-
ing, etc. We extract the top keyword combination associated
with each selected company name from each forum, consol-
idate them across all the forums, and present the selected
companies from the top 20 detected companies and the as-
sociated keywords (as found in the post contents) in Table VI.
In this table, company names are modified to preserve their
identities as the objective of this analysis is simply to identify
useful keywords associated with companies being flagged or
complaint against.

While searching for the top keyword combination for the
selected companies in the forums, we notice that even though
some companies are not in the top 20 results of some forums,
they do exist within the forums’ post contents. We compile
a list to indicate the presence or absence of the selected
companies within each forum, and present the results in Table
VI. Since the company list is generated from the scambook
forum, it is excluded from this analysis.

From Table VI, we can see that there is a significant
overlap in the presence of the detected top companies among
the forums. However, the total overlap for most companies
is minimal in some forums. Therefore, to enable a better
detection of the fraudulent and scam related merchants and
activities, we should rely on the detection results from multiple
sources and carry out correlations, to obtain a better detection
accuracy with a low false positive rate. There is also a need
to eliminate false positives due to the wide presence of well-
known legitimate sources. This elimination can be through
a whitelist configuration and should only be implemented
when it is definite that these companies do not provide
resources that may be exploited by fraudulent merchants and
scammers. However, a scenario that may not be avoidable is
when scammers exploit the well-established reputation of such
legitimate companies and use these company names to carry
out malicious activities such as scamming and phishing.

V. DISCUSSION

Based on this research and the observations, an impor-
tant recommendation is the need for the provision of well-
maintained fraudulent merchants or company list by scam
reporting forums. The availability of this resource will enhance
the value of these forums and fulfill their main purpose in
providing readers with valuable information on the fraudulent
merchants and scams to avoid. In addition, such lists and
information could also be used by companies providing e-
payment services to monitor the on-going status and reputation
of their registered merchants, so as to take immediate action
in the event of any violation of their terms and policies.

As our work is to investigate the possibility to raise public
awareness to scams and fraud, and to enable the early detection
of such malicious activities in the wild, it is necessary to ensure
the quality of the detected results to prevent false triggering
for investigations. The first and most important step would be
to ensure the reliability and trustworthiness of the information
from the online sources and forums. Scam reporting forums
can incorporate moderation of the posts submitted to their
forums to ensure that they are accurate through the provision
of concrete supporting evidence (e.g. legal incident report,
transaction statement) from the incident reporting user. This
step may incur an additional overhead but is essential in
ensuring the quality of the data in the forum.

VI. CONCLUSION

In this paper, we have carried out a fraudulent and scam
related activity reporting forum data analysis. We collected the
posts from 6 popular and active scam reporting forums, and
generated a list of relevant keywords based on our preliminary
analysis and knowledge of online sources on scam incident
reporting. We then carried out an investigation on the ability
to detect posts relevant to fraud and scams based on different
keyword-based analysis scenario. We showed through our
analysis that the choice of a single keyword can have an
average coverage of 99.15% of the posts. However, the single
keyword based detection can result in high false positives
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Company Associated Keywords exposeascam realscam scambaits scamfound scamvictimsunited
C1 fee,scam ⋆
C2 fee,scam ⋆
C3 fee,fraud,scam,transaction ⋆ ⋆ ⋆
C4 charge,scam,transaction,unauthorise ⋆ ⋆ ⋆ ⋆
C5 bill,charge,fee,scam,unfair ⋆ ⋆
C6 bill,charge,fee,illegal,refund,scam,unfair ⋆ ⋆ ⋆
C7 fee,scam ⋆ ⋆
C8 fee,scam ⋆
C9 fee,fraud,scam ⋆ ⋆ ⋆
C10 fee,scam,unethical ⋆ ⋆ ⋆ ⋆
C11 fee,fraud,scam ⋆ ⋆ ⋆ ⋆
C12 fee,fraud,scam ⋆
C13 fee,fraud,scam,steal ⋆ ⋆
C14 fee,scam ⋆
C15 bill,fee,refund,rip,scam ⋆
C16 fee,fraud,scam ⋆ ⋆ ⋆
C17 charge,fee,scam,unauthorize ⋆
C18 fee,porn,scam,unauthorize,steal ⋆ ⋆ ⋆
C19 charge,fee,fraud,scam,transaction ⋆ ⋆ ⋆ ⋆ ⋆
C20 fee,illegal,scam ⋆
C21 scam ⋆

TABLE VI: Detected Individual Company and Associated Keywords in Post Contents, and Evidence of Presence of Detected
Companies in Forums

when the detection feature is applied to generic online source.
Therefore, we investigated the different keyword combinations
and showed that the identification and selection of the top
10 keyword combinations is sufficient to support 65.60% to
93.55% coverage of the posts in the forums. We also evaluated
the coverage of companies in the forums and investigated
the association of keywords with each company. Our results
showed that the merchant coverage in the forums is sufficiently
wide for the identified popular companies. Based on our
findings, we proposed some important recommendations to
improve and enhance the applicability of forums and online
sources in raising public awareness to new scams and fraud,
and the early detection and prevention of such incidents to
new potential victims.
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Abstract—Risk management constitutes a basis for decision mak-
ing in a business continuity plan, since it creates a view that allows
to identify and control risks that can compromise the assets of a
given organization. Despite the existence of several methodologies
to estimate the severity of these threats, preview evidence has
demonstrated that the presence of human data sources for
risk analysis can produce biased results, thus compromising the
business continuity as a result of wrong-guided investments. In
this work, we present an approach that reduces human biases by
weighting risk evaluations using a reliability level of the sources,
based on risk treatment performance. The experiments showed
that the usage of reliability scores can effectively increase the
accuracy of risk estimation, becoming a tool to minimize and/or
eliminate those data sources that provoke the deviation of risk
assessment results.

Keywords–Business continuity; security; risk assessment; accu-
racy; decision making

I. INTRODUCTION

Business continuity management is a tool aimed to guar-
antee the delivery of services in presence of risk expositions.
To achieve its goals, it requires the creation of a business
continuity plan that describes strategies to control risks by
mitigating their causes, effects and also ensuring the existence
of contingent measures to reduce the impacts of catastrophic
events [1].

Within the context of information security, the standard
ISO 27005:2011 proposes the implementation of a risk man-
agement process that can be applied as a part of a busi-
ness continuity plan [2], the main objective of which is to
establish, prioritize and control those activities regarding to
risks, enabling a balance between risk mitigation costs and
risk mitigation actions.

One of the most important phases into a risk management
program is the risk assessment phase, because the information
generated at this stage guides all actions regarding to risks.
The risk assessment phase is usually framed in two categories:
quantitative risk assessments and qualitative risk assessments
[3]. The last category has a significant prevalence because of
the practical considerations in analysis and manipulation of
data. Nevertheless, quantitative assessment claims for deter-
ministic data. Thus, it is very common to map expert opinions
to numerical values in terms of probabilistic functions [4].

Although the usage of expert opinions can provide in-
formation not perceptible with other sources, the data by
itself could present biases due the subjective nature of human
judgment [5], which in the context of information security
means that security risks are wrongly estimated, leading to
wrong investment and treatment actions.

To counteract this situation, this paper presents an iterative
and incremental approach to improve the accuracy in risk
assessments. Under the hypothesis that it is possible to estab-
lish the reliability score of a human opinion, we assume that
reliability could be used to emphasize more reliable opinions,
and propose a new approach to improve the performance of
the resultant risk priorities.

For the measurement of the reliability levels, our work uses
a combination of personalized views of trust and performance
metrics as reputation, reducing the consequences in each risk
assessment by refining the trust with updates based on risk
treatment performance.

The rest of this paper is organized as follows. Section II
introduces fundamental concepts for the scope of the paper
and related work. Section III presents the approach for the
increment of risk assessment accuracy. Section IV presents
the experiments and results. Finally, Section V presents the
conclusions of this work.

II. BACKGROUND

A. Risk management with ISO 27005:2011

The ISO 27005:2011 risk management process is com-
posed by eight phases that aim to define, estimate and control
those risks that threaten the assets of an organization [2].

In a regular implementation of the standard, the process is
executed following this sequence: first, the scope of the risk
management is defined by the context definition phase; second,
the risks are identified, their priority is estimated and the
actions to counteract them are defined in the risk assessment
phase; third, a decision is made to define which risks will
be mitigated and which others will be assumed, inside the
treatment and acceptance phases; then all the decisions and
actions are communicated to all stakeholders, implementing
also a monitoring and review phase. This cycle is repeated if
the default time period between risk assessments has expired
or if the risk indicators are not presenting satisfactory results,
where the decision to start another cycle is dependent on the
policy of each organization.

B. From risk divergences to risk biases

Since the standard ISO works as a code of practice,
a variety of methods has been developed for each of its
phases, and in phases like risk assessment these differences
can lead to divergent results between methods. Then, aiming to
create a representative result between a set of methodologies,
Amaral et al. [5] proposed a composition of common assess-
ment methods. The creation of this composition achieved a
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promissory normalization between the results of the methods,
and it also evidenced that the results of risk assessments
can be biased by the source of data, which in the case of
the methods on the composition -Information Security Risk
Analysis Method (ISRAM) [6], Austrian Risk Management
Approach (ARIMA) [7], Failure Mode and Effect Analysis
(FMEA) [8] and Automated Risk and Utility Management
(AURUM) [9]- are interviews with experts, who had different
background and competences that consequently led to biased
risk opinions.

Although the selection of fully deterministic sources seems
as the shortest path to eliminate biases, there are situations
where is not possible to establish a “hard data source”, mostly
because of lack of historical data regarding to risks. So, given
the existence of environments where these opinions cannot be
discarded, one way to affirm that the opinions are reliable
depends on the expert himself, since the opinion generated
by reliable origins is deemed as reliable [10].

However, the possibility to use the reliability of an expert
inside its community, i.e., its trust score in relation to others is
non-trivial. In fact, trust as a computational concept requires
complex models with techniques like direct measurements,
simple reputation models and recently social networks analysis
[11].

C. Related works

The model presented by Workman [12] suggests that most
of the security decision making literature is focused in situa-
tional factors, but it does not considers the biases that could
affect these factors, suggesting that biases are a non solved
research problem that needs more studies.

In the same context Banerjee [13], tries to reduce the
biases by modifying the perceived scale of risks, based on the
hypothesis that risk perceptions have a logarithmic behavior
instead of linear, adjusting the mediocrity line of perceived
risks.

With a managerial approach, Primão et al. [14] focuses
the reduction of biases by using a controlled selection of risk
assessment participants based on skills, using a contextualized
definition of the required competences to be a risk assessment
participant.

Focused on smart grids, Lopez et al. [15] proposes an
alert mechanism that supervises patterns of behavior of the
systems that belong to the smart grid. This mechanism generate
alerts to trigger human actions, and most importantly, it assigns
responsibilities for those actions by reputation scores. It recog-
nizes the existence of individuals with different competences,
using to construct the reputation with variables like feedback,
criticality of the alert, operator’s workload and the time of
response for the incident.

Finally, Khambhammettu et al. [16] presents a framework
for risk assessment in access control systems, which focus their
contributions on making authorization decisions by comparing
security risks for access requests based on a four dimensional
approach: object-sensitivity, subject-trustworthiness and two
additional scopes combining sensitivity and trustworthiness.

This work differs from them by the following reasons: i)
It presents an approach that improves accuracy by reducing

biases with reliability; ii) It does not require a selection of
participants of risk management based on skills; iii) It does not
reconfigure the perception scales; iv) Since the reputation is
context dependent, this work uses specific variables from risk
management context; v) It presents a reliability based approach
that can use diverse sources of initial trust.

III. RISK MANAGEMENT WITH IMPROVED ACCURACY

A. Hypothesis and big picture

Considering that is possible determine the reliability level
of a person within an organization, this approach uses this
reliability to improve the accuracy of risk management by
emphasizing the opinions of those members with higher relia-
bility. The approach is built upon the fact that trust and risk are
closely related concepts, because trust is the disposition that a
person has to rely on another person’s opinions in relations that
involve risks; namely a parameter that explains the ability of
a person to estimate the risks severity in front of possibilities
of deceptions and bad results [17].

To determine and use the reliability levels previous works
were adapted, modifying their characteristics and introducing
a social network analysis element as shown in Figure 1, that
has as basis the work of Amaral et al. [5] in which the problem
appeared.
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Figure 1. Trust based risk assessment.

This new version of the cycle uses the trust between
members of the organization to determine the reliability of a
person. For that, it is used an algorithm originally designed for
recommender systems called TrustWebRank [18] adapting it
to the risk assessment characteristics by remodeling its update
function and presenting a global metric of reliability based on
[19] ideas, denominated Relevance.

Once the Relevance value is calculated, it is introduced
into the risk assessment composition using a mathematical
weight approach. This approach was selected because it over-
passes the performance of other complex approaches while
generating equivalent results [4]. From here, a coefficient
that indicates the priority of a risk is obtained, denominated
Composite Risk Index (CRI), that now reflects the evaluators
reliability and is used to guide the investments.

To monitor and review the performance of the treatments,
this approach uses Key Risk Indicators (KRI), present in
many popular risk management methodologies like [20], rep-
resenting instant metrics of risk events (those that facilitate
apparition of risks).
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Since the apparition of one risk can have multiple factors,
the relation between KRI and Risks is considered as many-
to-many, thus this approach presents a performance indicator
denominated Performance of risk (Prisk), based on the KRI
benchmark presented by Talbot [21].

B. Interaction between components

For the creation of this approach, the following assump-
tions were taken: i) The computation of Relevance is executed
prior to any analysis activity, and the first execution is achieved
using an initial trust in the form of witness information
(WI), i.e., the actual trust among peers. Then, the subsequent
Relevance values are a product of an aggregation of direct
observations (DO), i.e., the performance of subsequent risk
management cycles and the original witness information (WI).
Both kinds of trust are explained in [22]; ii) The organiza-
tion structure is represented by an informal social network,
conformed by links that represent the interaction between the
organization’s members who act as agents; iii) The organi-
zation is willing to monitor its risk treatment performance
to update its trust perception based on results, there is not
conspiratorial groups, and the risk management is performed
by a risk management committee in behalf of all the peers and
organization divisions.

The reliability level given to an agent inside a social net-
work is formally defined as trust centrality, and TrustWebRank
computes it based on the feedback centrality, meaning that the
direct trust Tij between an agent i to the opinions r of an
agent j can be adjusted by using the trust between neighbors
k of i for the agent j and the trust that j has for its neighbors
k, giving as a result an indirect trust value T̃ij .

Although TrustWebRank can be executed in a step-by-step
style by every pair of nodes, their creators presented an alter-
native based on matrixes given by (1), where T̃ represents the
matrix of indirect trust values calculated with TrustWebRank,
I the identity matrix, β an adjustment factor, and S a stochastic
matrix of direct trust normalized values given by (2). The value
for β is explained with detail at Section IV.

T̃ = (I − βS)−1S (1)

Sij =
Tij∑

k∈Ni

Tik
(2)

Then, to create a global reliability value to use it as weight
in risk opinions, the personalized values are collapsed to a
global metric Relevance (R). The relevance Ri of an agent
i inside the organization structure is defined as the average of
the indirect trust values of every agent l that belongs to the
group of agents N , where N is the group of agents that have
a trust value for i above the threshold τ = 0.01 (as established
by [19]). The equation of Relevance is presented in (3).

Relevance value could also be used to select the risk
assessment committee members (as it is used in the following
sections). Nevertheless, a selection based solely on their trust
score is not mandatory.

Ri =

∑
l∈N>τ

T̃li

|N > τ |
(3)

After the context definition and reliability quantification,
the identification phase takes place by using brainstorming
techniques between the members of the risk committee. The
risks are now evaluated by the members of risk committee
giving their opinion about the probability(P ), detection(D),
frequency(F ), impact(I) and severity(S) of each risk using a
standardized interview with questions in form of likert scales
of five steps (very low, low, medium, high, very high), aiming
to map their opinions to numerical values.

Once that opinions were assessed, these are used to create
a risk ranking based on priority. This step is achieved by using
a variant of the original risk assessment composition, which
now considers Relevance, as is presented in (4). .

ARIMA = ((I + ((P − 1) ∗ 0.5)) ∗ 100) ∗Ri/5
ISRAM = ((P ∗ I) ∗ 100) ∗Ri/25

AURUM = ((P ∗ I) ∗ 100) ∗Ri/100

FMEA = ((S ∗O ∗D) ∗ 100) ∗Ri/125

(4)

In this version of the equations, the risk estimations are
calculated for each risk using all methods of the composition,
and the results are condensed by using (5), where MTR
corresponds to methods’ total result and Mr to the group
of methods used in the composition. Note that a group of
MTR values will be generated, with a size of np ∗ nr, where
np corresponds to the quantity of participants in the risk
assessment committee and nr to the quantity of risks

To guide the decision-making process, MTR values are
collapsed again to obtain a composite risk index (CRI) for
every risk r, where r is given by the average of the group
MTRr that corresponds to the MTR results concerning to
the risk r as (6) shows, obtaining as a result a list of CRI
useful to sort risks by priority.

MTR =

∑
m∈Mr

m

|Mr|
(5)

CRI =

∑
i∈MTRr

MTRi

|MTRr|
(6)

With the introduction of Relevance as a weight, the
interval of values for CRI tends to shrink, nevertheless, this
condition is ignored because CRI value is used only as a
comparator of itself, i.e., index and does not have any other
numerical significance. Now, using the CRI values, the assess-
ment committee defines the risks treatment strategy with four
possible actions -reduce, avoid, retain and outsource-, existing
also a need to define how the performance of these actions will
be monitored. For that, a Prisk indicator in form of benchmark
was created, comparing the ideal state or risk events to their
actual state using KRI indicators as the comparable elements.

KRI indicators are instant measures of the status of events
that could derive in risks, achieving its goal by capturing
several representations of the state of those events between
two risk assessment executions. Hence, the Prisk indicator for
a risk r is modeled as the difference of the average of the group
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of values VMaxKRI that contains the greatest value reached by
every KRI that has relation with r and the average of the group
of values VIdeal that contains the ideal value for every KRI
that has a relation with r, presented in (7).

Prisk =

∑
v∈VMaxKRI

v

|VMaxKRI |
−

∑
v∈VIdeal

v

|VIdeal|
(7)

In Prisk equation, if the average of VMaxKRI exceeds or
equals the average of the ideal state VIdeal means that the risk
was treated with good performance and Prisk value is positive.
But, if the average of VIdeal is above the average of VMaxKRI

means that the risk treatment was not enough to reach risk
goals and probably the risk needed more investments.

With the measurement of risk treatment performance, it
is possible to update the reliability of every participant based
on the effectiveness of their opinion -i.e Direct Observations
(DO)-. For that, TrustWebRank’s equation of utility is simpli-
fied as uij = PRisk, where j can be any agent that had an
opinion about the risk, i.e., a member of the risk management
committee, meaning that the trust of any agent i to the opinion
of j is updated based on the results of the opinions of j.

For the purposes of risk analysis, it is desirable a “slow
positive-fast negative” dynamic of trust, where the increment
of trust is a slow process, but the decay in front of losses does
not depend on many deception events [23]. This concept is
achieved by introducing two trust limits κ = 0.2 and γ = 0.6
(established by simulation), a change from the original update
intervals of TrustWebRank’s function. Equation (8) formalizes
the new update function, where T̆ij corresponds to the updated
direct trust value.

T̆ij =


Tij + (1− γ)|PRisk|
if Prisk > 0
Tij − (1− κ)|PRisk|
if Prisk ≤ 0

(8)

IV. EXPERIMENTS

To state if our proposal effectively increases the accuracy of
the risk assessment, we evaluated its performance comparing it
to Amaral et.al. [5] approach. Both approaches were evaluated
in a testbed to answer the following research questions:

• Does the accuracy of risk management is increased?
• Does the size of the committee represents influence?
• Does the approach reproduces the "slow positive-fast

negative" behavior?
• Does the approach works against wrong trust scores?
• Is the initial trust a factor for the effectiveness?

For the execution of the testbed, it was necessary to select
fair metrics of comparison and obtain them from a simulation.

A. Simulator

To create a simulation that avoids convergences to ideal but
unrealistic results, the simulator combines a set of random but
parameterizable generators for the trust between peers, treat-
ment performance and risk opinions with a network generator
algorithm. The architecture is detailed at Figure 2.

Figure 2. Simulator components

By using Kleinberg’s small world algorithm [24] imple-
mented with JUNG [25], the social network manager repre-
sents organizations’ structures as social networks, selected due
its usage of power-law distribution, commonly accepted as a
good representation of real world social networks.

The generators of trust scores, performance metrics and the
risk opinions were designed in a form that avoids any direct
influence over the results using profiles, sets of intervals which
represent sets of values that correspond to common conditions
for every element of the simulation (behavioral profiles for
trust scores, criticality of risks for risk evaluation and gain/loss
profiles for risk treatments). The corresponding intervals of
values for every profile are detailed at Table I.

TABLE I. INTERVALS OF SIMULATION PROFILES

Category Profile ID Interval
Trust profile KNOWN [0,0.3)

COMPANION [0.3,0.6)
FRIEND [0.6,1]

Risk evaluation pro-
file

RANDOM [very low, low, medium,
high, very high]

SECONDARY [very low, low, medium]
CRITICAL [high, very high]

Performance profile GOOD [0,0.5)
BAD (-0.5,0)

B. Evaluation criteria

To achieve the creation of a fair testbed, we selected some
indicators from CIS [26] as base of comparison, specifically
those that have direct relation to risk management and can be
adequately represented by simulation.

Incidents quantity. A high-priority risk that falls outside
the first third of priorities is considered as incident due its
likeness to receive few investments.

Cost of incidents. For illustrative purposes a fixed value
of $ 1000 is attributed to every incident.

Time from discovery to containment. Represented as
the number of steps to reach a zero value for Relevance,
indicating the ability to discard bad opinions.

Also, to enhance the elimination of tendentious results, the
simulator was configured to represent the following structure:

1) Social network size: 50 agents;
2) Risk assessment committee size: 10 agents;
3) Quantity of risks: 15 risks.
4) Priority of risks: 3 CRITICAL risks (r1, r2, r3), others

considered as SECONDARY risks;
5) Trust profiles: 2 agents with FRIEND profiles, others

considered as COMPANION agents;
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C. Preliminary simulations for trust dynamic

In order to define proper values for the control parameters
described at section III-B, the simulator was configured to
minimize the influence of relevance, treatment performance
and risk estimations by producing fixed values. Latter, the
simulator executed 10 continuous risk management cycles for
10 different values for each of the control parameters (γ, κ
and β), using 0.1 as the distance between the evaluated values,
obtaining the results presented in Figures 3, 4 and 5, which
present the relevance of the risk committee participant with
the higher initial trust value.

Figure 3. Relevance scores for different γ values

Figure 3 presents the evolution of relevance for γ. In
this simulation, while larger is the value of γ, lower will be
the speed with which the coefficient of relevance increases,
reaching a point where there is no increase in the case that
γ = 0.1. It can also be observed that the original value of
TrustWebRank γ = 0.6 is located at an intermediate point
between a rapid increase of trust and a lack of confidence
trust, so it is conserved.

Figure 4. Relevance scores for different κ values

Figure 4 presents the evolution of relevance for different
κ values. It is observed that while larger is the value of κ,
lower is the decrement of relevance. Considering that a fast
decrement of trust is desired to penalize wrong opinions, a
value of κ = 0.2 was selected. With this value, it is possible
to discard wrong opinions at the fourth execution, observing
also a minimum relevance on third execution. This value was
selected instead of κ = 0.1 to give a little margin for future
modifications.

Finally, Figure 5 presents the evolution of relevance for

Figure 5. Relevance scores for different β values

different β values. Unlike the previous simulations, the in-
crease of β does not create an uniform variance of relevance.
Is also noted that while most β values on the range [0,0.6]
have similar behavior, those starting from β = 0.7 present a
significant increment, being observed an intermediate value at
β = 0.8 and an extreme value at β = 0.9. In consequence the
β = 0.8 was selected.

D. Trust weight impact

Since the bias which affects the accuracy is caused by the
proportion between good and bad opinions, this test aimed
to state if the proportion between good risk evaluators and
the committee size has an impact on the effectiveness. The
simulator was configured to represent a bias like good opinions
that are neglected by its proportion in relation to the total of
opinions. Therefore, the simulations reproduced an assessment
where the risk r1, r2 and r3 are rated CRITICAL only by the
agents with FRIEND profile, and as SECONDARY by the
rest of the committee members; setting all other risks with a
SECONDARY profile for all of the committee members.

With these parameters, we evaluated committees of differ-
ent sizes from 6 to 18 members, testing 50 different graphs for
every committee size; considering as a representative value of
every size the sum of the incidents on all structures. Table II
shows the results for two reliable opinions and Table III for
four reliable opinions.

TABLE II. RISK COMMITTEE SIMULATIONS WITH TWO RELIABLE
OPINIONS

Committee
Size

Incidents
Qty.

Est.
Value

Incidents
Qty.
w/Trust

Est.
Value
w/Trust

Trust/
Original

6 22 $22,000.00 18 $18,000.00 0.82
7 25 $25,000.00 13 $13,000.00 0.52
8 26 $26,000.00 18 $18,000.00 0.69
9 34 $34,000.00 29 $29,000.00 0.85
10 38 $38,000.00 20 $20,000.00 0.53
11 37 $37,000.00 27 $27,000.00 0.73
12 37 $37,000.00 37 $37,000.00 1.00
13 47 $47,000.00 28 $28,000.00 0.60
14 48 $48,000.00 30 $30,000.00 0.63
15 52 $52,000.00 38 $38,000.00 0.73
16 45 $45,000.00 47 $47,000.00 1.04
17 56 $56,000.00 42 $42,000.00 0.75
18 48 $48,000.00 42 $42,000.00 0.88

Total
incidents

515 Total
incidents

389

Value $515,000.00 Value $389,000.00

From Table II, it can be observed that the relation reli-
able agents/total agents has a proportional influence on the
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TABLE III. RISK COMMITTEE SIMULATIONS WITH FOUR RELIABLE
OPINIONS

Committee
Size

Incidents
Qty.

Est.
Value

Incidents
Qty.
w/Trust

Est.
Value
w/Trust

Trust/
Original

6 1 $1,000.00 0 $0.00 0.00
7 1 $1,000.00 0 $1,000.00 0.00
8 1 $1,000.00 0 $0.00 0.00
9 4 $4,000.00 1 $1,000.00 0.25
10 5 $5,000.00 0 $0.00 0.00
11 7 $7,000.00 2 $2,000.00 0.29
12 6 $6,000.00 1 $4,000.00 0.17
13 6 $6,000.00 4 $1,000.00 0.67
14 7 $7,000.00 2 $6,000.00 0.29
15 12 $12,000.00 7 $5,000.00 0.58
16 15 $15,000.00 5 $8,000.00 0.33
17 14 $14,000.00 8 $7,000.00 0.57
18 12 $12,000.00 6 $4,000.00 0.50

Total
incidents

91 Total
incidents

36

Value $91,000.00 Value $39,000.00

effectiveness of good opinions, where the number of incidents
grows as the size of risk committee grows. This relation is
also replicated by our approach, but it presented better results
reaching a reduction of incidents with a relation of 389/515 =
0.76 (24% improvement of accuracy), representing a reduction
of $11500 with the defined cost per incident.

In the same line, Table III shows that the increase of
the quantity of reliable agents, also increased the accuracy of
the assessments, generating a relation of 36/91 = 0.40 (60%
improvement of accuracy) that represents an increase of 36%
for the effectiveness in relation to the first test.

E. Resistance to bad bootstrap trust

A condition that was evident in the tests of past section
is that under undesirable conditions like wrong trust scores
between peers, the process can derive in wrong emphasis
to opinions that could lead to poor results. Thus, to state
the resistance of our approach in front of bad bootstrap
opinions, we inverted the agents opinions, meaning that the
two agents with FRIEND profile, qualify risks r1, r2, r3 as
SECONDARY (wrong qualification) and the other agents that
present less Relevance, qualify them as CRITICAL (good
qualification). Besides this, any other risks opinions were set
as SECONDARY.

Figure 6 shows the variation of the Relevance value for
10 consecutive executions over the same graph, presenting
the evolution for the whole risk assessment committee. The
simulation shown that Relevance values for agent 29 and
agent 11 suffered a decline as a consequence of their bad
opinions, demonstrating that our process is able to adjust
the relevance scores properly. Moreover, is observed that the
relevance scores of the wrong opinions reached similar values
to those presented by agents with good opinions in the second
execution, and they were definitively eliminated at execution
four, presenting also a “slow positive-fast negative” behavior.

F. Absence of bootstrap trust

Considering the existence of environments where peer trust
measurement cannot be carried out easily, in this test we
reconfigured the conditions from the previous section but now
setting the trust between peers with a fixed value of 1.

Figure 6. Relevance scores evolution over time

Figure 7. Relevance scores without bootstrap trust

Figure 7 shows that in presence of fixed trust opinions
between peers, all agents receive almost uniform relevance
values, presenting subtle differences as a product of the social
network structure. Despite this, the simulations demonstrated
that our procedure is still able to update the relevance scores,
based solely on the subsequent events performance.

G. Non-linear evolution

The experiments presented above show that our approach
achieves the desired behavior and effectiveness, thus we de-
cided to run a test that considers change of opinions between
executions of risk assessments. For this, we took as a basis the
conditions presented in Section IV-E, but now, setting the risk
evaluations as RANDOM. Generating the results presented at
Figure 8.

Figure 8. Relevance scores with random changes of opinion

227Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-324-7

ICDS 2014 : The Eighth International Conference on Digital Society

                         239 / 240



In Figure 8, it can be observed that negative performance
results had a greater impact in relation to the positive perfor-
mance results. However, the results also show that the trust
update process managed properly the increases and decreases
of trust, where those agents with constant bad opinions like
agent 1 and 32 reached the mid section of relevance scores
even though they were the peers with high relevance at
beginning.

V. FINAL CONSIDERATIONS

In this work, it was evidenced the importance of sub-
jective data and its inconveniences for information security
risk assessment methods. The usage of human subjective data
can increase the risk computation biases and, consequently,
compromise the business continuity.

To reduce the effects of this condition and increase the
accuracy of risk management and consequently the business
continuity, this work uses reliability as a mathematical weight
to qualify human opinions about risks.

Simulation results showed that the emphasis on the reliable
risk evaluators increases the accuracy of risk management,
where the effectiveness of the approach lies in the relation
reliable agents/total agents. The evidence showed that the
solution has a proportional behavior with respect to the number
of good reviews, achieving an accuracy increase of 25% for
two reliable evaluators and 60% with four reliable evaluators.

The simulations also showed that the approach is resistant
to wrong initial reliability, and the approach can be used
without initial reliability scores at all, since the “slow positive
- fast negative” update model is able to adjust the reliability.

Until now we have identified only two constraints of this
approach. The first one is the absence of an ideal period of
convergence for the trust updates, since every organization can
have different policies for their risk assessment, i.e., monthly,
quarterly, annually, dynamically. However, the simulations
demonstrated that the approach can discard bad opinions in
less than six executions, and there is a possibility to speed-
up the update for good and bad treatments performance, with
the κ and γ parameters that control the speed of the update.
The second constraint is the fact that the solution executes its
updates of trust based solely on performance results (because
we aimed a fully independent approach).

In addition to work on the limitations, future works for
the creation of more complex notions of trust are planned,
to consider other dimensions of analysis like integrity, com-
pliance, competencies, selfishness, reciprocity and others. Fur-
thermore, it is suggested to evaluate the proposal with different
trust quantification methodologies and risk assessment models,
aiming to support other contexts with different characteristics
that are not present on information security context.
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