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The Third International Conference on Green Communications, Computing and
Technologies (GREEN 2018), held between September 16, 2018 and September 20, 2018 in
Venice, Italy, continued a series continued the series focusing on current solutions, stringent
requirements for further development, and evaluations of potential directions. The event
targets are bringing together academia, research institutes, and industries working towards
green solutions.

The expected economic, environmental and society wellbeing impact of green computing
and communications technologies led to important research and solutions achievements in
recent years. Environmental sustainability, high-energy efficiency, diversity of energy sources,
renewable energy resources contributed to new paradigms and technologies for green
computing and communication.

Economic metrics and social acceptability are still under scrutiny, despite the fact that many
solutions, technologies and products are available. Deployment at large scale and a long term
evaluation of benefits are under way in different areas where dedicated solutions are applied.

We take here the opportunity to warmly thank all the members of the GREEN 2018
technical program committee, as well as all the reviewers. The creation of such a high quality
conference program would not have been possible without their involvement. We also kindly
thank all the authors who dedicated their time and effort to contribute to GREEN 2018. We
truly believe that, thanks to all these efforts, the final conference program consisted of top
quality contributions.

We also gratefully thank the members of the GREEN 2018 organizing committee for their
help in handling the logistics and for their work that made this professional meeting a success.

We hope that GREEN 2018 was a successful international forum for the exchange of ideas
and results between academia and industry and to promote further progress in the field of
green communications, computing and technologies. We also hope that Venice, Italy provided a
pleasant environment during the conference and everyone saved some time to enjoy the
unique charm of the city.
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Abstract- Energy is a strategic sector in France. The concept of
energy transition has favored the development of renewable
energies. In the traditional energy model, a few large groups,
resulting into an oligopoly situation, control the market.
Systems based on renewable energies, on the other hand, can
be deployed in a decentralized way. The concept of Renewable
Energy Ecosystem (REE) is then relevant in order to think
about the transition. This emerging ecosystem relies heavily on
innovation, including start-ups. However, the risks posed by
innovation and technology are significant; they favor start-up
failures and limit the investments of venture capitalists and
business angels in the ecosystem. We propose the principles of
a risk assessment approach related to innovation, which takes
into consideration the characteristics of the ecosystem, the role
of economic models, and finally, the role of digital in
accelerating the energy transition.

Keywords- Ecosystems; Renewable Energies; Ecosystem Model; Risk
indicators; Evaluation of Innovation.

I. INTRODUCTION

In 2015, the energy sector represented 2.0% of the
Produit Intérieur Brut (PIB) [English: Gross Domestic
Product] in France, and the energy bill represented 1.8% of
PIB. In 2015, primary energy consumption (at the
production level) was 47.6% of fossil fuels (of which 30.1%
was petroleum products, 14.2% natural gas, and 3.3% coal)
and 42.5% of non-renewable primary electricity (nuclear +
pumping production - electricity exporter balance).
Electricity accounted for 24.7% of the final energy
consumption in France in 2015. The electricity produced in
2016 comes 72.3% from nuclear energy, 17.8% from
renewable sources (mainly hydroelectric generation), and
11.1% and 8.6% from fossil thermal power plants. In fact,
France's energy bill in the third quarter of 2016 amounted to
31.4 billion Euros according to the general commission for
sustainable development [1].

Synthetically, the reserves of oil and natural gas are
limited, while, due to demographic and economic factors,
the consumption of oil, gas and coal will always be higher
in the future as compared to today’s consumption. The
energy transition, largely based on renewable energies, is

therefore imperative. Nevertheless, many experts estimate
that it will be possible to cover only 30% to 40% of the
needs with the help of renewable energies by 2050 if an
energy transaction is taken into consideration.

Innovation, especially on the technological level, appears
to be a determining factor in the competitiveness of
renewable energies. According to a recent study by Irena
(International Renewable Energy Agency), "All renewable
technologies will be competitive with fossil fuels in 2020"
[3]. Also, it must be added to the dimension cost, the non-
cost competitiveness factors, such as quality, innovation,
technological level, reliability, services, etc. This paper is
structured as follows. In Sections II and III, we present the
situation of renewable energy in France, and recall the
concepts of ecosystems, business models and innovation.
Sections IV and V are dedicated to the explanation of the
hypothesis and the elaborated research model. We conclude
in Section VI with discussions and perspectives.

II. RENEWABLE ENERGY

At the turn of the 2000s, many countries are engaged in
the energy transition sector. This is one of the components
of the ecological transition. The latter results from technical
developments, prices, and the availability of energy
resources. It also depends on the political will of
governments, populations, and businesses, willing to reduce
the negative effects of this sector on the environment. In
France by 2050, the objective is to cut the greenhouse gas
emission by 4 to 5%, and reduce by 2025 the share of
nuclear energy to 50% of the French electricity production.
This is done by developing renewable energies and seeking
all forms of energy efficiency and therefore energy savings.

Renewable energies (RE) are energy sources whose
natural renewal is fast enough that they are considered
inexhaustible at the human time scale. Their renewable
nature depends partly on the speed at which the source is
consumed and on the other hand on the rate at which it
regenerates. Renewable energies are divided into
hydropower, wind, solar, biomass, biogas, renewable urban
waste, geothermal energy, and marine renewable energies.

1Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-667-5
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Primary production of renewable energy has been steadily
increasing since the mid-2000s, particularly with the
development of wind power, photovoltaics, biofuels and
biogas. In the third quarter of 2016, the electricity produced
in France by the renewable energy sector in one year equals
95 TWh. This volume covers 20.1% of the country's
consumption. This share is up to 6.6% in 2015 by the same
time of the year. According to the reports, renewable energy
accounts for about 12% of final energy consumption (at the
consumer level) in 2015 [1].

The energy sector is organized in France around a limited
number of very large companies. In fact, TOTAL is the
main player in the French oil sector, and the first French
market capitalization on February 27, 2014, and EDF, by far
the leading producer, carrier, distributor and supplier of
electricity in France, and finally, ORANO for the nuclear
professions. These companies are at the heart of a first
ecosystem of energy production. The recent opening to
competition driven by the European Union and the diffusion
of the concept of energy transition has forced these major
groups to invest in the field of renewable energies.
Renewable energies have thus become for some of these
players an investment priority [4].

III. ECOSYSTEMS, BUSINESS MODELS AND
INNOVATION

Our first hypothesis is that the current and traditional
actors of energy represent the first classical ecosystem, we
will call it the Energy Ecosystem (EE). Next to this EE, a
second ecosystem is being articulated, more specifically
focusing on the renewable energies, as a clean and partly
emerging segment, the "Renewable Energy Ecosystem"
(REE). The EE/REE dynamic is the factor of complexity of
the field of analysis.

First, the concept of business ecosystem is now well
known, notably through its introduction by the work of
Moore [5]. In particular, this concept was defined as "All
the relations between heterogeneous actors guided by the
promotion of a common resource and an ideology that
drives the development of shared competencies (ecosystem
skills) [6].

Specific work on the concept of the ecosystem applied to
renewable energies is still rare. Yet the various reports of
the International Energy Agency show that 2016 was a
tipping point in the sense that investments in renewable
energy, especially electricity, exceeded those made in coal,
oil and gas [7]. Renewable energies thus become a massive
investment deployment sector underpinned by important
innovations. Renewable energies have benefited in 2016
from a series of technical advances that promise to make
sustainable energy more and more efficient and affordable
(artificial photosynthesis, CO2 storage, etc.).

Our second hypothesis is that this sector or, rather, this
ecosystem in the phase of creation, relies largely on
innovation, especially technological innovation. In the field
of renewable energies, a large number of startups are

currently developing. In fact, the Observatory of French
start-up cleantech has observed 952 start-up companies
cumulated since the creation of the Observatory in 2011.
The studies conducted by the Observatory confirm the
importance of belonging to an ecosystem. As a result, 62%
of start-ups belong to a competitiveness cluster, 32% to an
incubator and 27% to an accelerator [8]. New financing
methods are unfolding strongly, like crowdfunding (or
crowdfunding), which tends to show that the ecosystem of
renewable energies has different characteristics from the
traditional energy ecosystem. This creates complex
networks, linking renewable energy start-ups with major
groups in addition to citizens and other stakeholders.

IV. A EXPLORATORY MODEL FOR RISK EVALUATION

“In our model (see figure 1),” innovation plays the role of
intermediate variable between the REE, as it tends to be
structured today, and the desired performance by investors
(or dependent variable), which can be societal, ecological,
technological and financial. To set the stakes, the RE
fundraisers collected by French cleantech companies during
the year 2017 amounted to € 529 million, according to
GreenUnivers. Our research problem is articulated around
the innovation risk evaluation of the renewable energy
ecosystem (REE), in particular the risk factors related to the
dynamic of this ecosystem from its structuration and
innovation point of view.

Our contribution is the proposition of a risk evaluation
system for both business angels and venture capitalist of this
ecosystem, based on risk indicators related to innovation;
assessment of risks through models inspired by
dependability, and finally through management measures
that tend to improve the control of these risks.

Our third hypothesis is that there is a link between
failures of innovations in start-ups and the notion of
economic model. It is customary to share the risks of
innovation in current theories [9] in three fields of
uncertainty; the human need (desirability), technology
(feasibility) and economic potential (viability).

Recent work that examines companies' performance in
terms of their business model and the ecosystem structure to
which they belong, shows that the business model / business
ecosystem pair is a significant determinant of profitability
[10].

As pointed out in the introduction of a special issue of
Industrial Economics Review devoted to the links between
business model, business ecosystem and innovation: "The
use of the model of business as an independent variable has a
significant link to the performance of the business [11]. It is
therefore an important element in predicting the success of a
business in a given ecosystem. Stability of the ecosystem
(and the economic environment in general) is an important
determinant of business survival [12].
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A large number of failures could be avoided if the
company paid more attention to stakeholders and to the
interactions between the company and its ecosystem. To the
still too introverted view of the risks associated with a
business model, new dimensions must therefore be added,
especially those related to both the increasingly open nature
of innovations in ecosystems and the consideration of value
sharing within the value network in the ecosystem [13].

Many risk factors can explain the failure of companies in
the renewable energy ecosystem. However, by focusing on
the relation between the components of the innovation, and
on identifying sub-variables related to technology, it is
possible to identify an independent variable to explore. In
fact, the relation between these components can lead to a
presentation of a business model on one hand, and the
structural and dynamic characteristics of a business
ecosystem on the other hand. As a result, it is possible to
identify a dependent variable composed of three risk classes
and six sub-variable classes. The first class of risks regroup
the sub-variables related to the ecosystem and covers: 1) the
formation degree of the ecosystem 2) stability 3) state of
inter-company networks. The second class of risk concerns
the economic model, knowing that it depends strongly on
the concerned energetic sub-system such as (solar,
hydraulic, wind, etc.). Finally, the third class gathers the
sub-variables related to the digital, its function and
deployment within the ecosystem. The two-identified
variables are the digital maturity of the ecosystem and the
quality of platform responsible of the collaboration and the
cooperation between the different agents.

V. TAKING THE DIGITAL IN CONSIDERATION IN

ACCELERATING THE ENERGETIC TRANSITION

We do not tackle all the risk factors in this short paper,
rather, we limit our study to what the concept “digital
maturity of the ecosystem” covers. In fact, the problematic
of digital maturity takes part in the problematic of digital
transformation. Based on the Annual Conference of the

Renewable Energies Union (SER) that was held on 8
February 2018, energy transition is now based on positive
trends, such as the cost of renewable technologies that
continue to decline dramatically, and the solar system that
gets anchored permanently in the French landscape. In
addition, innovation is a crucial factor in this transition and
takes many forms. However, in the time when the
acceleration of the energy transition will take place through
the digital world, these positive trends do not consider
digitalization as an essential way to achieve the objective of
the energy transition at the best cost.

In one of the first reference books on digital
transformation [14], the authors propose a model of digital
transformation. This very thorough study of the strategy of
400 major global groups, such as Nike and Pernod Ricard in
France, gives the keys to a successful digital transformation
in terms of business models, management, customer
experience, leadership, and the mobilization of employees.
The main conclusion of this study is that thanks to digital
technologies, higher level of profits, productivity, and
performance, the masters of digital exist but they are rare.
The proposed approach consist in diagnosing the digital
maturity of the company based on its digital capacities (both
managerial and digital), and then realign its competitive
strategy according to its digital maturity in order to be able
to plan for the energetic transformation within the company.
The second variable related to digital, which is not tackled
here, considers the ecosystem of renewable energies as a
new digital ecosystem. While some companies tend to
integrate the next generation of ecosystem, others are
designing platforms themselves and creating their own
ecosystems to position themselves at the center. In most of
the studied ecosystems, the platforms have rapidly became
the central hubs of ecosystems that are themselves more and
more digital. Providing platforms or participating in existing
offers is a strategic alternative, but it is also, from our risk
perspective, a structuring and stabilizing factor of the
ecosystem or, on the contrary, a new factor of risk, which

Figure 1. Research model
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will have to be taken into account. A significant example is
energy-purchasing platforms that are gaining importance,
especially in fuel oil where the risk of uberization is real
with actors such as fioulmarket.

VI. DISCUSSION AND PERSPECTIVES

Until now, limited studies have been undertaken, linking
the performance of companies to their business model and
the ecosystem structure to which they belong. These studies
focus on the value proposition (innovation, target customer
segments), its architecture (the ecosystem) and the model of
incomes (value distribution mechanisms).

However, these models seem less suitable for emerging
ecosystems such as the ecosystem of renewable energies
(REE), which is articulated less around dominant firms and
more around eco-citizen dynamics, start-ups. Second
characteristic, this REE maintains a strong dependence on
technological innovation, unlike other ecosystems more
sensitive to non-technological innovations. Therefore, the
question of risk management induced by innovation is
crucial, while it is not taken in to consideration in these
models. Thirdly, the actors of the REE do not seem to place
the digital transformation at the heart of the energy
transition and the decentralization of the productive model,
whereas industry specialists consider that the acceleration of
the energy transition will be done through digital
technology.

We recall that the fundraising of renewable energies are
529 Million euros in 2017 and that the transaction market in
the renewable energy sector is dynamic. In fact, in France,
in the first semester of 2017, 19 transactions were initiated
for a total value of 1.2 billion euros [15]. As a result,
investors expect to be secure against technological
challenges in order to increase the volume of transactions in
the renewable energy sector, and thus accelerate the
progress of the market towards the energy transition. The
framework outlined here aims to develop a more integrated
approach explicitly taking into account, besides the business
model and the ecosystem, the risks related to innovation
within the REE as well as the place of the digital in
accelerating the energy transition.
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Abstract—Dynamic Voltage/Frequency Scaling (DVFS) is a 

well-known technique that dynamically scales cores’ 

Voltage/Frequency (V/F) levels to save energy or minimize the 

application’s execution time in manycore systems. This paper 

proposes an optimization framework that provides a DVFS-

based cost- and energy-efficient methodology to balance time-

energy tradeoffs in manycore systems with Voltage/Frequency 

Island (VFI) architectures. The proposed methodology has two 

steps: 1) formulating a Mixed Integer Linear Programming 

(MILP) problem that populates islands through the task-to-

island assignments given that the islands are symmetric, 2) 

formulating an Integer Linear Programming (ILP) problem 

that computes the V/F levels of cores in each island per 

execution phase of parallel applications. The first step, which is 

performed at compile-time, considers the per execution phase 

computational characteristics of the tasks for islanding while 

the second step optimizes the V/F levels of formed islands at 

runtime. As solutions time of the proposed task-to-island 

assignment problem increases significantly with a large 

number of tasks or islands, this paper presents a fast heuristic 

that only requires a sorting procedure in its most time-

consuming step and obtains near-optimal solutions. The 

proposed framework’s energy efficiency is compared to an 

optimal, per-core islanding that establishes the best energy-

time solutions for the experimented applications. Using 

Energy-Delay Product as performance metric, experimental 

results show that the framework’s energy efficiency, at the 

worst case, is within 13% of the per-core DVFS. The results 

also show that this framework utilizes the idle times of low 

Central Processing Unit (CPU)-intensive benchmarks to 

increase energy saving with reasonable performance loss. 

Keywords-Manycore System; Task Partitioning; Dynamic 

Voltage-Frequency Scaling; Voltage-Frequency Islands; 

Optimization Framework; Energy Efficiency. 

I. INTRODUCTION 

Large-scale computer systems have become more 
pervasive by providing computing resources to solve 
complex applications. Parallel computing utilizes the 
multiprocessing aspect of the computing resources (e.g., 
CPU cores) to perform simultaneous computational 
processes (tasks) in order to increase the speed of the system. 
To strengthen the Operating System (OS) capability for 
running the user tasks in parallel, applications are 
instrumented by parallel programming techniques to take 
advantage of the increasing cores’ computing power, which 
are interconnected and used as shared resources within a 
single computer system. As the number of cores continues to 
scale in manycore systems, excessive energy consumption 

has become a primary concern for the system designers and 
devising effective energy-aware techniques that are 
sustainable with the applications’ computational demands is 
an important research area. 

The Dynamic Voltage and Frequency Scaling (DVFS) is 
a method for executing high performance applications on 
manycore systems while maintaining the system energy 
consumption below a user-defined energy budget [6]. There 
are three approaches to apply the DVFS for energy 
efficiency optimization in the manycore systems. (1) 
Running an application on a chip-wide DVFS, where a 
common Voltage/Frequency (V/F) level is assigned to all the 
cores [1]. This method does not scale with the varying 
applications’ computational demands. (2) In the per-core 
DVFS approach, the V/F level for each core is adjusted 
throughout the program execution, resulting in the best 
energy efficiency, but at the cost of hardware complexity and 
complicated system level control [2]. (3) As a compromise, a 
more flexible Voltage and Frequency Island (VFI) approach 
has been adopted, where cores in an island share the same 
V/F level, which may vary during the program execution 
based on the program characteristics [3]. 

Nowadays, large high performance computing 
applications have changing computational behavior during 
the applications runtime. Fixing the VFIs’ V/F levels for the 
entire application execution limits exploiting opportunities to 
speed up or down the islands speed to gain high performance 
or energy saving depending on the application characteristics 
[8]. To address this limitation, this work applies the DVFS 
on islands where each VFI’s V/F level can be configured 
individually during the program runtime. 

The traditional approach for islanding is to group cores 
executing similar tasks across the application’s execution 
phases (intervals) [14]. A more effective approach to 
perform the partitioning is to identify the similarities of tasks 
within the individual execution phases of the applications. 
This way, the system energy efficiency can be further 
improved by incorporating the tasks computational 
variations, across and within the execution phases, into the 
problem’s optimization objectives. 

The VFIs may have the same size or number of cores 
(symmetric) or may be asymmetric in size [4]. To simplify 
the task-to-island assignment problem, this paper assumes a 
symmetric system, where the VFIs sizes (the number of 
cores in a VFI that execute the assigned tasks) are the same. 

This paper presents a framework for optimizing the task-
to-island assignments (tasks partitioning) and the VFIs' V/F 
level assignments. Using this framework, this paper’s goal is 
to minimize the applications’ total execution times 
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(makespans) without exceeding user-defined energy 
budgets/limits. 

The framework proposed in this paper has the following 
contributions compared to our previous work [4], which also 
discussed a method for an energy-constrained, optimized 
makespan VFI-based system: 

 The VFIs’ V/F levels are dynamically changed per 
execution phase of the experimented applications. 

 The same V/F level can be assigned to different 
VFIs in each execution phase to achieve an overall 
better energy/time tradeoff. 

 To improve the system’s energy efficiency, 
application tasks, with similar computational 
characteristics, are assigned to the VFIs before 
applying DVFS. 

 This paper demonstrates the extent to which the 
energy efficiency is maximized considering the 
applications with different compute/memory 
intensive workloads. 

 Compared to [4], the proposed heuristic is faster and 
more scalable for larger applications or system sizes. 

This paper is structured as follows. Section II 
summarizes related works followed by our contributions. 
Section III describes a system model and a model for 
executing applications on the system. Section IV explains the 
proposed two-step framework. Section V and Section VI 
present experimental setup and the results, respectively. 
Section VII concludes this paper. 

II. RELATED WORK 

The multi/manycore processing is a form of parallel 
computing where a parallelized application uses the shared 
hardware resources (CPU cores) to simultaneously execute 
the applications’ threads and shorten the application runtime 
[5]. Increasing the number of cores in a chip may improve 
the application speedup but it overheats the chip due to the 
energy consumed by cores during the idle and busy periods. 
The DVFS is a well-known method that has been used to 
address this problem with two mainstream techniques. The 
per-core DVFS is a resource-demanding technique where a 
separate voltage regulator is allocated to each core to adjust 
its V/F level at runtime (lowering energy during idle periods 
and increasing it during compute phases). As a second 
method, the VFI-based systems provide a less complex and 
economical alternative where the V/F level of an island of 
cores is tuned by a single regulator. The VFI-based systems 
are cost-effective and provide reasonable energy saving 
opportunities with acceptable application execution delay 
[6][7]. The following summarizes the VFI-based works that 
are related to this paper. 

The VFIs’ V/F levels are determined either statically (at 
compile-time) or adjusted dynamically (at runtime) to 
account for the applications’ computational variations. For 
example, Duraisamy et al. [8] used the cores’ number of 
instructions per cycle and inter-core data transfers for per 
VFI static V/F level assignment, while Ogras et al. [9] used a 
feedback controller to dynamically adjust the V/F levels of a 

Network-on-Chip (NoC)-based VFI system using the 
occupancy levels of inter-VFI queues. 

In terms of VFIs formation, both the symmetric and 
asymmetric partitioning of cores has been deployed. David et 
al. [10] partitioned 24-tile Intel’s single-chip cloud computer 
into 6 VFIs, each one containing 4 tiles (symmetric). Jin et 
al. [11] used asymmetric VFIs whose sizes are reconfigured 
once by adding cores that were not assigned to the same VFI 
through multiple static optimizations of VFIs formation. 

The prior research works have solved one or both of the 
islanding and V/F level assignment problems. Ozen et al. 
[12] used two VFIs with corresponding fixed V/F levels in a 
NoC, where cores’ slack times were used to run the under-
loaded VFIs with lower V/F levels to minimize the energy 
consumption. Ogras et al. [13] performed the islanding and 
V/F level assignment iteratively by merging two VFIs, which 
resulted in reducing the system energy consumption while 
maintaining the performance constraints. 

The islanding and V/F level assignment problems have 
been solved by heuristics or linear programming-based (LP) 
techniques. Ghosh et al. [14] used ILOG CPLEX, an Integer 
LP-based technique, for determining the physical locations 
of cores on NoC-based VFIs and their respective V/F levels. 
Jin et al. [15] used a statistical heuristic that used the 
probability distributions of the tasks’ execution times and 
energy consumptions under different V/F levels. The VFIs’ 
V/F levels were determined such that tasks with large energy 
variations are assigned more slack and run with lower V/F 
level to maximize the energy saving. 

A number of works have addressed the task scheduling 
(or task assignment) when formulating energy efficiency 
objectives for systems with homogenous and heterogeneous 
compute nodes. Leung et al. [17] proposed a list scheduling 
algorithm to compute the tasks priorities, executed on NoC-
based equally-sized islands, based on the links 
communication delays. Chou et al. [18] devised an iterative 
task mapping heuristic that identified and grouped the 
neighboring idle cores of a NoC, with pre-defined V/F 
levels, for the application tasks assignment. Oxley et al. [19] 
analyzed the robustness of a set of heuristics, used for the 
static assignment of tasks to heterogeneous nodes, in terms 
of meeting makespan deadlines or energy budgets 
considering the stochastic tasks execution time. 

The research contributions of this paper include: 

 Formulating a MILP for the task-to-island 
assignment problem that forms the symmetric 
islands of tasks with similar computation behavior. 
In a sense, the proposed formulation aims at forming 
per execution phase islands based on measuring the 
tasks characteristics for each execution phase of the 
applications. 

 Formulating an ILP for the VFIs’ V/F level 
assignment problem that performs DVFS on the 
islands per execution phase in order to minimize the 
applications makespans under the user-defined 
energy budgets. 

 Proposing a fast and low-cost heuristic to solve the 
task-to-island assignment (tasks partitioning) 
problem. The experimental results show that when 
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using the heuristic for task-to-island assignments, the 
system energy efficiency, measured by the Energy-
Delay Product (EDP) metric, is, at worst, within 
13% of the optimal per-core DVFS across the 
experimented benchmarks. Furthermore, the results 
show that the proposed framework efficiently 
maximizes the energy saving of low CPU-intensive 
benchmarks. 

III. MANYCORE SYSTEM CONFIGURATION 

This section presents assumptions about the multiple-VFI 
manycore system setup and the execution model of 
applications running on this system. This section also 
explains an applications profiling strategy that provides the 
task-level application characteristics that are utilized by the 
VFI-based optimization framework to measure the energy-
performance tradeoff. 

A. VFI-based Manycore System Design 

This paper assumes an N-core manycore system C = 
{c1cN}, where cores are arranged in a √N √N mesh of 
homogenous cores. It is assumed that the system is 
partitioned into a fixed number of symmetric islands, I = 
{i1  iK} where there are Q = N/K cores per island. For 
example, Figure 1 shows a partitioned system with K = 3. 
Also, Q = 1 represents a manycore system with the most 
fine-grained islands. The cores in a VFI operate under a 
common V/F level, which is determined by the V/F level 
assignment step of the framework. These V/F levels are 
attained from a range of available CPU performance states: S 
= {s1sL} where s1 and sL correspond to the lowest and 
highest V/F levels, respectively. Any two VFIs may have the 
same or different V/F levels, which impact the system’s 
overall energy efficiency. Each core has a local non-unified 
L1 cache and all cores share a unified L2 cache. 
 
 
 
 
 
 
 
 
 

B. Application Execution Model 

This paper considers multithreaded applications chosen 
from benchmark suites, which will be explained in Section 
V, where each thread of execution runs on a particular core 
and is not re-assigned to another core during the application 
execution. The execution of these applications follows Single 
Program Multiple Data (SPMD) parallelization technique 
wherein the same program is split up among cores to 
perform tasks on different data. These benchmarks are 
developed and utilized in a shared memory system that 
facilitates inter-core/thread data exchange at runtime [16]. 
The execution runs, which are used to evaluate the 
optimization goals, encompass a unique section inside the 

benchmark’s source codes known as Region Of Interest 
(ROI). 

ROIs, representing the parallel sections of the 
applications, are divided into multiple tasks, according to the 
SPMD model, and are assigned to cores/threads for the 
parallel execution. Because of the changing workloads of the 
applications (benchmarks), the execution of the ROIs 
represents distinct application characteristics in the form of 
phases or execution windows during the runtime. During the 
applications execution, some of threads produce data while 
the others consume it. To ensure that the consumer threads 
obtain the correct data before executing the next phase of the 
applications, the benchmarks’ ROIs are instrumented by 
synchronization routines (such as barriers), which resolve, 
among the cores, data memory access delays within the 
phases, as well as data transfers across the phases of the 
applications. The execution of a number of instructions 
between two consecutive synchronization points defines a 
distinct computational phase of the benchmark, which are 
represented as the cores’ parallel tasks within that execution 
phase. Figure 2 shows an example of an application with P 
execution phases where within each phase gray portions 
show the computation periods of cores executing their tasks 
and black portions show the core’s idle periods. These 
periods, representing execution overheads, may be created 
by memory access delays (or data transfers) resulting in idle 
periods upon reaching synchronization points at the end of 
each phase. 

Task model 
An application consists of a set of tasks sets T = 

{T1  TP} defined over the P execution phases where Tj 
denotes a task set executed in phase j (1 ≤ j ≤ P) of the 
application. Each task set Tj is composed of tasks executed 
by cores in the corresponding application phase where τj,i 
denotes task i (1 ≤ i ≤ N) in phase j. Thus, it is assumed that 
each core executes one task in the application phase. As 
indicated above, the execution of a task set in the next phase 
is dependent on the completion of a task set in the previous 
phase. As such, the assignment of tasks to islands represents 
typical application task graphs, assuming a negligible/zero 
memory access delays between the dependent tasks (because 
the memory access delays for data transfers among the task 
sets are already accounted for in the tasks execution time). 

The tasks partitioning formulation considers the 
similarity of the tasks’ workloads in an execution phase to 
perform the task-to-island placements. The outcome of the 
task-to-island assignments guides the VFIs’ V/F level 
assignment formulation to improve the system’s energy 
efficiency by slowing down VFIs with lower workloads and 
speeding up the highly loaded VFIs. 
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Figure 1. A manycore system with three islands 
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Figure 2. Execution of a P-phase application with N tasks per phase 
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C. Application Profiling Methodology 

The optimization framework has a priori knowledge of 
the benchmarks/applications execution. The profiling data 
used for the static optimization of the task-to-island 
assignments and their V/F levels include the execution times, 
energy consumptions, and workloads of the task set for each 
execution phase of the benchmark collected at each possible 
V/F level. This paper uses a profiling strategy that runs the 
benchmark on the manycore system once per V/F level and 
collect the pertinent per phase execution time, energy usage, 
and workload information of all tasks in that phase. Here, the 
execution time corresponds to the computational period of a 
task in the execution phase before reaching the barrier (black 
portions in Figure 2). The energy consumption means the 
rate of the task power usage during its execution in the 
corresponding phase. The workload is defined as the ratio of 
the task’s busy (computation) cycles to the total cycles (the 
summation of the busy and idle cycles) in the execution 
phase. 

IV. TWO STEP TASK-TO-ISLAND ASSIGNMENT AND V/F 

LEVEL ASSIGNMENT TECHNIQUE 

The task-to-island assignment and V/F level assignment 
steps are formulated in this section. To reduce the 
computation time of solutions obtained by the optimization 
framework, this paper solves the above steps sequentially. 
The islanding step uses the tasks’ workloads to identify the 
groups (islands) of tasks with similar computational 
similarities per execution phase. The V/F level assignment 
step considers the execution time and energy usage of the 
islands under multiple V/F levels to make the best 
performance-energy tradeoff that minimizes the benchmarks 
makespan given an energy budget. 

A. Task-to-Island Assignment 

As mentioned above, partitioning the tasks among the 
islands is based on the similarity of tasks. To measure the 
degree of similarity among tasks, this formulation computes 
the percentage difference ratio between a task workload and 
the maximum workload in an island to which the task may 
be assigned. To find the maximum similarity among the 
tasks, this optimization step minimizes the ratio that 
indicates the wasted workload. 

The following are the problem’s objective and 
constraints: 
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The task-to-island assignment formulation aims at 
minimizing the wasted workloads of islands for every 
execution phase. The island’s maximum workload is not 
known before solving the above optimization problem. 
Therefore, the problem objective (the percentage wasted 
workload) becomes non-linear. The non-linear functions are 
typically linearized to obtain optimum solutions more 
efficiently. The non-linear curve of a function representing 
the island’s maximum workload, is linearized by a 
mathematical technique, known as the piece-wise linear 
function [19], which approximates the actual value of the 
non-linear function. For the linearization, this technique 
divides the function’s non-linear curve (such as the objective 
function in this paper) into multiple segments of straight 
lines that each can be represented by a linear function. 

Yj denotes the total wasted workload in execution phase j. 
yi,k is the wasted workload of task τj,i   Tj (1 ≤ i ≤ N) in 
island ik. ck is the approximation of island’s maximum 
workload. Fk approximates 1/ck. These approximations use 
Special Ordered Set (type 2) variables (SOS-2), zk,j, where 
each variable indicates how likely it is that a line segment, 
connected by two adjacent points (i.e., aj and aj+1), 
approximates ck or 1/ck. Technically, the SOS-2 variables 
transform the piece-wise linear functions to a form that can 
be used by linear programming methods to solve 
optimization problems. ti is the workload of task τj,i. xi,k 
shows where task τj,i is assigned to island ik. Q denotes the 
number of tasks assigned per island. r is the number of 
adjacent points that form the line segments. 

Constraint (1) minimizes the total amount of wasted 
workloads for a task set across all the islands. Constraint (2) 
computes the wasted workload if a task is assigned to an 
island. Constraints (3) and (4) approximate ck and 1/ck, 
respectively. Constraint (5) determines ck (the maximum 
workload of an island). Constraint (6) ensures that the 
island’s maximum workload is within the minimum and 
maximum values of tasks workload in an execution phase. 
Constraint (7) shows that a task is assigned to only one 
island. Constraint (8) indicates that all islands have an equal 
size. For all the SOS-2 variables defined in (10), only two of 
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them are non-zero. These non-zero variables, which have to 
be adjacent, indicate the two end points of a line segment. 

Figure 3 shows an application running on a system with 2 
execution phases (P = 2) and 4 tasks per phase (|Tj| = 4, 1 ≤ j 
≤ 2) before (3(a)) and after (3(b)) applying the task-to-island 
assignment formulation. For two symmetric islands (K = 2), 
it is observed from 3(b) that in the first execution phase, i1 = 
{τ1,1, τ1,3} and i2 = {τ1,2, τ1,4} whereas for the second 
execution phase, i1 = {τ2,1, τ2,4} and i2 = {τ2,2, τ2,3}. For 
example, for the first phase in Figure 3, the wasted workload, 
Y1, is computed based on i1 and i2 where the task pair in each 
island has the most similar execution workloads. It should be 
noted in Figure 3 that i1 and i2 can be executed on any 
combination of 4 cores in each execution phase because 1) it 
is assumed that the system consists of homogenous cores, 
and 2) the islanding is performed independently per 
execution phase due to the synchronization of threads at the 
end of the phase. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

B. VFIs’ V/F Level Assignment 

The goal of islanding step, discussed above, is to separate 
the islands with different workloads using the tasks 
computational similarity. For a given V/F level, any two 
islands with different workloads may have different 
execution performance. Such performance gap among the 
islands is utilized by the V/F level assignment step to 
maximize the system energy saving while increasing the 
performance within the allocated energy budget. This is 
accomplished by slowing down islands with low workloads 
and speeding up the ones with high workloads. 

Running the islands (VFIs) under the fixed V/F level for 
the entire application execution may improve energy-
performance tradeoff for applications with steady workloads 
but it has poor performance outcomes for applications with 
changing workloads at runtime. The second step in the 
optimization framework addresses this concern by adjusting 
the islands’ V/F levels per execution phase of applications 
based on the workloads intensity of islands in the 
corresponding application phase. 

The following are the objective and constraints for 
formulating the V/F level assignment problem: 
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Where, ϴ is the makespan of application. ϴj is the 
execution time of phase j, which is determined by the 
maximum finish time among islands in that phase. dk,l,j and 
ek,l,j are the execution time and energy consumption of a core 
running a task, assigned to VFI ik, under V/F level l at the 
execution phase j, respectively. ak,l,j states whether the V/F 
level l is assigned to ik in phase j. EB constrains the system 
energy consumption for the application execution. 

The problem objective (16) minimizes the benchmark’s 
makespan, defined by the execution times of application 
phases. Constraint (17) determines the execution time of a 
phase. Constraint (18) affirms that only one V/F level is 
assigned to an island per execution phase. Constraint (19) 
ensures that the system’s energy consumption, computed by 
the energy usage of VFIs across all execution phases, does 
not exceed the user-defined energy budget. 

Figure 4 depicts an example of V/F level assignment step 
for the same application task sets shown in Figure 3. It is 
observed from Figure 4 that in the first execution phase, V/F 
levels s2 and s4 are assigned to i1 and i2, respectively. Since i1 
has a lower computational workload than i2 in the first phase, 
running it with the lower V/F level (s2) results in saving 
more energy while running i2 with the higher V/F level (s4) 
improves the performance. For the second execution phase, 
i1 and i2 have comparable workloads. Thus, s3 is assigned to 
both islands. 
 
 
 
 
 
 
 
 

C. Fast Heuristic for Task-to-Island Assignment 

The task-to-island assignment problem is an NP-hard 
problem due to its growing complexity when experimenting 
with larger task sets size or the number of islands per 
execution phase. To reduce the computation time of solving 
this problem, this section presents a fast, practical heuristic 
that only requires a sorting procedure in its most time-
consuming step. 

This heuristic performs the following two steps per 
application phase: 1) tasks are sorted in the increasing order 
of their execution workloads. In other words, the sorting 
procedure orders the tasks (i.e., from small to large tasks) 
based on their computational workloads. As mentioned in 
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Figure 4. Per phase V/F levels assignment for islands i1 and i2 
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Section III-C, the execution workload refers to the task 
utilization measured over an application phase’s time span 
and is computed as the ratio of the core’s busy cycles to the 
total execution cycles. The utilization values do not 
significantly change when running cores/islands with 
different V/F levels at runtime. Therefore, this performance 
measure was chosen for the task-to-island assignments in 
each execution phase. 2) every Q = N/K consecutive sorted 
tasks are assigned to an island (N and K are number tasks and 
islands, respectively). The time complexity of step (1) 
increases with O(N  log(N)) in the best case while step (2) is 
performed in constant time. 

It should be mentioned that the assignment of tasks to 
islands implies that Q cores are allocated to the 
corresponding Q tasks assigned to an island because the 
application execution model (see Section III-B) assumes that 
a core executes only one task in each phase. 

D. Real-life Realization of VFI-based System 

The application of the proposed optimization framework 
in embedded systems is useful when multicore processors 
are designed to run specific applications many times given 
system configurations that are pre-optimized once at 
compile-time. To use this framework for such cases, the 
applications are first profiled using the profiling method 
explained in Section III-C. At compile-time, the islanding 
step assigns tasks to islands and the V/F level assignment 
step determines the VFIs’ V/F levels. The per VFI, per 
execution phase V/F levels are then stored in a look-up table 
to be used later at runtime when at the start of each execution 
phase the OS fetches the V/F levels from the table and uses 
special registers to communicate the V/Fs with DVFS 
controllers that tune the islands’ performance. 

V. EXPERIMENTAL SETUP 

To measure the energy efficiency of the proposed 
framework, General Execution-driven Multiprocessor 
simulator (GEM5) [20], a full-system simulator, is used to 
model 64 cores that are arranged as a 8х8 mesh structure of 
homogenous cores, where each core has 64KB L1 instruction 
and data caches and a shared 8MB L2 cache. All the 
benchmarks are run 4 times using the following V/F levels: 
s1: 0.5V/ 1.25GHz, s2: 0.667V/ 1.666GHz, s3: 0.834V/ 
2.083GHz, s4: 1.0V/ 2.5GHz, which are within a nominal 
range of states that provide stable performance and power 
data. The per execution phase task sets workload and 
execution time are collected as explained in Section III-C. To 
obtain the phases’ energy consumption, the GEM5’s 
performance outputs are fed to Multicore Power, Area, and 
Timing (McPAT) [21] that generates the energy 
consumption for the task sets. The time/energy overheads 
caused by V/F level switching are not incorporated in the 
optimization objectives and constraints because they are only 
about a few hundreds of nano seconds/Joules order of 
magnitude [6]. 

The proposed two-step optimization framework is tested 
on three benchmarks, namely Fast Fourier Transform (FFT), 
Lower and Upper triangular matrices (LU), and Cache-
Aware Annealing (CANNEL) [22][23]. These benchmarks 

are used in different application domains and represent 
applications with high or low CPU-intensiveness: the 
percentage of compute intensity of FFT, LU, and 
CANNEAL is 96%, 92%, and 85%, respectively where FFT 
and CANNEAL are high and low CPU-intensive 
benchmarks, respectively. 

Similar to [8], the 64-core system, used in this paper, is 
partitioned into 4 islands (K = 4) where each island has 16 
(Q = 16) tasks, whose assignments to islands are defined by 
the islanding formulation in Section IV-A. This 
configuration was chosen to assign sufficient tasks per island 
in each execution phase. 

The formulations, discussed in Section IV, are 
implemented with a modeling language, Algebraic Language 
for Mathematical Programming (AMPL) [24], which is used 
for modeling large-scale constrained optimization problems. 
To find solutions that make the best energy-performance 
tradeoff, Gurobi [25], a solver included in the AMPL 
software package, is used to solve the islanding and V/F 
level assignment problems. The heuristic is implemented and 
solved in MATLAB. All experiments for the symmetric VFI-
based system are conducted on a CentOS workstation with 
Intel dual Core x86, 3.3 GHz processor and 3.6 GB RAM. 
The time and energy usage of workstation’s physical cores 
when running AMPL/Gurobi are not included in the 
formulations since the problems are solved pre-runtime. 

VI. EXPERIMENTAL RESULTS 

The experimental results consist of four parts. The first 
part presents the performance (execution time) of 
benchmarks under the proposed VFI-based optimization 
framework compared to the optimal performance obtained 
by the per-core DVFS VFIs. The second part demonstrates 
the framework’s impact on system energy efficiency using 
two well known metrics. The third part explains the VFIs’ 
V/F level assignment outcomes. The fourth part discusses the 
optimality of heuristic islanding and VFIs’ V/F level 
assignments. 

Figure 5 and Figure 6 refer to the per-core DVFS as Fine-
Grained (FG) since K = N (K and N are the number of islands 
and tasks, respectively) and dynamically tuned VFI system 
as DCG (Dynamic Coarse-Grained) because the V/F levels 
of a group of cores are adjusted per execution phase. To 
constrain the energy budget, the MILP-based formulation 
considers three levels for EB (19): High (EB(H)), Medium 
(EB(M)), and Low (EB(L)), which correspond to 7.5%, 
22.5%, and 37.5% energy reductions from the benchmarks’ 
energy consumption when all cores run at the fastest V/F 
level (s4 in Section V). 

There is a large body of research that use (meta) 
heuristics, greedy, and machine learning techniques for 
assigning tasks to cores and determining the cores’ V/F 
levels to obtain the best objective values [26]. Instead of 
comparing the proposed framework performance to such a 
wide range of existing techniques in the literature, it is 
compared to the per-core DVFS, which is considered as the 
most energy-efficient method in high performance 
computing platforms. Moreover, the degree to which the 
VFI-based system’s energy efficiency is close to the per-core 
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DVFS indicates how close the proposed framework’s 
outcomes are to the optimal solutions. 

A. Execution Time Comparison 

The ILP-based formulation minimizes the performance 
(16) of running symmetric coarse-grained islands under the 
energy budget levels. Figure 5 evaluates DCG vs. FG 
performance (execution time) relative to the non-DVFS 
baseline, when all cores operate at the fastest V/F level (s4), 
using the following criteria: 

1) Energy Budget 
Intuitively, decreasing the energy budget increases the 

benchmarks execution times because the islands are slowed 
down to consume less energy below the energy budgets. 
Interestingly, for EB(H) in Figure 5, the performance of 
DCG is comparable to FG. The reason is that for EB(H) the 
execution time of islands with high workloads dominate the 
execution time of under-loaded ones. Thus, scaling up the 

V/F levels of highly loaded islands in DCG improves the 
system performance while slowing down the under-loaded 
islands not only has a negligible impact on the overall 
benchmark execution time but also increases energy saving. 
By further decreasing the energy budget, the highly loaded 
islands have to run slower, resulting in a noticeable 
execution time increase for EB(M) and EB(L). 

2) Benchmarks CPU-intensiveness 
Regarding the impact of benchmarks CPU intensity on 

DCG, Figure 5 shows that for CANNEAL the system 
performance penalty stays below 18% across the energy 
budgets. This is due to the low CPU-intensiveness of 
CANNEAL whose execution time is not degraded by 
lowering the energy budget. As such, for CANNEAL, the 
DCG performance is closer to FG compared to FFT and LU. 
Since LU has low CPU-intensiveness in some phases, it is 
observed from Figure 5 that in EB(H) DCG performance is 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
close to FG. Clearly, for a CPU-intensive benchmark like 
FFT, DCG has the poorest performance when the VFIs run 
slower in the lower energy budgets. 

B. Energy Efficiency Metrics Comparison 

Besides measuring the framework impact on application 
performance, the following metrics are used to evaluate the 
system energy efficiency: 1) Energy-Delay Product (EDP) 
and 2) Instructions Per Second, per Watt (IPS

2
/Watt) [27]. 

The former measures the amount of energy saving obtained 
despite performance loss while the latter specifies the 
amount of throughput gained in exchange for consuming 
power for running a number of instructions in a time period 
(e.g., execution phase in the application model). Lower 
values for EDP and higher values for IPS

2
/Watt are 

desirable. 

Figure 6 shows the framework impact on EDP and 
IPS

2
/Watt resulting from the application of the FG and DCG 

configurations normalized to the corresponding EDP and 
IPS

2
/Watt of non-DVFS for the same benchmarks. 

Figure 6 suggests that CANNEAL, compared to FFT and 
LU, obtains the best (lowest) EDP across the energy budget. 
Especially, in EB(H), DCG utilizes the CANNEAL’s 
memory access times to maximize energy saving without 
losing performance while, as a CPU-intensive benchmark, 
most of the FFT’s execution run consists of floating-point 
instructions, which provide less opportunity for energy 
saving and cause the EDPs of FG and DCG to be close to 
one another in EB(H). For LU, compared to FFT and 
CANNEAL, the EDP gap between FG and DCG is larger, 
which can be explained by the LU’s workload variations 
across its execution phases. Overall, the average EDP 
improvements of DCG, compared to non-DVFS, are within 

 
Figure 5. Execution time of Fine-Grained (FG) and Dynamic Coarse-Grained (DCG) system configurations over High (H), Medium (M), and Low (L) 

Energy Budgets (EB). The execution times are normalized to non-DVFS baseline. 

 
Figure 6. EDP and IPS2/Watt of Fine-Grained (FG) and Dynamic Coarse-Grained (DCG) system configurations over High (H), Medium (M), and Low (L) 

Energy Budgets (EB). The EDP and IPS2/Watt are normalized to non-DVFS baseline. 
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1%, 5%, and 13% of the best EDP improvements obtained 
by FG for FFT, CANNEAL, and LU, respectively. 

IPS
2
/Watt is inversely proportional to EDP. Thus, the 

relative energy efficiency of FG and DCG in terms of 
IPS

2
/Watt is similar to EDP. Figure 6 specifies finer scaling 

range for the IPS
2
/Watt axis compared to EDP to show a 

clearer difference between the energy-efficient solutions 
obtained by these two configurations across the energy 
budgets. Of note, in Figure 6, the upper bound limit of EDP 
axis is set to 1 to show the EDP improvements against the 
non-DVFS baseline across the studied benchmarks. 

C. VFIs’ V/F Levels 

As mentioned in Section IV-B, the V/F assignment step 
tunes the VFIs performance to increase the system energy 
saving by lowering the V/F levels of less loaded islands and 
increasing the V/Fs for the heavily loaded ones. The extent 
to which the islands V/F levels are scaled up or down, 
depends on the overall characteristics of benchmarks. 

Table I shows the V/F states distribution among all 
islands and across all the execution phases of FFT, LU, and 
CANNEAL at the high energy budget (EB(H)). This table 
suggests that the highest V/F level (s4) constitutes the largest 
percentage of assignments for FFT and LU (68% for FFT 
and 61% for LU). This observation matches the high CPU-
intensiveness of these benchmarks having highly loaded 
islands and their V/F states are scaled up to maximize the 
performance. On the other hand, for CANNEAL, a lower 
V/F state (s3) is assigned to 65% of islands, which again 
corroborates with the low CPU-intensiveness of CANNEAL 
since lowering V/F levels for such benchmarks saves energy 
without significant performance loss. Table I also shows that 
for LU s1 and s2 are used for the V/F assignment. That’s 
because some execution phases of LU have less amount of 
computation, which are utilized by the V/F level 
optimization step for slowing down the VFIs and saving 
energy. 
 
 
 
 
 

D. Optimality Analysis of Solutions obtained by Heuristic 

and ILP-based Formulation 

Section IV-C explained a heuristic for the MILP-based 
formulation of islanding problem. To find out the extent to 
which the heuristic solutions are close to optimal, the MILP-
based formulation, which provides optimal solutions, is 
solved for a number of execution phases of the experimented 
benchmarks. To solve the associated problems, the heuristic 
task-to-island assignments (Section IV-C), are used as initial 
solutions. For larger problems size, the experiments are run 
for a week after which it was observed that the differences of 
solver’s objective values (1) were negligible (less than a 
percent) compared to the objective values obtained by the 
heuristic and used as the initial seeds to solve the MILP-
based formulation. Considering such minimal difference, the 
islands, obtained by the MILP-based formulation and 

heuristic, were found to be identical, indicating that the 
proposed heuristic performs optimally to solve the islanding 
problem. For N = 64, K = 4, and r = 10 used for Section IV-
A, the MILP-based formulation has 560 variables and 644 
constraints per application’s execution phase. 

The computation complexity of solving ILP-based V/F 
level assignment problem (Section IV-B) depends on the 
number of islands (K), number of V/F levels (L), and number 
of execution phases (P). To solve the V/F level assignment 
problem for DCG (coarse-grained VFIs), K = 4, L = 4, and P 
is set to 8, 15, and 31 for FFT, LU, and CANNEAL, 
respectively. Using the above parameter values, the ILP-
based problems are optimally solved within a minute, from 
which the associated performance and energy efficiency 
results are obtained as shown in Figure 5 and Figure 6. 

VII. CONCLUSION 

This paper presented a framework that optimizes the 
tasks partitioning and VFIs’ V/F levels to minimize the 
benchmarks makespan without exceeding the user-defined 
allocated energy budget. Furthermore, this paper proposed a 
fast, low-cost heuristic that has optimal performance for the 
experimented problems sizes. The energy efficiency of the 
coarse-grained VFI-based system was compared to the 
optimal per-core DVFS on multiple benchmarks and with 
different energy budgets. While using multiple VFIs lowers 
the manufacturing and operating costs of manycore chips, 
the results showed that the VFI system’s EDP, at the worst 
case, was within 13% of the EDP obtained by the per-core 
DVFS. The results also showed that the proposed framework 
gains greater EDP improvements for benchmarks with low 
CPU-intensive workloads. 

According to [28], it is estimated that data centers in the 
U.S. are expected to consume electricity up to 73 billion 
kilowatt-hours per year from 2014 to 2020, which cost the 
American businesses $6 billion annually. Based on this 
report, the most efficient technologies and management 
practices will save energy up to 40% in 2020. Considering 
the system configuration used in this paper, the proposed 
framework saves more than 30% of energy in EB(L). Even if 
this framework reduces energy by 5% when it is deployed on 
larger system sizes, it will have a big economic impact on the 
energy costs of the future high performance computing. 
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Abstract—With the advent of Cloud Computing, the size of
datacenters is ever increasing and the management of servers
and their power consumption and heat production have become
challenges. The management of the heat produced by servers
has been experimentally less explored than the management of
their power consumption. It can be partly explained by the
lack of a public testbed that provides reliable access to both
thermal and power metrics of server rooms. In this article,
we propose SeDuCe, a testbed that targets research on energy
and thermal management of servers, by providing public access
to precise data about the power consumption and the thermal
dissipation of 48 servers integrated in Grid’5000 as the new
ecotype cluster. We present the chosen software and hardware
architecture for the first version of the SeDuCe testbed, and
propose some improvements that will increase its relevance.

Keywords–Datacenters; Scientific testbed; Thermal manage-
ment; Power management; Green computing.

I. INTRODUCTION

The advent of web sites with a global audience and the de-
mocratization of Cloud Computing have led to the construction
of datacenters all over the world. Datacenters are facilities that
concentrate from a few servers up to hundreds of thousands of
servers hosted in rooms specially designed to provide energy
and cooling for the servers. These facilities are widely used for
applications from web services to High Perfomance Computing
(HPC).

In recent years, the size of datacenters is ever increasing,
which leads to new challenges such as designing fault tolerant
software to manage at large scale the servers and energy
management of server rooms. On the latter challenge, many
research efforts have been conducted [1] [2], most of them
focusing on the implementation of on demand power man-
agement systems, such as Dynamic voltage scaling (DVFS)
[3] [4] and vary-on vary-off (VOVO) [5] [6]. Some work
has been made to extend existing scientific testbeds with
power monitoring of experiments: for example Kwapi [7]
enables researchers to track the power consumption of their
experiments conducted on Grid’5000.

On the other hand, the thermal management of servers
has been less explored, a large part of the existing work
considering only simulations [8]. This can be explained, partly,
by the difficulty of conducting experiments involving thermal
monitoring of servers: to ensure that the data recorded ex-
perimentally is valid, experimentions must be conducted on
a testbed that contains many temperature sensors, not only
positioned on cooling systems, but also at the front and the
back of each server of the racks.

In addition, such a testbed must enable reproducible ex-
perimentations, by providing its users with a full control on
experimental conditions like setting the temperature of the
environment of their experiments and by exposing its data
in a non misleading way, via a well documented Application
Programming Interface (API).

Finally, as power management and temperature manage-
ment of servers are related problems [9], there is a need for a
testbed that enables users to access to both thermal and power
data of servers.

As far as we know, there is no public testbed that enables
researchers to work on both energy and thermal aspects of
servers functionning. The objective of the SeDuCe - Sustain-
able Data Centers - project is to propose such a testbed: the
SeDuCe testbed enables its users to use, in the context of the
new ecotype cluster of the Grid’5000 infrastructure [10], 48
servers located in 5 airtight racks with a dedicated Central
Cooling System (CCS) positioned inside one of the rack. In
parallel of conducting the experiment by leveraging the tools
provided by Grid’5000, users can get access to thermal and
power data of the testbed via a web portal and a user-friendly
API. The stability of experimental conditions is guaranteed
by hosting the testbed in a dedicated room equipped with a
secondary cooling system (SCS) that enables a precise thermo-
regulation of the environment outside the cluster. As resources
of the testbed are made publicly available via the Grid’5000
infrastructure, all its users are able to perform reproducible
research on thermal and power management of servers. The
rest of the paper is structured as follows. In Section II, we
describe the SeDuCe testbed, in Section III an experimental
validation of the testbed is conducted. In Section IV we detail
the future work on SeDuCe. Finally, we conclude in Section
V.

II. TESTBED DESIGN

A. Ecotype: a Grid’5000 cluster dedicated to the study of
power and thermal management of servers

In [11], we introduced our initial work on the ecotype
cluster: we have builded the “ecotype” cluster, which contains
48 servers, and is integrated in the Grid’5000 infrastructure:
any Grid’5000 user can reserve servers of the ecotype cluster
and conduct experiments on them by using the usual Grid’5000
tools. The testbed is designed for research related to power
and thermal management in datacenters: during an experiment,
a user can access in real time to information regarding the
temperature of the servers involved in its experiment, and get
the power consumption of any parts of the testbed (servers,
switches, cooling systems, etc.), or control some parameters of
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the testbed, such as setting temperature targets for the cooling
systems of the cluster.

Servers of the ecotype cluster are based on DELL Pow-
erEdge R630 and contains a pair of Intel Xeon E5-2630L
v4 CPUs (10 cores, 20 threads per CPU), 128GB of RAM,
and 400GB Solid State Disk (SSD). The CPUs have been
designed to have a lower power consumption than other CPUs
of the XEON 26XX serie, with a Thermal Design Power (TDP)
of 55W. Each server is connected via two 10GBe links to
the Grid’5000 production network, and via a single 1GBe
link to the Grid’5000 management network. For instance, the
Grid’5000 production network is used for transferring the
disk images required to deploy an experiment or to support
communications between experimental components, while the
management network is mainly used by the Grid’5000 backend
to communicate with management cards of servers to turn
them on and off. Additionally, each server is certified to work
in hot environments where temperature can be up to 35°C.
These hardware specifications will enable users to perform
experiments at different levels of temperature.

The cluster is composed of 5 air-tights racks (Z1, Z2, Z3,
Z4, Z5) based on the Schneider Electric IN-ROW model. These
air-tights racks are equipped with Plexiglas doors, and create
a separation between the air inside the racks and the air from
outside the racks. As shown on Figure 1, one rack (Z3) is
used for the cooling the cluster by hosting a dedicated Central
Cooling System (CCS), while remaining racks are computing
racks and are dedicated to hosting servers. The racks are
connected and form two alleys: a cold alley at the front of
servers and a hot alley at their back.

As depicted by Figure 1, each computing rack hosts 12
servers, and is organized following two layouts of server posi-
tions: one layout where servers are organised in a concentrated
way with no vertical space between servers (Z1 and Z2), and
a second layout where servers are spaced at 1U intervals (Z4
and Z5).

We have deliberately chosen to use these two layouts: they
will enable users to study the impact of the server density over
the temperature and the power consumption of servers.

In addition to the servers, the cluster also contains three
network switches that are in charge of connecting servers to
the production network and the management network of the
Grid’5000 infrastructure. Three racks (Z2, Z4, Z5) are hosting
each one a network switch.

The 5 racks of the cluster are based on Schneider Electric
IN-ROW racks. This rack model creates an inside airtight
environment for servers, and guarantees that the environment
outside the cluster has a limited impact on temperatures inside
the racks. The temperature inside the cluster is regulated by
the CCS, which is connected to a dedicated management
network and implements a service that enables to remote
control the cooling and to access its operating data with
the Simple Network Management Protocol (SNMP) protocol.
The CCS has several temperature sensors located at different
parts of the racks, which are in charge of checking that
the temperature inside racks is under a specified temperature
threshold. It is possible to change the temperature that the
CCS have to maintain inside the racks (Cooling Temperature
Target parameter), and also change the temperature of the air
injected by the CCS in the cold aisle (Air supply Temperature

Target parameter). This will, in addition to the fact that servers
have been designed to work in hot environments, enable users
perform their experiments at several levels of temperature.

Regarding the temperature outside the cluster, it is regu-
lated by the SCS which is mounted from the ceiling of the
server room: the SCS is in charge of maintaining a constant
temperature in the server room, and thus it prevents any event
outside the racks to disturb the experiments that are conducted
on the SeDuCe testbed.

Finally, we have installed several “Airflow management
panels” between each pair of servers: they improve the cooling
efficiency by preventing the mixing of cold air and hot air
inside the racks.

Figure 1. Layout of the ecotype cluster (front view)

PDU 1 PDU 2

Temperature Sensor

Electrical plug

Bus (1wire)
Scanner 
(wifi arduino)

Server

Power distribution unit

Figure 2. Back view of a server rack

B. Power Monitoring
The power consumption of each element composing the

cluster (servers, network switches, cooling fans, condensators,
etc.) is monitored and stored in a database, at a frequency of
one hertz (one record per second).

Electrical plugs of servers and network switches are con-
nected to Power Distribution Units (PDUs), which are in
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charge of ensuring that servers and network switches can meet
their power needs. Each computing racks contains two PDUs,
and each server of a computing rack has two electrical plugs.
As depicted in Figure 2, the two electrical plugs of a server
are connected to two different PDUs, which enables servers
to implement electrical redundancy. In turn, the PDUs share
power consumption of servers and network switches via a
dedicated service network: the power consumption of each
power plug can be fetched by issuing an SNMP request to
the PDU to which it is connected. In turn, the PDU provides
the power consumption of each of its outlets.

The energy consumption of the CCS can similarly be
fetched via SNMP requests: the CCS implements a SNMP
service which is able to provide the overall power consumption
and the power consumption of each of its internal part such as
the condensator or the fans. On the other hand, the SCS does
not implement any built-in networking access, and thus cannot
share its metrics with any component over a network. To solve
this problem, we instrumented several parts of the SCS by
using a Fluksometer [12]: a Fluksometer is a connected device
that can monitor several electrical metrics (power consumption,
voltage, amperage, etc.) and expose their values over a network
via a web-service at a frequency of one hertz.

Finally, we have added an additional system that tracks
overall power consumption of servers, switches and the CCS.
This additional system is based on the Socomec G50 metering
board [13], and enables to check the soundness of the afore-
mentioned source of power consumption. These additional
metrics are fetched by using the modbus protocol.

C. Temperature Monitoring
To track the thermal behavior of the ecotype cluster, each

server is monitored by a pair of temperature sensors: one
sensor is positioned at the front of the server (in the cold aisle)
and another sensor is positioned at the back of the server (in
the hot aisle).

As depicted by Figure 2, each temperature sensor is part
of a bus (based on the 1wire protocol) connected to a Scanner
(based on an Arduino that implements wifi communication) in
charge of gathering data produced by temperature sensors of
the bus. As the front and the back of each server is monitored
by temperature sensors, each computing rack has in total two
Scanners and two buses: a front bus for monitoring the cold
aisle and a back bus dedicated to the hot aisle. Scanners fetch
temperatures from their sensors at a frequency of one reading
per sensor every second.

Temperature sensors are based on the DS18B20 sensor
produced by “Maxim Integrated” [14] that costs approximately
3$ per sensor. According to the specifications provided by the
constructor, the DS18B20 is able to provide a temperature
reading every 750ms with a precision of 0.5°C between -10
°C and 85 °C.

The choice of the DS18B20 has been motivated by the fact
that the DS18B20 sensor is able to work as part of an 1wire
bus. In the context of the SeDuCe infrastructure, 12 DS18B20
sensors are connected together to form an 1wire bus, and a
Scanner, based on an nodeMCU arduino with built-in wifi
capabilities, fetches periodically their temperature readings.
The current version of the firmware used by Scanners scans
an 1wire bus every second, and then pushes temperature data
to a Temperature Registerer service, as illustrated in Figure 3.

We also developed a contextualisation tool to generate
firmwares for the Scanners. It leverages the PlatformIO frame-
work [15] to program a Scanner that pushes data to a web-
service. Using this contextualisation tool is simple: a developer
needs to define a program template in a language close to
C language and marks some parts of code with special tags
to indicate that these parts need to be contextualized with
additional information, such as initializing a variable with the
ID of a Scanner device or with the address of a remote web-
service (such as the one that will receive temperature records).
The contextualisation tool takes this program and a context as
input parameters, analyses the template program, and com-
pletes parts that requires contextualisation with information
provided in the context, which results in valid C language
source file. Then, the firmware is compiled and automatically
uploaded to Scanners via their serial ports. By leveraging this
contextualisation tool, we can remotely configure Scanners and
update their firmware “on the fly”.

D. SeDuCe portal

SeDuCe portal

InfluxDB

Power 
Consumption 

Crawlers
Temperature 
Registerer

Power sensors Scanners (wifi arduino)

API
Users Scripts

polling pushing

Figure 3. Architecture of the SeDuCe portal
To help users to easily access power and thermal metrics

generated by the SeDuCe testbed, we developed a platform
that exposes publicly two components: a web portal [16] and
a documented API [17].

As illustrated by Figure 3, the web portal and the API fetch
data from a Time Series Database (TSDB) based on InfluxDB
[18]. InfluxDB enables to store a large quantity of immutable
time series data in a scalable way. In the background, InfluxDB
creates aggregates of data by grouping periodically data from
a same series. These aggregated sets of data enable the web
portal to promptly load data used for visualization.

Two kind of components are in charge of inserting data
in the database : the Power consumption crawlers and the
Temperature Registerer. Power consumption crawlers are pro-
grams that are in charge of polling data from PDUs, Socomecs,
Flukso, the CCS and the SCS. In turn, this data is inserted in
the database. On the other hand, the Temperature Registerer
is a web service that receives temperature data pushed from
nodeMCU arduino devices, and inserts it in the database.

The web portal and the API are both written in Python
and leverage the “Flask” micro web framework [19]. The API
component makes an extensive use of the Swagger framework
[20] which automatises the generation of complete REST web
services and their documentations from a single description
file (written in JSON or YAML). This choice has enabled us
to focus on the definition and the implementation of the API,
by reducing the quantity of required boilerplate code.
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All the components depicted in Figure 3 are implemented
as micro-services. Our system is able to register 200 metrics
per seconds with minimal hardware requirements (it is cur-
rently hosted on a single computer). In the case we add more
sensors to our testbed, it is likely that the existing components
would be sufficient. In the case that one of the component
would not be able to cope with the additional workload, it
would be easy to setup an high availability approach by using
a load balancer such as NGINX that would forward requests
to a pool of instances of the component.

III. EXPERIMENTATION

To illustrate the potential of the SeDuCe platform, we
conducted two experiments that mix energetic and thermal
monitoring. The objective of the first experiment was to
reproduce a known scientific result by using both temperature
and power data from the SeDuCe testbed, while the objective
of the second experiment was to study the impact of parameters
of the CCS over the overall power consumption.

A. First experiment: studying the impact of idle servers on
cooling

The goal of this first experiment is to verify that the data
produced by the SeDuCe testbed is reliable, by designing
an experiment that will use both the thermal and the power
data produced by the testbed. These data would be used to
reproduce a scientifically validated observation, such as the
impact of idle servers on the power consumption and the
temperature of a server room. Such experiment has been
conducted in the past [9], however as far as we know there is no
public testbed that would enable researchers to reproduce this
result: by reproducing this result on the SeDuCe testbed, we
think that it would demonstrate the soundness of our approach
and the usefulness of our testbed.

1) Description of the experiment: To illustrate the scientific
relevance of our testbed, we wanted to reproduce the observa-
tions made by third party publication [9].

In [9], authors have highlighted an interesting fact: in a
datacenter idle servers (i.e. servers that are turned on while not
being used to execute any workload) have a significant impact
on power consumption and heat production. We decided to try
to reproduce this observation.

For this experiment, servers of the ecotype cluster are
divided in three sets of servers:

• Active servers: servers with an even number (ecotype-
2, ecotype-4, ..., ecotype-48) were executing a bench-
mark that generates a CPU intensive workload.

• Idle servers: a defined quantity (0, 6, 12, 18, 24
servers) of servers with an odd number (ecotype-1,
ecotype-3, ..., ecotype-47) was remaining idle.

• Turned-off servers: remaining servers were electrically
turned off.

and during one hour we recorded the power consumption
of the CCS and the average temperature in the hot aisle of the
ecotype cluster. The CPU intensive workload was based on the
“sysbench” tool : the goal was to stress CPUs of each servers,
resulting in an important power consumption and a bigger
dissipation of heat. To guarantee the statistical significance
of the measurements, each experimental configuration was
repeated 5 times, leading to a total number of 25 experiments.

We executed two sets of experiments: one with the SCS
turned-on (Figure 4) and the other while the SCS was turned
off (Figure 5). The objective of turning off the SCS was to
identify the impact of the SCS over the CCS.

2) Results: Figure 4 plots the cumulated power consump-
tion of the CCS and the average temperature in the hot aisle
of the cluster with the SCS enabled.

First, it is noticeable that as the number of idle nodes
increases, both the energy consumed by the SCS and the
temperature in the hot aisle of the rack increase. This can be
explained by the fact that an idle node consumes some energy
and produces some heat, which increases the workload of the
CCS.

The second element highlighted by Figure 4 is that the
impact of idle nodes is not linear: the red line representing
the CCS consumption follows an exponential pattern and the
blue line representing the average temperature in the hot aisle
follows a sigmoid pattern. The exponential pattern of the power
consumption of the CCS can be explained by the fact that
the heat produced by a given server has an impact on the
temperature of surrounding servers, thus creating hot spots
in the the cluster. The CCS has it own monitoring of the
temperature of servers thanks to many temperature sensors
located in the racks (these sensors are independent to the ones
we installed on the buses). These hot spots are detected by
some of the many temperature sensors of the CCS and this
leads to an activation of the CCS to reduce the temperature of
hot spots to the temperature target configured in the CCS. The
more the number of idle servers increases, the more the CCS
must be activated to maintain its temperature target. On the
other hand, the sigmoid pattern of the average temperature in
the hot aisle is explained by the fact that when the number of
idle servers is higher than 12, the functionning of the CCS is
more intensive and thus the additional production of heat by
server is absorbed by the CCS, and thus the average is growing
at a slower rate.

Figure 5 plots the cumulated power consumption of the
CCS and the average temperature in the hot aisle of the cluster
while the SCS is disabled. This figure highlights that the power
consumption of the CCS is lower when the SCS is disabled.
This can be explained by the fact that the SCS was configured
to maintain a temperature of 19 °C in the outside room, which
is close to the maximum temperatures in the cold aisle: as the
SCS does not cool down enough the outside air, by means of
thermal conduction, it warms the temperature inside the racks.
As a consequence, it increases the needs in term of cooling
inside the cluster, leading to an higher power consumption of
the CCS.

This experimental campaign has shown that idle servers
have an important impact on the power consumption of cooling
systems and overall racks temperature, thus it confirms the
observation made in this publication [9].

B. Second experiment: Finding the optimum cooling parame-
ters for the CCS

1) Description of the experiment: The CCS is based on the
Schneider Electric IN-ROW cooling system. The functioning
of this cooling system can be customised by changing several
parameters, such as:
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Figure 4. Central cooling consumption and average temperature in the hot
aisle (SCS enabled)

Figure 5. Central cooling consumption and average temperature in the hot
aisle (SCS disabled)

• Cooling Temperature Target: corresponds to the tem-
perature that the CCS tries to maintain inside the
racks.

• Air supply Temperature Target: corresponds to the
temperature of the air supplied by the CCS to the cold
aisle.

In this second experiment, the impact of these two param-
eters is studied, in order to understand which combination of
these two variables would lead to an optimal power consump-
tion of the CCS. The experimental protocol of this second
experiment is very similar to the one described in Section
III-A1 as nodes where divided in two sets of servers:

• Active servers: these servers were executing a bench-
mark that generates a CPU intensive workload.

• Turned-off servers: these servers were electrically
turned off.

We defined two configurations: an “heavy-load” configu-
ration with 48 active servers and 0 turned-off servers, and
“medium-load” configuration configuration with 24 active
servers (servers with an even number) and 24 turned-off servers
(servers with an odd number).

We tried several combinations of the Cooling Temperature
Target and Air supply Temperature Target: the CCS’s config-
uration was set to use these values. Each of combination has
been tried in both the “heavy-load” and the “medium-load”
configuration: we let the cluster in the chosen configuration for
one hour, and then measured the overall power consumption
of the CCS. Each experiment was repeated at least 4 times.
Between each run of an experiment, we have implemented a

pause step, where the CCS was configured back to its default
settings (Cooling Temperature Target set to 23◦C and Air
supply Temperature Target set to 20◦C), and all the servers
were turned off until the overall temperature inside racks was
under 26◦C. Once the racks were cool enough, the CCS was
programatically (via an SNMP API) setup to use the two
cooling parameters required by the next experiment, and then
the next experience would start.

2) Results: Figure 6 plots the cumulated power consump-
tion of the CCS depending on the cooling parameters in-
troduced in Section III-B1 in the case of a “medium-load”
configuration. First, it is noticeable that as the Air supply
Temperature Target increases, the overall power consumption
of the CCS decreases: when it is set to 20◦C, all the cumulated
power consumption are over 2500 Wh, while they are lower
than 2000 Wh when the air supply is set to be at 26◦C,
which corresponds to a decrease of 20%. Second, an high
value for Cooling Temperature Target parameter seems also
to have an impact on the overall power consumption of the
CCS, as setting the Cooling Temperature Target to 31 ◦C leads
to a power consumption that is more than 130 Wh over the
consumption with lower Cooling Temperature Target values.
We explain this observation by the fact that an important
Cooling Temperature Target value creates hot spots in the hot
aisle, which are detected by some of the many CCS’s sensors
and leads to an additional functioning of the CCS.

Figure 6. Central cooling consumption depending of temperature targets
(“medium-load” configuration)

On the other hand, in the “heavy-load” configuration the
results of the different strategies are closer. As illustrated in
Figure 7, changing the values of Air supply Temperature Target
and Cooling Temperature Target parameters does not seem
to have an impact over the consumption of the CCS. We
explain this observation by the fact that 48 active servers are
an important source of heat, which requires the CCS to work
continuously to maintain the target temperature, whichever
cooling strategy has been used.

This second experimental campaign shows the experimen-
tal potential enabled by the the SeDuCe testbed: users can
get access to thermal and power data produced during the
functioning of the testbed, and they can also parameterize
the configuration of the CCS. Thus, the SeDuCe testbed can
help reasearchers working on the cooling of datacenters to
design experiments with a fine-grained-control on experimental
conditions.
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Figure 7. Central cooling consumption depending of temperature targets
(“heavy-load” configuration)

IV. FUTURE WORK

In this article, a first version of the SeDuCe testbed
has been presented. In its current state, the SeDuCe testbed
provides its users with an access to the thermal and power
data generated during its functioning, and users can use this
data in their work, such as studying the thermal profile of a
software, or building energy efficient placement strategies. We
currently see two areas of progress : one is related adding new
energetic capabilities to the testbed, while the second is related
to improving the precision of our thermal measurements.

Regarding the addition of new energetic capabilities to
the testbed, during the next phase of building of the SeDuCe
testbed (summer 2018), several solar panels will be installed
on the roof of one building at IMT Atlantique. The energy
produced by the solar panels will be used, either for supplying
electricity to the testbed or for storage in batteries.Integrating
these sources of renewable energy in the existing testbed will
be a challenge, as we would like our users to be able to
control, via an API, how the energy produced by solar panels
is used, and to dynamically decide what quantity will be used
by the testbed and what quantity will be stored in batteries.
We think that these new capabilities will enable researchers
to have access to all the elements required to experimentally
study energy efficient placement strategies in datacenters.

In [11], we highlighted the fact that the accuracy of
DS18B20 was not satisfactory enough in the cold aisle. Re-
garding the objective of improving the precision of the thermal
measurements, we are currently investigating the addition of
new temperature sensors based on the thermocouple approach.
We have designed a prototype of an electronic card that
embeds several thermocouples lines. We are working with
some electronic assemblers to manufacture the cards and plan
to install few of them in the cluster within September 2018.

V. CONCLUSION

In this article we have presented our initial work on
building the SeDuCe testbed, a scientific testbed that targets
research related to power and thermal management in data-
centers, and which is integrated in Grid’5000 infrastructure as
the new “ecotype” cluster. We have described the architecture
of the testbed, which is built on buses of sensors, storage of
power and thermal metrics in a time series oriented database
(InfluxDB) and an user friendly web portal and a documented
API. We have also detailed the components used in this first

version of the SeDuCe testbed. We have illustrated the rele-
vance of the SeDuCe testbed by performing two experimental
campaigns that use the data produced by the testbed: the
first experiment consisted in reproducing an existing scientific
result, while the purpose of the second experiment was to
illustrate the fine-grained-control that users of the SeDuCe
testbed have over experimental conditions. Future work will
focus on two areas: adding renewable energy capabilities to the
SeDuCe testbed, and improving the precision of temperature
sensors.
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