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Which Service Interfaces fit the Model Web?

Sven Schade, Nicole Ostlander, Carlos Granell,
Michael Schulz, Daniel Mclnerney, Gregoire Dubois,
Lorenzino Vaccari, Michele Chinosi

Institute for Environment and Sustainability
European Commission — Joint Research Centre
Ispra, Italy
e-mail: {sven.schade, nicole.ostlaender, carlos.granell,
michael.schulz, daniel.mc-inerney, gregoire.dubois,
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Abstract - The Model Web has been proposed as a concept for
integrating scientific models in an interoperable and
collaborative manner. However, four years after the initial idea
was formulated, there is still no stable long term solution.
Multiple authors propose Web Service based approaches to
model publication and chaining, but current implementations
are highly case specific and lack flexibility. This paper discusses
the Web Service interfaces, which are required for supporting
integrated environmental modeling in a sustainable manner. We
explore ways to expose environmental models and their
components using Web Service interfaces. Our discussions
present work in progress for establishing the Web Services
technological grounds for simplifying information publication
and exchange within the Model Web. As a main outcome, this
contribution identifies challenges in respect to the required geo-
processing and relates them to currently available Web Service
standards.

Keywords - Model Web; Web Services; SOA; WPS; WSDL

l. INTRODUCTION AND PROBLEM STATEMENT

Historically, the Web played a role only in environmental
data transport, but is now proposed as the foundation of the
‘Model Web’, - a distributed, multidisciplinary network of
interoperating  infrastructures of data and models
communicating with each other using Web services [1]. As a
central concept, complex environmental models and the data
required to execute them should be modularized into self-
containing geo-processing units [2]. These modules, as well as
their compositions, should be made available as services on
the Web [3]. The benefits of a Model Web are clear; models,
such as similarity calculation between ecosystems or
predictions of forest change, and associated data can be more
easily accessed, reused and chained for multiple purposes,
increasing the repeatability of research and allowing end-users
to address more complex issues than when models are used in
isolation. Difficult operations can also, to a certain extent, be
made available to end-users who do not have the expertise
required to solve an indispensable step in a compound
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modeling process [4]. The gain in flexibility when linking
models will be directly proportional to the granularity of the
services provided. Basic and generic Model Web components
are more likely to be shared than sophisticated ones that are
less likely to meet end-users’ requirements.

Nonetheless, scientists are currently not using the Model
Web to discover, re-use or chain models to the extent that was
envisaged. There are significant drawbacks to the full
implementation of an information system offering increased
access to resources. In this paper, we analyze these drawbacks
by outlining some of the central requirements and discussing
the lessons learned during our previous work in numerous
research projects. In doing so, we provide the foundation for
standards-based implementations of the Model Web.

For this work, we assume that models are available and
discoverable, so we focus on issues relating to geo-processing
for the Model Web, such as ways of approaching model
exposure and chaining challenges. Furthermore, we focus on
the exposure of models, i.e., sets of algorithms to be used over
the Web, and exclude pure offerings of geo-processing tools
(such as Sextante [5] or GRASS [6]). Challenges such as the
use of ontologies for achieving high-level semantic
interoperability, as for example discussed in [7] and [8], are
out of the scope of the presented work.

Following the concept of Service Oriented Architecture
(SOA) [9], we use standards-based Web service interfaces,
namely the Open Geospatial Consortium (OGC) Web
Processing Services (WPS) and the Web Service Description
Language (WSDL) of the World Wide Web Consortium
(W3C) as a starting point for our discussions. We decided to
focus on these two technologies, because of their popularity in
the scientific community and many research efforts have
attempted to use them in a variety of ways in service
composition settings.

The following Section 11 presents relevant background and
pointers to related work. In Section Il1, we outline the central
requirements of services for the Model Web and reflect on the
specific roles of WPS and WSDL interfaces. We conclude
with a brief summary and our future roadmap in Section V.
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Il.  BACKGROUND AND RELATED WORK

The requirement to chain scientific models has led to a
wide variety of coupling approaches and frameworks of
varying specificity and interoperability [10]. These include
standards such as Common Component Architecture (CCA)
[11] and Open Modeling Interface (OpenMI) [12], but also
orchestration tools such as the Invisible Modelling
Environment (TIME) [13] and Taverna [14]. Although some
of these solutions have been successfully applied to specific
modeling settings, we focus our work on the use of the Web
service interfaces, starting from WPS and WSDL, as the
necessary standards-based enablers for a sustainable Model
Web.

A.  Web Processing Service

Initiated in 2004/2005, the idea of the WPS [15] was to
provide a generic interface for the publication of any kind of
operation or model, since at that point in time, none of the
OGC attempts to create specific geo-processing services had
been successful. The WQPS specifies GetCapabilities,
DescribeProcess and Execute operations (Figure 1). The
response to the GetCapabilities request contains generic
information about the WPS and details how to launch the
other two request types. The second operation
(DescribeProcess) identifies all available processes, which
might be executed on the concrete WPS and defines all model
inputs as parameters in the generic Execute request. These can
be described as simple types, such as integers, Boolean or
String, and Complex types, which have their own schema.
There is no restriction on how to define inputs, which results
in a user having to define input and output types. Finally, the
Execute operation triggers a specific model run.

Notably, the WPS was not developed specifically for
chaining purposes, but it was envisioned to allow generic
client applications to read the DescribeProcess document,
and, on the fly, to present a corresponding input form to a
user. Thus it requires human-to-machine communication and
interpretation of the presented form by the user.

The WPS standard has been welcomed at the time as a
means by which scientific models may be published and
linked, consuming as input parameters data from other
standard OGC services, such as the Web Feature Service
(WFS) [16] and Sensor Observation Service (SOS) [17].
Projects, such as UncertWeb [18] focus on handling and
propagating uncertainty in Web-based models [19]. Several
WHPSs have been used in modeling chains as proofs of concept
and these include: INTAMAP WPS for the automatic
interpolation of measured point data [4], the eHabitat
ecosystems and habitat similarity modeling WPS [20],

—

P 1
" Exeate | rocess “—h. Process 1
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Figure 1. WPS description level.
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and WPS to monitor forest change in the context of the
European Forest Fire Information System (EFFIS) [21].
However, describing and profiling models as Web-based
processes, and making them available as stable nodes for the
scientific community is still a demanding task, with few
examples of best practice [22].

B. Web Service Description Language

WSDL [23] is a W3C developed standard for describing
Web services. As a mature technology, it has a large
community and broad range of software support. It is an
XML-based language to describe the functional properties of a
service such as its method signatures, input and output
messages, details of the transport protocol used (endpoint,
SOAP envelope, etc.). As a description language, a WSDL file
contains all of the operations or methods offered by a given
service. However, WSDL does not specify how client
applications access to WSDL files because it is not a
communication interaction protocol like WPS. This means
that each service provider may offer proprietary rules to access
WSDL files.

Figure 2 reveals the differences in the level of granularity
between WSDL and WPS. While a WPS provides well-
defined interaction operations and each WPS process is a
resource by its own, i.e., it has a unique endpoint (see also
Figure 1), a WDSL file acts as a public endpoint to access all
methods contained in a service. Every single WSDL method
remains hidden behind this endpoint. In contrast to the case of
the WPS, dedicated tools can automatically generate clients
from a WSDL description file to invoke a certain service’s
method (machine-to-machine communication).

Any service described using WSDL can be only
orchestrated by WSDL-compliant workflow software and
standards. This means that WSDL is coupled to specific
workflow languages, which can be a limitation in certain
modeling settings. On the contrary, WPS services can be
effectively composed by themselves (e.g., service cascading)
because the communication protocol is made explicit. A
number of wrapper solutions exist [24], where WSDL
documents are created for WPS processes. These contain
either abstract message descriptions, or concrete schemas for
each process.

1.  WPS AND WSDL IN THE MODEL WEB

For the context of geo-processing, we identified five
Model Web challenges (Figure 3). We excluded challenges
that are related to wider topics, such as model and service
discovery, as well as technical issues, such as network fragility
or general trust in model results. In this section, we discuss the
possible roles of WPS and WSDL service interfaces as well as

Method 1
Implementation

[ Method1 |-
Methed 2 } -

WsDL
description

Method 2
Implementation

Method N
Implementation

[ MethodN  }—

Figure 2. WSDL description level.
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Figure 3. Overview of identified Model Web challenges, which are related
to geo-processing.

their combination in relation to each of these challenges.
All sub-sections have the same structure: presentations of the
challenge are followed by reflections on the use of WPS and
WSDL in the given context. Examples are included where
appropriate.

A. Model Complexity

Models can be wrapped to be exposed with standard
interfaces (WPS or WSDL) at different levels of abstraction.
Exposing models necessitates finding the right level of service
granularity, i.e., the amount of exposed functionality [25].
Coarse-grained services encapsulating a whole model within a
single interface reduce the number of service requests from the
client; however they might be difficult to reuse in new
scenarios. Examples of the coarse-grained approach are the
EFFIS WPS, where a forest change model is encapsulated as a
service; and eHabitat, which provides access to a similarity
calculation for ecosystems and habitats. More generic or finer-
grained services normally require less complicated input and
output data, and they are more easily reused in new chains,
although multiple calls are needed to run more complex
models [2]. The INTAMAP WPS, while offering access to
complex interpolation algorithms, also fits essentially into this
category because of its clear and modular purpose: automated
spatial interpolation of point data on a requested region, with
or without a consideration of input uncertainties.

A careful consideration of the appropriate granularity level
for services could have a positive impact on component
reusability and performance [2]. Wrapped models ease the
publishing and execution of entire models, but limit re-use,
since successful sharing will require some adaptation of inputs
and outputs for the new context. In contrast, highly distributed
model compositions pose new challenges such as an increase
in traffic and network latency as potentially huge quantities of
data are exchanged between model components. Above all,
the fragmentation of a model over distributed nodes increases
the likelihood of breakable nodes and reduces the overview on
the processing chain unless each transaction is documented
and consistent error handling is implemented.

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-178-6

The well defined relationship between the WPS
specification and other geospatial data services, such as WFS
and SOS, has encouraged its use within the geospatial
community [26]. However, though multiple authors note the
need to increase interoperability with mainstream approaches
to SOA, such as WSDL, several design decisions make this
difficult to implement [27]. While services interfaces that are
described with WSDL expose separate execution endpoints to
execute an individual process, depending on the kind of
binding selected (e.g., SOAP, HTTP Get/Post), WPSs offer a
common end point mechanism to expose a service that holds
several processes and which delivers each process description
as response to a particular DescribeProcess request. In this
sense a WPS endpoint, both at service- and process-level,
serves as a unique identifier. We re-visit this issue in the
Section I11.C.

B. Fitness for Purpose Evaluation

Assuming that a model has been wrapped as a service and
discovered, the evaluation of whether that model is fit for a
given purpose might not be answered by simply consuming
the process description or the corresponding metadata. It
might be a matter of interpreting various model runs with
varying input parameters, or of running a sensitivity analysis
for the potential user’s inputs. The encoding of inputs and
outputs can also be an issue requiring some investigation and
testing, e.g., if the desired input or output data model is not
supported. Additionally, a misconfiguration of the model
could lead to wrong results and some of the input parameters
could be conditional, i.e., several model runs might be
required before the final results will provide the user with the
desired response. The more complex and unique a model is,
the more model runs might be required before a user considers
the result as final and is able to assess whether the model is fit
for the intended purpose.

Unlike WSDL, the WPS standard has been built assuming
human intervention. Thus, the formulation and execution of
processing requests controlled by the user is foreseen, and the
interface is tailored to human-to-machine communication.
Thus, the focus in WPS developments has been at least partly
on the development of specific clients through which they can
be accessed and generic clients to allow the immediate
visualization of results returned by a WPS.

However, conditional inputs and outputs cannot be
expressed through any of the interfaces; they can only be
described in the process documentation, which might be
misunderstood. This might result in various invalid test runs,
which could have been avoided if the Execute request had
been validated against the conditions foreseen by the service
provider.

C. Abstraction and Specificity

As model complexity increases, more translations and
validations are needed for the various input and output data
schemas. The huge variety of available data encodings to
define inputs and outputs in modeling scenarios and their
inaccuracy in defining parameter types are becoming a burden
in delivering the Model Web vision.

WPS profiles can help to describe interface specifics in a
more detailed and reusable way. For example, it is possible to
refer to a Geography Markup Language (GML) application
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schema [28] in order to specify that only certain types of
spatial features should be accepted, or to exploit the validation
rules of a schema (such as the XML implementation of the
Uncertainty Markup Language (UncertML) [29]) to specify
that an input grid, which contains probabilities can be
expected to contain continuous values between 0 and 1. These
additional data models and dictionaries can be extremely
useful in clarifying whether a discovered service is suitable for
a user’s data, but they must be used rigorously and
consistently — an extra pressure on users and clients and an
entry barrier. It is also impossible to automate all the
necessary validation simply through profiling, when more
complex scientific data exchange formats such as netCDF [30]
are required. Developments within the UncertWeb project try
to support this validation of netCDF datasets, e.g., by
extending the existing netCDF Climate and Forecast (CF)
metadata convention to encode and identify variables using
UncertML references.

Wrapping approaches for WPS use a generic WSDL
document to describe any WPS instance at once or on a per
process basis [24]. In the WPS specification, a
DescribeProcess request reveals additional process details,
such as required inputs and formats. Due to the generic nature
of WSDL, not all the information of a WPS and its processes
can be adequately represented. This extra layer of complexity
and lack of precision leads to a drastic reduction in the
benefits of using WSDL. Graphical workflow composition
and code generating tools require the user to know the
information provided by the DescribeProcess operation, and
how to subsequently build an Execute request document. In
practice, this means that a user has to examine the WPS
responses and understand the required parameter types and
formats, before they can actually benefit from WSDL's
widespread support in  chaining environments and
orchestration engines in order to enable automation of a
process chain.

When defining schemas for each process, which appears to
be the solution for the described above problems of a generic
WPS, the benefits of WPS appear to be negated, since the
request and response messages defined do not validate against
WPS schemas. Therefore, the additional overheads of
implementing the WPS specification become unnecessary, if
not argued by any of the other challenges. In this case, a
simpler solution would be to implement the processes using a
SOAP/WSDL framework [9]. Such frameworks are able to
automatically convert code into a usable Web service.

It is vital to reach the right balance between specific and
generic/abstract interfaces and data specifications so as to
increase usability and subsequently model sharing. Complex
spatio-temporal data and models require careful description
and validation, which is beyond the current capacity of the
generic interfaces available.

D. Propagation of Errors and Uncertainties

When diverse data sources and processes are composed
within a chain whose ultimate outputs will be used for
decision-making, a need arises for properly-documented
propagation of inherent or introduced errors and uncertainties.

Error and uncertainty propagation are necessary
ingredients in assessing the effects of data and model
uncertainty on the reliability of the outputs of a model chain.
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Uncertainty must be properly quantified and communicated to
decision makers — for example, by supplying error estimates,
quantiles or examples of equally likely alternative scenarios as
outputs. In a Model Web context, the language and formats
used to do this must be standardized and interoperable. There
are several examples of WPS, which use the UncertML
approach to characterize the uncertainty on their inputs and
outputs. The INTAMAP WPS accepts an Observation and
Measurement (O&M) [31] request document containing point
observations, which may have associated measurement
uncertainties. Depending on the nature of that uncertainty, an
appropriate algorithm is selected, and a document returned,
which contains interpolated grids of predicted means and
variances. Some cross-validation is performed, but this is
internal to the service rather than directly accessible to the
user as a model-evaluation service. The uncertainty-enabled
version of eHabitat, currently under development at the Joint
Research Centre (JRC) of the European Commission, samples
(or simulates) datasets from inputs with known or inferred
uncertainty, and produces summary statistics such as
exceedance probabilities and example realizations (again
encoded using UncertML), on top of the usual mean predicted
habitat suitability map. Again, the simulation (which could
effectively be seen as a form of sensitivity analysis) is
embedded inside the service and not exposed separately.

An alternative approach, which more clearly illustrates
service chaining, is to use a model that in itself does not
handle uncertainty. Instead, requests on that model are
executed multiple times, using perturbed parameters and
inputs, which are sampled from statistical estimates of the
uncertainty on those inputs. This allows fairly straightforward
propagation of uncertainty on inputs, model parameters and
initial conditions, and with some adaptation might even help
to estimate and propagate the uncertainty within the model
itself. The approach was successfully demonstrated for an air
quality assessment WPS by Gerharz and others [32] but raises
interesting questions about the pressures of increased network
traffic, especially with large and multi-dimensional datasets.

E. Reproducibility

Complex chains of diverse models make it difficult to
ensure the reproducibility of model runs, and raise particular
curation challenges when the recorded implementations
become outdated. Given that most integrated modeling
approaches use Monte Carlo simulation to incorporate and
assess the impact of uncertainties [33]; this also raises the
issue of ensuring the reproducibility of model runs and
simulations with a random element. For instance, someone
else should be able to reproduce the results of a published
model, even though a component might have changed in the
meantime, or some manipulation to the input data has been
performed.

The eHabitat WPS is a typical example where, depending
on the actual values of an input, the model algorithm might
use assumptions or omit values and currently, because of the
encapsulated nature of these decision rules, there is no way of
recording or propagating the branches that occurred for a
particular run. While lineage and provenance information [34]
provide a partial solution, full reproducibility would also
require some form of workflow curation and versioning.
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The most obvious means of storing and documenting
workflows are orchestration tools, such as Taverna, Kepler
[35], or Vistrails [36]. While these tools are designed to
produce workflows that can be run and shared, they are far
more frequently used to describe the logic, parameters and
components of a sequence of processing steps. Even in this
limited role, workflow tools are extremely useful as a step
towards reproducibility. For this reason, it is very relevant in
this context that models described using WSDL documents are
far more immediately interoperable with and easier to chain
using these tools. On the other hand, this straightforward
interoperability is partly because of an assumed simplicity in
model inputs/outputs. For example, Kepler has little capacity
for declaring complex types and ensuring a correct mapping
between them, which caused difficulties in an experimental
attempt to expose it as a WPS [37].

IV. CONCLUSIONS AND FUTURE WORK

This paper presented a condensed view on our currently
ongoing work that investigates suitable service interfaces for
the Model Web. Table 1 (below) provides a direct comparison
between the WPS and the WSDL approach. While OGC’s
WPS requires human-to-machine and machine-to-human
communication in order to fully exploit the automated
capabilities, W3C’s WSDL addresses purely machine-to-
machine interactions. Both separate and combined approaches
have their role in addressing central geoprocessing tasks in the
Model Web. However, it is clear that neither of the approaches
for generating WSDL  wrappers for WPS-based
services/processes is an adequate solution for supporting
interoperability outside the OGC community.

Due to the variety of issues and approaches, the Model
Web is likely to evolve towards a set of ecosystems of
components of different granularities that will evolve
independently, largely because of the many chasms (e.g.,
scientific disciplines, independent networks of developers and
projects) between the different communities (see also [38]).
This will certainly require in depth investigations on the
relation between the Model Web and the Geospatial Semantic
Web [39]. Starting points are for example provided in [7] and
[8].

Besides further elaborations on service interfaces, our
future work will particularly address the impact of harmonized
data models for environmental information, as currently being
developed in the context of the Infrastructure for Spatial
Information in Europe (INSPIRE) [40]. We will base our
investigations on the aforementioned eHabitat and EFFIS case
studies, following a holistic approach.

Lastly, it should be noted that the interface issues stressed
in this paper represent only one research field in
geoprocessing for the Model Web. Assuming that generic
models will become available as modules, better means for
orchestration and chaining will be required. We doubt that
solutions from the business sector, such as Business Process
Modelling Language (BPEL) [41] or Business Process
Modelling Notation (BPMN) [42], will suit the arising needs,
but this is a different story.
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TABLE I. SUMMARY OF WPS AND WSDL COMPARISON.

WPS WSDL

Niche-market Mass-market

Several endpoints
(resource-based approach)

Single endpoint
(service-based approach)

Functional description of
process/method signatures +
other descriptive fields

Functional description of
method signatures

Support for profiling No support for profiling

No need of third-party languages
(cascading composition) to
enable service composition

Need third-party languages
(BPEL, etc.) to enable service
composition

Human-to-machine interaction Machine-to-machine interaction

Support for (mimic) WSDL No support for WPS
description description
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Map Services

Daisuke Yamamoto
Nagoya Institute of Technology
Gokiso-cho, Showa-ku,
Nagoya, Aichi, Japan
daisuke@nitech.ac.jp

Abstract—This paper proposes a method for the fast loop
roads extraction for mobile Web map services and applications.
Since the existing loop road extraction method has drawbacks
such as those related to the processing speed and interactivity, it
has been difficult to apply the method to real-time applications
such as mobile Web map services directly. Therefore, this
paper proposes a fast extraction method that involves acquiring
information on all loop roads with high efficiency in advance
and storing the information in a database and querying those
with SQL statements. The proposed method is 51.0 times
faster than the previous method, and for expanded loop road
extraction, it is 16.4-25.3 times faster than the previous method.
Further, when used to build a loop road database, the proposed
method, which involves the use of a tabulation method, is 3.86
times faster than the conventional method. We have developed
the Web API function in order to acquire loop roads easily from
other Web services. For the application of the proposed method,
we have developed the One Click Focusing function that can
modify the size, position, and scale of the focus automatically
in fisheye-view maps.
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to visualize the whole area in the display, after scrolling
through the map. However, this operation is slightly too
complex in a mobile environment. Therefore, there is a user
need for target area adjustments that use simple one-click or
one-touch operations on mobile maps. Some map databases
are based on polygon data for areas and structures, such as
the National Land Numerical Information download service
[3] and U.S. Census Bureau Tiger/Line [4], so we aimed to
develop a method for automatically adjusting maps using
these polygons. In general, humans create polygons, but
polygon data is not available for all areas and structures.
Therefore, we must automatically extract these polygons
from road databases.

Our study was focused on a loop road. A loop road is
the smallest road network, which surrounds a target point
on a road network map, as shown in Figure 1. The area
surrounded by a loop road is a city block. Many areas consist
of some city blocks, including shopping centers, universities
and parks, so a city block is an important unit. Thus, if we
can handle city blocks easily on Web map services, more
area-based Web map applications will be made available.

Advanced Web map services, such as Google Maps, have The purpose of this study is to develop a fundamental

become available in recent years. Smart phones equippetystem to enable Web map services that can handle city

with GPS sensors, such as iPhones, have also beconwocks easily. We propose a fast extraction method for loop

increasingly popular, which means that anyone can accegeads and expanded loop roads. Moreover, we developed a

mobile Web map services. Web map services allow users One Click Focusing function on this method.

to determine their current position, but they also enable The following requirements had to be satisfied to imple-

the sharing of content mapped with positions in manyment the proposed system.

applications, such as location-based SNS (Social Network Requirement 1 The processing speed must be fast and

Services) [1] and pedestrian navigation systems [2]. stable, in order to allow a serviceable response with
Many applications are based on existing Web map ser- Web map services.

vices, such as location mapping systems based on points Requirement 2 Loop roads must be calculated from

(latitude and longitude) and navigation systems based on existing road networks without human costs.

lines (road networks), but few services are based on poly- Requirement 3 A Web API must be defined in order to

gons, such as areas and city blocks. implement the proposed system easily from other
However, it is important that mobile web map services Web services.

include surfaces, such as areas and city blocks, as well as Requirement 4 Applications based on the proposed sys-

points and lines. For example, let us consider a situation tem must be available.

where a user wants to find certain areas using mobile maps. Thus, the proposed system possesses the following char-

A user must adjust the scale and position of the mapmacteristics, in order to satisfy the requirements.
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il Expand Loop Road ( Level 2) | =
=

q r-.___.

Characteristic 1Loop roads extraction can be rapid and

stable by querying to a loop road database with \ " :

SQL statements. Since SQL is one of the fastest MRt St it T
technologies that involve searching massive data, o % fLExpand Ii"p_Road,( Level 1) |
we believe that our approach is the best solution ! I r R i .
for extracting loop roads. (Corresponding to Re- » ,'_ :
quirement 1) 1 o~ —— g 2!

2
Characteristic 2The loop road database can be built o g P EEE
automatically from existing road databases effi- Wi
ciently. (Corresponding to Requirement 2)
Characteristic 3The Web APl can communicate with Figure 1. Sample of a loop road and expanded loop roads. The area
clients and other Web servers. (Corresponding tosurrounded by a loop road is a city block.
Requirement 3)

Characteristic 4We developed a One Click Focusing loop read -
function for fisheye view maps as an application of _
the proposed system. (Corresponding to Require- City-Block J @ @ P3 P2
ment 4) e unx B

Our method will provide a fundamental technological | A

contribution to innovative and intelligent Web map services.
This paper has eight sections. Section Il summarizes Figure 2. Example of a loop roaffigure 3. Selection of a loop road.
existing loop road extraction methods. Section Ill describes a
fast method for extraction. Section IV presents the structure )
of the proposed system. Section V contains the experimentdl: Méthod for Loop Road Extraction
results. Section VI describes an application based on the We propose a loop road algorithm that extracts a loop
proposed system. Section VII contains related work. Sectiomoad surrounding point C. We initially remove orphan links
VIII concludes this paper. that do not form a loop road, such as straight roads.
First, we find the nearest link from point C then we
follow the link in a counterclockwise direction. When the
Il. LOOPROAD EXTRACTION METHOD link connects to the tail of the first link, the path connecting
these links is a loop road. However, when the link comes to
We previously proposed a loop road algorithm [5] for a dead end, we follow a neighboring link using a depth-first
extracting loop roads and expanded loop roads. This sectiogearch algorithm, as shown in Figure 2.
summarizes existing methods and provides definitions of Algorithm 1 finds the loop road algorithm in the coun-
a loop road and an expanded loop road. These methodsrclockwise direction. Herestart.tail and start.head are
can extract loop roads and expanded loop roads with higkhe front and tail nodes, respectively, of the nearest link
accuracy, but the processing speeds of these methods &rem point C. setVisitedLink(nodel, node23 a function
too slow for Web map service applications. Therefore, wethat sets avisited flagon the link that connects nodel and
propose fast extraction methods in the next section. node2.node.UnvisitedLeftChild(Js a function that returns
A loop road is the smallest loop road network, whichthe unvisited and leftmost links connected to thede
surrounds a target position, as shown in Figure 1. A cityFigure 3 shows that the function returns node P3 when
block is the area surrounded by a loop road. A level 1node B is the current node and no links (P1, P2, P3) are
expanded loop road is the loop road network that surrounds ot as visited flags. Likewisenode.UnvisitedRightChild()
loop road. A level N expanded loop road is the road networks a function that returns the unvisited and rightmost links
that surrounds a level N-1 expanded loop road. connected to the current node.
A loop road is important for the following reasons. Some .
areas, including parks, universities, and shopping center?,' Method for Extracting Expanded Loop Roads
generally consist of city blocks, so we can treat a city block The expanded loop road algorithm expands to city blocks
as a semantic unit that divides an area. Thus, a loop roasurrounding a loop road in a radial direction, block-by-block.
treats road networks as areas. Some parks and universitiesThe expanded loop road algorithm proceeds as follows.
contain several city blocks, so we need to address neigh-or each link in the level N expanded loop road, apply the
boring city blocks as well as single city blocks. We canloop road algorithm in the clockwise direction, as shown in
process neighboring city blocks simultaneously by extractindg=igure 4. This finds the level N+1 expanded loop road and
expanded loop roads. expands to city blocks in a radial direction. However, we
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Algorithm 1 LoopRoad algorithm (counterclockwise) (a (c

(b
Require: Link : Start «— J':l
1: stack := newStack() J/-i DEFI(:I

2: setVisitedLink(Start.tail, Start.head)

3 sta_ck.push(Start.head) « e

4: while not stack.empty() do ~£ |

5. mnode := stack.top() J: ||:_||(:|

6: if node = Start.tail then |:| I:I

7: return stack

8: else Er

9 child := node.Unvisited Le ftChild()

10: if child = nuil then Figure 4. Expanded loop road algorithm. Gray lines, black arrows, red
1L stack.pop() arrows, and the green circle indicate roads, links, previous links, and the
12: else Focus area, respectively.

13: setVisitedLink(node, child)

14: stack.push(child) ) )

15: end if searching road networks, because searching huge networks
16 end if would be too computationally intensive. We can also find
17: end while expanded loop roads by combining neighboring loop roads,

which also eliminates the need to search road networks.

A. Definitions of databases

must apply the loop road algorithm in a counterclockwise  rjrg; \ve provide details of the road database and the loop
direction for some links when expanding to city blocks in @r0ad database

complex road network. Thus, we must apply the 100p road e road database contained a road table with road links
algorithm in both clockwise and counterclockwise d'reCt'onSbetween intersections for navigation. The columns of the

for each link. The algorithm is provided below. road table contained road link IDs, coordinates of road start

Step linitialize List A. points and end points, and other road link IDs connected

Step 2Store links for an initial loop road (Figure 4-a ) in tg this link. The road database was converted from the
List A. “Navigation Road Map 2007” published by Yahoo Japan.

Step 3ror each link stored in List A, apply the loop road A |oop road database includes the LoopRoadTbl table
algorithm in both clockwise and counterclockwise and the NeighborTbl table. The LoopRoadThl table contains

directions, as shown in Figure 4-b. road links for loop roads. The columns of the LoopRoadTbl
Step 4Remove links stored in List A from links generated taple contain loop road ID(id), lists of road link IDs and
in Step3. coordinates connected with a loop road (roadList, coordList),

Step SApply the loop road algorithm in the counterclock- and a rectangular region containing a loop road (north, south,
wise direction using the links generated in Step4,west, east), as shown in Table |. The roadList column is
as shown in Figure 4-c. This provides an expanded text field containing a list of road link IDs in Comma
loop road. Separated Value (CSV) format. For example, the CSV

Step 6Repeat from Step 2 if the city blocks need to beformat of a loop road with road IDs of 100, 101, and 102
further expanded, as shown in Figure 4-d and 4-ejs "100,101,102". The coordList column is also a text field

List A is the list structure storing the loop road. Finally, we containing a list of coordinates for the loop road.

find the radius and center point of the Focus connected to The NeighborTbl table contains relationships between a
the loop road at each level. road and loop roads containing this road. Figure 5 shows
that a road connects with two loop roads: a left loop road
_ ) ) ) and a right loop road. The columns of the NeighborTbl table

This section describes fast extraction methods for 100Q:gntain road link ID (id), left-hand side loop road ID (leftid),

roads and expanded loop roads. and right-hand side loop road ID (rightld), as shown in Table

The basic principle of the proposed method is as followsy; \we can find loop road IDs connected with any roads by

First, we build a loop road database to store all loop roadssearching the neighboring table.

which are calculated in advance to improve efficiency. The _

loop road database contains a loop road table with the roa8- Loop Road Database Construction

links of loop roads and a neighboring table with relationships Here we describe an automatic method for building a
between roads and loop roads. Thus we can rapidly findbop road database from an existing road database to satisfy
any loop road by querying the loop road database withoutequirement 2 in Section |I.

1. FAST EXTRACTION METHOD

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-178-6 9
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Table | Table I
DEFINITION OF THE LOOP ROAD TABLE LOOPROADTBL DEFINITION OF THE NEIGHBORING TABLE NEIGHBORTBL
column type description column type description
id integer ID of the loop road id integer ID of the road
north real northernmost latitude of loop road leftld integer | left-hand side loop road ID
south real southernmost latitude of loop road rightld | integer | right-hand side loop road ID
west real westernmost longitude of loop road
east real easternmost longitude of loop road
roadList text list of road IDs . ) . . )
coordList | text list of coordinates road instead of vertices on a grid. This method applies
clockwise and counterclockwise loop road algorithms based
Right-hand side Loop Road on Algorithm 1 to all road links and inserts these loop roads

into the loop road database.
The algorithm is as follows. We apply the following steps

Road Link to each road linkL.
Step 1Apply the clockwise loop road algorithm based on
Left-hand side Loop Road Algorithm 1, to a roaq linkL. .
Step 2Apply counterclockwise loop road algorithm to a
Figure 5. Road connected to two neighboring loop roads (left-hand side road link L.
and right-hand side). Step 3Check whether the same loop road is already stored

in the loop road database, for each loop road

A very high number of road links exist in Japan, so it is detected in Step 1 and Step 2.

difficult to generate a loop road database in a short period of Step 4insert each loop roaq to the loop rpad database if
time. We needed to generate a loop road database as quickly the same Ioop.roa.d .'s. not present Ir? the database.
as possible, so we tested the following three methods. In contrasts to the grid division method, this method can
1) Grid Division Method: First, we discuss a simple €xtract all loop roads. A problem with this method is the
method of dividing the map into a grid made of vertical andneed to calculate. times for one loop road when a loop
horizontal lines at a constant interval before applying the'0ad has: road links. Ideally, a loop road must be calculated

loop road algorithm described in Section Il to all vertices ofONly once, so the extraction time of a loop road with this
the grid. method isn times longer compared with the ideal method.

The algorithm for this method is as follows. First, we FOr example, whem = 4 in the grid road network, the road
divide a map into a grid with a distance interval The  link method takes four times longer than the ideal method.

fo”owing Steps are then app“ed to each vertexof this It is desirable to solve this duplication problem.

grid. 3) Road Link Method without DuplicationFinally, we
propose a road link method without duplication. This method
can extract all loop roads without calculating duplicate loop

Step 2Check whether the same loop road is stored in thd©@ds by using the NeighborTbl table. _
loop road database. The algorithm is as follows. We apply the following steps

Step 3nsert the loop road to the loop road database ift0 €ach road linki, where a link ID of link K" is k. The
the loop road does not exist in the database.  detailed algorithm is shown in Algorithm 2.

This method can extract loop roads containing any ver- Step 1Select the row for a column, where the link ID is

Step 1Apply the loop road algorithm described in Section
Il to point P.

tices in the grid, but this method cannot extract loop roads k from the NeighborTbl table. Go to Step 6, if the
that contain no vertices in the grid. A loop road with multiple leftid of this row is not null.

vertices in the grid must be calculated redundantly with the Step 2Find a loop roadi by applying the counterclock-
same number of vertices included in the loop road. We may wise loop road algorithm based on Algorithm 1,
extract all loop roads if the distaneeis sufficiently small, where the loop road ID of the loop road is r.

such as 1 meter, but the extraction time is too great since Step 3Go to Step 6 if Step 2 cannot find a loop road.
there are a lot of vertices. In contrast, we can extract loop Step 4insert loop road{% into the LoopRoadTbl table.
roads in a short time if distance s sufficiently high, such ~ Step SFor each roads” of the loop roadk, update the

as 10 km, but we might not extract many loop roads because leftid column in the row of the linkid column in

small loop roads might include no vertices. The density of the NeighborThbl table fok’ as follows.

roads varies in different areas, which makes it difficult to UPDATE NeighborTbl SET leftld=r WHERE id=k'

determine the best distaneefor solving this dilemma. Step 6Likewise, apply Step 1 to Step 5 using the clock-
2) Road Link Method:We next discuss the road link wise loop road algorithm and rightid.

method, which extracts loop roads by searching from each This method is fast, because this method can build the
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Algorithm 2 Road Link Method without Duplications Algorithm 3 FastLoopRoad Algorithm.

(counterclockwise).LoopRoad(link) function returns the Require: Position : P

loop road started fronkink based on Algorithm 1.
Require: Link : k
1. row :=selectx from NeighborTbl where id = k
2: if row.leftld = null then

1: rows :=selectx from LoopRoadTbl where north <
P.lat and south > p.lat and west < P.long and
east > P.long

2: for all row € rows do

3 if PointInPolygon(P,row) then
4: return loop

5. end if

6: end for

3. loop := LoopRoad(row.1D)

4. if loop # null then

5: for all link € loop do

6 update NeighborTbl setleftid = loop.I1D
where id = link.1D

7 end for

8 end if

9: end if

Algorithm 4 FastExpandedLoopRoad Algorithm. N
means a level of the expanded loop roddnksOf(A)
function returns road links included in loop roads 4f

Require: Position : P, Integer : N

LoopRoadThl table without duplications by referring to the
NeighborThl table. The number of loop road calculations

required this method can be four times smaller than that 3

required by the road link method, when a loop road has

4 road links. This method requires extra disk space for °
the NeighborTbl table, but the NeighborThl table is also 6.
required for speeding up expanded loop road extraction. For;:

these reasons, we adopted this method.

C. SQL-based Loop Road Extraction

We propose a rapid method for finding the loop road for
a target pointP by referring to the previously constructed

1: A :=new Set()

2: B :=new Set()

. loop := FastLoopRoad(P)

4; if loop # null then

A.add(loop.ID)

for i=1— N do
B.addAll(A)
rows :=select leftld,rightld  from
NeighborTbl where id in (select id from
NeighborTbl where leftld in A or rightld in
A)

o: A.clear()

loop road database. 10: for all row € rows do
The algorithm of this method is as follows, where the 11: A.add(row.leftld)
latitude of target pointP is P.lat, and the longitude is 12 A.add(row.rightld)
P.long. The detailed algorithm is shown in Algorithm 3. 13 end for
Step IFind the candidate loop roads by querying the 14: A.removeAll(B)
LoopRoadTbl table using the following SQL query. 15.  end for

SELECT * FROM LoopRoadThl where
north<P.lat and south>P.lat and
west <P.long and east>P.long

16:
17: end if

return  LoopRoad(LinksO f(A) — LinksO f(B))

Step 2Apply a point-in-polygon[6] algorithm to the point
P and each loop road candidate to determine the
loop road including the poinP.

Step 3The result is a candidate loop road including the
point P. If no candidate loop road includes the
point P, the result is null.

The advantage of this method is that we can rapidly

acquire loop roads using a simple SQL query and without
searching any road networks.

D. SQL-based Expanded Loop Road Extraction

Next, we propose a method for finding an expanded loop
road for a target poinP. The algorithm for this method is
as follows, where Sefl and SetB are null. The detailed
algorithm is shown in Algorithm 4.

Step 1Find a loop road that surrounds the poiRt by

using the loop road extraction method described in
Section 1II.C.

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-178-6

Step 2Add the loop road ID to Se#l if the loop road is
not null.
Step 3Repeat the following Step 3.1 to Step 3V4times.

Step 3.1 Add SetA values to SetB.

Step 3.2 Find loop roads with road links in loop roads
included in SetA by querying the NeighborTbl
table with the following query.

SELECT leftld, rightld FROM neighborThl
WHERE id IN (SELECT id FROM neighborTbl
WHERE leftld IN ( Set A values ) OR
rightld IN ( Set A values ))
Step 3.3 Update SetA with the values of leftld and
rightld based on the SQL results of Step 3.2.
Step 3.4 Remove Sef3 values from SetA.
Step 4Remove links in loop roads of S&¢ from links
in loop roads of SetA. Apply LoopRoad method
described in Algorithm 1 to the links in order to
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1) A={a} 2) A={abcde} 3) A={pc,d.e} Application server Database server
B={} B={a} B={a}
c S Loop road SQL Road database
Web >
% 5 T3 Td 5 13 14 services Expanded loop road [¢ i extract
5 = <> Web API II.?okad Loop road database
REST INks
4) A={ab,c.defghijkhm}  5) A={f.g.hijklm) Apache Tomcat 6.0 MySQL 5.1
B={a,b,c,d,e} B={a,b,c,d,e}
i ] Figure 7. System architecture. We adopted a server-client architecture
_ - with Web API functionality.
i © i c k
h b Ja |d | h b [a |d |
g e |m g |¢ |m adoption of Web API allows clients and other Web servers
i f to find loop roads and expanded loop roads on demand.

Figure 6. Example of Level 2 expanded loop road algorithmz 1§ a loop B. Web API

road extracted by FastRoadLink function, 2) Add valuesdofo B. And, Web API provides methods such as REST (Represen-
o ’chv dztf] € f are tr?eh'oc’p tLoadz eX”afCtSe)dey the SQl'- query f°f line 8 tational State Transfer) and SOAP (Simple Object Access
(o) orithm 4, wnich share tnhe eages @ emove values rom H
A. 4)gAdd values ofA to B. A are ?he loop roads extracted by the SQL PrOtOCOD.' We .adOpted the RE.ST methOd' because thIS
query of line 8, which share edges bic, d, e. 5) Remove values o5 Method is easiest for Web services. This method submits
from A. Remove links in loop roads aB from links in loop roads of4. parameters by adding them to a request URL and returns
results in XML format. A sample URL request is as follows.

http://server/api?mode=loop&lat=X&long=Y&level=N

connect the Imks_. In this requestserver is the URL of proposed system, while
The result of Step 5 is the target expanded loop roadhe mode attribute indicates whether the request wants to
(Level N). acquire a loop road or an expanded loop road. The system

The advantage of this method is that it is almost complete(gfsl{{;”; % tIL?rcr)]Fs), :;%agxgahh de;” do‘llgogttrr(i)g‘ét?f g@;}o?ﬂﬁbﬂt‘g
. . €
by the SQI.‘ query in Step 3.1. The S.QL query 1S _only coN-ig “expand”. We can sétit/long using latitude and longitude
ducted N times for level N and the size of the NeighborTblattributes. We can set the appropriate level of an expanded
table is smaller than the LoopRoadThbl table, and the roatbop road using thdevel attribute. The response contains

database. Thus, we expect that the processing speed of ttile road links of the loop road. An example of a response

method will be lower than other methods. is as follows.
<looproad>
IV. SYSTEM ARCHITECTURE <header> .
In order to satisfy Requirement 3 described in Section ~ <circle lat="" long="" radius=""/>
<rect top="" bottom="" left="" right=""/>

I, we had to develop a function to communicate with _, oo
other Web services. Thus, we examined the following tWo <rgads>
methods. One is a library approach used by Web engineers  <road id="" lat1="" Ingl="" lat2="" Ing2=""/>
to install a whole system to a Web server, including the
programs and the large road loop road databases. The othgﬁ:(/) ror?)i?;
method is a Web APl approach used by Web services to P
communicate on-demand with our system using a Web API. The header element contains a summary of the response,
The library approach cannot satisfy Requirement 3, becausghich includes acircle element and aectangle element.
this approach uses large volumes of disk spaces and requirgse circle element contains a center coordinate and the
engineers to install programs on Web servers. Therefore, weadius of a circle including the loop road. Thectangle
adopted a Web API approach that more easily allows Welelement shows a rectangle containing the loop road. The
engineers to use the proposed methods. roads element includesoad elements with road links for
the loop road, where thé&:t1 andlongl attributes denote
the starting point of the road link, antht2 and long2

We adopted a server-client architecture, as shown inndicate the end points. Web services can access loop road
Figure 7. This system includes an application server andhformation by reading this XML format.
database servers. A database server includes the previously
constructed road databases and the loop road database. We
adopted MySQL 5 as the database management system. WeWe tested the applicability of the proposed system from
adopted Tomcat 6 and Java 1.6 in the application server. Thihe perspective of Web services. Thus, we compared the
method of communication between the server and clientprocessing time of the existing method with that of the
was based on a Web API described in the next section. Thproposed method.

A. System Architecture

V. EXPERIMENTAL RESULT
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. . . Table Il
The experimental environment consisted of a databaserye requiRED TO CONSTRUCT LOOP ROAD DATABASES USING EACH

server and an application server, as described in Section IV. METHOD. METHOD 3 IS PROPOSED METHOD
The size of the road database was about 22 GB, so we could

i calculation
not load all roads in the memory. Instead, we Ioade@ rogd total time | number | loop road
links from the road database on demand. The specification method 1 (50m) | 17291 s 26649 7518
of the database server was as follows: Intel Core i7 2.9 me;nog 1 gggmg ‘1‘%25 %gg ‘1‘385
. . . metho m S
GHz, 12.0 GB memory. The application server ggntglned method 2 1769 s 43640 8082
the programs for the proposed system. The specification of method 3 459 s 8737 8058

the application server was as follows: Intel Core i7 3.0 GHz,
8.0 GB memory.

A. Loop Road Database Construction method 2, th_e extraction rate was alm_ost the same. Method

. . ) . , .~ 3 has the disadvantage that it requires extra disk space
First, we investigated the time required for constructing;, e NeighborTbl table, but we consider this problem to
the loop road database. The loop road database can Bg yiia| because the NeighborThl table is also useful for
constructed automatically in advance from road databasege e|erating the expanded loop extraction method. However,

but the time required to construct the loop road databasg, oo 3 has the advantage that it constructs a stable loop
must be short. We must rebuild the loop road database aﬁ%ad database rapidly and robustly.

the original road databases are updated, so it is better to

: ) The target area was only one of more than 4800 areas
construct the loop road database as quickly as possible

Tiﬂ Japan, so the time required to construct a database for

rec_er;]ce tfhe lead time. d the followina th hods. Th all areas in Japan may be more than 4000 times greater.
erefore, we compared the following three methods. eI'herefore, the advantages of the proposed method become

target area was a central area in a major Japanese cim L . :
. . ore significant when applied to all areas in Japan.
(Nagoya city). The area has 21820 road links. 9 bp b

method 1 We used the grid division method described B, |oop Road Extraction
in Section 111.B.1 and divided the map into 50 m, , . . .
100 m. or 200 m intervals. Next, we investigated the loop road extraction time.
method 2 R(;ad link method. as described in SectionThe extraction time for a loop road included: 1) the time
ILB.2 ' required for accessing databases; and 2) the time required
method 3 Road link method without duplication, as de- for calculating road networks. Thus, we measures the time
scribed in Section 111.B.3 ’ required for each process. The target area was the center
T area of a major city in Japan (Nagoya city). We measures the

we |r_1vest|gate_d the construction time, the number Olextraction time for loop roads at 1000 random time points.
calculations required, and the number of loop roads WIﬂ‘\N

each method. The number of calculations referred to the e compared the.followmg two methods. )
total number of function calls by the loop road algorithm. ~Method 1 Existing method. The system applied the algo-

The number of loop roads means the actual number of loop rithm described in Section I1.A, after loading road

roads without duplications, because the same loop road may links within 1km? of the target point.

be counted many times. method 2 Proposed method described in Section Il1.C.
Table Il shows the results. First, we compared method This system can detect loop roads much more

1 with method 2. Method 2 was 0.68-9.8 times faster than quickly by using the loop road database, rather than

method 1. In particular, the total time required for method 1 the road database.

with 50 m intervals was significant longer than other method, Table IV shows results. The total time required for method
including method 1 with 100 m and 200 m. Method 1 with 2 was 45.4 times faster than that with method 1. The
50 mintervals detected almost as many loop roads as methadason for this was as follows. Both methods had to access
2, whereas method 1 with 50 m and 100 m intervals failed tahe database once, but the time required for accessing the
detect many loop roads. This result suggests that method database with method 2 was 51.0 times faster than with
has a problem with the trade-off between calculation speethethod 1. Method 1 had to acquire road links from the
and the number of loop roads, which contrasts with methodslatabase in a large range §in2), because the range of the
2 and 3. target loop road was previously unknown, whereas method 2
Next, we compared method 2 with method 3. Methodhad the advantage of acquiring candidate loop roads directly
3 was 3.86 times faster than method 2. The loop roadfrom database by issuing a simple SQL query. Method 1 had
calculation number with method 3 (8737) was 4.99 timesto apply a loop road extraction algorithm after acquiring
higher than method 2 (43640), which suggests that methothe SQL results, whereas method 2 had the advantage
3 is effective in avoiding duplications. Since the number ofof not applying this algorithm. The average road network
extracted loop roads with method 3 was almost identical tacalculation time with method 2 was only about 1 ms.
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The standard variance with method 2 was much smallefor the level N of the expanded loop road. Thus, method
than that with method 1. The reason for this was as follows2 was more stable at detecting loop roads compared with
The road network calculation time with method 1 varied with method 1.
the size and complexity of the loop road, whereas this was These results suggest that the proposed system is better
constant with method 2 which acquired any result by issuindor Web map services than existing systems.

a simple SQL query to the database without any complex
processing requirements.
The precision of method 2 (98.0%) was higher than that This section describes the application of the loop road
of method 1 (92.3%). Method 1 searched a loop road startingxtraction method to satisfy Requirement 4 in Section |.
from only the nearest link of target point, whereas method So, we have proposed and developed the
2 could search a loop road starting from any of the links.Focus+Glue+Context type fisheye view maps Emma
The main reason why the precision of method 2 was nof7][8][9]. Emma is the first Fisheye view map system for
100 percent was that some areas lacked loop roads, such &b map services. Figure 8 shows that Emma has a Focus
the coast. The precision of method 2 was low if the loopto show large-scale maps of target areas, a Context to
road database could not be constructed with high accuracghow a small-scale map, and a Glue that shows the routes
which suggests that loop road extraction and construction ofonnecting Focus with Context. Unlike existing fisheye
the loop road database had high accuracy with the proposedews [10][11][12][13][14], the Focus and Context have no
method. Method 2 was more stable and quicker at extractingistortion, because Glue contains all the distortion. Only
loop roads than method 1, which suggest that the proposeitie Glue must be drawn dynamically, so this system is
method is more suitable for Web services. rapid and suitable for Web map services. Emma users can
observe detailed maps of target areas and the geographical
relationships between the targets. Users can also adjust the
Finally, we investigated the extraction time for expandedsjze, scale, and position of the Focus according to target
loop roads. The extraction time for an expanded loop roagyea, by mouse-dragging the edge of the Focus.
includes: 1) the time required to access the database; and 2)The Context and Glue is too small when the Focus is
the time required to calculate data. Thus, we measured thgg large when using a small display, so it is important to
time required for each process. The target area was the centggjust the size, position, and scale of the Focus to make the
area of a major city in Japan (Nagoya city). We measuregtocys as small as possible and fitting the Focus in the target
the time I’equired to calculate the |00p road extraction at 10%rea. Users cannot use a mouse with mobile maps, such as
random points, for each Level of the expanded loop roadsmart phones, which makes it is difficult to adjust the Focus
We compared the following two methods. manually. Therefore, we must adjust the Focus automatically
method 1 Existing method. The system applied the al- based on the target area.
gorithm described in Section I.B to road links, Thus, we propose a “One Click Focusing” function to
after loading road links within 2m? of the target  automatically adjust the size, position, and scale of the
point. Focus, based on the target city blocks. We adopted a server-

method 2 Proposed method described in Section I1I.D. client model using Web API. The algorithm of this function
This system used the loop road database to finds as follows.

loop roads more quickly. Step 1A user clicks any point on the map in the client.

Table V shows the results. The total processing time with Step 2The client submits the clicked point to the server
method 2 was 16.4-25.3 times faster than with method 1. using a Web API function.

The reason for this was as follows. The detection time with Step 3The server calculates a loop road for the clicked
method 1 was higher, because method 1 had to load a very point and responds to the client in XML format.
large range of road links from the road database, whereas Step 4The client finds the center positio® and the
method 2 had the advantage that it only had to make as many radius R of a circle that contains the loop road
SQL queries as there were loop road levels. Method 1 had based on the XML response.

to apply the loop road extraction algorithm to road networks Step 5The client adjusts the Focus, based on the position
for the total number of city blocks, whereas method 1 only P and radiusR.

had to apply this algorithm once. In Step 5, the center of the FocuBp, and the scale of

The standard variance with method 2 (9.1-39.3) is muchg Focys fg, are calculated using the following functions
smaller than that with method 1 (2096-8321). The reason fo{yare the radius of the Focus #%, which is limited by the
this was as follows. The road network calculation time with display size.

method 1 varied with the size and complexity of the loop Fp=p 1)
road, while it was constant with method 2 which acquired
any result by issuing an SQL query to the database N times, Fs =k Fg/r (2)

VI. APPLICATION

C. Expanded Loop Road Extraction
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Table IV
MEAN LOOP ROAD EXTRACTION TIME AND PRECISION FOR EACH METHODDATABASE TIME MEANS THE TIME OF ACCESSING DATABASES
CALCULATION TIME MEANS THE TIME OF CALCULATING ROAD NETWORKS. UNIT IS MILLISECOND. METHOD 2 IS PROPOSED METHOD

database time | calculation time total precision
mean std. mean std. mean std. factor
method 1| 931.1 ms| 258.8 | 12.2 ms| 15.6 | 943.3 ms| 259.9 | 51.0x 92.3%
method 2| 18.5 ms 6.2 0 ms 0 18.5 ms 6.2 1.0x 98.0%

Table V
EXPANDED LOOP ROAD DETECTION TIME USING EACH METHODFOR EACH LEVEL OF THE EXPANDED LOOP ROAD DATABASE TIME MEANS THE
TIME REQUIRED TO ACCESS THE DATABASESCALCULATION TIME MEANS THE TIME REQUIRED TO CALCULATE THE ROAD NETWORKS UNIT IS
MILLISECOND. METHOD 2 IS PROPOSED METHOD

database time calculation time total

mean std. mean std. mean std. factor
level 1 | method 1| 1212.3 ms| 428.9 | 414.1 ms | 2098.6 | 1626.4 ms| 2096.4 | 14.8x
method 2| 106.6 ms 8.2 3.3 ms 3.1 109.9 ms 9.12 1.0x
level 2 | method 1| 1174.3 ms| 416.7 | 1540.0 ms| 3532.0 | 2714.7 ms| 3684.5| 17.2x
method 2| 149.8 ms 8.4 8.2 ms 9.7 158.1 ms 14.8 1.0x
level 3 | method 1| 1233.9 ms| 401.1 | 2085.2 ms| 3977.3 | 3319.1 ms| 3989.4 | 16.4x
method 2| 190.2 ms | 31.62 12.2 ms 20.2 202.4 ms 36.5 1.0x
level 4 | method 1| 1181.9 ms| 369.3 | 5329.0 ms| 8296.7 | 6510.9 ms| 8321.3 | 25.3x
method 2| 238.0ms | 32.7 19.3 ms 19.5 257.3 ms 39.3 1.0x
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Figure 8. “Focus+Glue+Context” fisheye view maps in Emma. Users cal

adjust the size, position, and scale of the Focus by mouse-dragging. ri:igure 9. “One Clicking Focusing” function can automatically adjust the

size, position, and size of the Focus, based on loop roads. a) The route to
the target area is interrupted, because part of a loop road is not shown in
the Focus. b) The route to the target area is connected to the target area,

k is a constant determined by the display resolution. If usergecause loop roads are shown in the Focus.

want to expand the Focus, the Focus can be expanded step-

by-step by acquiring expanded loop roads, instead of a loop

road. Many studies have detected roads by analyzing paper
The advantage of the proposed method is that the Focu®aps or satellite images. For example, satellite images have

can be part of target area and also boundary roads of theeen used in many studies in the academic fields of geo-

target area, because the size of the Focus is determin&gience and pattern recognition, particularly in methods for

by the loop roads. Therefore, the proposed system can findetecting roads by recognizing road edges [16][17], pattern

the routes for the target area of the Focus with certaintymatching [18][19], and methods based on local coidentity of

as shown in Figure 9. This suggests that we can develofpads [20]. These methods are effective when a user wants

advanced Web map services by applying the loop roado generate new maps for an area that has no road maps. Our

algorithm to existing Web map services. method is effective for areas found in road map databases,
which contrasts with these image-based methods.
VIl. RELATED WORK In some field of academic study, such as graph theory [21]

One of the most advanced Web map services is the Opeand mobile distributed network theory [22], it is popular to
Street Map [15]. Open Street Map enables users to easily editetect cycle graphs. In particular, when a network is down
maps using Web browsers like a Wiki. Users can modify anddue to a loop problem where a data packet goes through the
add roads in the Open Street Map, but users cannot edit arghme routes many times if the system dynamically builds
control the map based on city blocks or areas, as describatie network, such as occurs with cycle graphs in mobile
in our current study. distributed networks. Thus, there are many approaches for
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generating directed acyclic graphs (DAG) without cycle [5] D. Yamamoto, K. Hukuhara, and N. Takahashi, “A focus con-

graphs, which contrasts with our approach. These studies
are relevant to our proposed method, but the definition and

purpose of the loop road are different from cycle graphs.

For example, a cycle graph may not be the smallest network(g]

surrounding any point, which contrasts with a loop road.

VIIl. CONCLUSION

This study proposes rapid methods for extracting loop

roads and expanded loop roads by constructing a loop road
database from an existing road database, for use in WeH8]
map services. The proposed method can find a loop road
51.0 times faster than the previous method, and an expanded
loop road 16.4-25.3 times faster than previous method. The[g]

precision of the proposed method (98.0%) is higher than

that of the previous method (92.3%). The proposed methotL0]

can effectively build a loop road database by avoiding

duplications and it constructs a loop road database 3.8 1]

times faster than conventional method. We developed a We
API, which allows Web engineers to develop Web Map

services based on city blocks. We also developed a One
Click Focusing function as an example application of loop
roads. This function can automatically adjust the size, scal
and position of the Focus, according to the target area and

city blocks. This system is particularly effective for mobile
maps on smartphones.

This system allows Web map services to handle maps
based on surfaces, such as city blocks, which contrasts witfj 4]

existing Web map services. We consider that our study
contributes to the interface of mobile Web map services,

such as One Click Focusing, but also to novel Web ma;515]

services based on surfaces, such as city blocks. The featu

of the proposed system is calculation using SQL technology
mainly, so we believe that the processing speed of the
proposed system could be further increased by adopting
other database technologies, such as replications, which ak&’]
popular technologies used in Web services. Thus, our system

contributes to GIS and novel Web services.
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Schema Transformation as a Tool for Data Reuse in Web Service Environment
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Abstract—The requirement to support the increased demand
for geospatial data resources in several application fields, on
various technical platforms and in diverse cultural contexts
creates a big challenge for data providers. Reusing the same
data set in different environments by employing content trans-
formation processes is proposed as a solution. In this paper
online schema transformation is evaluated as a tool for sup-
porting data reuse in Web Service-based data delivery archi-
tecture. The case implementation is developed in the context of
a major EU-project helping the National Mapping and Cadas-
tral Agencies to achieve INSPIRE-compliance.

Keywords-schema transformation; data reuse; Web process-
ing; Web Services; ESDI

l. INTRODUCTION

A. Background and motivation

One of the most important benefits gained by the intro-
duction of Web Services as the means for delivering digital
geographic information is the increased use of the data. The
extensive national geodata resources can potentially support
many different applications and be used in various technical
and cultural contexts, both on national level and abroad.
Consequently, data providers are faced with increased need
for producing ad hoc extracts from their databases and sup-
port a number of individual user preferences in the process.
The diverse requirements concerning data encodings, sche-
mas, coordinate reference systems and spatial representations
are becoming a great challenge for data providers.

The number of use cases for network-accessible digital
geodata has multiplied and the data sets are finding usage in
many exotic applications and at the same time are in the core
of many vital processes of society [1]. Significant additional
requirements are set by the need for international co-
operation and the subsequent need for data harmonisation,
for instance in the context of the European cooperation [2].

Seamless provision of basic geospatial information is a
necessity in the increasingly integrated Europe. Especially
the challenges related to the protection of environment em-
phasise the need for providing access to geospatial informa-
tion consistently across the European borders. The long his-
tory of national independence in Europe has contributed to
the fact that each Member State (MS) of the European Union
(EV) applies rather individual approaches as it regards col-
lection, organisation and maintenance of geographic infor-
mation. The challenge of integrating these heterogeneous
sources of information as a reliable and consistent informa-
tion service has been tackled in various Pan-European pro-
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jects and initiatives, aimed at supporting the development of
the European Spatial Data Infrastructure (ESDI).

The ESDI is currently under very active development.
Various research programmes of the European Commission
(EC) have included actions aimed at building components
for this infrastructure. One of the most important drivers in
this development is the INSPIRE (Infrastructure for Spatial
Information in Europe) initiative [3]. The INSPIRE process
is initiated by the EC as a European Directive and aims at
seamless Pan-European spatial data provision in support of
the protection of the environment [4].

A fundamental principle of the INSPIRE process is to
build the European level geospatial content services on top
of the existing National SDIs (NSDI), without explicitly re-
quiring changes on the Member State data sets. The diversity
of the solutions adopted by the European NSDIs makes this
approach particularly challenging. One proposed answer to
this challenge is to aim at data consistency through transfor-
mations on service level [5][6].

B. Related work

Various standard development activities have focused on
the topic of schema transformation. These include the work
of the Open Geospatial Consortium (OGC) on the concept of
Translating Web Feature Service [7] and the results of the
ORCHESTRA project as the specification for service type
called schema mapping service [8]. The recent examples of
the schema transformation-related standardisation include
the INSPIRE specificat