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Abstract—This paper discusses problems that arise in the process of designing training simulators based on virtual reality. Virtual reality increases the performance of training due to immersion and realistic spatial objects. Unfortunately, there are problems associated with designing training simulators based on virtual reality. These problems are related to the performance of the environment in the context of effective user training. The paper presents a new approach to design a framework for a training simulator in virtual reality. Its key idea is to introduce basic principles for building of a two-level architecture using a user-centered design (on low-level) and object-closed design (on high-level). The low-level includes a modeling of the subject's orientation and the response of the environment to external influences. The high-level focuses on the specific of operation or a detailed 3D model (visualization of target's operation through user interaction with the virtual environment). The data obtained can provide benefits to modeling training systems in virtual reality and for improving learning performance. The material presented can open new prospects for further research studies. It seems interesting to those who work in the field of usability engineering, training and human-computer interaction.

Keywords—virtual reality; virtual environment; human-computer interaction; training simulator; virtual subjectivities; user-centered design; design framework component.

I. INTRODUCTION

The applications of Virtual Reality (VR) are becoming very popular in different fields of human activity. On one hand, there is a continued optimism in the growth of the immersive industry sector [1]. On the other hand, there are many opportunities in the contexts of communication and integration of human feelings and emotions in the Virtual Environments (VE) [2].

The greatest interest is simulation based training on VR (the system hardware and software are essential components of the virtual reality system), which affects the sense organs like in a realistic scenario of professional activity.

Despite the active progress of immersive and interactive technologies, some difficulties are still associated with certain restrictions. These problems include 3D interaction design in VR [3], creation of realistic 3D content such as physics and visual effects [4], unified techniques of interaction in the VE [5], the difficulties of geo-positioning and spatial relocation [6].

This paper covers actual issues linked with the analyses and description model of VR for training simulation, which takes into account the subject area and subjective user experience.

One of the most common applications of VR is simulation training in the different spheres such as medicine [7], astronomic science [8], education [9], industry [10], sports [11], military [12], games [13], building architecture [14], etc. Therefore, VR should reproduce a user's practical activity in the context of any task. At the same time, VR is safe for humans in comparison with the physical environment [15].

It was noted that the training of tasks that are performed in a three-dimensional space are better performed in VE [16], for example, memory training [17] or improving spatial thinking [18]. Moreover, perceptions of learning programs are becoming more effective in VE by increasing user motivations [19], modeling collaborative learning or other communication practices [20]. The greatest interest is training of movements and memorizing motor skills [21], such as simulations of accurate manipulations at atypical conditions for humans [8] [22].

It was shown that VE has an influence on psycho-emotional states and stress resistance [23]; thus, this one could activate the corresponding behavior like in the real world [24]. The analysis mentioned above shows the potential of VR in the context of increasing the effectiveness of learning and simulation training.
The rest of the paper is structured as follows. Section 2 describes the main problems of human-computer interaction within VR. Section 3 covers some related works in this area, summarizing the differences between characteristics and features of training simulation in VR. Section 4 mentions the mapping model, which is followed for the training simulator. Section 5 concludes this paper.

II. PROBLEMS

At the moment, the design of human-computer interaction within VR is centered on classical usability methods [25] that have been used in the Windows Icon Mouse Pointer (WIMP) - paradigm applications for a long time. At the same time, VR crucially differs from conventional desktop applications first of all by its deep psychophysiological action, a wider set of interaction techniques, and 3D contents [26].

Another key problem is related to the design of the immersion functionality. On one hand, there is an empirical correlation of immersion with hardware and software parameters of VR such as a frame rate, tracking a head rotation, audio, and interaction methods applied in the VE. On the other hand, a deep level of interaction can be explained by activation of similar structures in the brain, i.e. sensory stimuli as in the real world. Therefore, we face a problem of continuity between the subjective experience of the presence in the environment and the functional performance of the VR hardware [27].

It was noted that human performance is the basic element in VR because performance-based simulator-design guidelines include balancing perceived realism with simulator limitations, such as latency resulting from graphic and haptic renderings [28]. The problems of presence that affected humans in VR, such as user movement control, should be streamlined to enhance performance and reduce sickness [29].

The main principles of the complex processing of input information in VR were discussed [30]. This approach considers the user through the perception of the psycho-emotional model of the environment. On one hand, it is important to find a balance between rational reasoning and emotional reasoning because these factors integrate the human psychological state with VE [31]. On the other hand, there is the virtual subjectiveness [32], which affects consistency (mapping) between the cognitive-psychological level of the user’s perception and the VR system [33].

Due to the problems mentioned, various research works and studies are focusing on finding out the components of visual immersion, including field of view, field of regard, and display size. Each element of visual immersion affects measurable user performance, understanding, and preference in a wide variety of VEs [34]. In this way, it is important to define what components affect the performance of which tasks [35].

However, there is a wide set of training simulator-based VRs that gives a good account of itself. These are VR simulators in medicine [36], education [37], communication [38], military [39], etc. So, let us consider how these problems are overcome. Based on these results, it is possible to describe the attributes and architectures (approaches) for designing the training systems in VE. It should be noted that the selection of parameters for the model of training simulators will be controlled by the specifics of the user-environment relations.

III. RELATED WORK

The Structural-Functional Design (SFD) overcomes the difficulties linked with the complex structure of the VR system and defines separated components, such as visual, behavioral and interaction characteristics. Each characteristic refers to the object’s state inside the VR system and includes a set of parameters. For example, the visual level includes the rendering of the 3D content after the process of a user’s interaction with the environment. The behavioral characteristic defines the actions of objects in VE and the interaction between 3D objects.

In the context of training, the design model finds out the components that may have a strong impact on the modeling of a realistic training simulation. The methodology formalizes the process of VR interface into two phases, which describe levels of abstraction, and breaks down the phases into components [40]. The high-level phase defines the conceptual feature of the environment (the target of training, methods simulations); at the same time, the low-level phase guides details of human interaction, rendering of 3D objects, behavior of the environment, etc.

Consequently, SFD helps to unify around the structure of the VR system, defines the components of the systems, and finds out the target and features of components. In practice, this methodology uses the Virtual Reality Interface Design (VRID) model [40], TRES-D [41] and other examples [42-44].

Unfortunately, the mentioned model focuses to a greater extent on technical details and ignores the specifics of participants. This conceptual framework may help to plan a design process or represents the operational behavior of the system. Therefore, it is important to consider other examples of the model of VR, which takes an active part in the interaction and communication with the user.

The Communication-Information Design (CID) suggests considering a training environment like an active subject of communication with the user [45]. For that reason, the mentioned environment contains a decision support system based on Artificial Intelligence (AI) that concentrates around avatars (virtual human being) and virtual surroundings.

The typical illustration of CID is the so-called Virtual Human Project (VHP) [46]. The goal of VHP is to create realistic virtual humans to increase the effectiveness of the communication information procedure of interaction between users and avatars. In this case, the user is a concurrent part of the training environment and active object in VE.

Conceptually, the virtual humans or avatars should include three nested layers that make up the mind the agent thinks with (cognitive layer), the body the agent acts with (virtual layer), and the world of the agent (simulation layer) [46]. Each layer is the set of components that extend features
of avatars and includes verbal speech, body gesture, and actions the character performs, for example, walking.

For training simulation, the approach mentioned may help to design the environment for cognition and emotion modeling of the user’s condition. In practice, it is training in VR such as tactical questions in military or cultural immersive training [47], commutative capacity [48], and crowd simulation [49]. The specific feature of the communication–information approach is modeling virtual humans for interaction with the user through speech and gesture.

The Object-Closed Design (OCD) focuses on detailed implementation (visualization of granule operation’s component, pressure feedback, quality of movement) of the complex manipulation in a variety of fields such as medical [50], handling operations [51], engineering [52][53], system of telepresence [54][55], etc. This approach includes monitoring the system in real time. In this case, the environment should be reacting on each event that appears after the user’s manipulation, 3D object’s interaction, the end of a fixed period, etc.

Therefore, VR should reproduce a user’s practical activity in the context of any task. Indeed, the user is key to the system’s component; at the same time, the reaction of the environment is more important. The user is defined as a secondary member and a concurrent element to perform any task. The communication between the training environment and the participant is executed through object-closed manipulation. For example, in the medical field, there is pressure on the special mannequin, imitation of elasticity and feedback of rendering a 3D view of anatomical structures [50].

The object-closed approach may help with detailed modeling of task execution. Unfortunately, this model disregards the significance of user’s attribute such as motility, psychophysiological specificity, subjectivity, and experiences.

The User-Centered Design (UCD) models a training environment that consists of users (humans) as the most important items in interaction with virtual content through equipment. For that reason, the user is no longer “a black box” because this one may be considered like an object with previous experience or psychophysiological specificity. It was noted that human performance is related to the quality of the VE (level of immersion, self-explanatory navigation, ease of interaction with 3D object, etc.). At the same time, it has shown the positive and negative impact of VR on the health of humans [56]. Therefore, it is important to extract a human feature, which affects the performance of the environment. For example, in the Conceptual VR Model (CVRM), the user handles effectors (shell, fixture, appliance) from VR, which reduce feedback in the form of sensory stimuli. Consequently, for correct modeling, UCD finds out the mapping of the virtual effectors and the perceptual system of the participant. So, the visual perceptual system is linked with visual display such as orientation in time and space [57].

Conceptually, there are three independent main parts of the system, such as the environment, a user and a mediator. The mediator integrates the user with VE through Virtual Subjectivities (VS) [53]. The VS includes reminiscence about the surrounding medium and subjective experiences in the context of the psychophysiological-cognitive patterns that become active in the same situations as in physical reality. The mediator appears in the form of scale perception, orientation, action, etc. The UCD does user an active actor in the scheme of training systems because the virtual model combines human perception and dynamic spatial content. Unfortunately, the border between the user and the VE remains diffuse in this model. The mediator is a key component needed in defining the factors that support the performance of the training simulation in VR.

Table 1 summarizes the differences between the characteristics and features of different model designs. As the table indicates, each approach brings significant challenges in modeling the training environment. For example, CID fits collaborative training or face-to-face communication, but it is unlikely to be used in an illustration of surgical operation. UCD, for example, does not completely reflect the specific quality of the operation, but it probably allows to include the virtual subjunctive in the process of simulation.

### Table 1. Previous Research and Definitions of the Design Model of Training Simulation in VR

<table>
<thead>
<tr>
<th>Name</th>
<th>Framework and design model</th>
<th>Type of training</th>
<th>Central elements</th>
<th>Key features</th>
</tr>
</thead>
<tbody>
<tr>
<td>SFD</td>
<td>Tanriverdi V., Jacob R. J. K., VRID 2001 [40], Molina J. P., et al. TRES-D 2006 [41], Cochrane T. et al. DRR 2017 [43]</td>
<td>none</td>
<td>The visual, behavioral and interaction characteristics</td>
<td>Defines components of the systems; finds out target and features of components</td>
</tr>
<tr>
<td>CID</td>
<td>Kenny P. et al. VHP 2007 [46], Prange A. et al. MDS 2017 [48], Ulicny B., Thalmann D. Crowd simulation 2001 [49]</td>
<td>Collaborative training, communication, crowd training, cultural interchange</td>
<td>The cognitive level and Al, model of avatar (verbal speech, body gesture, and actions the character performs)</td>
<td>Creates a realistically virtual human to increase the effectiveness of communication–information procedure of interaction between users and avatars</td>
</tr>
<tr>
<td>OCD</td>
<td>Çakmak H. K., Kühnapfel U. KisMo 2000 [50], Pürzel F. et al. 2013 [51], Stoll</td>
<td>Modeling of granule operation’s component, pressure feedback, quality of movement</td>
<td>The reaction of VR on actions of user (pressure, feedback, imitation of elasticity and)</td>
<td>The special mannequin or a detailed 3D model. Visualizatio n of target’s operation through user</td>
</tr>
</tbody>
</table>
It is necessary to emphasize that current models are linked with targets of training simulation and use different architectural components. The most interest brings UCD and OCD approaches’ focus on the subjective perception of the environment and VE’s reflection on input user’s action. In the next section, the extended model of training systems based on UCD and OCD will be discussed.

Immersion or presence is a critical attribute of VR [58]. Immersion is the state of mind of an individual where he or she excludes the outside world and is totally focused on experiencing another world [59]. It was shown that the immersion appears in the form of cognitive and perception components of user’s subjectivities [60]. On the one hand, immersion influences the performance and quality of an executed task [61][62] through correct selection and specification of spatial elements. In this context, the 3D content and property elements of VR are important attributes of the presence. Especially, the important role of physical laws [63], velocity [59][64], collision and occlusion [65] were shown.

There is a set of properties of VR devices that affect presence, for example head rotation [66], tracking system [67], screen resolution [68], and rendering [69]. Moreover, the empirical result found in [70] confirms the requirement for the presence of the following parameters: frame rate, tracking head rotation, sound, and technique of interaction.

The relation between the correct properties of spatial objects and any parameters of devices remains an open discussion. This problem has been considered through different schemes, for example, human reaction and subjectivities mapping.

Subjectivities mapping attracts the most interest because this approach defines two additional and important cues for the understanding of the psychological impact of VR. These two cues are the physical interface (any manipulation of devices based on the movement of the user) and the logical interface (any rendering or view’s feedback after the movement of the user). Then, the virtual subjectivities impact on the environment itself seem to be a mapping or correct association between the user movement and the view rendering. Unfortunately, the approach mentioned is needed in the definition of mapping elements. At the same time, the elements are key to understanding the principles of modeling the training environment in VR. In the next section, we will discuss the mapping elements based on the training requirements and the framework for designing a training environment in VR.

### IV. THE MAPPING ELEMENTS OF TRAINING SIMULATION

The sequence of human actions in a VE was shown [71]. Firstly, the person orients himself/herself in the VE and, after that, he/she interacts with the VE. We believe mapping elements might include a set of grouped human actions based on the priority for human perception inside the VE.

For this reason, the Queuing Network-Model Human Processor (QN-MHP) may help to describe the process of human perception through the functioning of the sensory-motor system based on three layers (sensory, cognitive and motor) [72]. Therefore, human actions are associated with ordered sensory-motor reactions. Indeed, the person perceives visual information through the sensory layer (sensory analysis). The visual information activates previous experiences from the human knowledge (the database of knowledge). Finally, the motor program is reproduced in the form of actions and manipulation (motor program).

These assumptions about the process of human perception and mapping elements may have a strong impact on modeling training systems. On one hand, the mapping in the VR system in context of human knowledge (the database of knowledge) from QN-MHP may include human perception of VE in form (distance = scaled, rotation = viewing angle, lighting = visual effects, sound = audio effects) and the simulation of behavior for the environment based on previous user experiences from real situations such as (physics laws = correct rendering 3D-content, tracing = moving reaction, fitting = distance reacting).

On the other hand, for modeling of the specific process in form of focused actions should be included components from human perception of VE and the simulation of behavior for VE. We believe this combination is a high-level model for object-closed design. It is focused on specific training simulation. The relation between mapping and design levels for the training simulation is shown table 2.

The sensory-motor activation in training simulation with mapping model may help to understand the relation between VE and the functioning of the human perception. For this reason, each perception layer may be linked to virtual subjectivities, which include logical interfaces, physical interfaces and mapping.

The logical interface is responsible for visual effects in context of virtual subjectivities. In this way, human perception in the form of sensory analysis is related to the logical interface through visual feedback. The visual feedback perceives from the database of knowledge «Conceptual model» inside the cognitive layer. The extracted situational model may be corrected according to the current situation. Accordingly, the synchronization of previous user experiences is triggered.
TABLE II. THE CONCEPTUAL SCHEME OF MAPPING ELEMENTS OF TRAINING SIMULATION

<table>
<thead>
<tr>
<th>High-level (OCD)</th>
<th>Object-closed modeling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input:</td>
<td>Execution a task: The logic of application with modeling of different scripts and important of components (the imitation of workflow, operation’s quality, precedence, and time delay).</td>
</tr>
<tr>
<td>Output:</td>
<td>Logic interface (correct rendering of VE as feedback from physics interface)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Low-level (UCD)</th>
<th>User-centered modeling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input:</td>
<td>Physical interface (manipulation with virtual devices: Head-mounted display, virtual glove, tracking, joysticks and etc.)</td>
</tr>
<tr>
<td>Orientation</td>
<td>Distance</td>
</tr>
<tr>
<td></td>
<td>Scaled</td>
</tr>
<tr>
<td></td>
<td>Moving</td>
</tr>
<tr>
<td></td>
<td>Time correlation</td>
</tr>
<tr>
<td>Imitation</td>
<td>Rotation</td>
</tr>
<tr>
<td></td>
<td>Viewing angle</td>
</tr>
<tr>
<td></td>
<td>Tracking</td>
</tr>
<tr>
<td></td>
<td>Moving reaction</td>
</tr>
<tr>
<td>Imitation</td>
<td>Lighting</td>
</tr>
<tr>
<td></td>
<td>Visual effect</td>
</tr>
<tr>
<td></td>
<td>Fitting</td>
</tr>
<tr>
<td></td>
<td>Changed distance</td>
</tr>
<tr>
<td>Imitation</td>
<td>Sound</td>
</tr>
<tr>
<td></td>
<td>Audio effect</td>
</tr>
<tr>
<td></td>
<td>Physics laws</td>
</tr>
<tr>
<td></td>
<td>Correct rendering</td>
</tr>
</tbody>
</table>

At the same time, the corrected model influences to choose motor action in the form of “motor reaction”. Finally, this motor reaction converts to muscle efforts through the physical interface. The mentioned steps are summarized in Figure 1.

![Figure 1. The user’s role in training simulator based on mapping model](image)

The mentioned model is focused on human reactions, which are related to virtual subjectivities through synchronization of previous user experiences. Therefore, the abstract database of knowledge «Conceptual model» needs great numbers of training situations for effective training. It reminds us of training a set of examples for Artificial Neural Networks (ANN).

We do not know the deep principles of brain learning. At the same time, there are different primitive models of the human brain such as ANN. This models show better results than human beings in some tasks such as classification or image recognitions. For that reason, we should make an analogy about ANN and «Conceptual model» from the mapping model. The ANN gets many various pieces of data for training, and then a training simulator based on «Conceptual model» may be considered as the generator of nonrecurring learning situations. Those situations may help to overcome the problems that are linked with the satiation of the database of knowledge «Conceptual model».

V. RESULTS AND CONCLUSION

In this paper, we identified the contemporary approaches to the design model for the training simulator in VR. It was noted that there is a relationship between the type of training and the design model of training simulator in VR. The greatest interest is in a design model based on OCD and UCD. Both approaches are perspective in different fields of training process. These approaches offer to focus on a detailed process of task execution is the same as integrating the user into the workflow. We believe in a central role of human reactions in the training process based on the mapping model.

The mentioned approach for training simulator based on VE allows us to define a design framework, including two design levels. The low-level UCD paradigm focuses on the human reaction, simple actions and perception. This level includes mapping logical and physical interfaces.

On one hand, the main target is a correct adjustment of mapping using scaled setting, viewing angle, visual and audio for correct orientation inside the VE. For example, scaled and viewing angle may be selected by empirical value based on experimental results (regression model and least square method - LSM). The other attributes (lighting and sound) are selected with expert’s requirements and normative standards.

On the other hand, the environment should reproduce the imitation of basic tasks through reacting to the user’s actions (movement, changed distance, time and physics laws). In this case, simple tasks (tracking and fitting) may be reduced in simple special tests (reaction on moving an object or changed object’s distance).

The other things such as the physics laws or the movement may be corrected by developing tools (example Unity3D: colliders or rigid body). The main purpose is to create the immersion of a recipient in VE.

Then, after the process of immersion, there is a need to fill the environment with dynamic content. The high-level consists of building correct low-level and application logic based on the OCD. Therefore, the main target of this layer is to collect an unbound data in the complex training context based on a specific training simulator. There are many templates of OCD such as a complex 3D object or a mannequin.

Further research work should be focused on the low level of the design model. Especially, we will focus on scale and viewing angle based on experiments. A person will evaluate the distance between two points in the VE and real-world such as viewing angle. The results will be shown in the form of recommendation for the design of the training system, for example, simulator of harvesting machine.
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Abstract—In a time when competition and market in aviation industry drive the need to shorten development cycles especially in early phases, both automation of processes and integration of tools become important. While constraints, such as make or buy decisions or corporate Information Technology (IT) governance influence the overall tool infrastructure in different directions, microservices are a fast-rising trend in software architecting. But that does not mean that the more traditional monolithic software architecture is dead. A resulting mixed-paradigm software applications can also be seen as an opportunity to profit from the best of both worlds. To support a newly developed complex system development approach called Smart Component Modeling, a supporting application framework prototype is subject to development with the objective to reduce both time and resources required during product development cycles. This paper describes the software architecture styles and deployment approaches that were used in a research project at Airbus for building a prototype and discusses challenges and opportunities that were encountered.
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I. INTRODUCTION

The MicroService Architecture (MSA) is a style that has been increasingly gaining popularity in the last few years [1] and has been called "one of the fastest-rising trends in the development of enterprise applications and enterprise application landscapes" [2]. Many organizations, such as Amazon, Netflix, and the Guardian, utilize MSA to develop their applications [2].

Pursuing the notion that "Microservices aren’t, and never will be, the right solution in all cases" [3], this paper describes the architecture and development approach that was used in a research project at Airbus for building a prototype application framework for Model-Based Systems Engineering (MBSE). According to The International Council on Systems Engineering (INCOSE), "Model-Based Systems Engineering (MBSE) is the formalized application of modeling to support system requirements, design, analysis, verification and validation, beginning in the conceptual design phase and continuing throughout development and later life cycle phases" [4]. This framework does not rely on a single paradigm but instead mixes different paradigms, viz. architecture patterns and deployment approaches, to achieve the overall goals: agility, flexibility and scalability during development and deployment of a complex enterprise application landscape.

This paper is structured as follows: Section II describes the modeling method that the built prototype MBSE framework is supposed to support. Section III provides background information regarding the different enterprise application architecture paradigms. Section IV explains the IT infrastructure in which the framework is deployed and Section V describes how and what features have been implemented in the prototype.

Section VI discusses advantages and disadvantages of the mixed-paradigm approach. Section VII talks about the ongoing and future improvement effort before Section VIII wraps everything up with a conclusion.

II. SCM MODELLING METHOD

In [5], we provide a detailed account of the newly developed MBSE paradigm, called smart component modeling (SCM), that is rooted in a proposed change in the aircraft development process to include an out of cycle component development phase, in which components of an aircraft are developed independently of the traditional linear development process. These components are then adapted to the specific needs of a program within the more linear cycle. Furthermore, the paper describes a metamodel for modeling these so-called smart components based on proven MBSE principles [6]. Since the models are being defined outside of an aircraft program when requirements are not yet fixed, the models have to be parametric. An SCM is a self-contained model that can be developed out of cycle and enables capturing of all information relevant to the development of the component. SCMs are foreseen to be stored in a repository, called the SCM Library. This enables sharing and reuse. When the in-cycle phase of an aircraft or aircraft system development starts, the assets in the SCM Library are pulled and used as pre-defined and pre-verified components for a new development. The SCM metamodel defines all objects and their relations that are required to capture information related to smart components in models. The development of the SCM metamodel was driven by internal use cases and inspired by existing modeling languages such as the Systems Modeling Language (SysML) [7].

The requirements for the methodology supporting this new out of cycle process were as follows:

- The methodology shall be based on MBSE principles.
- The methodology shall be independent from any specific application domain.
- The methodology shall enable a product-line oriented product development, i.e., the metamodel must allow modeling of different variants of a product and ensure a consistent configuration and parametrization.
- The methodology shall enable inclusion of already existing domain models, i.e., models in a domain-specific modeling language.
- The methodology shall enable automatic verification of models, i.e., it shall be possible to check if the built models adhere to the modeling paradigm and to user-defined constraints.
- The methodology shall enable consistent modeling not only of the product itself but also of the context,
such as the industrial system used to built the product and allow the creation of relationships between the modeled artifacts.

The requirements for the application framework supporting this new modeling paradigm are as follows:

- The application framework shall be deployable in the current corporate IT infrastructure
- The application framework shall allow a heterogeneous technology stack to deliver the best solution for a designated purpose.
- The application framework shall be scalable with increasing number of models and users.
- The application framework shall be scalable in terms of model calculation performance.
- The application framework shall support continuous deployment strategies and agile frameworks to enable fast delivery and high flexibility.
- The application framework shall be efficient with regards to computing resources and reduce the companies ecological footprint.

III. ARCHITECTURE PARADIGMS

This section provides background information regarding the two main architecture paradigms that are used today: monolithic software and MSA. Service Oriented Architecture (SOA) and serverless architecture [8] are not described in detail as SOA, especially from a deployment perspective, still resembles monolith software [9] and serverless can be seen as taking MSA one step further [10].

A. Monolithic software

[11] defines a monolith as "a software application whose modules cannot be executed independently". This architecture is a traditional solution for building applications. A number of problems associated with monolithic applications can be identified:

- Due to their inherent complexity, they are hard to maintain and evolve. Inner dependencies make it hard to update parts of the application without disrupting other parts.
- The components are not independently executable and the application can only be deployed, started and stopped as a whole [12].
- They enforce a technology lock-in, as the same language and framework has to be used for the whole application.
- They prevent efficient scaling as popular and non-popular services of the application can only be scaled together [13].

Nevertheless, monolithic software is still widely used and, except for green-field new developments, there is hardly a way around it. [14] notes that a monolithic architecture is "often a more practical and faster way to start". Furthermore, if software from external parties is involved in a tool chain, it is not possible to change its architecture style.

B. Microservices

There is no single definition of what a MSA actually is. A commonly used definition by Lewis and Fowler says it is "an approach to developing a single application as a suite of small services, each running in its own process and communicating with lightweight mechanisms, often an HTTP resource API" [15]. Microservices typically consist of stateless, small, loosely coupled and isolated processes in a "share-as-little-as-possible architecture pattern" [16] where data is "decentralised and distributed between the constituent microservices" [17].

The term "microservices" was first introduced in 2011 [15] and publications on architecting microservices are rapidly increasing since 2015 [18]. In 2016, a systematic mapping study found that "no larger-scale empirical evaluations exist" [19] and concluded that MSA is still an immature concept.

The following main benefits can be attributed to MSA:

- Relatively small components are easier for a developer to understand and enable designing, developing, testing and releasing with great agility.
- Infrastructure automation allows to reduce the manual effort involved in building, deploying and operating microservices, thus enabling continuous delivery [18].
- It is less likely for an application to have a single point of failure because functionality is dispersed across multiple services [9].
- MSA does not require a long-term commitment to any single technology or stack.

[3] notes the obvious drawback of the current popularity of microservices that "they’re more likely to be used in situations in which the costs far outweigh the benefits" even when monolithic architecture would be more appropriate.

In a study regarding the challenges of adopting microservices, [2] lists the distributed nature of MSA, which leads to debugging problems, the unavailability of skilled developers with intimate knowledge of MSA and finding an appropriate separation into services.

IV. DEPLOYMENT INFRASTRUCTURE

Corporate information technology (IT) environments imply very strict regularities when it comes to hard- and software architectures and deployments. Bringing in innovation in such an environment requires following a heterogeneous approach.

While it is more challenging to adapt hardware in a corporate context to cope with the latest innovations, service and software developments, e.g., ARM (Advanced RISC Machine) CPU (Central Processing Unit) platform based servers, GPU (Graphics Processing Unit) assisted computing or wide-use of FPGAs (Field Programmable Gate Arrays), the application platform layer adaption is typically less demanding because almost any state-of-the-art deployment form, like bare-metal, Infrastructure-as-a-Service (IaaS), Platform-as-a-Service (PaaS) or Function-as-a-Service (FaaS) can be rolled out on standard server hardware.

The rationale for choosing a specific deployment form is based on various constraints imposed by corporate policies and long-term strategy decisions:

- Is the envisaged deployment form available in the corporate infrastructure?
• Has the deployment form limitations due to corporate policies, e.g., restricted internet access, restricted repository access?
• Are there any license limitations?
• Are there geolocation limitations for certain services, e.g., in a multinational company with multinational regulations according to law?
• Is the service available on premise or only on public cloud?
• Does a deployment form for a particular service fit in the long-term corporate IT strategy, e.g., make or buy decisions?

For the Smart Component Modeling prototype, it was necessary to make use of a heterogeneous software and hardware infrastructure provided by the corporate IT. Therefore, the deployment took place on IaaS, PaaS and FaaS platforms. Also, end user devices are involved, for example for running the SCM workbench (see Figure 2). That variety of platform types was chosen to provide inside information on how a new engineering concept could be supported by different software architecture approaches to be efficient in terms of development time, continuous integration (CI), resource efficiency and scalability.

A. Infrastructure-as-a-Service

In the context described above, IaaS is used to describe a hosting platform based on bare-metal and hosted hypervisors. It provides a variety of virtualized operating systems that are in compliance with corporate IT regulations.

For the prototype, the services hosted on classical virtual machines are mainly databases used as persistent layers for distributed Web applications. The main reason for not hosting the Web applications together with their respective persistence layer are resource restrictions. Current company policies prevent external access to the databases if they are part of the same microservice image as the hosting environment. This would either limit database management to a Web-based command line interface or require the implementation of a Web service deployed in the same container. Also, other external services could not be used to access the databases. This limitation is purely based on a decision made by the company’s IT governance, but reflects day to day reality in corporate environments.

For any other Web application around the SCM prototype development, IaaS was avoided as the resource overhead cannot compete with PaaS or FaaS.

B. Platform-as-a-Service

In the following section, PaaS refers to an on-premise deployment of the Red Hat OpenShift[20] platform. It is a platform built around Docker[21] containers orchestrated and managed by Kubernetes on a foundation of Red Hat Enterprise Linux.

In the prototype, PaaS plays a critical role for the continuous integration strategy. The image format used for the deployments follows the Source-to-image (S2I) concept. S2I is a toolkit and workflow for building reproducible container images from source code[22]. S2I produces ready-to-run images by injecting source code into a container image and letting the container prepare that source code for execution. The source code itself is hosted on an on-premise Github Enterprise[23] instance and the dependent resources are provided via an on-premise Artifactory[24] deployment that reflects the official sources of the required development environment such as Maven[25], npm, Python or NuGet.

The whole continuous deployment chain is secured via an exchange of keys and certificates to prevent disruptions for example due to company introduced password cycles for the developer and deployment accounts. The deployment speed is improved by using system instances for the S2I chain in the same geolocation of the company to prevent larger inter-site data transfers and round-trip times.

The microservice concept, together with PaaS, allows a massive reduction of resource allocations compared to an IaaS deployment, especially if the services are single and independent Web applications.

There are still limitations in the corporate environment that currently prevent larger scale use of the technology. The current setup allows a limited number pods per node, which becomes an issue when a service uses the scaling capability of the OpenShift platform. A second limitation is linked to the allocated sub-network and the deployment of the platform. All inter-service communication is routed via a unique company internal network. The PaaS instance does not re-use a network range that is already present in the company for inter-service communications as it would impose other challenges regarding communication from within the PaaS instance towards other company services. The rationale for the chosen PaaS implementation is primarily the reduction of classical virtual machines for simple hosting jobs and only secondary the creation of a massively scalable infrastructure for new service applications.

To cope with these limitations the prototype furthermore reduces the deployment footprint of single services for certain applications as described below.

C. Function-as-a-Service

FaaS is used for tiny stateless jobs, e.g., rendering of images. These services are monitored by an orchestrator that decommissions containers after idling for a defined time. This reduces resource usage further and has advantages in a scenario with a larger number of services.

The deployment architecture of the FaaS instance allows launching service containers within milliseconds. The applied software stack is OpenFaaS based on Docker Swarm running on a Debian[26] virtual machine.

One FaaS instance consumes resources similar to a pod on the above mentioned PaaS environment and hosts numerous services without performance limitations. While PaaS exposes containers under their distinct IP (Internet Protocol) addresses, FaaS comes with a reverse proxy that hides all containers and requires less IP addresses. This reduces the effort for routing name resolution and their documentation.

V. IMPLEMENTATION AND INTEGRATION

The implementation of the prototype framework is split into different logical bricks as depicted by Figure 1. The Architect Cockpit allows a system architect to use existing models, to schedule the execution of simulations and to review results.
The SCM Workbench enables SCM developers to create and version SCMs. The Back End provides different services such as the orchestration of different processors to perform the execution of simulations.

**A. Architect Cockpit**

In order to reduce the workload and make the work for the architects as convenient as possible the interface for the cockpit is setup as an Angular single-site application. This allows using this entity without installing custom software and without bothering the user with update and migration procedures. The site is built using a Jenkins pipeline and then deployed on a specific git repository branch. A webhook on this branch triggers an OpenShift instance to build an Express.js server serving the previously build site on a PaasS cluster.

From a functional point of view the Architect Cockpit gives a reduced view on SCMs. Only information, which is necessary for the work of an architect is available and can be modified. This results in a nearly full intuitive usage of the interface and prevents faulty configurations. For example, some parameters can only be changed within a certain range. Ranges are defined by the model developer who knows the limitations best. The architect does not need to have a deep understanding of these limitations when using the predefined models.

**B. SCM Workbench**

The SCM Workbench is a full-fledged graphical editor to work with SCMs implemented as a monolithic rich-client application. It is implemented in an Eclipse Rich Client Platform (RCP) and based on the Eclipse Modeling Framework (EMF) [27]. It is a modeling framework and code generation facility for building tools and other applications based on a structured data model. EMF provides tools and run-time support to produce a set of Java classes from a model specification, along with a set of adapter classes that enable viewing and editing of the model, and a basic editor.

EMF is the basis for the Obeo Designer tool[28], which builds on the Eclipse Sirius project [29] and allows definition of graphic editors based on a defined EMF metamodel. This enables rapid prototyping of modeling solutions, which is ideal for a research/prototyping environment such as Airbus Central R&T. Changes to the metamodel are almost instantly available in the SCM Workbench, our prototype SCM modeling tool. On the other hand, EMF and Obeo Designer are mature and have been proven in industrial practice, e.g., Capella, the modeling tool from Thales that implements the Arcadia method is built with EMF and Obeo Designer as well [30].

Using such a rapid prototyping approach for the SCM Workbench can be easily misunderstood as just a proof-of-concept study. The final look and feel of the graphical editor for the SCMs is only limited by the amount of development time used for UX polishing. The workflow and information accessibility as well as the connection to a versioning system is comparable to other commercially available modeling tools, which are well known by the developers. It is assumed that a SCM developer has to take a short on-boarding training before using the SCM Workbench.

**C. Back End**

The Back End is build from several different entities that are based on different paradigms. These entities are described in the following paragraphs.

1) SCM Library: The SCM Library stores the models that have been created using the SCM Workbench. It is based on Connected Data Objects (CDO) a Java model repository for EMF models and metamodels. The specific implementation in use is the Obeo Designer Team Server (ODTS) which enables concurrent engineering of EMF models. A custom plug-in allows other services and applications to access the model repository through a REST interface. Due to its complex deployment strategy the SCM Library is deployed in an IaaS environment which allows more user interaction during updates.

2) SCM Engine: The SCM Engine can interpret SCMs, check constraints and run parametric calculations either as a single simulation run or as a Design of Experiments setup with multiple samples. It is a Java application executed in an OpenJDK Virtual Machine. Access to the engine is established through REST interfaces that are hosted on a Jetty server. The endpoints are described and documented using the Jersey framework. The SCM Engine is hosted on a PaasS instance and allows rolling updates, automated builds and scaling.

3) Model Processors: The Performance Model API serves as a glue between external domain-specific models with their own solver or simulation engine and the SCM Engine. A Model Processor is an application that implements this API to execute a specific model type. The API enables the SCM Engine to orchestrate simulations tools in a unified way and guides developers through the process of integrating additional simulation tools into this environment. In order to include a new model type in the SCM application framework, a model type specific Model Processor has to be implemented that implements the Performance Model API and connects to the model type specific solver or simulator. A reference implementation shows how this works for Excel models. An Excel model is processed by a Java application running in an OpenJDK VM using the Apache POI framework. Depending on the type of model and, e.g., the license and installation requirements of the model solver or simulator, the Model Processor can be deployed in any of the available deployment options IaaS, PaasS and FaaS.
Figure 2 depicts how the components of the SCM tool framework prototype are deployed in our infrastructure.

![Prototype tool deployment](image)

To make the polyglot approach of the MSA work and integrate each service all participating entities need to agree to a commonly understood interface. For the prototype Representation State Transfer (REST) over HTTP was chosen as the default interface combined with JavaScript Object Notation (JSON) as serialization format. REST over HTTP is a de facto standard since almost every technology stack provides at least an HTTP API if not specialized REST frameworks and clients such as JAX-RS. JSON as a serialization format is accepted and provides solid tooling on all integrated technologies. In addition many front-end frameworks natively support JSON such as JavaScript or Ruby. This eases the integration work needed to be done for the implementation of our demonstrators mainly the Architect Cockpit. As an added bonus it is easily digestible by human user, which helped tremendously with debugging. To built up process chains utilizing the deployed microservices we selected Node-RED. It provides all the tools necessary to handle HTTP based REST APIs and JSON based message bodies and is integrated well into the existing environment.

VI. Evaluation

Evaluating the mixed-paradigm approach, we experienced that developers where able create a working deployment much faster compared to the traditional approach using virtual machines. This also includes the amount of times that a new version of the service was built from once a week to several times a day using the automated CI pipeline. This increased the general development velocity as well as the prototypes feature set, which helped us to tailor the application to our stakeholder needs.

The raised deployment speed increased the number of times we experienced broken client applications. This was due to a violated interface contract between the services if the new features where not integrated properly. A well defined and adhered to interface specification is paramount for the success of introducing this mixed-paradigm approach.

In general, we noticed a greater sense of ownership of single developers over their service/code, which lead to a hike in the overall implementation quality. The mandatory usage of the git version control system increased the maintainability of the code base. The combination of git and the Openshift framework made it easy to recover from failures and faulty builds, which lead to a constant up-time of all services. In the future the introduction of additional agile software development principles like Test Driven Development could further increase the code quality.

The mixed-paradigm approach that was used to develop and deploy the prototype discussed in this paper led to reduced complexity, lower coupling, higher cohesion and a simplified integration. This in turn enabled agile collaboration for continuous delivery and integration of the solution.

VII. Outlook and Future Challenges

In the previous sections, we described how MSA can support the chosen polyglot approach utilizing a variety of different technology stacks and storage solutions. This enabled us to select the most fitting technical solution for the required functionality. Additionally the network based architecture provides an environment that is well suited for a multinational company like Airbus with sites scattered throughout different sites and IT domains. It also provided a commonly understood deployment layer for our cross-functional project team.

MSA supports us with the agility and velocity needed to convince our customers of our approach and implement a prototype that can handle the complexity of our SCM modeling approach. However, during the development we found stumbling blocks that need awareness once the scale changes from a research project prototype to a full scale industrial roll out.

Corporate IT – The proposed environment builds and hosts microservices in an agile and automated way. This requires the setup and maintenance of a CI pipeline (in our case Openshift/GitHub), which results in additional costs as well as an IT department that is capable of dealing with those investments. Additionally setting up certificate chains and firewalls to allow for secure communication inside the corporate network need to be accounted for. On the developer side roadblocks like proxy server hindering communication and enabling cross-origin resource sharing (CORS), which allows for communication between different domains need to be taken care of.

Service discovery – Once we reached a critical mass of microservices environment we discovered that it is hard to keep track of what services have already been implemented and what functionality each service provides. Even in our research project this point was reached rather quickly. Thus we introduced Swagger[31] as a Web based documentation for all our services and implemented a simple dashboard where services could be registered against. This allowed for manual service discovery across the team. In the future automated service discovery through bots and processable service descriptions will bring more value to the MSA approach by handling the sprawling service environment.

Now that we optimized the CI pipeline in the first half of the project we experience a rapid increase in deployed services. This allowed us to swiftly introduce new functionality as microservices, boosting the capabilities of our proof of concept prototype. It shows that MSA can initially speed up the
implementation velocity of a new project. Once we continue with the project more efforts will go towards managing the volume of services as well as (network) performance and reliability.

VIII. CONCLUSION

A direct, specific and measurable comparison between the described mixed-paradigm and a classical approach is not possible as it would have required the same infrastructure landscape to have been developed and deployed multiple times using different concepts. Nevertheless implementors were given the freedom to decide for every distinct artifact to freely choose the paradigm used for implementation. Furthermore developers were allowed to split artifacts which enables to select the right paradigm for each problem within. Later the interface documentation allowed the developers to easily re-implement an artifact using a different paradigm in case the initial decision for a specific paradigm reveals to have been not an optimal choice. Therefore the selection of the right paradigm appears to be inherent and native. To support a newly developed MBSE approach called Smart Component Modeling, a supporting application framework prototype had to be developed. Instead of a single architecture and deployment paradigm, a mixed-paradigm approach was followed to take the advantages of the different options and to consider external constraints coming from the IT governance. The software bricks were implemented in monolithic, SOA, microservice and serverless architecture glued together by REST interfaces over HTTP. The deployment took place on Desktop-PC, IaaS, PaaS and FaaS platforms. It provided insight into how a new engineering concept could be supported by different software architecture approaches to be efficient in terms of development time, continuous integration, resource efficiency and scalability.
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I. INTRODUCTION
Microservices are an architectural style for structuring applications around loosely coupled services and for making those services as granular as possible without compromising efficiency [1][2]. Microservices are highly maintainable, testable, independently deployable, and scalable [3]. Also, software engineers can organize them around business capabilities, thereby creating systems with excellent modularity and encapsulation, which can help with dynamic service composition and improve overall reliability, security, and fault tolerance. Microservices can also facilitate the continuous deployment of large, complex applications.

However, without a development framework, an application based on microservices can be hard to construct, test, debug, deploy, and maintain [3][4]. Simply splitting an application into multiple independent services generates more artifacts to manage without necessarily obtaining the desirable properties mentioned above. In fact, a haphazard refactoring of a distributed application into lots of independent services may create more complexity and thereby making maintenance and deployment more difficult.

When building an application based on microservices, developers need to modularize carefully, isolate relatively independent subsets of data together with the functionality for managing that data. Doing so will help reduce coupling and increase cohesion [5][6], and thereby improve reuse, maintainability, extensibility, and even scalability.

Also, when developers use microservices, they need to pay attention to all the typical implementation details for distributed applications, such as a) ensuring consistent implementation of communication protocols, b) ensuring the safety and consistency of transactions, c) achieving the desired amount of reliability despite communication or process failures, and d) guaranteeing the required level of security. Because a microservice-based application may have finer grain and diverse services and more communications than a similar application based on a client-server or service-oriented architectures, these challenges can be daunting and, if poorly handled, can cause the ultimate failure of the application.

This paper describes an open-source software development framework, called JeroMF, for creating distributed applications based on microservices efficiently and effectively. Specifically, JeroMF’s goal is to make it easier for developers to create secure and reliable distributed applications by providing an execution framework and base components for processes, services, communication channels, messages, and communication statistics. JeroMF uses JeroMQ [7], a native Java port of ZeroMQ [8], as its communication library.

Section II provides some additional background on distributed applications in general, microservices, and JeroMQ. Then, Section III describes a sample application for illustration purposes. This is followed by an overview of JeroMF in Section IV. The full implementations for JeroMF and the sample application are available in public Git repositories. The URLs for these repositories are given later.

To verify JeroMF, we have created executable unit, integration, and system test cases. These test cases provide thorough test coverage using path and input domain partitioning testing techniques (see Section V). To validate JeroMF, we use it to re-design and re-implement a non-trivial
distributed application for the Utah Department of Health. This application, called the Child Health Advanced Records Management (CHARM) system. A brief summary of this case study is also provided in Section V. Finally, Section VI provides a summary and some thoughts about future work.

II. BACKGROUND AND RELATED WORK

A. Distributed Applications

A distributed application is a software system that requires multiple processes to coordinate via network messages to complete its tasks. As such, they have to deal with both inter- and intra-process concurrency, as well as delays due to message transfer [9]. Also, except for certain kinds of testing, the processes in a distributed application typically run on multiple independent hardware devices and therefore have to deal with the complexities of partial failure due to device or network failure [10]. Many mobile, Web-based, and enterprise applications today are actually distributed applications.

B. Microservices

To date, there is no concrete or widely accepted definition for microservices. Instead, microservices are general understood to be an architectural design concept, where the functionality of a distributed application is modularized into relatively small cohesive services. Each microservice works with its own data, can use other services, and can be implemented, tested, and deployed independent of other microservices [11].

Using microservices to build complex systems is not entirely a new idea. It stems from ideas central to Object-oriented Software Development [12] and that are found in many different types of architectures and design patterns, including Service-oriented Architecture [13], Domain-Driven Design [14], and Bounded Context [15]. Furthermore, they are consistent with software engineering principles, such as the Single Responsibility principle from SOLID [16] and the unified definitions of Abstraction, Modularization, and Encapsulation [17].

Some of the hoped-for benefits of microservices, include independent development, deployment, and scalability [4], as well as reusability, maintainability, and extensibility. Unfortunately, these benefits do not come for free. Developers must apply a wide range of expertise to address challenge inherent to distributed applications and to achieve designs with good modularity. Below is a summary list of some of these challenges identified in [4]:

- Increased complexity due to application features spanning multiple services;
- Increased complexity in setting up unit, integration, and system tests;
- The components or subpart of a real-world system often have poorly defined boundaries and, therefore, mapping them to services is non-trivial;
- Developers need to be expert in analyzing and balancing design decisions;
- Developers are responsible for the entire life cycle of a component (service);
- The complexities of state, when stateless services are not possible; and
- The complexities of communications, especially in achieving certain degrees of reliability and security.

C. Software Development Frameworks

In general, software development frameworks are collections of reusable components that provide execution infrastructures [18] and “inversion of control” [19]. With “inversion of control”, developers don’t have to write the main control logic directly and can focus on the functionality that is unique to an application [20], and can thus help developers to be more productive. Currently, there are many frameworks for developing distributed applications, such as Grails [21], Angular [22], and Coco [23] to name just a few. However, to our knowledge, none of them supports the creation of distributed applications using microservices and JeroMQ for communications.

D. ZeroMQ and Its Native Java Port, JeroMQ

In 2007, Pieter Hintjens along with Martin Sustrik introduced ZeroMQ as a high-performance, asynchronous, lightweight messaging library for scalable distributed applications [8]. ZeroMQ is fast, simple, and provides easy scalability. Also, it has been ported to over 40 programming languages, including a native implementation for Java, called JeroMQ [7]. Its application programming interface (API) for in-process, inter-process, peer-to-peer, and multicast communications is simple and consistent.

Developers working with ZeroMQ can create distributed application more quickly than with lower-level socket libraries because of its convenient abstractions and simple API. However, ZeroMQ is just a class library and not a development framework. As such, it does not directly provide an execution infrastructure or “inversion of control”. Furthermore, it does not directly help developers with the challenges listed above.

III. SAMPLE APPLICATION

To illustrate the architecture and use of JeroMF, we use a simple distributed application for managing used cars for multiple dealers (see Figure 1). With this sample application, every used-car dealer would run its own Used-car Server (only one shown in Figure 1) and each Used-car Server would contain a microservice, called Used-car Service. This service would encapsulate the dealer’s own used-car data and provide a network-accessible API that would allow remote clients, e.g., the end user interface, to query what cars the dealer currently has in inventory and their prices.
This sample application is minimal and only for illustration purposes. It does not contain all of the functionality one would expect in a real used-car application.

IV. OVERVIEW JERO MF

JeroMF is a framework that helps developers manage the complexities identified in Section II.B, so they can build quality distributed applications efficiently and effectively. Specifically, JeroMF aims to make it easy for developers to

1. Setup containers (processes) of services;
2. Manage service configuration parameters;
3. Create custom services that can a) access their own data stores, b) respond to incoming requests, and c) discover and use other services;
4. Define and implement reliable application-level communication protocols;
5. Use secure communications based on either asymmetric or symmetric encryption;
6. Monitor the status of all services in a distributed application;
7. Track service load and communication statistics;
8. Gracefully startup and shutdown services; and
9. Test services and inter-service communications.

A. Architectural Overview

The Unified Modeling Language (UML) Class Diagram [12][24] in Figure 2 shows JeroMF’s primary packages with their essential classes and relations. From left to right are the base components for implementing custom processes, application-specific services, and communications. Developers create distributed applications in JeroMF by implementing specializations of these components or by reusing them directly. The following sections describe them in more detail, beginning with the process-related components.

B. Processes

A process in JeroMF, defined as a specialization of BaseProcess, is an execution container that holds one or more services. If a developer is following a strict microservice architecture, then each JeroMF process will hold exactly one service. However, JeroMF allows a process to hold more than one service, at the developer’s discretion, to achieve better execution and deployment efficiencies in certain situations.

A JeroMF process also contains a Session object, which in turn contains a Settings object. The Session object keeps track of the process’s name, status, Settings object, JeroMQ context, and encryption keys. The Settings object holds all the configurable settings for a process and its services. Each setting has value that can be changed at runtime through either property files, environment variables, or command-line parameters. The Session object is shared with all the process’s services so they can make use of that information.

Figure 3 contains a Class Diagram of used-car application, with the components implemented by the developer in light

![Figure 1. Sample Distributed Application for Tracking Used Cars](image)

![Figure 2. The primary packages in JeroMF with their key classes and relationships.](image)

![Figure 3. Classes in the used-car Application, with those implemented by developer shown in light blue.](image)

![Figure 4. Implementation of the UsedCarServer class](image)
blue. Figure 4 contains the code for UsedCarProcess from the sample application and is typical of most JeroMF processes. When a process starts, the main() routine calls the initialize() method—a Template Method [25] that sets up the Session and Settings objects using virtual methods that the developer can override in the specialization. For example, the UsedCarProcess needs a custom Settings, so developer simply implements a specialization of Settings (not shown) and then overrides createSettings() method to return an instance of that specialization. See Figure 3.

After the process is initialized, the main() method instantiates the service that it will contain, adds it to the process, and then calls a run() method to begin execution. The run() method will only return once the process is stopped, which typically occurs after a service receives a Shutdown command or when it determines that the process needs to enter a terminal state. Finally, once the run() method does return, main() method will call cleanup().

C. Services

The BaseService class (see Figure 2) represents a basic microservice with an optional database connection. It has access to the process’s Session object, which is provided as a parameter to the constructor. The ZmqService class is a specialization of BaseService class that represents a microservice with communication capabilities based on JeroMQ. As such, it can have zero or more communicators, i.e., instances of the Communicator class, for interacting with clients or other services. Typically, and by default, a ZmqService would include three communicators:

- a registration client that is responsible for listing the service with the Registry (if application uses a Registry), so other processes can find it and for setting up secret keys for symmetric encryption,
- a command responder that listens for general control messages from the Registry or some other control process, and
- an API responder for handling requests from clients.

None of these communicators are required and are only setup if their configuration settings have values in the Settings object.

Although BaseService and ZmqService can be used as-is for instantiating many types of services, they can be further customized through specialization. Like JeroMQ processes, services have initialize() and run() methods that follow the Template Method pattern, with the customizable parts encapsulated in virtual methods.

Figure 5 contains a specialization of ZmqService, called UsedCarService, for the used-car application. When a UsedCarService is initialized, which happens when the service is started, it calls its super’s (i.e., ZmqService’s) initialize() method, which automatically sets up instances of the three types of communicators listed above.

```
public class UsedCarService
    extends ZmqService {

    UsedCarService(Session session, String srvName)
        throws ServiceException {
        super(session, srvName);
    }

    @Override
    protected void initialize()
        throws ServiceException {
        super.initialize();
        apiResponder.addMessageHandler(ListCars.class,
            EncryptionMode.None,
            EncryptionMode.None,
            msg -> listCars());
        apiResponder.addMessageHandler(GetCarPrice.class,
            EncryptionMode.None,
            EncryptionMode.None,
            msg -> getCarPrice(msg));
    }

    private Message listCars(){ … }

    private Message getCarPrice(Message request){ … }
}
```

Figure 5. Code snippet of UsedCarService

ZmqService’s initialize() method also calls its super’s (i.e., BaseService’s) initialize() method, which sets up everything that is needed for working with the database. The actual opening the database connection is deferred until the first time it is used, thereby minimizing initialization time.

After calling its super’s initialize() method, UsedCarService’s initialize() method customizes its API Responder to handle two types of messages, namely ListCars and GetCarPrice, by setting up message handlers for them. A message handler for a type of message defines what kind of encryption to expect for the incoming message and what type of encryption to use for the reply, along with a lambda function for processing incoming messages. In this example, the both lambda function simply call private methods. The private methods (implementations not shown) get a reference to database connection using a protected method inherited from BaseService and then use that connection to retrieve the requested information. They return a reply message or a null, if the desired information could not be retrieved.

D. Communicators

Communicator is an abstract base class for the objects that handle all the communications in JeroMF. A communicator uses JeroMQ, which in turn uses one of three transport-layer communication mechanisms, namely: Transmission Control Protocol (TCP), in-process (Inproc), or inter-process communication (IPC) [26]. Each communicator has an end point that defines both the transport-layer communication mechanism and either the local address that the communicator will bind to or the remote end point that it will connect to. The details about a communicator’s end point are encapsulated in an instance of CommInterface class. Developers do not need to directly create or access these objects.

JeroMF includes six reusable communicators:
The Requester and Responder communicators handle reliable request-reply style communications where the requester initiates all conversations.

The Active Responder and Passive Requester, which also handle reliable request-reply style communications, but the responder starts by indicating its readiness to receive requests.

The Command Publisher and Command Responder, which provide for simple but secure one-way message broadcasts.

JeroMF also includes a special type for Requester, called RegistrationClient, that registers services with the optional Registry process. This was mentioned above as one of the standard communicators for a ZmqService.

All communicators can send and receive encrypted or unencrypted messages. For encrypted messages, a communicator may use either asymmetric encryption based on a public-private key pair or symmetric encryption based on a shared secret key. For asymmetric encryption where a communicator needs to encrypt or decrypt with a private key, a ZmqService will give the communicator the name of the key pair and the password for opening the private key. It should get these values from the Settings object. For asymmetric encryption where a communicator must decrypt a message with a public key, it can ask its ZmqService to lookup the public key by name. If the distributed application is using a Registry, then a ZmqService can use the Registry to discover this public key, if it is not already known.

Since communicators send and receive messages, JeroMF provides a base class, called Message, for implementing message structures quickly. Developers simply have to create specializations of this base class and then define appropriate data members with getters and setters.

V. TESTING AND EVALUATION

A. Verification

JeroMF was tested at the unit, integration, and system level with executable test cases using JUnit [27]. For unit testing, we used a combination of path testing [28] and input domain partitioning testing [29] techniques and achieved reasonably good coverage by striving to meet the following criteria:

- Every statement is executed in at least one test case.
- Every possible outcome of each conditional clause is tested in at least one test case.
- Representative examples of each boundary case for every looping construct are executed in at least one test case.
- Every possible exception is thrown in at least one test case.

- Representative examples from each partition element of each input domain for each method is used in at least one test case.

During the unit testing, we discovered that some of the declared exceptions from JeroMQ and other 3rd party libraries are impossible to stimulate in automated test cases. So, our coverage for unit testing is not 100%, but it is very close.

For integration and system testing, we also created executable unit test cases using Junit. However, each of these test cases have to ensure that other services are running and, if not, start them up before executing and shut them down afterwards. To this end, we created some utility components for checking the status of another service, for launching a process that contains that service, and for eventually shutting that process down. These utilities components allow us to create automated integration and system test cases, giving us confidence that the individual components of JeroMF are working together correctly and that the framework as a whole is satisfying its requirements.

B. Validation

Validating JeroMF requires using it to develop real distributed applications. Over the last 20 years, Utah State University has developed a number of distributed applications for the Utah Department of Health, including an information broker, called the Child Health Advanced Record Management (CHARM) system [30]. This system allows health-care professionals to view a wide range of health-care data for a given child from multiple data sources, securely and in real-time. To do its job, CHARM must monitor and interact with multiple data sources and data consumers, match child records across the data sources, identify special situations about which health-care professionals need to be alerted, and monitor itself.

This distributed application, which has been operating since 2006, seemed like a good candidate to re-design and re-implement using JeroMF. It is complex, requires high levels of security, maintainability, and extensibility. So, as an initial case study, we selected a major portion of this system, called the Sync Facility, and re-built this subsystem using JeroMF.

After refactoring into microservices, the Sync Facility ended up with 16 different types of services, hosted in 13 processes. The refactoring simplified the architectural design of the Sync Facility and improved its ability to be tested and deployed. Though antidotal evidence, the developers also believe that the new Sync Facility will be more maintainable and extensible.

C. Continuous Integration and Deployment

All of JeroMF (i.e., its base components, Registry, and utilities) and the used-car example are contained in the public Git repositories on Bitbucket.org, under the “usucsseddevelopment” user [31][34]. Specifically, the base repository [31] contains the JeroMF source code and test cases. It compiles to a distribution package that distribution
application will import to use JeroMF. It is configured to use CircleCI [35] for continuous integration and to automatically deploy its distribution package to a Maven repository. The second repository [32] contains the Registry and is itself a program built with JeroMF. The third repository [33] contains some utility components, such as a process launcher, that are used for the integration and system testing of JeroMF but can also help with the deployment and launching of distributed applications, in general. The fourth repository contains the a barebones but functional implementation of used-car example [34].

VI. CONCLUSION

Our initial experience with JeroMF has provided preliminary evidence that it is valuable framework for implementing distributed applications based on microservices and JeroMQ. Its BaseProcess class makes it easy to define new service containers that can run on barebones Java platforms, i.e., a platform with no Web servers or application servers. Its BaseService and ZmqService classes make it easy to create custom microservices that can implement diverse and sophisticated functionality. The predefined Communicator and Message classes allow developers to implement common styles of communication and provide excellent starting points for implementing application-specific communication protocols. Also, the Communicator class makes it easy for developers to use either asymmetric or symmetric encryption. Furthermore, the optional Registry process can act like a key store for the public keys of registered services, simplifying key management.

The JeroMF services also have built in monitoring logic that can allow monitoring processes to either actively query the service status or receive periodic updates from services. Services can also track statistics about workloads and message traffic, and then provide that information to monitoring processes for analysis. Finally, the standard Command Responder for a service provides a simple but secure way to shut down or restart services.

Despite its rich set of features, JeroMF is still in its infancy. We envision several important enhancements to JeroMF in the near future. First, we aim to create other specializations of BaseService, like ZmqService, that would support different messaging libraries. For example, we plan to create an HttpService that uses HTTP [36] instead of JeroMQ and that has built-in support for RESTful [37] operations. After that, we plan on implementing and testing extensible services that will act as request proxies and load balancers.

We also plan to conduct several empirical studies and qualitative analyses that will aim to answer questions about its utility, reusability, extensibility, scalability, security, reliability, and maintainability. In preparation for some of these studies, we will track detailed information about software problem reports, time to resolution, induced errors from bug fixes, and more.

Finally, we plan to create more public examples that can help explain how to use JeroMF in build production-quality distribution applications and to serve as testbeds for empirical studies.

We welcome feedback and contributions from developers who would like to use JeroMF to build distributed applications.
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I. INTRODUCTION

Because of its importance in software engineering, program comprehension has emerged as a significant component in software evolution and maintenance. It is a process of understanding an existing software system before it can be properly maintained, enhanced, reused, and extended. For instance, a common situation that software developers may find themselves in is reviewing and extending their own or their teammate’s code. This situation is much easier than understanding and maintaining the code of unfamiliar software systems, or reading the code of an Application Programming Interface (API)/utility library. We call these knowledge-intensive program comprehension, which is considered as an important aspect of the software development process. In general, new developers spend much of their time analyzing code and searching for information to understand the system under evolution. Other closely related terms are also used to describe activities related to program comprehension, such as code refactoring and reverse engineering. For years, researchers have tried to understand how developers comprehend programs during software maintenance and evolution, and assess the quality of program comprehension. To address these challenges, numerous proposals and approaches have been investigated by Storey [1], Siegmund [2], Yuan et al. [3], Fowkes et al. [4], and Lucia et al. [5], just to name a few that span a spectrum of activities, such as cognitive models and software visualization, empirical evaluation, mental models representation of the program, knowledge-base models, top-down and bottom-up comprehension, code semantics, and data context interaction [1], [6]–[8]. Some of these theoretical models are grounded in experimental studies and validated by experienced programmers.

In this paper and with no comprehensive overview, we attempt to lay a foundation of program comprehension for real-time systems, an area of research that has not received much attention and could be investigated in various directions. In this work, we are not claiming that we developed a general and conclusive program comprehension framework for real-time and embedded systems, but our work will add value to the existing approaches. The paper describes strategies and knowledge needed as well as the rational of this orthogonal paradigm: component and program comprehension. We will shed light on what developers should emphasize when faced with the challenging time-dimension tasks of gaining an understanding of real-time source code. This should be aligned with the original code of the designers.

Importantly, the focus of this contribution is on two orthogonal and hybrid paradigms that we introduce and refer to as timed event component comprehension and timed event program comprehension. Such a dual comprehension paradigm would help programmers with comprehending systems’ functionality, understanding code, interweaving abstractions, and building a mental model about a piece of software as well as using effective tools to support program comprehension activities.

Timed event component comprehension provides a high level system-specific functionality about the overall real-time system including its architectural structure, static and dynamic behaviors, and synchronized interrelationships at different levels of granularity. With no role in the coding aspect, timed event component comprehension tasks are grounded on a set of autonomous functional block units that we refer to as timed
event components (TeCmp). The abbreviation of TeCmp will be used for both singular and plural terms in the concordant context of the sentence in the rest of this paper.

Timed event program comprehension recovers high-level information from timed event component comprehension and builds an automata-based model about the system before carrying program (i.e., source code) comprehension. The coordination and interaction between TeCmp is fully delegated to a special class of components that we refer to as timed component connector (TeCnn).

A major challenge in the proposed timed event component comprehension development is the coordination of the active components and entities that comprise real-time systems. Thus, there is a need to complement TeCmp with formalisms for coordinating, integrating, and synchronizing components which have well-defined and fixed interfaces. In addition, we collectively refer to the pair, timed event component and timed event connector models, as (TeC&C) which are formally modeled by timed event finite automata, a powerful canonical model for modeling and verifying real-time computations.

The structure of the paper is as follows. In Section II, we survey the related work and research challenges that appear in software systems related to program comprehension. In Section III, we describe timed event component-based framework which is characterized in terms of two types of components that we refer to as TeCmp and TeCnn. Both of these components are intrinsically linked and neither of them can be explored in isolation. Section IV discusses the challenges of component comprehension in real-time systems. Furthermore, this section states some definitions and concepts that can be used in subsequent sections. Section V focuses on timed event component and connector models (TeC&C) to gain an understanding of the overall system’s inner workings in terms of the time dimension. Section VI describes time event transitions which are fundamentally important for real-time systems. It also maps the main component, such as TeCmp into timed event automata. The characteristics of the IoT irrigation case study system are presented and summarized in Section VII. We conclude the paper with some potential discussions in Section VIII.

II. RELATED WORK

Over decades program comprehension has been characterized by several classical theories and strategies in conjunction with other complementary techniques such as software inspection, visualization [9], static and dynamic source code analysis. For instance, the knowledge-base model of [10] which is based on the problem domain, developer’s experience and background knowledge. A number of mental representations at various levels of abstraction have been investigated in literature [1]–[6] [11]. The top-down model [1] which reflects the developer’s mental and conceptual representations integrate domain knowledge as a starting point. On the contrary, with no prior knowledge and little experience with the domain, program comprehension starts at the source code level and builds a higher-level abstraction (bottom-up model) [11]. Knowledge-based, mental and top-down models support the timed event component comprehension paradigm. However, the bottom-up model supports timed event program comprehension paradigm. Based on the nature of events, time-driven and event-driven of [12] and [13], real-time UML (Unified Modeling Languages) has emerged as the choice of the development of real-time and embedded systems. Data context interaction architecture [8] is a software paradigm whose main goal is to bring the end user’s mental models and computer program models closer. Data context interaction [8] focuses on objects and their relationships to mental models by which users and programmers add new functionalities and modify the existing ones.

Furthermore, the software system development has shifted its emphasis from traditional building and programming software systems to a component-based approach. Component-Based Development (CBD) [14]–[18] has emerged among the most feasible approaches to overcome and address the software complexity in different domain areas, and advocates the reuse of independently developed software components as a promising technique for the development of complex software systems. Importantly, individual component-based functionalities incorporate potential future reusability, hence served to increase the program comprehension.

Our approach is different from other existing conceptual and theoretical models because we are primarily focusing on the timing characteristics of the application, which is the most predominant factor in real-time and embedded systems. In general, our work partially borrows the concept of time stamps of Leslie Lamport [19], but in particular it is grounded on the foundation of timed automata of Alur [12].

III. TIMED EVENT COMPONENT-BASED DEVELOPMENT

The component-based model [14]–[16] is used to develop software at higher abstraction levels and promotes the reuse and evolution of existing artifacts and entities developing new software systems. It is composed of a collection of functional building blocks or services that have become a system blueprint in modern software engineering development life cycle. In timed event component-based development (TeCBD), we refer to the smallest functional block unit as TeCmp. It is defined in much the same way as a standard component in CBD.

This work is based on component-based software development. In this research, (TeCBD) an emerging software development approach is based on building new software systems from the existing and reusable components. TeCBD involves three stakeholders, TeCmp, TeCnn, and interfaces, which in turn provide, get, or synchronize services. Testing these TeCBD is done first at the component level and then at the assembled unit level.

In this paper, we only focus on the key characteristics of such TeCmp. Individual TeCmp are designed and developed from a hybrid of custom and off-the-shelf (potentially reusable) components. They can be used independently or composed with other TeCmp. In real-time and embedded systems, TeCmp often perform dedicated functionalities under computing and timing constraints as they become more complex and distributed in various environments. Each TeCmp hides its implementation and complexity behind an interface and provides only its functionality to the outside environment, but their interaction and coordination are realized throughout TeCnn.

TeCmp are developed for real-time systems where the logical correctness depends on both the functionality and temporal correctness in a specific environment where the portability should be held to a minimum. Overall, TeCmp describe a syntactically constructive representation where all
tasks are grounded in a set of autonomous functional block units, capturing a common understanding of the application domain at a higher level and according to its semantics.

TeCnn, defined by the protocols, describe the interconnection between TeCmp. That is, they represent a path of interactions between TeCmp and allow transferring data from one TeCmp’s interface to another without compromising the integrity of the data. TeCmp and TeCnn together depict the functionality of the system at runtime.

The overall behavior of TeCnn is to control in a timely fashion the way TeCmp communicate with each other and provide detailed control over the data- and control-flow. Refer to the example of the IoT irrigation application where the system is composed of several TeCmp and TeCnn in Section VII.

IV. COMPONENT COMPREHENSION’ S CHALLENGES IN REAL-TIME SYSTEMS

We focus our attention on the role of time and modeling which are the most predominant factors when comprehending a real-time system through its source code. In general, real-time systems may involve different disciplines (i.e., IoT, robotic automation), function typically under different real-time computing constraints, and are distributed in various environments. These underlying constraints include, but not limited to timing, liveness, safety, dependability requirements, and evolution of each discipline. Real-time systems are also composed of components that communicate with each other, and each component performs a set of dedicated functions under real-time computing constraints. In a component-based system, components interact with each other in their environment through well-defined interfaces and coordinate protocols by combining each individual component’s functionality. Thus, the component-based paradigm entangles both components’ computations and services with components’ coordination, which turns collectively these autonomous components into a coherent software working application.

First, we focus our attention on the interaction that describes how TeCmp interact rather than focusing on the individual functionalities and services. Furthermore, in this work and in essence of implementing and automating our results, we are aiming at mapping the theory and properties of timed event transitions systems. In particular, timed event automata to TeCmp, an insight in supporting program comprehension for real-time systems. In addition, abstraction, modularity, and modeling are key factors that enable the development of reusable software. We propose a multitude number of layered abstraction views and models which mimic not only common modeling architectural designs, but also improving maintainability and promoting reusability. In the context of this paper, this high layer of abstraction consists of several constructs such as timed event components, ports, timed event connectors, configurations, and interfaces. Importantly, our focus is still on TeCmp and TeCnn. That is, we explicitly express TeCmp and TeCnn, two distinguished component classes, at the implementation level by formally modeling the functionality of TeCmp units and the interaction protocols of TeCnn as timed event finite automata.

The correctness of real-time and embedded systems depends not only on the logical correctness of the computation, but also on the time at which these computations occurred. Furthermore, the structural decomposition of such systems is embodied in their various components and relationship to each other. Thus, there is a need to promote a software space of design alternatives by putting these pieces together, namely a collection of application-specific interfaces, ports, timed event components, port-connectors, and a set of defined real-time constraints. More explicitly, interfaces describe services that TeCmp provide and services they require from other TeCmp, including their compliance with executions. Ports are the access points in TeCmp through interfaces and services. TeCmp can be atomic or composed of layered interactions between a collection of TeCmp that interact with each other providing new functionalities. TeCnn play a primary role in mediating interactions among TeCmp by providing architectural interaction using different techniques such as queries. Furthermore, they provide different type of services such as data transfer, communication protocols, and control transfer. Configurations are a set of associations between TeCmp and TeCnn.

We assume TeCmp can have at least one TeCmp coupled at each of its ports performing operation requests (i.e., data and control). We define three types of interaction interfaces, get-interface, put-interface, and syn-interface where get-interfaces are required and put-interfaces are provided interfaces by TeCmp. However, there may be complicated synchronization constraints between two or more interfaces of a single TeCmp, then we complement TeCmp with a third type of interface that we refer to as syn-interface. Two TeCmp, C1 and C2, may interact synchronously through syn-interface. Figure 1 shows a timed component-based system with three timed event components, C1, C2, and C3 which communicate through their respective ports, interfaces, and TeConn.

![Figure 1. A component-based system with three composed TeCmp, C1, C2, and C3 communicating via encapsulated ports/TeCnn, and interfaces.](image)

Now, we can define the following relations between TeCmp. Let C1 and C2 be two TeCmp, we define the following TeCmp relationships:

1) TeCmp Inheritance

We say two TeCmp, C2 and C1, have an inheritance relation, in terms of object-oriented classes, if C2 inherits all the properties of C1. In addition, C1 may have more interaction interfaces and all the inherited interaction interfaces of C2 work exactly the same way as those of C1.
2) **TeCmp Association**

We say two `TeCmp`, `C_1` and `C_2`, have an association relation if they have at least one interaction interface.

3) **TeCmp Aggregation**

We say two `TeCmp`, `C_1` and `C_2`, have an aggregation relation if `C_1` is a subset of `C_2`. In addition, a single `TeCmp` can be aggregated by several `TeCmp`. The aggregated `TeCmp` has all the interaction interfaces of its `TeCmp`.

4) **TeCmp Composition**

A composition is the combination of two or more `TeCmp` at different levels of abstraction to achieve modularity and decomposition of `TeCmp` using various programming languages or composition tools as defined by the `TeCmp` infrastructure. Let `C_1, C_1', C_2, C_2'` be four `TeCmp`. Let the operators `≡` and `×` be the equivalence and composition operators in the semantic context, respectively. Then, if `C_1 ≡ C_1'` and `C_2 ≡ C_2'` implies `C_1 × C_2 ≡ C_1' × C_2'`.

5) **TeCmp Encapsulation**

We say that `TeCmp` `C_1` exhibits functional encapsulation if `C_1` hides its details while exposing a well-defined interface through its ports. Furthermore, embedded `TeCmp` may occur at different levels of abstraction and could potentially foresee what we call recursive encapsulation, a fundamental scheme in comprehending programs. We say two `TeCmp`, `C_1` and `C_2`, have an association relation if they have at least on interaction interface.

The terms association, aggregation, and composition are extended versions of the common terms used in conceptual modeling. In general, the definition of inheritance in this paper is defined in the context of object-oriented programming languages (including C#, C++, and Java). For instance, the inheritance could be considered as covariant, invariant and contravariant in C#.

Abstraction and modularity are key factors in timed component-based framework that enable the development of re-usable software. We start with various and rigorous levels of abstractions and structures that are refined at each stage of the development before mapping them to programming. For instance in timed event components and connectors (`TeC&C`) model, `TeCmp` architectural abstractions expose a high-level of the structure of the system, including `TeCmp`s logical abstractions. On the other hand, `TeCnn` data- and control-flow abstractions propose categorization spaces of data types and control the flow of imposed conditions. `TeCnn` communication and synchronization abstraction styles support protocols, and enforce synchronous and asynchronous requests. `TeCmp` and `TeCnn` timing abstractions and properties address several issues of real-time systems throughout modeling formalisms.

**Component Comprehension’s Abstraction**

Abstraction can take many forms and dimensions to serve various purposes in software development. In the context of this work, we propose two different levels of abstraction. A horizontal abstraction that studies component comprehension at a very high level of abstraction, such as `TeCmp`’s functionality, ports, interfaces, and `TeCnn`. However, details and refinements regarding low-level abstractions such as time structures, timed automata, data types, configuration protocols, data structures, and algorithms are performed on a vertical level. In fact, the integration of both horizontal and vertical abstractions reflect an orthogonality at the system and process models, respectively. Partitioning for the purpose of comprehension through various dimensions and abstractions can be found in literature [20] and [21]. Figure 2 views a prism rectangle box with special components, `TeCmp`, ports, `TeCnn`, interfaces and a “time event clock”.

A prism rectangle box as shown in Figure 2 views special components, `TeCmp`, ports, `TeCnn`, interfaces and a “time event clock”’. Similarly, Figure 3 shows explicitly a series of comprehension views through a high-level horizontal and low-level vertical layers of abstraction. The former layer is composed of constructs such as `TeCmp`, interfaces, and ports. The latter is composed of constructs such as timed event automata, timed event signature, and source code.
V. TIMED EVENT COMPONENT AND CONNECTOR MODELS

The coordination and interaction between TeCmp is fully delegated to a special class of component connector that we refer to as TeCnn. An expressive and intuitive way of visualizing TeCnn is to view such a special type of component as a “black box” with some “special code” and a “clock” that allows real-time coordination between the active software timed component entities. Clocks are used to justify timed transitions and sequences of events in such a model. Connectors are modeled as a relation between timed event component streams.

We leverage the time logic and dimension structures of [6] and [22] to describe real-time interactive or concurrent systems in this work. Importantly, we consider the time-dependent behavior of any TeCmp is an important aspect of the system’s requirements, enforced by the component itself and coordinated by TeCnn. To develop a uniform timing framework, we consider the absolute time which could be modeled using a global clock.

Let $\mathcal{C} = \{C_1, C_2, \ldots, C_n\} \subseteq \text{TeCmp}$ be a finite set of timed event component instances where $|\mathcal{C}| = n$. Let $\Omega = (T, \mathcal{E})$, where $T = \{t_1, t_2, \ldots, t_k\}$ is a set of points in the time domain and $\mathcal{E} = \{e_1, e_2, \ldots, e_k\}$ is a set of events in the event domain. For convenience, we assume $|T| = |\mathcal{E}| = k$. Let $\prec$ be a strict partial order precedence relation over $T$. Let $C_1(e_1, t_1)$, $C_2(e_2, t_2)$, and $C_3(e_3, t_3)$ indicate that $C_1$, $C_2$, and $C_3$ are being active on the occurrence of the event $e_i$ at time $t_i$, respectively where $i = 1 \ldots n$. We define the timed event dimension structure over TeCmp as a tuple in the form $\Omega(\mathcal{E}, T)$ that satisfies the following properties:

(i) For all $e \in \mathcal{E}$, if $C_1(e, t_1) \prec C_2(e, t_2)$ and $C_2(e, t_2) \prec C_3(e, t_3)$ then $C_1(e, t_1) \prec C_3(e, t_3)$.
(ii) For all $e \in \mathcal{E}$ and $t \in T$, $C_1(e, t_1) \prec C_1(e_1, t_1)$, $i = 1 \ldots n$.
(iii) For all $e \in \mathcal{E}$ and $t \in T$, if $C_1(e_1, t_1) \prec C_2(e_2, t_2)$ then $C_2(e_2, t_2) \prec C_1(e_1, t_1)$.
(iv) For all $C_1(e, t)$ and $C_2(e, t)$, if $C_1(e, t)$ and $C_2(e, t)$ then $C_1$ and $C_2$ are interpreted as being concurrent, for all $e \in \mathcal{E}$ and $t \in T$, and where $i, j = 1 \ldots n$.

The external view of the port model is based on the pipe-and-filter architectural style with consists of a set of data and control port groups. In addition and for various purposes, we assume there is one extra internal group ports that we refer to as special ports. The data port group is explicitly divided into input and output data ports. Similarly, the control port group is explicitly divided into input and output control ports. Both the data and control ports are provided by default for each port. However, other types of variables such as monitoring and controlling ports can be an intrinsic part of the internal event depending on the component domain. In the context of this paper, we define a port signature $\mathcal{S}$ as follows:

Definition 5.1: A timed event port signature is a quintuple $\mathcal{S} = (\text{Event}, \text{Type}, \text{Data}, \text{Control}, \text{Time})$, where Event = {In, Out, Spec} and In, Out, Spec are the set of input, output, and special ports respectively; Type is a finite set of type names, Data and Control are sets of data and control values, respectively. Time is a set of point structure of time, modeled by a global clock. Moreover, $\{\text{In} \cap \text{Out} \cap \text{Spec}\} = \emptyset$, and the set of data and control values is disjoint.

In the rest of the paper and for clarity, the terms timed event port signature and port signature are interchangeable. Now, borrowing from the syntax and semantics of components and connectors views, [23] and [24], we formalize the structure of the timed event component and connector model (TeC&C) model by not focusing on the interfaces defined for the ports, but rather on the relation between the different pieces of the TeC&C model.

Definition 5.2: A timed event component and connector TeC&C model is a sextuple structure $\mathcal{CC} = (\mathcal{C}, \hat{C}, \mathcal{P}, \mathcal{S}, \delta_p, \delta_t)$ where

(i) $\mathcal{C} = \{C_1, C_2, \ldots, C_n\} \subseteq \text{TeCmp}$ is a finite set of timed event component instances where $|\mathcal{C}| = n$.
(ii) $\mathcal{P} = \{p_1, p_2, \ldots, p_m\}$ is a finite set port instances where $|\mathcal{P}| = m$.
(iii) $\mathcal{S} = \{s_1, s_2, \ldots, s_m\} \subseteq \text{port signatures}$ is a finite set of port signature instances where $|\mathcal{S}| = |\mathcal{P}| = m$.
(iv) $\hat{C} = \{\hat{C}_1, \hat{C}_2, \ldots, \hat{C}_q\} \subseteq \text{TeCnn}$ is a finite set of connector instances which are used to capture pathways of events (data transfer flow and control flow) between $C_i$, $i = 1 \ldots n$. $(|\mathcal{C}| < |\hat{C}|)$.
(v) $\delta_p: \mathcal{C} \times \mathcal{P} \rightarrow \mathcal{C} \times \mathcal{P}$ is a finite set of rules for the component connectors.
(vi) $\delta_t: \mathcal{P} \times \mathcal{S} \rightarrow \mathcal{P} \times \mathcal{S}$ is a finite set of rules for the port connectors.

The requirements of real-time systems must be able to accommodate real-time timing constraints and discrete/continuous behaviors, such as safety, resources limitations, predictability, and reliability. Thus, the designer must be equipped with modeling formalisms, formal analysis, techniques, and support tools throughout the development process of TeC&C. A well-established modeling formalism to support real-time systems is timed automata [12] that extend finite state automata where transitions are guarded with conditions based on clock variables. Each TeCmp consists of the component requirement specifications, implementations, and interfaces. Consequently, the development of the TeC&C model typically starts with requirements specification which should be written in some formal notations (i.e., formal methods). Thus, it is important to develop a formal description of TeCmp, TeCnn, and TeC&C models for real-time systems. In the following sections, we focus on a series of methodology and automata-based formalisms that capture this collection of timed event interconnected components and connectors. Refer to the example of the IoT irrigation application where the system is composed of several TeCmp and TeCnn in Section VII.

VI. AUTOMATA-BASED COMPONENT AND PROGRAM COMPREHENSION

In the program source comprehension, developers pursue their familiarization effort with TeCmp at various level of granularity, and try to gain an understanding of the program through preliminary evaluations, its structure, and through static and dynamic analysis (or by a combination of both). A drawback is that dynamic analysis can only provide a partial picture of the system based on the developers explorations of the program’s behavior through the execution of the system. Static analysis focuses on the source code and extract important information from the program source. The
correctness of a real-time system depends not only on the correctness of the sequence of the events, but also on their time of occurrence. In the following section, we establish approaches and models to understand visualize, and navigate through the source code. First, developers focus on understanding the software as a whole (i.e., component comprehension) avoiding program comprehension whenever possible. Second, developers focus on mental models and visualization during program comprehension inspection activities using timed event automata formalism for comprehending real-time source code and acquire run-time information.

In general, timed transition systems and in particular event transition systems have been extensively studied in the literature [13] [25] [26]. Moreover, both systems have been combined and used practically in the verification, testing, and development of real-time platforms where reliability, safety, and correctness depend to a large extent on the time features. Both time-driven and event-driven computing models are fundamentally important for real-time and embedded systems, given that such systems are reactive by nature. In a time-driven model, computations and actions are triggered by time, either periodically or in terms of deadlines by which computational activities must be completed. In an event-driven model, the state continuously keeps changing as time changes. Thus, the synchronous nature of time guarantees the deterministic behavior of the model. In contrast, in an event-driven model, computational activities or actions are triggered upon occurrences of asynchronous events. We combine time-driven and event-driven models into one unified hybrid system architecture, and propose a real-time model that we refer to as a Timed Event Automaton (TeAut). The state of the TeAut continuously changes as time changes and the occurrences of asynchronously generated events forces instantiated state transitions. In consequence, the correctness of real-time system’s TeCmp depends not only on the correctness of the computational tasks in the system, but also on the time at which these computations are performed. Let $E$ and $T$ denote the event set and time base, respectively. The time domain $T$ can be modeled as discrete, continuous, or over an interval $[t_1, t_2] \subseteq T$. In this work, we consider continuous time systems, that is all the variables (i.e., input, output, states) are defined over all possible values of time. In particular, we consider the time domain, $T$, as the non-negative reals $\mathbb{R}_{\geq 0}$. A timed event $\omega = (e, t)$ over a finite set of events $E$ and the time $t \in [0, \infty)$ denotes an event $e \in E$ occurs at time $t$.

Let $\mathcal{X}$ be a set of finite clock variables (or clocks for short), the set $\Phi(\mathcal{X})$ of clock constraints $\phi$ over $\mathcal{X}$ is defined by the following grammar:

$$\phi ::= x \sqsupseteq c | \phi_1 \land \phi_2 | \text{true} | \text{false}$$

where $c \in \mathbb{N}$ such that $c \geq 0$, $\in \{<, \leq, =, >, \geq\}$, and $\land$ stands for the and logical operator. The precondition clock constraint $\phi$ specifies when the transition is enabled, and the postcondition set $X_\phi \subseteq 2^\mathcal{X}$ gives the set of clocks to be reset to zero while all other clocks remain unchanged. A clock valuation represents the values of all clocks in $\mathcal{X}$ at a given snapshot in time.

**Definition 6.1:** Let $\mathcal{X}$ be the set of clock variables. A clock valuation over $\mathcal{X}$ is a function $\nu$ from $\mathcal{X}$ to $\mathbb{R}_{\geq 0}$ that maps every clock $x \in \mathcal{X}$ to a non-negative real number.

For $t \in \mathbb{R}_{\geq 0}$, the valuation $\nu + t$ is defined as $(\nu + t)(x) = \nu(x) + t$. For $\mathcal{X}' \subseteq \mathcal{X}$ the valuation is defined as $(\nu|_{\mathcal{X}'})|_{\mathcal{X}}(x) = 0$ if $x \in \mathcal{X}'$ and $(\nu|_{\mathcal{X}'})|_{\mathcal{X}}(x) = \nu(x)$ otherwise. We denote by $\nu = (\nu_1, \ldots, \nu_k)$ a characteristic vector of clock valuations of the timed automata $A$. In general, our work partially borrows the concept of time stamps of Leslie Lamport [19], but in particular it is grounded on the foundation of timed automata of Alur [12]. Without loss of generality, a state is defined as a pair $(q, \nu)$, where $q \in Q$ and $\nu$ is a clock valuation at state $q$.

A time sequence $t$ is a non-empty finite (or infinite) sequence of time values denoted by $t = t_1, t_2, \ldots, t_n$ such that $t_i \in \mathbb{R}_{\geq 0}$ and all $t_i/s$ satisfies the monotonicity and progressiveness conditions. That is, for all $1 \leq i \leq |t|$, $t_i \leq t_{i+1}$, and for each $t \in \mathbb{R}_{\geq 0}$ there exists $t_i, i \in \mathbb{N}$ such that $t_i < t_{i+1}$. If $t$ is infinite then $t_i$ is not bounded for all $i \geq 1$.

We define a finite set of timed events $\Omega = (e_1, t_1)(e_2, t_2) \ldots (e_n, t_n)$ over $E$ and $T$, formally denoted as

$$\Omega = \{ (e, t)^* : e \in E \cup \{\omega_q\}, t \in T \}$$

Define $\omega_\lambda = (\lambda, 0)$, where $\lambda \not\in E$ is the null time event to indicate no event has occurred.

Now, we abstract and simulate $\text{TeCmp}$ and $\text{TeCnn}$ in terms of timed event automata and timed event port-automata, respectively. A timed event automaton induces a timed event transition system. A timed event automaton ($\text{TeAut}$) is a structure defined as follows:

**Definition 6.2:** A timed event automaton ($\text{TeAut}$) is a sextuple $A = (\Omega, \mathcal{X}, Q, q_0, \Gamma, F)$, where (i) $\Omega$ is the finite set of timed events over $E \times T$, (ii) $\mathcal{X}$ is the set of clock variables; (iii) $Q$ is the set of states; (iv) $q_0 \in Q$ is the initial state; (v) $\Gamma \subseteq \Omega \times Q \times \Phi(\mathcal{X}) \times 2^\mathcal{X} \times Q$ is a finite set of transitions; (vi) $F \subseteq Q$ is the set of accepting states.

The values of the clock variables increase monotonically with the passage of time. The next state of a timed event automaton depends on both the event symbol and the values of the clock constraints. In addition, each transition may reset some of the clocks. A transition can only be taken if the current clock values satisfy the time constraints and the event symbol.

Let $A$ be a TeAut and $t \in \mathbb{R}_{\geq 0}$. Define a timed event requirement specification $A$ as

$$R(A) = \{ \omega \in : \Gamma(q_0, \omega) \in F \}$$

Now, we define timed event port-automata over a single and global clock.

**Definition 6.3:** A timed event port-automaton ($\text{TePA}$) is a sextuple $A = (\Omega, S, Q, P, \mathcal{X}, \delta)$ where (i) $\Omega$ is the set of timed events set; (ii) $S$ is a port signature; (iii) $Q$ is the set states; (iv) $Q_0 \subseteq Q$ is the set of starting states; (v) $P$ is the set of all ports; the transition function (vi) $\delta \subseteq \Omega \times S \times \mathcal{X} \times 2^P \times \Phi(\mathcal{X}) \times Q$.

We extend each timed event port-automaton $A$ with the powerful primitives of Reo [27] and [28] connectors, a paradigm for communication protocols and composition of software components. Each timed event connector $\text{TeCnn}$ via its ports imposes a specific coordination on the active $\text{TeCmp}$, which in turn offer a set of services. The $\text{sync}(a, b, c, t)$ time event port-automaton models the Reo primitive that allows
synchronous activities on two ports $a$ and $b$. Moreover, the synchronous nature of time guarantees the deterministic behavior of the port-automaton. In contrast, computational activities or actions are triggered upon occurrences of asynchronous events. The $\text{lossy}(a, b, c, e, t)$ is similar to the $\text{sync}$ primitive, in addition it can have activities through its end, $a$. The $\text{xor} (a, b, c, e, t)$ primitive synchronizes $a$ with either $b$ or $c$. The $\text{fifo} (a, b, c, e, t)$ models a buffer with a source port-automaton $a$ and a sink port-automaton $b$, which are synchronously timed coordinated and asynchronously event triggered. Other operations can be performed on timed event port-automata, such as the product and composition. The desired coordination between two exclusive ports is given as timed event port-automaton. However, the coordination among all TeCmp, as shown in Figure 4, is modeled through individual ports.

![Figure 4. Examples of timed event port automata using Reo’s primitives.](#)

**VII. IoT Case Study**

We describe a case study that has been conducted and implemented on an IoT irrigation embedded system. Overall, the system regulates a water solenoid valve for controlling a drip irrigation system using Arduino and Raspberry Pi infrastructure. For the experiment, we selected and expand the recent IoT project of three graduate students as the basis of our case study by running a variety of experiments to test the proposed theoretical work. The experiment was tested on several events, such as moisture, temperature, and humidity. The system is able to deliver water to the plants based on the moisture of the soil, temperature, and humidity of the day which are obtained through DHT sensors. Importantly, we use a real-time clock that allows the system to set the start of the irrigation system based on the moisture and temperature levels. Furthermore, the system can also start and stop at the specified time intervals to control the water management. In the experiment, the IoT system is controlled by the real-time status of the soil moisture, atmospheric conditions, and on the real time clock to adjust the irrigation scheduling through time intervals. In this IoT-based system, a strong emphasis is put on timed event components of the system and empirical evaluations. The comprehensiveness at both component and program must be sufficiently understood by its developers on performing a broad spectrum of maintenance tasks.

In analogical mapping, our abstract model of study, timed event automata-based components, has been mapped into the real-time target irrigation domain. That is, soil moisture, temperature, and humidity sensors send real data to the microcontroller, which is considered as the central TeCmp-C&G comprehension information gateway. The microcontroller can be monitored and operated via WiFi using a Web browser, or managed by the user through a mobile application. The TeCmp sprinkler controller ensures uniform distribution of water to all part of the plant and it is monitored by the microcontroller. In addition, the TeCmp sprinkler may be switched off and on once the soil moisture sensor has reached the appropriate threshold value. We may consider that DHT moisture, temperature, and humidity sensors are equipped with some ports communicating with various TeCmp. The coordination and interaction between various TeCmp is fully delegated to a special class of component that we referred to as TeCmp. These connectors have no relevant role in the irrigation aspect, but mediate, coordinate, and control interactions among various TeCmp photons. In addition, the data of sensors is displayed in a graphical format, analyzed and visualized by the end-user. This is considered as part of the multi-view learning approaches to perform program comprehension activities. The event domain $\mathcal{E}$ is a set of events in the irrigation domain. That is, $\mathcal{E}$ could be $\{\text{moisture, temperature, wind, humidity, precipitation}\}$.

When the sensors report that the moisture, temperature, or humidity levels have fallen below the threshold level, the LED light glows, indicating that a timed irrigation event has to be initiate. In addition, the LED lights are also used for other purposes in the context of this irrigation project as summarized below in Figure 5.

![Figure 5. Cloud Control and flow of information in the IoT irrigation System: Soil moisture, temperature, humidity sensors send real-time data to the timed event microcontroller.](#)
VIII. CONCLUSION

Our work revealed an apparent lack of foundations in the literature that relates to program comprehension for real-time and embedded systems. This is an area of research that has not received much attention and could be investigated in various directions. We investigated two timed orthogonal program comprehension paradigms, timed event component and program comprehension, which led to comprehending programs with a greater degree of structure, abstraction techniques, and architecture reconstruction, hence offered a series of potential effectiveness and enhancement in gaining a deeper understanding of program comprehension in real-time systems. First, we mainly rely on architectural levels and time dimensions which have been explicitly targeted in our work and how they are clearly manifested in a real-time systems’s implementation. Second, we have examined the relationships between timed event component comprehension and timed event automata-based program comprehension. Such refinement and analysis from component levels to program levels comprehension is significantly represented in the source code. Furthermore, we have performed an empirical IoT irrigation case study in order to complement and provide a qualitative base and characterization of our approach to program comprehension and software evolution. In this work, we validated our theoretical framework on the IoT irrigation application. As a future work, we will investigate this program comprehension paradigm by applying it in various real-time and embedded systems of different domains.
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Abstract— To meet ever more demanding thermal regulations, Building Information Modeling (BIM) and its geometrically semantically enriched building models are presented as a powerful means. In this article, we focus more specifically on the thermal performance of the envelope of existing buildings. Based on the modelling of an existing case, we discuss the potential of extraction and use of the information contained in the digital models to carry out two types of studies: a regulatory certification in the Energy Performance of Buildings (EPB) software and a simulation of energy needs in the Green Building Studio (GBS) software. Through them, we present a panel of the possibilities and the limits of using digital models for this type of study by considering, on the one hand, the quality of the models and on the other hand, the hypotheses governing the methods of the analysis tools.
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I. INTRODUCTION

This article is part of a context where digital technology takes a prominent place in the architect’s profession. Project design is evolving towards a computerized design thanks to technological advances including BIM tools.

The sector is today subject to ever more numerous requirements in terms of costs, performance and construction techniques. The sophistication of equipment (security, air treatment, home automation, etc.) and the addition of legislative and regulatory constraints increasingly complicate projects and involve dealing with an increasing amount of data [1][2].

Furthermore, another major transformation is underway: the energy transition that results from an international awareness of environmental problems [3]. The building sector has a major role to play in the latter since it is responsible at a European level for 50 % of primary energy consumption and 30 % of greenhouse gas emissions [4]. However, the focus on the energy performance of new buildings is not sufficient and the objectives will not be achieved without an energy improvement of the existing building stock. Thus, energy renovation is one of the main levers for energy saving [5]. In this context, it is essential to have tools that enable to evaluate the environmental impact of a building and to analyze the improvement measures of its energy efficiency in an accelerated manner. It is on the basis of these considerations that states are increasingly encouraging the use of BIM to support the energy transition of buildings.

Regarding the scientific literature, this acronym can refer to several distinct notions. In this article, we focus on BIM as « Building Information Model », i.e., "... a digital representation of physical and functional characteristics of a facility, which serves as a shared knowledge resource for information about a facility forming a reliable basis for decisions during its life-cycle. » [6].

The purpose of this article is to identify the possibilities and limits of using digital models to evaluate the thermal performance of an existing building shell. In that respect, we will first study the exploitation potential of the data contained in the BIM models for a regulatory encoding in the EPB software, and we will then analyze these models to perform dynamic thermal simulations in GBS software. These tools are chosen among those available on the market and we have a certain maturity in their use.

This article is structured in four parts. Section II presents a state of the art of the current use of digital models in the building sector. Section III details the methodology established to answer the exploitation issue of these models. Section IV is dedicated to the presentation of results of the implementations that will serve as a support for the discussions developed in Section V.

II. STATE OF THE ART

A. BIM applications

A global survey conducted by the American company McGraw Hill Construction in 2014 revealed that among the 25 applications of BIM, the 3D coordination between construction disciplines and the visualization of design models are the most common cases of uses in the pre-construction phase [7].

The use of BIM is relatively limited for analysis and simulations.

In the energy sector, which is the case of this article, the frequency of use of BIM and digital model barely reaches 25% [8]. However, this study highlights a paradox between the frequency of implementation and the perceived benefit of certain BIM uses, like shown in Figure 1. Indeed, the majority of these are perceived as positive by the respondents, whereas they are not frequently implemented. The main reasons given for their low application rate are the interoperability problems that result from using different file
formats, as well as the resistance of the construction industry towards innovation [9].

Figure 1. Relation between the frequency and the perceived benefit for implementing each BIM use, adapted from [8].

B. Interviews
In parallel with reviewing scientific literature concerning BIM practice in the construction industry, we realized semi-structured interviews at ASSAR Workshop Architects, a BIM precursor architecture office in Belgium. The purposes of these interviews are, on the one hand, to understand how this office implements BIM for renovation projects and, on the other hand, to have an overview of the workflows characterizing projects requiring thermal or energy studies.

These interviews revealed that the digital model is very little exploited for thermal and energy studies while ASSAR is between the most advanced Belgian offices in the implementation of BIM. The interview’s answers also indicate that workflows are still very fragmented between architects and energy consultants. In order to evaluate the building's performance, a considerable time is spent on recapturing the project data or adapting the digital model transmitted by the architects.

III. METHODOLOGY
The issues, arising from the review of scientific literature and interviews, guide the work towards studying and modelling a concrete case, in order to evaluate potentialities and limits of using a numerical model to realize thermal analyzes. Figure 2 illustrates the research methodology adopted in this work. First, starting from a modelling protocol and using Revit and Sketchup software tools to produce different models of the case study: “Monolayer Model”, “EPB Model” and “Multilayer Model”.

Then, quantitative tables were exported from each of these models. The EPB software needed manual encoding to generate its report. Sorting the data collected from the quantitative tables was also necessary to be able to compare the data in Excel software.

Exports in Green Building XML (gbXML) were also accomplished and compared to verify the integrity of the data transfer.

Figure 2. Overall methodological scheme.

A. Case study
Our case study is an existing residential building with two parts built respectively in 1900 and 2007 and characterized by:

- a poor thermal performance;
- a degree of complexity related to the form and constructive hypotheses that involve establishing certain assumptions and simplifications to carry out the modelling;
- a subdivision into five apartments corresponding to six separate thermal zones, identified in Figure 3.
B. Method

Modeling: The first step of our process is dedicated to building modelling. Autodesk Revit is the chosen modelling tool because it is an object-oriented software, widely used in BIM processes. In addition, it integrates energy analysis and simulation tools useful for our study. Two building models are created based on the available documentation of the existing building by using two different modelling techniques. Figure 4a shows the first technique is the "monolayer" model, which consists of isolating the load-bearing, inner and outer layers of the walls, as distinct elements. Figure 4b illustrates the second technique is the "multilayer" modellng technique, using composite walls, containing several layers of materials.

1) Exploitation of digital models: The created models are then analyzed and exploited according to two distinct approaches.

a) First approach: certificative approach.

The first approach seeks to evaluate the potential of a digital model in a regulatory thermal study in the EPB software. To evaluate this potential, we extract useful data from Revit models. Figure 5 shows that raw data is then sorted and compared with the values calculated and entered previously and manually in the EPB software.

The studied parameters are:
- heat loss wall surfaces separating the different energy sectors;
- heat transfer coefficients U and thermal resistances R of the walls, roofs, floors and openings;
- the heated or conditioned floor surfaces of each energy sector;
- the volumes of each energy sector.

Most of parameters are extracted from physical models, but analytical energy models are also used to obtain the heat loss surfaces and the volumes of energy sectors (see Table I).

<table>
<thead>
<tr>
<th>TABLE I. DATA EXTRACTED FROM PHYSICAL AND ANALYTICAL MODELS.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heat loss surfaces</td>
</tr>
<tr>
<td>Physical models</td>
</tr>
<tr>
<td>Analytical models</td>
</tr>
</tbody>
</table>

Figure 6 illustrates the analytical model obtained directly from the physical model and composed of simple surfaces with no thickness. It is interpreted by the and relying on the detailed composition of the construction elements.

The processed data from Revit models are then compared with the data previously encoded in the EPB software, by calculating a variation percentage for each element.

To evaluate how much this variation is detrimental to the EPB study, it is indeed necessary to set thresholds of variation.
These are defined in relation to the values of two EPB indicators: Figure 7 shows the specific primary energy consumption and Figure 8 illustrates the net heating energy requirements, which are represented using two scales of values. These values will be used for the analysis of the results.

To determine the thresholds of variation, we make it possible to fluctuate iteratively and independently the values of the parameters encoded in the initial EPB file. The threshold is then set to the percentage change for which the results indicate that the limit of energy class or performance category of the EPB unit is reached.

b) Second approach: evaluative approach.

The second approach aims to estimate the exploitation potential of the models for an energy simulation. It is performed by GBS software, an Autodesk product, which minimizes the risk of interoperability problems. Figure 9 illustrates the approach that consists of evaluating the integrity of the data transfer upstream and downstream of the simulation, by comparing the exported gbXML Revit files and issued from GBS simulation to the original Revit models.

The analyzed data are:
- the surfaces of the walls and their environment (exterior, floor, interior);
- the thermal properties of the materials;
- geolocation and meteorological data from the project used to determine heating and cooling design temperatures;
- internal inputs, which are determined by the energy provided by occupants, equipment and lighting;
- occupancy and operating scenarios, which include building occupancy times and defining the set point for heating or cooling; they also include lighting and equipment usage schedules during which heat gains occur.

IV. RESULTS

A. Regulatory study in the EPB software

The results obtained for the first implementation are synthetized in Table II.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Physical models</th>
<th>Analytical models</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heat loss surfaces</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Walls</td>
<td>X and -</td>
<td>X</td>
</tr>
<tr>
<td>Floors</td>
<td>V</td>
<td>X</td>
</tr>
<tr>
<td>Roofs</td>
<td>V and -</td>
<td>X</td>
</tr>
<tr>
<td>Openings</td>
<td>V</td>
<td>V</td>
</tr>
<tr>
<td>Protected volumes</td>
<td>/</td>
<td>X</td>
</tr>
<tr>
<td>Heat floor surfaces</td>
<td>V</td>
<td>/</td>
</tr>
<tr>
<td>U and R coefficients</td>
<td>X</td>
<td>/</td>
</tr>
</tbody>
</table>

- = Some values are not defined
/ = Values that cannot be extracted from physical or analytical models
V = Most values are in the variation boundaries
X = Most values are beyond the variation boundaries
The results obtained for the geometric parameters (surfaces and volumes) indicate that the wall loss surfaces extracted from Revit physical models are far from the values calculated for the EPB encoding. Some of them could not even be determined. This difference is explained by the fact that the physical models correspond to the constructive reality of the project. This means that Revit calculates the wall surfaces as they are or will be constructed based on a physical model of the building. However, the regulatory EPB defines the wall surfaces in relation to a conceptual model which simplifies this reality. On the contrary, the floor surfaces coincide because there have not been determined from the floor instances but from surfaces cropped manually in specific plans.

Table II also indicates that most of the geometric data extracted from the analytical models are beyond the thresholds of variation. This difference is explained by the fact that these surfaces are based on an approximative interpretation of the building elements by the calculation algorithm and are not defined the way the EPB method advocates.

In addition, Revit calculates the thermal properties of the walls in a simplified way: it does not take into account the surface exchange heat resistances to determine the U coefficient and it does not distinguish the walls according to their environment whereas these parameters are essential in a regulatory energy calculation.

B. Thermal simulation in Green Building Studio

The results obtained for the second implementation are synthetized in Table III. The results indicate that inconsistencies occurred during data transfer. These have not all been preserved or interpreted during the simulation.

Additional surfaces were superimposed on the openings (doors and windows) and were assigned the same constructive type as the host wall. This results in erroneous geometric data for both gbXML files.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>gbXML file exported from Revit</th>
<th>gbXML file exported from GBS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geometric data</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Walls environment</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Materials and walls thermal properties</td>
<td>V</td>
<td>X</td>
</tr>
<tr>
<td>Location</td>
<td>V</td>
<td>V</td>
</tr>
<tr>
<td>Weather data</td>
<td>-</td>
<td>X</td>
</tr>
<tr>
<td>Internal gains</td>
<td>V</td>
<td>X</td>
</tr>
<tr>
<td>Operating scenarios</td>
<td>V</td>
<td>X</td>
</tr>
</tbody>
</table>

- = Non-exported data
V = Successfully exported data
X = Non successfully exported data

Furthermore, the belowground surfaces are defined in Revit based on a horizontal reference plan. The elements under this plane are thus considered buried. However, the land on which the building is located is inclined.

On the contrary, all the thermal properties were exported correctly from Revit to gbXML format. Moreover, the gbXML file analysis of the monolayer model shows that the different layers have been assembled logically. The U values calculated for each layer of material are consistent between the files. However, the thermal transmittance coefficients U of the gbXML file exported from Revit do not take into account the surface exchange heat resistances since this property is not available initially in Revit. After the simulation, the gbXML code analysis of the single layer and multilayer models indicates that all types of doors have been substituted. Green Building Studio has also assigned default thermal properties to additional surfaces that have been created at openings and stairwells when exporting in gbXML.

Location data were successfully retrieved during the gbXML export.

The gbXML file exported from Revit does not contain meteorological data. These ones are normally set automatically by GBS after defining the project location. After the simulation, the analysis of the meteorological data indicates that the heating and cooling design temperatures of the file resulting from the simulation are slightly different from those calculated by Revit. One of the explanations that can justify this difference is the choice of the weather station used to calculate the temperatures for each of the two softwares.

The analysis of the gbXML code exported from Revit indicates that the data on the internal loads are consistent with those encoded in Revit. However, a surface contribution generated by the interior equipment was automatically added during the simulation in Green Building Studio.

The analysis of the gbXML code exported from Revit indicates that operating and occupancy schedules defined in Revit have been exported correctly.

Green Building Studio has, for its part, taken into account four additional scenarios for the simulation: a cooling scenario, a heating scenario, a scenario of domestic hot water use and a ventilation scenario. The equipment operating schedule was replaced by two scenarios: one for the equipment that had previously been defined in Revit, the other one for additional equipment considered by Green Building Studio.

V. LIMITS AND OUTLOOKS OF DIGITAL MODELS FOR THERMAL STUDIES

Our first implementation shows that most quantities extracted from the Revit models cannot be used as they are, but must be sorted in order to compare their values with those of the EPB encoding. The determination of the heat loss surfaces especially requires the use of time-consuming processing methods and involves juggling constantly between the digital models and the extracted tables of quantities to select only the useful elements for EPB calculation.
In the walls quantitative tables for example, it is necessary to keep only those that separate distinct energy sectors. This implies having to remove a large part of the elements contained in the extracted quantities (see Table IV).

**TABLE IV. COMPARISON OF THE NUMBERS OF EXCEL LINES FOR THE HEAT LOSS WALLS SURFACES IN THE MONOLAYER AND MULTILAYER MODELS.**

<table>
<thead>
<tr>
<th>Models</th>
<th>Gross statement</th>
<th>Intermediate statement</th>
<th>Final statement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monolayer</td>
<td>306 lines</td>
<td>84 lines (27%)</td>
<td>42 lines (14%)</td>
</tr>
<tr>
<td>Multilayer</td>
<td>284 lines</td>
<td>84 lines (29%)</td>
<td>42 lines (15%)</td>
</tr>
</tbody>
</table>

The data sorting of the single-layer model especially requires the most investment because of the large number of object instances generated. Furthermore, some areas could not be determined on the basis of the constructive model, such as roof areas. Therefore, the wall surfaces of the Revit models obtained on the basis of a material survey are difficult to use for an EPB encoding since they cannot be calculated on the basis of a detailed physical model.

Although analytical energy models have some potential and provide much simpler geometry, their wall areas cannot be encoded in the EPB software. Indeed, the latter are based on an approximative interpretation of the construction elements by the calculation algorithm and are not defined the way the EPB method advocates.

In addition, the first approach highlights the constraints faced by energy consulting firms when working with architects that use digital models. Their work relies on the use of regulatory calculation engines based on historical methods that require manual data inputs. On the one hand, they do not make it possible to directly import the information of a digital model, which prevents the consulting firms from working on the basis of integrated flows. On the other hand, these calculation engines are based on simplifying assumptions whose objective is to facilitate manual encoding. This results in models that are generally far removed from the physical reality of the building.

The second approach highlights a series of inconsistencies upstream and downstream of the simulation in Green Building Studio. Therefore, while it appears to be an interesting tool to perform and analyze various alternatives at the beginning of design, this software is however not very suitable for obtaining an accurate diagnosis of the energy performance of an existing building. There is no doubt that the use of such tools requires analysis, technical know-how and the ability to interpret the results. However, architects and engineering offices need consistent information to guide the design and facilitate the optimization process. Any simulation tool should therefore inform the architect more precisely of the assumptions underlying the results.

VI. CONCLUSION

**A. Contributions to research**

Our study explores two distinct building modelling methods in order to perform two types of energy studies: a regulatory study and an energy simulation. It allows to define a non exhaustive list of possibilities and limits of using such models, related on the one hand, to the modelling tools (Revit) and to the characteristics of the models themselves (mono and multilayer) and of the other hand to energy analysis tools (EPB and GBS). Finally, exploitation of Green Building Studio allows us to point out the limits of a simulation software and the erroneous conclusions that a user could draw from it.

**B. Limits of the research**

This work is based on a deep analysis of the digital model and its possibilities and limits for conducting energy studies. The case study was modeled to meet specific energy needs and does not integrate all needed information for all other disciplines in a project. The collaborative aspect of BIM has not been investigated. Nevertheless, this aspect remains one of the intrinsic characteristics of BIM. Exploring BIM as a method of collaboration is not relevant in this work.

A similar finding can be made for the first implementation. Indeed, the exploitation potential of the digital model is not evaluated on the basis of its direct import but on the possibility of using the data that it contains and to be able to encode them manually in the EPB regulatory software, which does not allow currently importing a digital model. However, the objective of BIM is to avoid re-entering information between the different pieces of software used.

Finally, the method for setting the variation thresholds developed in the first validation process could still be improved. In addition, the setting of these thresholds remains subjective because it is specific to the studied project type and to the initial values of the indicators.

**C. Future work**

One of the avenues for reflection concerns the computer development of regulatory tools. Indeed, these tools are currently designed to be used at the end of the design as a guarantee of final certification and rely on manual data entry. However, any new or renovation project must comply with the regulations and must therefore be analyzed at its earliest stage, in order to evaluate various possible solutions. It would therefore be interesting to develop interoperability between the BIM digital model and certification softwares such as EPB from exchange formats such as Industry Foundation Classes (IFC) or the gbXML. In addition, the work focused on using Revit software as a modelling tool and Green Building Studio as an energy analysis software. Future work could focus on using other modelling softwares.
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Abstract—The design of any extensible integration solution involving systems intended to communicate efficiently with one another and/or with data repositories usually begins as a proof of concept or prototype, especially if new technologies and platforms are involved. In some instances, the focus on functional features and tight deadlines lead to inadequate attention placed on non-functional system attributes, such as scalability, extensibility, performance, etc. Many design guidelines, best practices, and principles have been established, and antipatterns were identified and explained at length. Yet, it is not uncommon to encounter actual implementations suffering from deficiencies prescribed by these antipatterns. This paper discusses Leaky Abstractions Mixing Concerns, and Vendor Lock-in, as some of the more frequent offenders in case of system integration. Ensuing problems such as the lack of proper structural and behavioral abstractions are described, along with solutions aiming to avoid costly consequences due to integration instability, constrained system evolution, and poor testability. Moreover, unsuitable technology and tooling choices for database design and release management are shown to lead to a systemic incoherence of the data layer models and artifacts, and implicitly to painful database management and deployment strategies.
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I. INTRODUCTION

Translating business needs into technical design artifacts and choosing the right technologies and tools, demands a thorough understanding of the business domain as well as solid technical skills. Proper analysis, design, and modeling of functional and non-functional system requirements is only the first step. A deep understanding of design principles and patterns, experience with a variety of technologies, and excellent skills in quick prototyping are vital. Although conceptual or high-level design is in principle technology-agnostic, ultimately specific frameworks, tools, Application Programming Interfaces (APIs), and platforms must be chosen. Together they enable the translation of the design artifacts into a well-functioning, efficient, extensible, and maintainable software system [1].

Designing a solution that targets multi-system integration increases the difficulty and complexity of the design and prototyping tasks considerably, bringing additional concerns into focus. Identifying integration boundaries and how data and behavior should flow between different components and sub-systems, maintaining stable yet extensible integration boundaries, and ensuring system testability, are just a few of such concerns. This paper intends to outline a few design challenges that are not always properly addressed during the early stages of a project, and which can quickly lead to brittle integration implementations and substantial technical debt.

A few recognized design antipatterns and variations thereof are explained here, including concrete examples from actual integration implementations as encountered on various industry projects. Solutions to refactor and resolve these design deficiencies and issues are recommended as well.

Section II will address architectural and integration modeling concerns. The structural aspects discussed in this section range from low granularity models (i.e., data types which support the exchange of data between systems) to large-grained architectural models (i.e., system layers and components). The consequences of designing improper layers and levels of abstractions are outlined, followed by recommendations on how to avoid such pitfalls by refactoring the design accordingly.

In Section III, some antipatterns covered in Section II are extended to the design of the data models and relational databases, discussing also the ability to customize external open-sourced systems that participate in the integration. The focus is later shifted to the management and delivery of the data layer components and artifacts, as databases are an integration concern that goes beyond the data exchanged between the application tier and the data tier. This section intends to explain how the choice of tools and frameworks can have a significant impact on the overall realization, management, and delivery of the integration solution.

Finally, Section IV summarizes the integration design concerns and issues and the recommendations presented in this paper.

II. TIGHT INTEGRATION: LEAKY ABSTRACTIONS AND VENDOR LOCK-IN

A. The Problem Definition

Let’s assume the specification of some business needs for building a software system to integrate with - and consume - a third-party service. The exposed data transport models, e.g., Representational State Transfer (REST) models or Simple Object Access Protocol (SOAP) data contracts, are already defined, maintained, and versioned by some external
vendor or entity (the service provider). Note that this scenario can easily be extended further, to integrations with an arbitrary system by means of some third-party APIs that expose specific behavior and data structures as containers for some meaningful payload/data.

Focusing on the data structures rather than behavior, once service model proxies have been generated via some automation, they tend to become part of the design artifacts for the rest of the system. Their use extends beyond the point where they are needed to exchange data with the external application. These models will percolate throughout the various layers and components of the integrating system. It is not unusual to see development efforts proceed around them, with application and business logic rapidly building on top of these data types. Development costs and tight deadlines, and sometimes the lack of design time and/or expertise, are the main reasons leading to this undesirable outcome.

Models exposed by external vendors were not designed with the actual needs of other/integrating systems in mind. External models are characterized by potentially complex shapes (width: number of exposed attributes or properties; depth: composition hierarchy). They cater to most integration needs (“one size fits all”), so they tend to be composed of an exhaustive set of elements to be utilized as needed.

Moreover, allowing these structural characteristics to seep into the application logic layer, beyond the component that constitutes the integration boundary, introduces adverse and unnecessary dependencies to external concerns. Therefore, the system is now exposed to structural instability and will require a constant need to adapt whenever these externally derived models will change. The integration boundary is no longer a crisp and well-defined layer that can isolate and absorb all changes to the external systems – speaking from a data integration perspective.

B. The Antipatterns

The lack of proper structural abstractions and allowing integration concerns to infiltrate into the integrating system is a costly design pitfall and is in fact a variation of the “Leaky Abstractions” problem – as originally defined by Joel Spolsky in 2002 [2]. Such deficient abstractions can be identified not only relative to structural models, but also to behavioral models, which could expose the underlying functional details of the software components to integrate with. This will inevitably lead to increased complexity of the current system, jeopardizing its extensibility and its ability to evolve and to be tested independently. Ultimately this results in a tightly coupled integration between the two systems (with strong dependencies on the target of the integration).

Another perspective or consequence of the problem described is an imposing reliance on vendor-specific technologies, their libraries, and even implementations. This problem is also known as the “Vendor Lock-In” antipattern [3]. External system upgrades will necessitate system-wide changes and constant adjustments on the integration side and will impact the overall stability of the system and the integration solution itself.

Examples range from adopting specialized libraries catering to cross-cutting concerns (logging, caching, etc.) to domain-specific technologies (telecom, finance, insurance, etc.). Vendors will encourage integrators to infuse their specialized technology everywhere, leading to entire (sub)systems taking on pervasive dependencies on their technologies, thus making it impossible to separate. Such vendor-dependent architectures must and can be avoided with added effort during the design phase, as described next.

C. The Solution

To avoid such scenarios, the design must unambiguously identify the integration boundary and define custom integration models that abstract away any and all structural and behavioral details related to the system targeted for integration. This architectural approach is exemplified in the component diagram in Figure 1. The integration layer should also hide the underlying technology (REST vs. SOAP, message bus vs. sockets, etc.) to avoid tight and unnecessary dependencies. An example of defining canonical models based on the “ubiquitous” integration language in case of multi-system integration is presented in “Enterprise Integration Modeling” [4].

Based on the author’s experience, designing proper model abstractions proved extremely useful in the case of building custom integrations with real-time systems. For example, Session Initiation Protocol (SIP) soft switches used in telecommunications networks, such as those from Genesys, the leader in customer experience, pertaining to contact center technology (call routing and handling, predictive dialing, multimedia interactions, etc.). In this case, an extensive array of data types, requests, events, etc., are made available to integrators as part of the Genesys Platform SDKs [5]. These facilitate communication with the Genesys application suite – which in turn enables integration with telephony systems, switches, IVR systems, etc. Most of these data types are very complex and heavy, and introduce acute dependencies on the underlying platform, exposing many implementation details as well. Employing code generation
and metadata inspection via reflection, for example, simpler connection-less models were designed to mimic and expose only the needed structural details and are currently used in several production systems. Furthermore, defining and realizing the proper architectural isolation layers will ultimately provide independence from vendor-specific platforms for the rest of the system.

For example, considering the integration scenario mentioned above using Genesys’ Platform SDK, recently the company (Genesys) has been pushing for a new approach to integrate with their systems, specifically using the Genesys Web Services (GWS) [6], a RESTful API. From an integration viewpoint, this substitution is practically equivalent to switching to a different vendor, as the two integration facilities are based on different technologies (web calls versus direct socket connections) and using completely different models, from both a structural model perspective as well as behavioral and consumption views.

Building an explicit and clean integration layer as shown in Figure 1, when dealing with such a significant change (vendor or technology replacement) changes will be isolated to this adapter layer without any impact on the business domain layer of the integrating system (assuming similar data and functionality). This includes the specifics of the technology used to communicate between the two systems.

Finally, it is noteworthy that four out of the five SOLID design principles [7] substantiate and drive towards the proposed solution:

- Single Responsibility (SRP), from the component and layering perspective,
- Open-Closed, to avoid changing the underlying implementation every time the integration endpoints change,
- Interface Segregation, exposing only the necessary data types for consumption by the business logic layer,
- Dependency Inversion, where the Domain does not directly depend on the external system, its data and behavior, but rather on abstractions – the repository contracts realized by the integration layer.

D. Added Architectural Benefit

Proper design and isolation of the integration components and the use of interfaces and model adapters will enable adequate testing of the custom system without demanding the availability of the external system for integration testing until most defects within the custom system are resolved.

Furthermore, this design approach supports building synthetics that simulate or mock the data and behavior of the external system, providing the means to prototype and test the integration points and functional use cases. Even if only a reduced set of features is synthesized, deferring the needs for actual integration testing can be cost-effective, especially in situations where the external system is a shared resource, perhaps expensive to manage and to access in general.

Employing Dependency Injection (DI) [8], either the real or the mock implementation of the integration contracts can be injected into the Domain layer, making it easy to swap between the two implementations.

III. DATA TIER DESIGN, ACCESS, AND MANAGEMENT CONCERNS

One of the most common system integration use cases for many enterprise applications is related to data persistence and access. Integration with (relational) databases that are either part of the custom system or accessible (co-located) components of a third-party system is a pervasive requirement, whether the data tier is needed for storing configuration data, audit/logging, security-related aspects, or to support concrete operational or reporting needs.

This section focuses on several issues related to database design and management, as well as accessing the data itself.

A. ‘Inverted’ Leaky Abstractions in Data Integrations

1) The Problem

The previous section discussed Leaky Abstractions that result from allowing third-party concerns infiltrate custom systems when designing and implementing an integration solution. The directionality of the “leak”, as described earlier, is from the external system into the current one. However, it is also possible to encounter the reverse scenario, when the integration target is open or transparent to the integrators who then take advantage of this fact to develop and apply their own customizations.

Here are two examples:

(a) An Original Equipment Manufacturer (OEM) and/or White Label license of the external system is available to integrators, including access to source code for additional customization and integration options.

(b) The external system contains database(s) accessible to the integrators, on-premise or in a cloud environment, and is open/accessable to change.

In the first example, the same issues and solutions apply, as already discussed in the previous section, only this time from the perspective of the external system. If customization design is not executed properly, software upgrades of the open-sourced third-party system will result in continuous maintenance, or worse, breaking the custom code. Both scenarios will incur high development and system integration testing costs, among other problems.

The rest of this sub-section will focus on the second example, involving third-party databases that are accessible (i.e., open to modification) from an integration and customization perspective.

When expecting and relying on continuous upgrades and patches supplied by the vendor of the external system, it is possible that custom database artifacts (added by the integration provider) will have to be discarded and reapplied, or worse, no longer compatible with the updated system. Moreover, management of database source code targeting the customizations is more difficult if tightly dependent on the elements defined by the external entity/vendor. For example, the custom integration requirements demand two new columns on one of the third-party database tables.

Evidently, with respect to customizations of third-party components (database or otherwise), “Vendor Lock-in” is the status quo as a business-driven need and not a concern here.
2) The Solution

There are several options available and their applicability depends on concrete scenarios and business needs. Ideally, a separate, custom database could be considered, where data collected by the third party system (stored in their databases) would be extracted, transformed as needed, and loaded (ETL) [9]. Detached custom database models are easy to maintain, modify, and version-control by the integration provider. Aligning with the arguments stated in Section II, this approach enforces a well-defined data integration boundary, as shown in Figure 2 below.

Allowing for independent provisioning and evolution of both data models (one provided by the external system and one specifically designed for - and consumed by- the integrating system) will lead to improved extensibility, scalability, performance, testability, and maintainability. With this approach, upgrading the external system will potentially require updating the ETL artifacts and, if needed, some enhancements to the custom database – but both activities can be done in a detached, self-contained fashion.

Further details regarding the management of database artifacts will be discussed later, but one noteworthy benefit here is the freedom from having to maintain (a) partial custom database artifacts (divorced from their context) and/or (b) complete external database artifacts (since the database is a self-contained software system, and should not be divided further into sub-components). The reason why maintaining select/partial database artifacts is undesirable is that from a specification perspective, a database (meaning all its defining artifacts) must be valid, consistent, and complete (as it must also be from a deployment perspective).

If database customizations must live in the same database as the one that is part of the external system, a less optimal solution to the Inverted Leaky Abstractions (i.e., the data model), is to expend proper design effort to minimize tight dependencies and attempt to follow - as best as possible - the Open-Closed design principle at the data tier, in the context of system integration and customization.

For example, if the custom integration components require the persistence of new attributes (fields) in addition to the data captured by the external system, rather than modifying the existing third-party tables by adding new columns, association or edge tables should be considered instead, with custom data residing in new, custom tables. Custom views, parameterized or otherwise, should be designed to transform data into a ready-to-consume format (for operational, reporting, or analytical needs).

In this case, the system quality attributes mentioned earlier must however be carefully monitored, especially query performance and scalability. On the downside, database code management will become either (a) fragmented/isolated, by extracting the custom database artifacts from the rest of the database into independent scripts, or (b) more complex, by importing the entire third-party database under source control along with the custom artifacts, in order to preserve its integrity. Subsection D discusses tools that help validate the full database, warning about invalid or broken object references, binding and syntax errors, thus increasing the probability that database deployments will succeed.

B. Mixing Data Modeling Concerns

1) The Problem

Regardless of the targeted Database Management Systems (DBMS) technology, designing the conceptual and logical data models is a prerequisite to the implementation of the physical data models [10]. Beside ensuring that all data elements outlined by the business requirements are accurately represented, non-functional requirements, such as performance, scalability, multi-tenancy support, security (access to data), etc., will also shape the data architecture.

From an application perspective, the database is used to persist the state of the business processes supported by the application, i.e., operational needs, and to support analysis and reporting needs around the stored business data. The concept of Separation of Concerns (SoC) applies here as well but is often ignored. Operational versus reporting concerns are often mixed and data models designed specifically for operational needs are used as such for reporting or analytics purposes, although these models are usually quite different, in terms of how the data is stored and how it is accessed. Yet, it is not uncommon to find a given database used both as the operational as well as the reporting database. As a direct consequence of violating SoC with respect to data modeling (both logically and physically), stability, scalability, extensibility, and performance are the main quality attributes of the system that will be impacted.

An alternate description of this problem is known as the “One Bunch of Everything” antipattern [11], qualifying it as a performance antipattern in database-driven applications, the author aptly pointing out that “treating different types of data and queries differently can significantly improve application performance and scalability.”

2) The Solution

Following general data architecture guidelines, the solution is straightforward. In [12], Martin Fowler suggest the separation of operational and reporting databases and
outlines the benefits of having domain logic access the operational database while also massaging (pre-computing) data in preparation for reporting needs. Extract-Transform-Load (ETL) pipelines/workflows can and should be created to move operational data into the reporting database; specifically, into custom-tailored models that cater to requirements around reporting and efficient data reads.

Existing tooling and frameworks can be employed to transform and move data efficiently, on premise or in the cloud (Azure Data Factory, Amazon AWS Glue, Matillion ETL, etc.), for data mining and analytics, for historical as well as real-time reporting needs.

C. Data Access and Leaky Abstractions

1) The Problem

It has been noted [13] that Object Relational Mapping (ORM) technologies, such as Entity Framework (EF) or Hibernate, are in fact a significant cause of data architecture bleed into the application logic, representing yet another example of the Leaky Abstractions antipattern.

Although intended to ease the access to the data tier and the data it hosts, such technologies expose underlying models and behavior to the application tier. In more acute cases – depending on its usage – it also introduces strong dependencies from the domain logic to the data shapes defined in tables, views, and table-valued functions. Entity Framework, for example, while providing the ability to create custom mappings between these data models and the entity models, as designed, these object models are intended to be used as the main domain entities to build the actual domain logic around them. This forces a strong, intertwined yet inadequate dependency between two very different models, targeting different technologies, employed by very different programming paradigms (OO/functional such as C#.NET versus set-based such as SQL). This not only restricts the shape of the domain models, forcing constrained behavioral models to be implemented around them, but also causes data architecture changes to affect the domain and the application logic itself.

Not surprising, Microsoft’s EF Core framework in fact discourages against using a repository layer [14] (as prescribed by Evans’s DDD [15]) on account that EF itself implements the repository pattern/unit of work enterprise pattern [16] – alas, leading towards a rigid and potentially brittle integration. The reason is that ORM technologies push design and development towards data access logic tangled with the domain logic by encouraging multi-purpose models (domain and data access or data proxies).

2) The Solution

Just as with the integration solution presented in Figure 1, the impact of changes to database models should be constrained to one or two components – those that make up the data access layer, and prohibited from affecting the other application layers, specifically the domain and service layers. Sharing a single model across all layers of the application places unnecessary limitations on the overall design and ultimately on the extensibility and stability of the system.

Although it is uncommon to replace the database technology altogether, sometimes it may be required to replace the data access technology due to performance and scalability concerns. Without a proper separation of data access from domain logic and models, such design changes targeting the lower layers of the system architecture are impractical without extensive refactoring of the application.

In a layered component-based architecture – as shown in Figure 3 above, it is easy and natural to allow each layer to define its own models (darker boxes) and provide adapters to translate from one model to another as data flows through the layers of the application. Although this would seem wasteful at first sight, especially if some models hardly vary from one layer to the next, this approach offers two core benefits. It allows for independent evolution of the models, customizing them to serve very specific needs of the layer they belong to, and keeps the propagation of model changes confined to the corresponding adapter (translation) components.

In case of ORM technologies, the data access layer overlaps with the domain layer, while entity models (shown as data proxies in Figure 3) represent the actual domain models. Interestingly enough, even as ORM is recognized as a Leaky Abstraction, its use is nevertheless encouraged [17], most likely because in unsophisticated implementations, it may be able to deliver acceptable results.

However, as [13] points out, ORM tools can be successfully used “if there is proper separation of concerns, proper data access layer, and competent developers who know what they are doing and really, really understand how relational databases work.” Sooner or later, the inherent deficiencies of such technologies, compounded by inadequate implementations due to the lack of understanding of how the underlying technology works, will surface, in most cases under system load and/or when new features are added.

D. Improper Management of Database Artifacts

1) The Problem

Source code, regardless of the language it is written in, is “a precious asset whose value must be protected”, as Atlassian’s Bitbucket web site states om their “What is version control” online tutorial [18]. All software-producing companies will employ one tool or another for version control. This allows software developers to collaborate, store (or restore/rollback) versions of the software components they build and perform code reviews, and providing a single
stable “source of truth” of the software artifacts they create and release/deploy. As advocated in [19], “source files that make up the software system aren’t on shared servers, hidden in folders on a laptop, or embedded in a non-versioned database.” Yet, it is rather commonplace to find database implementations that are improperly managed, leading to frustration, bad deployments, making the data tier integration and overall solution delivery unreliable and difficult. There are many online articles and blogs describing such cases.

As encountered by the author, while being engaged as a solution architect and consultant on several projects at various clients, the actual data models and database artifacts were often created and delivered as ad-hoc implementations in some arbitrary database, hosted under some arbitrary Microsoft SQL Server instance. Several teams needed these database artifacts: Development for implementation and integration, Quality Assurance for testing, DevOps for deployment. The most common process for deploying this database (fresh install or incremental) to some other environment was to generate and pass around SQL scripts when needed. In somewhat more fortunate situations, these scripts were maintained in some form of source control as SQL/text files, but lacking the ability to validate them or trace the source back to the developer responsible for the actual implementation (in the original database).

So then, where does the “source of truth” for the database definition reside? How can multiple developers work on the database code without overwriting each other’s changes and without being aware of the latest updates? How does the organization deliver incremental deployments to any number of target environments? When onboarding new team members, what database code should they be pointed to?

The problems derived from not having a stable, accurate, up-to-date, and complete definition of the database source code, one that is under version control and that can be validated before a deployment, are numerous, acute, and rather obvious. Just as one maintains all other application code under source control, entire solutions composed of many components, why should database implementations not follow the same standards and take advantage of the same acclaimed benefits of code well-managed?

Furthermore, when the database (source) code resides in some database, invalid object references (because someone dropped a column on a table or deleted a stored procedure) will surface only at runtime. Often, changes are made to the database post deployment, even in Production environments, changes that could potentially break the code, or which are at best confined to that environment alone, but without being retrofitted/updated back into the “source code database”.

A particularly curious approach to database code management and deployment was encountered on a project that used the Fluent Migrations Framework for .NET [20], self-proclaimed as a “structured way to alter your database schema […] and an alternative to creating lots of sql scripts that have to be run manually by every developer involved.” In a nutshell, the tool calls for creating a .NET class every time the database schema would change (one class per “migration”). These code files (admittedly, version-controlled) attributed with metadata to identify a specific database update, encapsulate two operations that describe the schema changes: one for a forward deployment (“Up”) and one for rollback (“Down”). With a large database, one that evolved considerably over time, with hundreds of artifacts, the number of C# migration files was astounding (thousands). Database changes were published to the target database as part of the application deployment process. Installing the database from scratch would incrementally apply every single “Up” migration specification it finds in these files, following the prescribed update. To maintain sanity, these source code files needed to be named such that the chronological order would be preserved when browsing in the development tool.

However, other more serious problems arise from using this framework, two of them being briefly discussed next.

a) SQL code as C#.NET strings??

Say a new stored procedure must be added; the code is developed and tested from SQL Server Management Studio (SSMS) in some local deployment of the database (assuming the objects the stored procedure is referencing do not change in the interim). Next, a migration file is created, with the “Up” method containing the full (CREATE) stored procedure script, as a C# string passed as input argument to the “Execute.Sql” method call.

The major and obvious problem here is the inability to validate SQL syntax and semantics and SQL object references when represented as indiscriminate plain strings, subject to typing errors.

b) No database source code??

Unless deployed on some SQL Server instance, it is impossible to even begin to understand the structure of the database, even the structure of individual objects. The data models and data logic are scattered, fragmented (across many C# files), impossible to validate (syntactically or otherwise) from where the database “source code” is stored.

Moreover, a given database object, say a table for example, can change any number of times, each change being captured in a different source file, with no unified, single view of what that table looks like, what the shape of the data is, with all its columns and corresponding types, with its keys and indexes, constraints and triggers, if any. This problem extends to all database objects, not just tables.

The data models (the source code artifacts) are practically non-existent, difficult to comprehend, and cannot be validated until they are deployed. The result is a total and indefensible representational incoherence afflicting the most important component of a data-dependent enterprise system.

2) The Solution

There are various software tools available to address this problem. Both Microsoft and Redgate, for example, provide excellent tooling for developing relational databases, managing database artifacts under source control, facilitating change management and incremental deployment, generating manual update scripts (when automated deployment is constrained), and more.

Microsoft’s SQL Server Data Tools (SSDT) [21] is a development tool, available since 2013, using the Data-Tier Application Framework (DacFx). It facilitates the design and
implementation of SQL Server and Azure SQL databases, as well as database source control and incremental deployment, all integrated under the Microsoft Visual Studio development environment.

A version-controlled database project contains all distinct database objects as individual files, and it must compile – targeting a specific SQL Server (or Azure) database version – before it can be deployed anywhere. Developers can check out individual objects (files) to change as needed or can add new objects using the provided templates. Just as one can see the entire schema of a database in SSMS, similarly, anyone can see and browse these objects in Visual Studio.

Tools like SSDT are also capable of identifying the changes (delta) between the source and the destination database in order to create the appropriate deployment scripts, and ultimately allowing rapid and valid delivery of database changes to any environment. It is questionable to store Java or C# code in SQL scripts, with artifacts/classes shredded and reduced to SQL NVARCHARs, scattered in an arbitrary number of stored procedures (equal to the number of updates effected upon that class), and passed around to call other stored procedures (via EXEC statements). The reverse scenarios should be equally unacceptable. Treating the database as a proper software implementation artifact is imperative.

IV. CONCLUSION

This paper aimed to raise awareness about certain design challenges that, when not addressed early and properly, will lead to deficient architectures and rigid solutions concerning various aspects of system integration, as often encountered in practice.

When the design of software systems follows some basic guidelines and principles (SOLID), the resulting architecture will allow the system to be easily built, modified, and extended. In case of system integrations and customizations, violating these principles and particularly the multi-faceted Separation of Concerns design rule, leads to unmanageable and highly complex systems that do not scale well, cannot be extended or modified easily, with tight dependencies on external components and overall brittle integration solutions.

Many design antipatterns have been catalogued and well documented; yet deficient architectures are encountered quite frequently, leading to high technical debt and unhappy stakeholders. This paper discussed “Leaky Abstractions”, “Mixing Concerns”, and “Vendor Lock-in” antipatterns – from the perspective of concrete industry examples, as encountered and worked on by the author.

Concrete approaches that address these problems to help refactor and realign the design according to best practices and principles were elaborated, explaining how they lead to scalable, extensible, testable, efficient and robust integration solutions.

Relational database design and management concerns were also presented, with focus on data model design, data access practices, and management of database artifacts. The consequences of improper tooling and frameworks were briefly covered, and a solution discussed.
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I. INTRODUCTION

Technology should be available to everyone. That is one of the reasons why companies build services. One of the key aspects to consider when building service portfolios should be to make it as easy and consumable for the end-user as possible. The main challenge is to “carry” those known tools and solutions into a scalable and powerful platform that can be provided with enterprise technology to warrant Service-Level-Agreements (SLA) from a central enterprise Information Technology (IT).

A. The Data Science Process

To obtain information (e.g., based on patterns) for relevant business decisions from data of heterogeneous data sources, a classical multi-stage process for data preparation and analysis is used, the so-called data mining process [1]. Data science, on the other hand, can be understood as an umbrella for the combination of various state-of-the-art techniques for the extraction of information and knowledge (so-called insights) to develop data-based applications and, thus, automating processes. One approach to describe the individual steps for the data science process is Obtain, Scrub, Explore, Model and iNterpreting (OSEMN) [2]. In the Obtain step, for example, query languages are required for databases that can be extracted in various formats. Python [3] and R [4] encapsulate the otherwise heterogeneous data query tools (e.g. Structured Query Language (SQL), eXtensible Markup Language (XML), Application Programming Languages (API), Comma Separated Value (CSV) and Hybrid File System (HFS)). Classic database techniques such as Extract Transform Load (ETL) process can be used in the cleanup step (Scrub). Computer languages like Python and R or application suits like SAS Enterprise Miner [5] or OpenRefine [6] can also be used to transform data. To examine the data (Explore) languages like Python or R specialize in particular appropriate libraries (e.g. Pandas [7] or Scipy [8]). In this step, however, familiar players from the business
intelligence world (e.g. Rapid Miner [9] or KNIME [10]) can also be found for data-wrangling. To build a model, there are again specialized Python libraries like “Sci-kit learn” [11] or CARET [12] for R. Other tools like KNIME or Rapid Miner find reuse in this step as well. Finally, for interpreting the model and the data, as well as evaluating the generalization of the algorithm, tools for data visualization are reused (e.g. matplotlib [13], Tableau [14] or MS Power BI [15]). In summary, it means that, for the many single steps in OSEMN, many different tools can be necessary.

B. Reproducible Research

In the domain of computer-aided data-driven science, researchers today use common libraries and tools. Researchers often choose free and open source tools [16].

The reproducibility and repeatability of the research and the description of the specific runtime environment in which the results were created are described in the respective publications either not at all or only textually [16][17]. An important factor in the publication of the scientific work is the reproducibility of the research results [17][18].

The data principles published in 2016 define fundamentals that research data and research data infrastructures should meet in order to ensure sustainability and reusability [19]. The scientific data should therefore be findable, accessible, interoperable and reusable (FAIR data principles). In a highly simplified way, data and services should be stored in central data repositories using suitable metadata (F), taking into account aspects of long-term archiving (A), and should be able to be exchanged and interpreted (semi-)automatically (I) and thus be comparable and reusable (R).

Results of systems research show that open source tools in particular are suitable for reproducibility requirements. Although Docker was introduced primarily for enterprise needs and Web application delivery, it provides solutions for virtualization, platform portability, reuse, sharing, archiving, and versioning [17] for the scientific community.

The use of tools such as Jupyter Notebooks (jupyter.org) enables semantically interoperable publication of program code, including through the use of the IPYNB format [16]. Jupyter Notebooks supports workflows in the fields of scientific computing, astrophysics, geology, genetics and computer science [16]. Various applications and programming languages (e.g. Python, R) offer interfaces to Jupyter Notebooks [17][20]. Jupyter gathers many valuable tools that are needed in the steps of the OSEMN process model.

C. Aims of the project

NetApp is one of the leading independent data management providers [21] and has been helping organizations store, manage, secure, and leverage their most mission-critical data assets for more than 25 years. The Center for Information Management (ZIMt) of the Hannover Medical School (MHH) centralizes operative systems and is a service provider especially for the areas of research and teaching, clinic and administration. The ZIMt operates a class tier 3 [22] computing center at the MHH and is ISO 9001:2015 certified. The centralization of applications to support the scientific field is a strategic goal of the MHH.

The goal of this project is to establish an easy to maintain and cost-efficient infrastructure to support the data-driven research and the implementation in the existing data center infrastructure. Thereby, the requirements according to FAIR and the operation of enterprise-level applications will be considered.

The rest of the paper is structured as follows. In Section II, we describe the methods used to address the above mentioned challenges. In Section III, we describe the results achieved referring to the main issues. Section IV concludes this work addressing open issues and next steps.

II. METHODS / APPROACH

For the operation of Jupyter Notebooks in the data center, the open-source environment JupyterHub Notebook Server is used. It enables users to access computing environments and resources without bothering users with installation and maintenance tasks.

Docker is a technology that abstracts applications from the underlying operating system to gain portability for software solutions wrapped in so called “Containers”. With a standardized environment (the Docker software/binaries running on many different operating systems today) built for containers one can use individual application manifests on different sites (e.g. on-premises as well as in a public cloud infrastructure provided by Google, Amazon Web Services (AWS) or Microsoft Azure) without the need to change any code.

JupyterHub uses Docker as the foundation for deploying Jupyter Notebooks. The Jupyter Docker Stacks project [23] will provide standardized Jupyter Notebooks environments for various applications using Docker images, including pre-configured environments for data science use. For special requirements of the development environment, it is possible to offer further images that can be individually modified to the needs of the user.

Docker containers are more convenient to deploy, easier to manage, minimize overhead in resource usage, and are therefore more efficient than traditional virtual infrastructures [24]. The provisioning of environments (e.g., through containers) in the academic field can be very extensive, thus increasing the burden on the operators and maintainers of the environment. Automating the provisioning and orchestration of the environment is highly recommended.

Running applications in containers also does not automatically solve the challenge of protecting those applications against failures (e.g. hardware outages or resource bottlenecks on this one server we are working on). Even though containers are encapsulated on top of an operating system, there might be issues with the underlying host running the container - therefore, an additional software layer taking care of resource scheduling and availability of our Jupyter Notebooks is needed.
Kubernetes has been used as an open-source solution to orchestrate, automate and meet those high availability requirements for container-based infrastructure [25]-[27]. It is a widely used and proven technology for delivering services like Jupyter. Because Kubernetes is designed to host an enormous number of applications with minimal overhead, it is perfect for many Jupyter Notebooks and other potential applications within the science ecosystem [24][28].

For more flexibility in design, a hypervisor (VMware) was used to deploy the hosts for container orchestration based on Docker and Kubernetes. Terraform and Ansible are fully automated - Terraform creates the virtual machines within the hypervisor, Ansible handles the installation of the packages and configuration of the hosts (configuration management). To avoid inconsistencies in the configuration, the DevOps (software Development and information technology Operations) paradigm applies to be an "immutable" infrastructure, where every change in the ecosystem leads to a completely new deployment of the entire stack [29].

Docker containers are ephemeral, which means that they do not persist data after termination of their life cycle. Data storage must be ensured and is therefore required to secure the data beyond the life cycle of the container.

In terms of the reproducibility of the results, the collected data becomes the most important asset in the process chain - since a robust and highly available architecture is to serve as the basis, a NetApp storage system is used to store the data. The central storage system consolidates data in the data center. This prevents, on the one hand, the storage of data on terminals and on the other hand, enables a more effective backup.

The Network File System (NFS) was chosen as a protocol for the connection to the storage. This decision is based on being able to make the stored data available outside of the data science platform. NFS can be used by several clients at the same time with write access. This integration into conventional infrastructures simultaneously allows the usual access via Explorer or Shell.

Within Kubernetes, so-called storage classes can be used to provide storage from an external source - in this case, a container gets persistent storage space to store data beyond its own life cycle, thereby making the data reusable. Trident [30] is an open-source storage orchestrator for Kubernetes provided by NetApp and can be used to add persistence to the Jupyter Notebooks. Since each notebook is to be provisioned individually for a particular user, each user also receives an exclusive area for data storage. This is made possible by the use of authentication within the ecosystem, so each user must provide credentials to be accepted.

Even though we are in a "proof of concept" phase of the project, we wanted to integrate authentication methods from the very beginning to control access to the platform while obtaining compliance in terms of security. At the MHH, a local security area for managing objects (e.g. usernames, computers, printers, etc.) is implemented as a domain via Microsoft Windows Active Directory. For the centralization of user IDs administration using Role-Based Access Control (RBAC), the authentication to the Active Directory using Lightweight Directory Access Protocol (LDAP) implementation of JupyterHub was accessed.

III. RESULTS

This prototypical implemented infrastructure allows the end-user (students, scientists) to easily use Jupyter Notebooks. Using the Docker-based approach, the description of the runtime environment required for the research approach can be fixed using the Docker-specific tagging option and stored in a manifest in a comprehensible and interoperable manner for publication [17].

If the researcher chooses a work environment based on Jupyter Notebooks, necessary work steps and results can be saved together with the notebook [16][20]. The basic condition to support requirements as described in FAIR could be taken care of.

By default, configurations of Jupyter Notebooks are offered and further evaluated via the JupyterHub Spawner (Basic and Data Science). Additional libraries or tools, which may not be included in the standardized environment, can be installed flexibly to the current runtime environment in their own separate area. Jupyter Notebooks, therefore, offer the possibility to use multiple tools without having to change the environment. Requirements for various tools, such as those required in processes such as OSEMN, can be supported by Jupyter Notebooks.

The isolation of the specific workspace of a researcher can be solved by using Docker. Regardless, central compute resources can be shared and used efficiently across multiple environments.

The operator of the infrastructure (ZIMt) achieves a work facilitation through the selected reference architecture (see Figure 1) by automating the provision of resources for the users (researchers). Because JupyterHub is deployed through Docker, the branding requirements for maintaining the Corporate Identity can be easily met. By using the existing Active Directory, user access can be controlled centrally. Authentication via LDAP simplifies logging on to the system, since no separate access data needs to be maintained.

By provisioning the required storage area at runtime, resources can be provided centrally and efficiently. The persistence of research data outside the Docker container runtime on the existing enterprise storage system could be efficiently solved by using Trident (see Figure 1).

Each time a user logs on to the home page, the system checks to see if the user already has a Jupyter notebook created in the past. In this case, he or she will be redirected to this existing environment. Otherwise, a new notebook is created (in the form of a new container) and new storage space is provided (because that user did not exist before).
In this paper, we showed a prototypical implementation for the efficient use of available compute center resources as a self-service platform on enterprise technology to support data-driven research.

The use of the predefined configurations of the Jupyter Notebooks is initially limited by the images. It will show with prolonged use of the service if the provision of additional images would be useful.

For the prototype implementation of this infrastructure, one Kubernetes master with two Kubernetes workers was deployed. For productive operation, at least two Kubernetes masters should be used to meet the requirements for failure safety. In the event of a disaster recovery scenario and the loss of the complete Kubernetes cluster, the storage volumes that are deployed through Trident must be manually reconnected. An automatism for restore procedures would still have to be created. In an emergency, the administrator can migrate the contents of the corresponding volume through NFS.

Existing and established methodologies like OAuth [31] or OpenID [32] would have required additional components to be available. However, those security concepts will be considered in later phases of the project after the initial thesis is validated (if this software stack is suitable for the use case at all).

If the JupyterHub internal database is lost, the link to the pod and, thus, to the individual runtime environment is lost and needs to be restored. To use Jupyter notebooks on existing HPC infrastructures, the use of the Jupyter Enterprise Gateway [33] needs to be evaluated.

As already mentioned before, this project implemented only a proof of concept to demonstrate the feasibility of IT operations by combining common data science tools with enterprise architecture. Beyond Jupyter Notebooks related to machine learning, tools such as Airflow [34] or Pachyderm [35] (as a platform solution) could be used for pipelining and automation in the next development stages. These tools could support process models such as OSEMN, as well as aspects of reproducibility and re-usability.
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