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Foreword

The Second International Conference on Emerging Network Intelligence (EMERGING 2010) held from

October 25 to October 30, 2010 in Florence, Italy, constituted a stage to present and evaluate the

advances in emerging solutions for next-generation architectures, devices, and communications

protocols. Particular focus was aimed at optimization, quality, discovery, protection, and user profile

requirements supported by special approaches such as network coding, configurable protocols, context-

aware optimization, ambient systems, anomaly discovery, and adaptive mechanisms.

Next-generation large distributed networks and systems require substantial reconsideration of existing

‘de facto’ approaches and mechanisms to sustain an increasing demand on speed, scale, bandwidth,

topology and flow changes, user complex behavior, security threats, and service and user ubiquity. As a

result, growing research and industrial forces are focusing on new approaches for advanced

communications considering new devices and protocols, advanced discovery mechanisms, and

programmability techniques to express, measure, and control the service quality, security,

environmental and user requirements.

We take here the opportunity to warmly thank all the members of the EMERGING 2010 technical

program committee as well as the numerous reviewers. The creation of such a broad and high quality

conference program would not have been possible without their involvement. We also kindly thank all

the authors that dedicated much of their time and efforts to contribute to the EMERGING 2010. We

truly believe that thanks to all these efforts, the final conference program consists of top quality

contributions.

This event could also not have been a reality without the support of many individuals, organizations and

sponsors. We also gratefully thank the members of the EMERGING 2010 organizing committee for their

help in handling the logistics and for their work that is making this professional meeting a success. We

gratefully appreciate to the technical program committee co-chairs that contributed to identify the

appropriate groups to submit contributions.

We hope Florence provided a pleasant environment during the conference and everyone saved some

time for exploring this historic city.
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An Application of Pattern Matching for the Adjustment of Quality of Service 

Metrics

 

Doug Legge and Atta Badii 

IMSS 
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Abstract—Quality of Service is an important component of 

Internet Protocol traffic as it allows a prioritisation of 

designated applications during periods of high utilisation or 

where there is restricted resource, such that the end-user 

experience can be optimised. Typically, Quality of Service is 

defined through manual policies with expert human input 

required. In this paper, we present initial support for the 

hypothesis that the definition and on-going change 

management of manual Quality of Service policies can be 

replaced through the use of pattern matching techniques, 

which classify traffic in real-time. This paper serves as an 

introduction to concepts, which may be new to many Internet 

Protocol-based network engineers, and as a motivation for 

those in the field of Artificial Intelligence, machine-learning, as 

to where advanced learning functions could be applied. 

 

Keywords-Quality of Service (QoS); self organizing map 

(SOM); k Nearest Neighbour (kNN); agent 

I.  CONCEPT 

Quality of Service (QoS) policies provide for the 

prioritisation of packets on IP networks, partly motivated in 

the early 2001 by the convergence of voice and data traffic.  

Despite the increasing availability of high-speed 

consumer (e.g., xDSL ≈50Mbps) and corporate (e.g., 

Ethernet ≈10Mbps) data links, Internet Protocol (IP) 

engineers now face the conundrum, once seen in the 

Personal Computer (PC) world, where a faster network 

resource is rapidly consumed at an increasing rate by 

bandwidth hogging applications, such as Videoconferencing 

or Tele-presence. As a result little planned capacity 

overhead remains and QoS mechanisms continue to be 

required. 

With no end in sight, the dependence of QoS 

implementation upon expert judgement leaves organisations 

exposed to high salary costs and a potential loss of critical 

knowledge resulting from staff churn. In addition, these 

existing optimisation techniques lead to increasingly 

complex network operations regards the service mechanisms 

required to deliver appropriate application performance. 

Including those supporting activities such as ‗requirements 

analysis‘ and ‗policy change management control‘. Verma 

[1] states ―as networks make the transition from all traffic is 

equal to the new model in which some traffic is more equal 

than others‖, a way must be found in which to specify 

differentiate and service traffic types on the network whilst 

maintaining a simplified abstraction. 

Whilst optimisation of traffic-flow is a valid and well 

researched field, simplification of its engineering and on-

going management has, in the first author‘s experience as 

the IT Operations Manager for a UK FTSE 250 company, 

been long overdue at the coalface of network support.  

For some years now machine learning, and in particular 

‗neural-networks‘, have been used within many industries 

[2][3][4]. However, it is in the field of data mining that 

neural networks have been most productive, being used to 

―extract new information, from existing data, thus providing 

innovative insights and tactical commercial benefit‖ [5]. 

The authors‘ previous work [6][7] highlighted those 

issues corporate organisations face regarding this 

‗requirements analysis phase‘ necessary to collate that 

information required to build network traffic services (e.g., 

QoS policy statements). This work demonstrated how these 

policies in practice remain sub-optimally implemented 

through lack of a facility to allow their dynamic adaptation 

responsive to changing circumstances and thus changing 

priorities of different business data traffic types. 

In this report the authors‘ present paper results from 

initial experimentation regards how varying traffics differ in 

sensitivity, and how that ‗footprint‘ within IP packets could 

be used to characterise data for machine-learning. 

This shows how autonomous agents could be devised 

such that they were capable of traffic categorisation and 

dynamic differential, reallocation of computer network 

bandwidth, to various business data streams according to 

their relative dynamic priorities. Such agents could then 

reduce the reliance and complexity of current (human) 

expert QoS policy definition through the deployment of 

machine-learning techniques for the re-classification of the 

IP traffic. This paper also introduces the platform on which 

further experimentation will be completed. 

II. APPLICATION SENSITIVITY, DELAY AND PROCESSING 

Certain Internet traffic applications are time-critical. The 

stutter arising from delayed packets often renders 

1
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videoconferencing unusable. For any System for Intelligent 

Network Control (SINC) to be adopted it must satisfy the 

end-user delivery requirements [6]. A summary of 

sensitivities is given in Table 1. 

TABLE I.  APPLICATION SENSITIVITIES 

Traffic Type 
Sensitivities 

Bandwidth Loss Delay Jitter 

Voice (set-up) Very low Medium High High 

eCommerce Low High High Low 

Transactions Low High High Low 

Email Low High Low Low 

Telnet Low High Medium Low 

Casual browsing Low Medium Medium Low 

Serious browsing Medium High High Low 

File transfer High Medium Low Low 

ICA Medium Medium High Medium 

Video conferencing High Medium High High 

Multicast High High High High 

 

Any rule-based system must therefore respect such end-

user observable concerns such as: delay, defined as a lapse 

of time, which includes jitter, often defined as a packet delay 

variation (PDV) used as a measure of the ‗variability over 

time‘ of the packet latency across a network. In traditional 

QoS deployments a set of common applications, group of 

users, or business performance requirements, can be profiled 

and a template developed for that application and each 

resulting flow. Thus each flow which fits that profile can be 

treated the same, reducing the cost of replicating flow 

information for similar flows. The authors‘ previous paper 

[7] drew on an observation-action pair mapping, or ―policy 

of an agent‖ [8], shown in equation 1 below: 

 

                                  
(1) 

 

in which a stateless function F maps its current 

observation (of network traffic and available resource) to a 

new action, representing a classification of the data, and t is 

the budget (e.g., time) in which the observation is made and 

the mapping completed. As an example of relevance to this 

paper, consider the rule for an attribute found within IP 

traffic, such as packet length, shown in equation 2 below: 

 

 
 

   (2) 

where y, in this instance is packet length in Bytes and a 

and b exhaust all possible classifications of that packet. An 

illustration being packets ≤ 80 Bytes are classified a, where 

a equals a classification of ‗Expedite Forward‘, and all other 

packets (e. g., > 80 Bytes) are classified b, where b equals a 

classification of, in this instance, ‗AF21‘. 

Such tests are, however, dependent on a known typing of 

net packets: given variability of the packet structure, simple 

rules are likely to misclassify traffic, with a resulting 

incorrect prioritisation. This motivates our research to 

classify packets based on a ―black-box‖ (unsupervised) 

approach, by which a priori unknown packet structures can 

be presented to the learning-function for classification based 

on learned characteristics (e.g., voice packets which have a 

high QoS priority, have these known sensitivities). Where 

this characterisation is completed using some or all of those 

attributes available within an IP packet, but where the 

attribute choice is not fixed, thus allowing for an assessment 

of belief in a hypothesis to be updated with new data at each 

observation epoch. This set of attributes provides a ‗frame 

of discernment‘ Θ [9]. 

III. LEARNING FOR AN INTELLIGENT NETWORK CONTROL 

There are many well-known mechanisms for the useful 

characterisation of data [10][11][12] including: 

 Supervised learning 

 Unsupervised learning 

 Reinforcement learning 

 

Evidence from the authors‘ background research 

indicated that the use of pattern matching is effective at 

finding previously unseen patterns within the dataset, and 

given IP networks have vast sums of data traversing 

networks, with each packet or frame having an inherent 

footprint resultant from its header(s), this would appear to 

offer a suitable mechanism for intelligent network control. 

There is no lack of data in the typical network [13] 

making statistical analysis techniques of traffic a relatively 

easy task. The challenge to the data classification is to 

accurately classify traffic in real-time. Initial 

experimentation with the first author‘s corporate network 

has focused on the classification of traffic flows using a k-

Nearest Neighbour (kNN) clustering feature. Tarassenko 

[14] defines the objective of any clustering as: 

 

“Given P patterns in n-dimensional space, find a partition 

of the patterns into K groups, or clusters, such that the 

patterns in a cluster are more similar to each other than to 

patterns in different clusters.” 

 

Clustering requires the characterisation of input data 

within a multidimensional space; in the context of this 

research we characterise data as the five-tuple: 

 source IP address; 

 destination IP address; 

 source port number; 

 destination port number; 

 protocol; 

t tF

y a

y b
packet_length: 

2
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 plus additional attributes including length and 

frame_time_delta. 

 

The authors‘ have adapted the framework of [15] to 

identify a classification process that isolates differences 

within a population of network traffic, each having different 

a model (or description). The process by which this is 

achieved is defined below, and whilst the final realisation of 

this research is expected to be deployed using Application 

Specific Interface Card (ADIC) or Programmable Logic 

modules, integrated within internetwork devices in much the 

same way as the WAN Interface Cards (WIC) seen in 

routers, Fig. 3 shows the current system in development: 

 

1. Sensing: input to the system, the packets arriving on 

the ingress interface 

2. Pre-process: signals are pre-processed such that 

they can be transposed for subsequent operations 

without loosing relevant processing information. 

This may use a segmentation function to isolate the 

features of the data from each other or from 

background noise. One such segmentation would be 

to separate UDP from TCP traffic as each has a 

differing underlying network requirement. 

3. Feature Extraction: whose purpose is to reduce the 

data by measuring certain features or properties, 

which in turn are passed to a 

4. Classifier: which evaluates the evidence and makes 

a decision as to the queue in which the traffic will be 

transmitted 

5. Post-processing: Are those processes engaged after 

the classifier required to return the newly classified 

traffic to a network egress interface 

 

Of course, the use of kNN is not new, however, with 

networks and the data they handle within a QoS setting 

highly time critical, we cannot allow the real-time 

classification of data detrimentally to slow it. In particular, 

there are industry standards for node processing: the optimal 

decision boundary which accepts a level of error within the 

classification to ensure any process keeps within any overall 

budget defined (e.g., RTD) should be less than 150ms 

according to ITU-T G.114 [16]. The novelty in our research 

includes, therefore, the engineering of a classification 

algorithm which will prevent the modelling of extremely 

complex dimensional dependencies. It was this requirement 

of visualisation that led the authors to the thought of Pattern 

Matching for QoS, and which the authors‘ can now model 

using that framework of [15] where: 

 

1. Sensing: 

a. Traffic is generated from a production 

network or simulated on a laboratory 

environment, using client>server 

transactions, or application simulation 

software 

b. That traffic generated is captured using 

network protocol analysis software (e.g., 

Wireshark; Etherpeek) and saved as a .cap 

file for analysis 

 

2. Pre-process: 

a. The traffic is exported as an .XML 

compliant .pdlm file such that it can be 

imported into spread-sheet applications for 

statistical analysis 

b. The resultant .xml file is loaded into a text 

reader (e.g., textpad) and searched for non 

ASCII characters, which would prevent 

import to those spread-sheet applications 

c. At this stage the .xml data requires to be 

transposed such that each attribute (e.g., 

frame_length) is a column header, and 

each instance of that attribute (per packet 

or frame) is a row of known variable type 

(e.g., nominal, string etc.). This is 

completed by a SQL transpose routine, the 

output of which is a reordered .xml file. 

d. That .xml file is opened within Microsoft 

Excel to ensure consistency of data. This 

includes missing or errored cells, 

inconsistent format or corrupt file. 

e. This data file is presented to SPSS PASW, 

Weka, and Matlab software which enables 

a number of statistical analysis 

visualisations to be completed, such as a 

scatterplot of Frame_length over Time, 

shown at Fig. 1, ―Visualisation of 

Captured Data in WEKA‖ below. 

f. A suitable file (e.g., Weka .arf; Matlab 

.mat) can now be built such that varying 

learning processes can be explored and 

evaluated. 

3. Feature Extraction: 

a. Feature exaction then is the reduction of 

data to its principle features. In the case of 

Internetwork traffic this has previously 

been defined as the five tuple with 

additional attributes, including but not 

exclusive to: 

o ip_src 

o ip_dst 

o ip_srcport (tcp or udp) 

o ip_dstport (tcp or udp) 

o prot 

o frame_pkt_length 

o frame_time_delta 

o frame_time_relative 

 

3
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Figure 1.  Visualisation of Captured Data in WEKA. 

Equation 3 illustrates how three ‗characterisation 

features‘, say packet_length (xa), time_frame_delta (xb) and 

ip_dstport (xc), could be used to characterise a packet as 

distinct from any other packet not within the same cluster. 

This would present a feature vector in a two-dimensional 

feature space [14], where: 

                    

a

b

c

x

x

x

 

(3) 

 

This use of feature extraction can be illustrated with an 

adaptation of [14] shown in Fig. 2, where these three 

attributes are presented to the clustering function (F) which 

has then defined the packets in two distinct clusters with an 

individual mean of X, where: 

 

Xn = the packets captured within time t  

(where time t is from the start of capture to the end of the 

capture processed) with features 

X = {xa, xb, xc} 

Cn = the clusters of the set K = {C1, C2, ……, Cn} 

= the cluster centre characterised in this instance using 

the mean vector mk 

 

 
Figure 2.  Adaption of Features of a Cluster [14] 

This difference between clusters typically measured by 

the distance between them (such as Euclidean distance or 

Pearson correlation) to define a closeness or 

interrelationship of the traffic. The known issue of 

Euclidean distance, which assigns more weight (i.e., 

preference) to features with large range could be further 

optimised through the use of Manhattan (or block) distance, 

such that higher powers increase the influence of large 

(neighbour) differences at the expense of small ones. An 

example being, if presented with two features: ip_dstport 

and frame_pkt_length, with Euclidean distance there would 

likely be a preference to the former. This is due to the legal 

range of IP ports being in the range is 0 to 65,535, compared 

to a standard Ethernet frame Maximum Transmission Unit 

(MTU) of only 1500 (bytes). 

That traffic, which is clustered based on its perceived 

characteristic, as demonstrated in Fig. 2, can then be marked 

using coding such as Differentiated Services Code Point 

(DSCP). That cluster of traffic which is defined as being the 

most sensitive (such as voice traffic) or of having the highest 

business importance would then be marked with an 

appropriate classification, such as Expedite Forward (EF). 

Each of the six clusters (0-5) would then be forwarded to 

one of six pre-configured virtual hardware queues within the 

network devices egress interface.  

IV. SUMMARY AND CURRENT RESEARCH 

This paper built on an early ―feasibility study‖ to 

investigate how the agent models, as conceived in the 

authors‘ previous papers [6][7], would be implemented to 

influence internetwork traffic management. Whilst the 

technique is promising, the current manual transposition of 

data for the machine-learning application means that only 

off-line processing is possible. However a realistic 

implementation requires a platform with the ability to 

perform online, real-time automated transposition of QoS 

targets for various data steams intended for presentation to 

the machine-learning mechanism. 

Such a system, initially online if not real-time, has been 

implemented on a Linux based server running the Snort 

Intrusion Detection System (IDS) [17]. Ingress network 

traffic is sensed (captured) and updated within a MySQL 

database table. From the database, rather than using the 

traditional Snort rule-base, the instances (packets) within the 

various tables are JOINED and a Python language script 

presents the data to an Orange k-means clustering algorithm 

[18]. This algorithm performs the function F described, 

completing the pre-processing, feature extraction, and 

classification including visualisation. Further research 

investigates those activities related to post-processing, such 

as the marking of that traffic based on Differentiated 

Services Code Point (DSCP), and dispatch routines which, 

at present, is the re-population of the database with the 

newly reordered traffic ready for network transmission on 

the appropriate egress interface. 

4
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In addition, further investigation into other Python-based 

pattern classification applications, such as pyMVPA [19], 

PyBrain [20], and OpenElectrophy [21] will be progressed 

to see whether they can perform the work more efficiently. 

 

 
 

Figure 3.  Oinker: Snort-based Systen for QoS Route Forwarding using 

Pattern Classification 
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Abstract—In the last years, there has been an increasing
need to accurately assign traffic to its originating application
or protocol. Several new protocols and services have appeared,
such as VoIP or file sharing, creating additional identification
challenges due to their peculiar behaviors, such as the use
of random ports or ports associated to other protocols. The
number and variety of security vulnerabilities and attacks that
are carried out over the Internet has also drastically increased in
recent years. Besides, privacy and confidentiality are also growing
concerns for Internet users: traffic encryption is becoming widely
used and, therefore, access to the user payload is more and
more difficult. Therefore, new identification methodologies that
can be accurate when applied to different types of traffic and
be able to operate in cyphered traffic scenarios are needed.
In this paper, we present an identification methodology that
relies on a multiscale analysis of the traffic flows, differentiating
them based on the probability that their characteristic multiscale
behavior estimators belong to specific probability distributions
whose parameters are inferred from traffic flows of real ap-
plications. The classical concept of traffic flow was replaced
by the definition of data stream, which consists of all traffic
(in the upload or download directions) of a local IP address
that is univocally identified by a numeric identifier. The results
achieved so far show that the proposed methodology is able to
accurately classify licit traffic and also identify some of the most
common Internet security attacks. Besides, this approach can also
circumvent some of the most important drawbacks of existing
identification methodologies, namely their inability to work under
strict confidentiality restriction scenarios.

Keywords: Application identification, multiscale analysis,
wavelets, licit and illicit applications.

I. INTRODUCTION

Classifying Internet traffic is a critical task for many areas,
such as traffic engineering, Quality-of-Service (QoS), access
control and security/intrusion detection. In recent years, the
emergence of diversified and demanding applications made
some of the mostly used classification methodologies (like
port-based classification or payload inspection) inadequate.
Besides, the number and diversity of attacks to hosts and
services in the Internet increased in a dramatic way. Among
these new threats, botnets are some of the most severe and
dangerous [24], being responsible for some of the most
stealth attacks, such as Distributed Denial-of-Service, Spam
and phishing e-mails [4], [7], [6]. A botnet is a network
of compromised computers under the control of a master,
the bot master, which issues commands to the compromised
hosts. Usually, these communications are encrypted, which
poses a significant obstacle for Intrusion Detection Systems

(IDSes). Moreover, the distributed nature of these attacks and
the evolving (from centralized to distributed) structure of the
botnets [16] also makes them extremely difficult to prevent.

This paper presents a new technique for identifying licit
and illicit traffic flows based on the classification of different
multi-scale behavior estimators. The classification method-
ology relies on the probability that these estimators belong
to a Gaussian distribution whose parameters are inferred
from traffic flows of the real applications. This approach
presents several advantages over existing ones, namely its
compliance with privacy issues since only packet headers
at the IP and/or IP security protocols levels are analyzed.
This work is an extension of a previous work [28] that also
analyzed the multi-scale behavior of sampled flows generated
by different applications using a kind of ”blind” clustering
to classify the multi-scale coefficients’ estimators. Here, we
assume that these estimators follow a Gaussian distribution and
use a probabilistic methodology to classify them, thus being
able to discriminate their underlying generating applications.
Besides the three widely used Internet applications that were
also considered in [28] (web-browsing, video streaming and
BitTorrent), we also include two of the most common attacks
that are used by botnets: (i) port scanning and (ii) snapshots
of the users’ desktops. The classification results that have
been already obtained show that the proposed approach is
very promising, while being immune to some of the main
disadvantages of current detection methodologies.

In order to be able to classify the different interactions that
an application creates, which may consist of several sessions
with different end-hosts/servers (and we strongly believe that
the analysis of these interactions as a whole provides a deeper
insight into how the applications behave and can assist in
traffic discrimination), the restrictive classical definition of
flow was replaced by the definition of data stream, which
consists of all traffic (in the upload or download directions) of
a local IP address that is univocally identified by a numeric
identifier.

The remaining part of this paper is organized as follows:
Section II presents some related work in the fields of traffic
classification and attacks identification, Section III presents
some background on wavelets and multiscale analysis, Section
IV presents the details of the identification methodology; Sec-
tion V presents some identification results that were already
obtained in order to evaluate the efficiency of the proposed
methodology and, finally, Section VI presents some brief
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conclusions about the conducted work.

II. RELATED WORK

The issue of traffic classification has been studied for many
years and many techniques have been proposed to address this
problem. In an early stage, traffic was classified according
to the ports used for communication. However, this analysis
became inaccurate when new protocols, such as BitTorrent or
VoIP protocols, started to use random ports or ports associated
to other applications. In fact, in a study conducted by [21],
port-based techniques were unable to classify most of the
network traffic that was generated by Peer-to-Peer (P2P) pro-
tocols. Payload analysis was one of the techniques proposed
to overcome this limitation. It consists on the inspection of
the packet’s payload searching for characteristic signatures
that can identify the generating protocol. A study carried out
in [14] used this technique to identify P2P traffic and the
results achieved were very accurate. In another work [30],
digital signatures were also used to classify P2P traffic. The
results achieved were very accurate and the authors proved
that the proposed methodology can be effective in high-
speed networks. However, in recent years, traffic encryption
is becoming widely used to guarantee the confidentiality of
the exchanged data in the Internet and, therefore, in these
scenarios the packet payload is no longer accessible. Besides,
when traffic is not encrypted the access to the packet’s payload
may not be allowed due to privacy restrictions.

Statistical analysis of traffic flows appeared as a solution that
could overcome these restrictions, since only the headers of the
packets are analyzed. The main concept of this approach is that
traffic generated by the same protocol will present the same
profile. Karagiannis et al. tried to identify P2P traffic based
on a three-level analysis: social, functional and application
levels. The accuracy of the obtained results was very high
[15]. In another work [13], the authors built behavioral profiles
that describe dominant patterns of the studied applications and
the results showed that this approach was quite promising. In
[21], the authors only analyzed the TCP SYN, FIN and RST
flags in order to obtain connection-level information about
P2P traffic. This technique has several inherent drawbacks:
traffic presenting unknown behavior cannot be classified; when
traffic is transported through a secure tunnel, the port numbers
and the TCP flags may not be available and, consequently,
classification is not possible.

In the last years, the number of security vulnerabilities
and attacks increased at a dramatic rate [29]. Botnets have
emerged and became one of the most dangerous threats to
on-line security, being used for a wide variety of illegal
activities such as DDoS, Spam, flooding attacks and exploit
scanning, just to name some of them [22]. Besides, they are
undetected by anti-virus software and IDSes [4]. Most IDSes,
such as Snort [2], perform intrusion detection based on the
recognition of signatures and known patterns from security
attacks. This can constitute an accurate detection methodology,
but these defense mechanisms cannot detect zero-day threats
and attacks with unknown profiles [17]. Of course, IDSes can
protect their networks by classifying any traffic pattern that

deviates from an already known normal profile as an attack.
Although this strategy could make them able to detect zero-
day attacks, the detection accuracy would decrease since some
of these ”abnormal” profiles may be originated by legitimate
user actions.

The structure of the botnets is also evolving, becoming more
complex and distributed. For instance, the C&C infrastructure
evolved from a centralized one, in which IRC protocols were
used for communication, to a distributed one where P2P proto-
cols and networks are used. Moreover, these communications
can also be embedded in the HTTP protocol. Therefore, the
detection of these networks is becoming more difficult and
new methodologies are needed for their accurate detection.

Several studies have been conducted in order to collect,
analyze and understand how botnets work: [5] studies the com-
munications between the Command and Control (C&C) server
and the infected machines; [25] analyzed the network behavior
of spammers; [8] conducted several basic studies of botnet
dynamics; [9] proposed to use DNS sink holing technique for
botnet study and pointed out the global diurnal behavior of
botnets; finally, [6] studied the relationship between botnets
and scanning/spamming activities.

Based on this knowledge, different approaches have been
proposed to solve the botnet detection problem: in [26], the
authors used DNS-based black hole list counter-intelligence to
find botnet members that generate spam; in [27], the authors
proposed a system to detect malware (including botnets) by
aggregating traffic that shares the same external destination,
have a similar payload and involves internal hosts with sim-
ilar OS platforms; [20] proposed a machine learning based
approach for botnet detection using some general network-
level traffic features of chat-like protocols, such as IRC; finally,
[12] describes BotHunter, which is a passive botnet detection
system that uses dialog correlation to associate IDS events to
a user-defined bot infection dialog model.

III. WAVELETS AND MULTISCALE ANALYSIS

A wavelet ψ(t) can be defined as a pass-band function
oscillating at a central frequency f0. By performing a scaling
change, which may consist of an expansion or a compression,
and a temporal shift, we obtain ψj,k(t) = 2−j/2ψ(2−jt− k),
that is the oscillating central frequency moves to 2−jf0 and
the origin of the temporal reference to 2jk. Note that j
represents the temporal scale, k represents the kth coefficient
corresponding to scale j, with j0 being the larger time scale.
Wavelet decomposition also uses a low-pass function, φj0,k(t),
known as scaling function, that can be scaled and temporarily
shifted in a similar way to function ψj,k(t). Therefore, the
definition of the Discrete Wavelet Transform (DWT) of a
stochastic process X(t) is [11]:

X(t) =
∑
k

cX(j0, k)φj0,k(t) +
∞∑
j=j0

∑
k

dX(j, k)ψj,k(t) (1)

where cX(j0, k) are the scaling coefficients and dX(j, k) are
the wavelet coefficients. The estimators for the first order
moment of the wavelet coefficients can be defined as:
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µj =
1
nj

nj∑
k=1

|dX(j, k)| (2)

where nj is the number of coefficients to be analyzed at scale
j. The scaling behavior of any stochastic process can then be
studied by an analysis of the Logscale diagrams, which consist
of logarithm plots of these estimators with the scales [3].

As mentioned in Section I, phenomena such as Short-Range
Dependence (SRD) and Long-Range Dependence (LRD) have
been studied in several works. In [18] can be fond the
first evidence that network traffic has self-similar character-
istics. In [23], several TCP statistics, such as session and
connection arrivals, were analyzed and self similarity was
found in many traces. In [32], the authors provided several
measurements which showed that network traffic exhibits self-
similar behavior. Physical features of communication networks
were also presented to explain such behavior. In [31], time-
series extracted from network traffic were proven to exhibit
LRD. Feldmann et al. investigated several aspects of user and
network behaviors contribute to the scaling regimes in WAN
traffic [10].

IV. IDENTIFICATION METHODOLOGY

Our work aims at classifying the several interactions that
an application creates, which may consist of several sessions
with different end-hosts/servers. We believe that the analysis
of such interactions as a whole can provide a deeper insight
into how the applications behave and can assist in traffic
discrimination. To be able to perform such study, the classical
definition of a flow, the 5-tuple, becomes too restrictive since
it does not capture all the mentioned interactions. Therefore,
we used the definition of data stream, which consists of all
traffic (in the upload or download directions) of a local IP
address and univocally identified by a numeric identifier. This
data stream numeric identifier is: (i) for unencrypted traffic,
a specific TCP/UDP (local or remote) port number and (ii)
for encrypted traffic, the Security Parameters Index (SPI) in
ESP headers in case of IPsec tunnels or any other specific
identifier of IP-level encrypted tunnel technology. Therefore,
data streams are uniquely identified by a 2-tuple (IP address,
unique identifier). Other important definitions in our work are
the known data streams which consist of streams, as previously
defined, analyzed a priori to determine its origin applica-
tion(s). On the other hand, let us define the unknown data
streams as a traffic stream created by an unknown application.
Several stochastic processes (and respective statistics) can be
extracted from these data streams, which, in this work, will be
processed by a DWT, as described in Section III, in order to
obtain the estimators defined in (2). Since the applications that
generated the analyzed traffic might have different network
conditions, these estimators were normalized to zero mean:

µ̂j = µj −
J∑
j=1

µj
J

(3)

in which J represents the number of scales considered
for analysis. In the following lines we will present some

more definitions. For instance, let A represent the number
of known applications, M represent the number of unknown
data streams that we want to classify and N correspond to
the number of known data streams. Let pi,a, a = 1, ..., A
designate the probability that the unknown stream i belongs
to the Gaussian distribution inferred from the known streams
of the application a. Let Ea,j = {eia,j , i = 1, . . . , N} and
Uj = {uij , i = 1, . . . ,M} represent the normalized estimators,
as defined in (3), for the first order moment of the wavelet
coefficients of a stochastic process, respectively, extracted
from a known data stream i of the application a at the scale
j and extracted from a unknown data stream i at the scale j.
The proposed methodology assumes that Eia,j and Uj , for all
j and a, follows a Gaussian distribution. Therefore, let

Pi,a,j =
∫ uij+∆

uij−∆

1√
2πσ2

a,j

e
(
−(u−ea,j)

2

2σ2
a,j

)
du (4)

represent the probability that the estimator of the unknown
stream i, of the scale j, is within a neighborhood of width
2∆, centered on itself originated by a distribution whose
parameters, ea,j and σ2

a,j , are empirically inferred from the
known data streams of an application a:

ea,j =
1
N

ΣNi=1e
i
a,j (5)

σ2
a,j =

1
N − 1

ΣNi=1(eia,j − ea,j)2 (6)

The probability Pi,a,j is then computed for all unknown
streams and for all distributions inferred from the known
streams studied applications, for each scale of analysis.

Subsequently, it is possible to compute Pi,a as:

Pi,a =
J∏
j=1

Pi,a,j , a = 1, ..., A; i = 1, ...,M (7)

Finally, an unknown data stream i, i = 1, . . . ,M , is
associated with application α, α = 1, . . . , A, such that

∃α, Pi,α = max
a

[Pi,a]. (8)

V. RESULTS

In this Section we present the obtained results from sev-
eral traffic data streams extracted from: (i) licit TCP and
UDP traffic traces passively collected at the University of
Aveiro network on September 15, 2008 and (ii) illicit traces
experimentally generated in laboratory simulating some of
the most relevant botnet uses. The licit applications data
streams extracted (and classified a priori) from the traffic
collected were file-sharing (BitTorrent), video streaming and
HTTP (browsing). Figures 1 to 3 present the variation of the
number of bytes in the upload and download directions for the
mentioned applications. The illicit traffic was experimentally
generated in our lab in an attempt to simulate some of the most
relevant reconnaissance attacks. The NMAP [1] flows were
generated using a discrete scan profile in order to replicate a
typical botnet port scan that tries to evade IDS detection and
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Figure 1. Number of bytes for a Torrent flow.
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Figure 2. Number of bytes for a Streaming flow.

scan hosts and networks, bypassing their firewalls and proxies.
Therefore, we performed a sequential port scan with one
second of interval between (SYN) probes and a waiting time of
15 seconds before start scanning a new machine. The Snapshot
flows were generated by emulating the capture of a fixed
size small image (335x180 pixels, 120KBytes) of the user’s
desktop around the cursor every time the user performed a
click. We assumed that the user was browsing the Internet and
performed a click with an exponentially distributed interval
with average equal to 120 seconds [33]. The flows of these
applications are presented in Figs. 4 and 5, respectively.

In this case, the values analyzed were the overall number
of transmitted bytes, independently of direction. The extracted
data streams were 5 and 15 minutes long and were divided in
known and unknown streams, however, the real classification
of all streams was kept for validating the classification results
of the unknown streams. Now let us present the values of
the several variables defined in Section IV. The number of
application considered was 5 (A = 5). The number of known
streams, N , used for inferring the parameters of the Gaussian
distributions was 30 and the number of unknown streams, M ,
was 80, for each application. The value of the interval ∆ used
was 0.1.

The known and unknown streams were analyzed via a DWT
in order to obtain the estimators for the first order moment of
the wavelet coefficients. The first mentioned values were then
used to validate the assumption that the estimators for the first
order moment of the wavelet coefficients, for each application
and scale, follow a Gaussian distribution. The test used was the
Lilliefors goodness-of-fit test which verifies the null hypothesis
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Figure 3. Number of bytes for an HTTP flow.
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Figure 4. Number of bytes for a NMap flow.

that the sample in a vector comes from a distribution in the
Gaussian family, against the alternative that it does not [19].
All the tests did not reject the null hypothesis, that is, all the
estimators can be approximated by a Gaussian distribution.

The classification results were computed by comparing the
classification achieved with the proposed methodology with
the real application. In the first part of our results, we consid-
ered the 5 minutes long data streams. We only used the first 5
scales since at higher scales the estimators of all applications
tend to converge. Figures 6 and 7 show box plots with 25%,
50%, 75% and 95% quantiles, for the estimators of the first
order moment of the wavelet coefficients of the 5 minutes and
15 minutes data streams, respectively. We can observe that
the distributions of the estimators of the HTTP and Snapshot
streams almost overlap in all scales. This suggests that some
HTTP and Snapshot streams might be misclassified. However,
for the 15 minutes data streams (Figure 7) the Snapshot traffic
estimators are now more concentrated around the mean, which
suggests that the accuracy will be higher. For the remaining
estimators’ distributions we can observe that, at least in one
scale, they are very separated and therefore they will not be
misclassified.

The numerical results obtained, for the 5 minutes traffic
traces, are presented in Table I and it is possible to observe
that these are relatively accurate for all applications. With
the exception of HTTP 5 minutes data streams, the obtained
percentage of correctly identified data streams is between
73% and 100%. For HTTP traffic, the correct classification
percentage is lower, as some of these data streams were
misclassified as Snapshot, which is in accordance with the
previous analysis. These result can be explained by the fact
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Figure 5. Number of bytes for a Snapshot flow.
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Figure 6. Distributions for 5 minutes traces.

that HTTP data streams multiscale estimators have an higher
variance, resulting from the various and heterogeneous user be-
haviors, making this distribution partially overlap the snapshot
estimators distribution (which has a much lower variance) in
all scales. Moreover, several protocols, such as file sharing and
video streaming, run on top of HTTP communications which
justifies the large variance the estimators of these streams
present and some classification mistakes. The classification
results for the 15 minutes data streams are presented in Table
II and we can observe that the accuracy of the results for all
applications is higher. This can be explained by the fact that
traces are longer, contain more information and more differ-
entiating characteristics. This allows a deeper decomposition
of each signal and therefore, a better analysis of their unique
behaviors and leads to better classification results.

Table I
RESULTS FOR 5 MINUTES TRACES USING 5 SCALES

Data Classified as
Streams NMap Snapshot HTTP Streaming Torrent

NMap 100% 0% 0% 0% 0%
Snapshot 0% 72.7% 22.7% 3.1% 1.5%
HTTP 0% 29.4% 64.7% 2.9% 2.9%
Streaming 0% 0% 3.6% 96.4% 0%
Torrent 0% 3.1% 1.6% 1.5% 93.8%
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Figure 7. Distributions for 15 minutes traces.

Table II
RESULTS FOR 15 MINUTES TRACES USING 5 SCALES

Data Classified as
Streams NMap Snapshot HTTP Streaming Torrent

NMap 100% 0% 0% 0% 0%
Snapshot 0% 95.2% 4.8% 0% 0%
HTTP 0% 15.4% 76.9% 0% 7.7%
Streaming 0% 0% 0% 100% 0%
Torrent 0% 0% 0% 0% 100%

VI. CONCLUSIONS

The last years have witnessed the appearance of several new
protocols and services, a huge increase on the number and
variety of security vulnerabilities and attacks that are carried
out over the Internet and the growth of the privacy and confi-
dentiality concerns of Internet users. Thus, new identification
methodologies that can be accurate when applied to different
types of traffic and be able to operate in cyphered traffic
scenarios are needed. This paper proposed an identification
methodology that relies on a statistical multiscale analysis of
the traffic flows, differentiating them based on the probability
that their characteristic multiscale behavior estimators belong
to Gaussian probability distributions whose parameters are
inferred from traffic flows of real applications. The results
obtained show that the proposed methodology is able to accu-
rately classify licit traffic and also identify some of the most
common Internet security attacks. Besides, the approach can
also avoid some of the most important drawbacks presented by
existing identification methodologies, namely their inability to
work under strict confidentiality restriction scenarios. Finally,
the definition of data stream also proved to be adequate for
discriminating between several IP applications, constituting
an important step towards a complete understanding of their
behaviors.
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Abstract—We consider a single-link loss system of fixed 
bandwidth capacity, which accommodates K service-classes of 
Poisson traffic with different bandwidth-per-call requirements. 
Depending on the occupied link bandwidth, in-service calls can 
tolerate bandwidth compression while increasing their service 
time (elastic calls). In this system, we study the effect of the 
bandwidth reservation (BR) policy on various performance 
measures and mainly on Call Blocking Probabilities (CBP). 
The BR policy can achieve CBP equalization among service-
classes, or, alternatively, guarantee a certain quality of service 
for each service-class. We provide a recurrent formula for the 
calculation of the link occupancy distribution. Based on it we 
determine CBP, link utilization and average number of calls in 
the system. The accuracy of the proposed formula is verified by 
simulation and is found to be quite accurate. 

Keywords-loss system; blocking probability; reservation; 
elastic traffic; Markov chain.  

I.  INTRODUCTION 
The classical Erlang Multi-rate Loss Model (EMLM) is 

used to analyze the call blocking behavior of a single-link 
loss system that accommodates K service-classes with 
different and fixed bandwidth-per-call requirements. Calls 
of each service-class arrive to the system according to a 
Poisson process and compete for the available link 
bandwidth under the complete sharing (CS) policy (calls of 
all service-classes compete for all available bandwidth 
resources). Calls are blocked and lost only if their required 
bandwidth is higher than the available link bandwidth. 
Otherwise, they are accepted in the system for a generally 
distributed service time  [1]. Note that while in service, calls 
cannot alter their assigned bandwidth.  

In the EMLM, exploiting the fact that the steady state 
distribution of the number of calls in the link has a product 
form solution (PFS)  [2], an accurate recursive formula 
(known as Kaufman-Roberts formula, KR formula) has been 
separately proposed by Kaufman  [1] and Roberts  [3] which 
determines the link occupancy distribution and simplifies 
the determination of call blocking probabilities (CBP). This 
simplification resulted in a large amount of extensions of the 
EMLM and applications of the KR formula both in wired 
(e.g.,  [4]- [7]) and wireless networks (e.g.,  [8]- [11]). Among 
other EMLM extensions, Roberts proposed in  [12] an 
approximate recursive formula for calculating CBP in the 
EMLM under the Bandwidth Reservation policy 
(EMLM/BR). The BR policy is used in order to achieve 

CBP equalization among service-classes, or guarantee a 
certain quality of service (QoS) for each service-class. Note 
that contrary to the CS policy where the stationary 
probabilities have a PFS, the BR policy cannot be analyzed 
by the use of a PFS. This is because one-way transitions 
appear in the state space, which destroy reversibility  [13]. 

In this paper, we apply the BR policy and study its 
effects in another extension of the EMLM proposed in  [14] 
by Stamatelos and Koukoulidis who incorporate elastic 
traffic in the EMLM. We name, herein, the model of  [14] 
Extended EMLM (E-EMLM) and our proposed model E-
EMLM/BR. In the E-EMLM, calls of each service-class 
arrive to the system according to a Poisson process with 
different and elastic bandwidth-per-call requirements. As 
long as the occupied link bandwidth does not exceed the 
capacity of the link, all in-service calls use their peak-
bandwidth requirement. When a new call arrives and its 
required peak-bandwidth is higher than the available link 
bandwidth, the system accepts the new call (contrary to the 
EMLM where this call is blocked) by compressing not only 
the bandwidth of all in-service calls (of all service-classes) 
but also the initial peak-bandwidth of the new call. On the 
other hand when an in-service call, whose bandwidth is 
compressed, departs from the system then the remaining in-
service calls (of all service-classes) expand their bandwidth. 
It is worth mentioning that the allocated bandwidth to 
elastic in-service calls alters (becomes compressed or 
expanded) in proportion to their peak-bandwidth 
requirement and that their service time is adjusted 
accordingly (becomes expanded or compressed) so that the 
product (service time) by (bandwidth per call) remains 
constant. A new call is blocked and lost when the 
compressed bandwidth should be less than a minimum 
proportion (rmin) of its required peak-bandwidth. Note that 
rmin is common for all service-classes.  

The compression/expansion of bandwidth destroys 
reversibility in the E-EMLM and therefore no PFS exists. 
However, in  [14] an approximate recursive formula is 
proposed which determines the link occupancy distribution. 
Before we proceed to the E-EMLM/BR note that extensions 
of the E-EMLM which study the co-existence of elastic and 
adaptive traffic (in-service calls can alter their bandwidth 
but not their service time) can be found in  [15],  [16]. 
Potential applications of the E-EMLM (and the E-
EMLM/BR) are mainly in emerging wireless networks 
supporting elastic traffic (e.g.,  [17],  [18]).    
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Since the proposed E-EMLM/BR does not have a PFS 
we provide an approximate recursive formula for the 
calculation of the link occupancy distribution that simplifies 
the determination of various performance measures 
including: a) CBP, b) link utilization, c) average number of 
calls of each service-class in the system and d) delay of calls 
due to their bandwidth fluctuation.              

The remainder of this paper is as follows:  In Section II, 
we review the EMLM, the EMLM/BR and the E-EMLM. In 
Section III, we propose the E-EMLM/BR. In Section IV, we 
present numerical results where the new model is compared 
to the existing models and evaluated through simulation 
results. We conclude in Section V. 

II. REVIEW OF THE EMLM, EMLM/BR AND E-EMLM 

A. Review of the EMLM 
Consider a link of capacity C bandwidth units (b.u.) that 

accommodates calls of K service-classes. A call of service- 
class k (k =1,…,K) arrives in the system according to a 
Poisson process with rate λk, requests bk b.u. and if these b.u. 
are available it remains in the system for an exponentially 
distributed service time with mean 1−

kµ . While in service, 
the call cannot alter its assigned bandwidth. If the bk b.u. are 
not available the call is blocked and lost. Let j be the 
occupied link bandwidth (j=0,…,C) then the link occupancy 
distribution, G(j) , is given by the accurate and recursive KR 
formula  [1] , [3]: 

otherwise 0
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j
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where: αk= λk
1−

kµ  is the offered traffic load of service-class 
k calls. 

The proof of (1) is based on the fact that the steady state 
distribution of the number of calls in the link has a PFS. If nk 
is the number of calls of service-class k in the steady state 
and n=(n1, n2,…,nk,…, nK) then the steady state distribution, 
P(n), is given by  [2]: 
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where: G is the normalization constant given by G ≡ G(Ω) 
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Having determined the values of G(j)’s we can calculate 
various performance measures, including: 

1) The CBP of service-class k, denoted as Bk, is calculated 
by the formula: 

∑
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2) the link utilization, denoted as U : 

∑
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3) The average number of service k calls in the system, 
denoted as kn  :  

∑
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where yk(j) is the average number of service-class k calls 
given that the system state is j, and can be determined by 
(proof is similar to  [15] and thus is omitted): 
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where j = 1,…,C while yk(x) = 0 for x ≤ 0 and k = 1, …, K. 

B. Review of the EMLM/BR 
If we apply the BR policy to the EMLM according to 

Roberts  [12], then the formula for the approximate 
calculation of G(j) takes the form: 

otherwise 0
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and t(k) is the reserved bandwidth (BR parameter) for 
service-class k calls. 

Note that (7) is recursive, although the EMLM/BR is a 
non PFS model. This feature is based on the assumption 
(approximation) that calls of service-class k do not exist (are 
negligible) in states  j > C-t(k) and is incorporated in (7) by 
the variable Dk(j-bk) of (8). The BR policy is used to attain 
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CBP equalization among different service-classes that share 
a link by a proper selection of the BR parameters. If, for 
example, CBP equalization is required between calls of two 
service-classes with b1=1 and b2=10 b.u., respectively, then 
t(1) = 9 b.u and t(2) = 0 b.u. so that b1 + t(1) = b2 + t(2). 
Note that t(1) = 9 b.u means that 9 b.u. are reserved to 
benefit calls of the 2nd service-class. The CBP of service-
class k, Bk, in the EMLM/BR is given by: 

∑
+−= −

−=
C

bCj ktk

jGG
1)(

1 )(kB                                                   (9)   

If t(k) = 0 for all k (k=1,…,K) then the EMLM results. 
Having obtained the values of G(j)’s according to (7) we 

calculate the link utilization and the average number of 
service-class k calls in the system according to  (4) and (5), 
respectively.  

C. Review of the E-EMLM 
Consider again a link of capacity C b.u. that 

accommodates calls of K service-classes. A call of service- 
class k (k =1,…,K) arrives in the system according to a 
Poisson process with arrival rate λk and requests bk b.u. 
(peak-bandwidth requirement). If j + bk ≤  C, the call is 
accepted in the system with its peak-bandwidth requirement 
and remains in the system for an exponentially distributed 
service time with mean 1−

kµ . If T ≥  j + bk > C the call is 
accepted in the system by compressing not only its peak-
bandwidth requirement but also the assigned bandwidth of all 
in-service calls. The compressed bandwidth of the new 
service-class k call is: 

k'k
'
k b

j
Crbb ==                                                             (10) 

where r ≡  r(n) = C/j΄, kk bbjj +=+= nb' and T is the 
limit (in b.u.) up to which bandwidth compression is 
permitted.  

Similarly, the bandwidth of all in-service calls will be 

compressed and become equal to ii b
j
Cb '

' = for i = 1,…,K. 

After the compression of both the new call and the in-service 
calls the state of the system is j = C. The minimum 
bandwidth that a call of service-class k (either new or in-
service) can tolerate is given by the expression: 

kkk b
T
Cbrb == min

'
min,

                                                   (11) 

where rmin = C/T is the minimum proportion of the required 
peak-bandwidth and is common for all service-classes. 
This means that if upon arrival of a service-class k call, with 
peak-bandwidth requirement bk b.u., we have j΄= j + bk > T 

(or equivalently, Tj >' or C/j΄ < rmin) then the call is 
blocked and lost without further affecting the system.  

After the bandwidth compression, calls increase their 
service time so that the product (service time) by 
(bandwidth per call) remains constant. Thus, due to 
bandwidth compression calls of service-class k may remain 
in the system more than 1−

kµ time units. Increasing the value 
of T, decreases rmin and increases the delay of calls of 
service-class k (compared to the initial service time 1−

kµ ).  
Therefore the value of T can be chosen so that this delay 
remains within acceptable levels.  

To illustrate the previous compression mechanism 
consider the following simple example. Let C = 3 b.u., T = 
5. b.u., K = 2 service-classes, α1 = α2 = 1 erl, b1 = 1 b.u., b2 = 
2 b.u and 11

2
1

1 == −− µµ  time unit.  The permissible states 
n = (n1, n2) of the system are 12 and are presented in Table I 
together with the occupied link bandwidth, j=n1b1+n2b2, 
before and after compression has been applied. Note that 
compression is applied if T ≥ j > C (bold values of the 3rd 
column of Table I). After compression has been applied, we 
have that j = C (bold values of the 4th column of Table I). 
For example, assume that a new 2nd service-class call 
arrives while the system is in state (n1, n2) = (1, 1) and j = C 
= 3 b.u. The new call is accepted in the system, since 'j = j 
+ b2 = T  = 5 b.u., after bandwidth compression has been 
applied to all calls (new and in-service calls). The new state 
of the system is now (n1, n2) = (1, 2). In this state, and based 
on (11), calls of the 1st and 2nd service-class compress their 
bandwidth to:  

6.0
5
3

11min
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5
3

22min
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Similarly, the values of 1
2

1
1 , −− µµ become 

min

1
2
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1
1 ,

rr

−− µµ so that 

1
11
−µb and 1

22
−µb remain constant.  

Consider now that the system is in state (n1, n2) = (1, 2) 
and a 2nd service-class call departs from the system. Then, its 
assigned bandwidth 2.1'

min,2 =b is shared to the remaining 
calls in proportion to their peak-bandwidth requirement. 
Thus, in the new state (n1, n2) = (1, 1) the 1st service-class 
call expands its bandwidth to 11

'
1 == bb b.u. and the 2nd 

service-class call to 22
'
2 == bb b.u. Thus, j = n1b1+n2b2 = 

C = 3 b.u.  Furthermore, the service times of both calls are 
decreased to their initial values 11

2
1

1 == −− µµ  time unit.  
The compression/expansion of bandwidth destroys 

reversibility in the E-EMLM and therefore no PFS exists. 
However, in  [14] an approximate recursive formula is 
proposed which determines G(j)’s: 
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T,...,=j for )b -G(j ba
Cj

 =j  for 

=G(j) kkk

K

=k

11
1

1
∑),min(

0
 (12) 

14

EMERGING 2010 : The Second International Conference on Emerging Network Intelligence

Copyright (c) IARIA, 2010               ISBN: 978-1-61208-103-8

                           22 / 138



Equation (12) is based on a reversible Markov chain which 
approximates the bandwidth compression/expansion 
mechanism of the E-EMLM, described above. The local 
balance equations of this Markov chain are of the form  [14]: 

)()()( nnn PnP kkkkk φµλ =−                                    (13) 

where P(n) = (n1, n2,…,nk,…, nK), )( −
kP n =(n1, n2,…,nk-1,nk-

1,nk+1…, nK) and φk(n) is a state dependent factor which 
describes: i) the compression factor of bandwidth and ii) the 
increase factor of service time of service-class k calls in state 
n, so that (service time) by (bandwidth per call) remains 
constant. In other words, φk(n) has the same role with r(n) in 
(10) or rmin in (11) but it may be different for each service-
class. It is apparent now why the model of (12) approximates 
the E-EMLM. The values of φk(n) are given by: 

⎪
⎪
⎩

⎪
⎪
⎨

⎧

≤<

≤

=
−

otherwise

in andTCwhen
x

x
in andCwhen

k

,

,
)(
)(

,

)(

0

1

Ωn

Ωn

nb
n

n
nb

n kφ   (14) 

where Ω={n:0 ≤ nb ≤ T} and nb =∑
=

K

k
kkbn

1

.  

In (14), x(n) is a state multiplier, associated with state n, 
whose values, are chosen so that (13) holds,  [14]: 
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Table II shows, for our simple example, the values of r(n) 
(common for both service-classes), φ1(n) and φ2(n).   

TABLE I.  STATE SPACE AND OCCUPIED LINK BANDWIDTH 

n1 n2 
j 

(before compression) 
0 ≤    j ≤  T 

j 
(after compression) 

0 ≤   j ≤  C 
0 0 0 0 
0 1 2 2 
0 2 4 3 
1 0 1 1 
1 1 3 3 
1 2 5 3 
2 0 2 2 
2 1 4 3 
3 0 3 3 
3 1 5 3 
4 0 4 3 
5 0 5 3 

 

TABLE II.  VALUES OF STATE DEPENDENT FACTORS 

n1 n2 r (n) φ1(n) φ2(n) 
0 0 1.00 1.00 1.00 
0 1 1.00 1.00 1.00 
0 2 0.75 0.00 0.75 
1 0 1.00 1.00 1.00 
1 1 1.00 1.00 1.00 
1 2 0.60 0.75 0.5625 
2 0 1.00 1.00 1.00 
2 1 0.75 0.75 0.75 
3 0 1.00 1.00 1.00 
3 1 0.60 0.67 0.50 
4 0 0.75 0.75 0.00 
5 0 0.60 0.60 0.00 

 
Having determined the values of G(j)’s we can calculate 

various performance measures, including: 
1) The CBP of service-class k, Bk : 

∑
+−=

−=
T

bTj k 1
)( jGGB 1

k
                                                   (16)   

where ∑
=

=
T

j

jGG
0

)(  is the normalization constant. 

 
2) the link utilization, denoted as U : 

∑∑
+==

+=
T

j

C

j

jCGjjGU
11

)()(
C

                                      (17) 

3) The average number of service-class k calls in the 
system, kn  :  

∑
=

=
T

j
kk jGyn

1
)()( j                                                      (18) 

where yk(j) is the average number of service-class k calls 
given that the system state is j, and is given by  [15]: 
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(19) 

where j =1,…,T while yk(x) = 0 for x ≤ 0 and k = 1, …, K. 
 
4) The average delay of service-class k calls, denoted by Dk, 
given by Little’s formula,  [19]: 

)(1 kk

k
k Bλ

n
D

−
=                                                           (20) 
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As T increases, Bk decreases and Dk increases. Therefore, the 
choice of T can be a trade-off between Bk and Dk. Before we 
proceed to the application of the BR policy in the E-EMLM 
we give the accurate and approximate CBP results for our 
simple example in the E-EMLM, and the corresponding 
CBP results for the EMLM, when C = 3:  
 
E-EMLM 
Accurate CBP: B1 = 17.48%, B2 = 35.74% 
Approx. CBP (based on (12), (16)): B1=17.00%, B2=36.04% 
EMLM 
Accurate CBP (based on (1), (3)): B1= 25.00%, B2 = 57.14% 
 

In the E-EMLM, the accurate CBP results are based on 
the numerical calculation of the irreversible Markov chain. 
The comparison shows that even in a small example, the 
approximation of  [14] is quite well. Furthermore, compared 
to the EMLM we see a substantial CBP decrease due to the 
existence of a compression/expansion mechanism.      

III. THE E-EMLM UNDER THE BR POLICY 
If we apply the BR policy to the E-EMLM (E-

EMLM/BR) according to  [12], then (12) takes the form: 

otherwise 0

T,...,=j for b -j Gb -j Da
Cj,

0 =j  for 

=jG kkk

K

=k

1)()(
)min(

1
1

)(
1

∑   (21) 

where: 
)(
)(
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ktTjfor0
ktTjforkb

kbjkD
−>
−≤

=−                             (22) 

and t(k) is the reserved bandwidth (BR parameter) for 
service-class k calls. 

The CBP of service-class k, Bk, in the E-EMLM/BR is 
given by: 

∑
+−= −

−=
T

bTj ktk 1)(
)( jGGB 1

k
                                                (23)   

If t(k) = 0 for all k (k=1,…,K) then the E-EMLM results. 
Having obtained the values of G(j)’s according to (22) we 
can calculate the link utilization, the average number of 
service-class k calls in the system and their average delay 
according to  (18), (19) and (20), respectively. Note that in 
(19), yk(j) = 0 if j>T-t(k) as (22) implies. The accurate and 
approximate equalized CBP results for our simple example 
in the E-EMLM/BR, and the corresponding equalized CBP 
results for the EMLM/BR, when C = 3 are:  
 
E-EMLM/BR (t(1) = 1, t(2)=0) 
Accurate CBP: B1 = B2 =32.34% 
Approx. CBP (based on (21)-(23)): B1 = B2 = 31.71% 
EMLM/BR (t(1) = 1, t(2)=0)  
Accurate CBP: B1 = B2 = 54.5% 
Approx. CBP (based on (7)-(9)): B1 = B2 = 52.0% 
 

In the E-EMLM/BR and the EMLM/BR, the accurate 
CBP results are based on the numerical calculation of the 
corresponding irreversible Markov chains. In the E-
EMLM/BR, the comparison between the accurate and 
approximate CBP results shows that even in this small 
example, the proposed formulas ((21)-(23)) are valid. 

IV. EVALUATION 
In this section, we compare the analytical CBP and link 

utilization results obtained by the EMLM, EMLM/BR, E-
EMLM and E-EMLM/BR via a numerical example. Due to 
space limitations we present simulation CBP results (mean 
values of 7 runs) only for the E-EMLM and the E-
EMLM/BR. Simulation is based on Simscript II.5  [20].  

We consider a single link of capacity C = 60 b.u. that 
accommodates calls of two service-classes, with the 
following traffic characteristics: 
1st service-class: α1 = 24 erl, b1 = 1 b.u. 
2nd service-class: α2 = 6 erl, b2 = 4 b.u. 

The value of T = 70, and rmin = C/T=6/7 is the minimum 
proportion of the required peak-bandwidth. In the case of 
the BR policy, we choose t(1)=3 and t(2)=0 in order to 
achieve CBP equalization between the two service-classes 
since: b1 + t(1) = b2 + t(2). In the x-axis of all figures, α1 
increases in steps of 1 erl while α2 is constant. So Point 1 is 
(α1, α2) = (24.0, 6.0) while Point 8 is (α1, α2) = (31.0, 6.0). 
In Fig. 1 and 2, we present the analytical and the simulation 
CBP results of the 1st and the 2nd service-class calls, 
respectively, in the case of the E-EMLM. For comparison, 
we give the corresponding analytical CBP results of the 
EMLM. In Fig. 3, we present the analytical and simulation 
CBP results (equalized CBP) in the case of the E-
EMLM/BR policy. For comparison, we give the 
corresponding analytical results for the EMLM/BR.  All 
figures show that: i) analytical and simulation CBP results 
are very close and ii) the compression/expansion 
mechanism of the E-EMLM and the E-EMLM/BR, reduces 
the CBP compared to those obtained by the EMLM and the 
EMLM/BR, respectively.  Finally in Fig.4, we present the 
link utilization (analytical results) for all models. The 
compression/expansion mechanism increases the link 
utilization since it decreases CBP.   
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Figure 1.  CBP of the 1st service-class (EMLM, E-EMLM).  
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Figure 2.  CBP of the 2nd service-class (EMLM, E-EMLM). 
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Figure 3.  Equalized CBP (EMLM/BR, E-EMLM/BR). 

O ffered traffic-load points
1 2 3 4 5 6 7 8

Li
nk

 U
til

iz
at

io
n

44

45

46

47

48

49

50

51

52

53

UTIL. (EM LM ) 
UTIL. (EM LM /BR) 
UTIL. (E -EM LM ) 
UTIL. (E -EM LM /BR) 

 

Figure 4.  Link utilization for all models. 

V. CONCLUSION 
We propose an analytical model for the recursive 

calculation of various performance measures in the E-
EMLM/BR. The BR policy guarantees a certain QoS among 
elastic calls of different service-classes. Simulation results 
verify the analytical results and prove the accuracy and the 
consistency of the proposed model. Potential applications of 
the proposed model are in emerging wireless networks that 
support elastic traffic. A future extension, is the application 
of our model in such networks based on the reduced load 

approximation method which has been extensively used for 
the CBP calculation in multirate loss networks.   
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Abstract—Traffic information is required to perform traffic
engineering. However, as the network that require traffic
engineering becomes large, the overhead to collect the traffic
amount information required for traffic engineering becomes
large. In this paper, we propose a method to reduce the over-
head to collect the traffic amount information. In our method,
we select a subset of nodes and collect the traffic amount
information only from the selected nodes. Then, we estimate the
traffic amount on each link by using the information collected
from the selected nodes. According to simulation results, our
method can estimate the traffic amount on each link required
for traffic engineering accurately by monitoring 30% of all
nodes.

Keywords-Estimation; Selection of Monitoring Nodes; Traffic
Matrix; Traffic Engineering.

I. INTRODUCTION

In recent years, various applications are deployed and their
traffic is carried over the Internet. The traffic in the Internet
still doubles each year, the network providers are required
to accommodate their traffic in a cost effective way.

Traffic engineering is a method to optimize the perfor-
mance of networks by dynamically changing the topology
and/or route of traffic [1-5]. The topology and route of
traffic are calculated and controlled with a server called Path
Computation Element (PCE). To perform the traffic engi-
neering at the PCE, we may need to know the information
of traffic in the network. Depending on the granularity of
traffic engineering, we may require different degree of traffic
information. For example, when we apply some optimization
technique to determine the topology and route of traffic, we
need the traffic matrix that expresses the traffic amount for
each edge-to-edge traffic in the network.

However, collecting all the edge-to-edge traffic requires
much overhead: one reason is the monitoring overhead at
each router. Header inspection is necessary at the router to
identify the edge-to-edge traffic that monitored packets be-
long to. However, the header inspection caused the overhead
at each router; another reason is collecting overhead at the
PCE server. To collect all the edge-to-edge traffic, the PCE
server has to query the nodes monitoring edge-to-edge traffic
and obtain the information of the traffic amounts. Especially,
as the number of routers increases, the number of nodes
the PCE server has to query and the size of information

to be collected become large, which causes the significant
overhead at the PCE server.

To overcome these overheads, traffic engineering using
only the information of traffic amount on each link has been
investigated. Juva [5] calculates the range of each edge-to-
edge traffic by using the information of traffic amount on
each link, and optimizes the traffic routes that minimize the
worst-case link utilization. Roughan et al. [2] and Ohsita
et al. [3, 4] use the traffic matrices estimated from the
information of traffic amount on each link. The traffic
amount on a link can be easily counted at the node connected
to the link, and the PCE can obtain the information of traffic
amount on the link by querying the node.

However, the granularity of traffic information depends on
the application of them. Recently, network virtualization [6]
to support deployments of various network services, such
as P2P services and cloud computing services, has been
investigated. Virtual networks are prepared and reconfigured
for each service. In this case, traffic engineering is required
for each virtual networks and the PCE has to collect the
information of traffic amount on each virtual link of each
virtual network. It will be thought that diversification of the
service in the network advances more and the number of
virtual networks that require traffic engineering remarkably
increases in future. That is, the number of links whose
information must be collected by the PCE increases in future
as the number of service increases. This may cause the heavy
collecting overhead at the PCE.

In this paper, we propose a method to reduce the overhead
to collect traffic information necessary for traffic engineering
by estimating traffic amounts on all links from the traffic
information collected from a subset of nodes. In our method,
we first select the nodes we collect the traffic information
from, and collect the information of traffic amount on each
link from the selected nodes. Then, we estimate the traffic
amounts of all links by using only the information collected
from the selected nodes. Throughout this paper, we call the
selected node monitoring node.

The rest of this paper is organized as follows. Section II
explains the existing methods to estimate traffic matrices.
In Section III, we propose a method to select monitoring
nodes and estimate traffic amount on each link by using
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the information collected from the monitoring nodes. In
Section IV, we evaluate our method by simulation and
clarify that our method can estimate traffic amount on each
link accurately by selecting the monitoring node properly.
Finally, Section V provides a conclusion.

II. OVERVIEW OF TRAFFIC MATRIX ESTIMATION

Traffic matrix is the matrix of Ts,d that represents the
traffic amount from node s to node d. Let N be the number of
nodes in the network. Then, the traffic matrix is represented
as,

T =


T1,1
T1.2
...

TN,N

 . (1)

As this equation indicates, obtaining the traffic matrix re-
quires the traffic information between all nodes and requires
more overhead as the number of nodes increases. Therefore
methods to estimate a traffic matrix from the traffic amount
on each link have been investigated. The traffic amount on
each link is determined from the routing information A,
which is known to the network administrator, and traffic
matrix T , which is unknown to the network administrator.
That is, the following equation is hold;

AT = X, (2)

where X is a matrix of Xi that represents the traffic amount
that pass through the link i. That is,

X =


X1
...

XL

 . (3)

In the above equation, L is the number of links in the
networks. A is a matrix that has an element As,d,l that
represents the route of flow between node s and d and when
the flow passes through the link l, As,d,l takes one, otherwise
takes zero. Note that when we consider the splittable flow,
As,d,l is the rate of end-to-end traffic Ts,d flows the link l. A
is called routing matrix.

A =


A1,1,1 A1,2,1 · · · AN,N,1
A1,1,2 A1,2,2 · · · AN,N,2
...

...
. . .

...
A1,1,L A1,2,L · · · AN,N,L

 (4)

Traffic matrix estimation is an approach to estimate T that
satisfies the Eq. 2, based on the monitored traffic amount
X and the routing matirx A. However, we cannot obtain the
unique traffic matrix that satisfies Eq. 2 since the number
of equations in Eq. 2 is usually less than the number of
elements in T . That is, there are several candidates for the
traffic matrix to satisfy the Eq. 2.

Many approaches have been considered to obtain the true
traffic matrix from the candidates. One of approaches is to

use the model of traffic matrix [7-12]. Zhang et al. [11]
proposed the estimation method called tomogravity method
that estimates traffic matrix so as to follow the gravity model
where the traffic amount between two nodes is proportional
to the product of the traffic of the two nodes. The tomograv-
ity method works as follows. At first, the method estimates
the edge-to-edge traffic T grav

s,d based on monitored traffic in
the ingress and egress links to follow the gravity model by
the following equations;

T grav
s,d = Xlins

Xlout
d∑

k Xlout
k

, (5)

where lins is the ingress link at node s and lout
d is the egress

link at node d. We denote T grav as the matrix in which each
entry is T grav

s,d . Then, the tomogravity method estimates a
traffic matrix T̂ by following equations;

min ∥T̂ − T grav∥, (6)
s.t. AT̂ = X.

That is, the tomogravity method calculates T̂ that satisfies
Eq. 2 and minimize the difference between T̂ and T grav.
Although the traffic information required for the tomogravity
method is much smaller than the case of collecting traffic
matrix information directly, L numbers of traffic information
are still required to be collected to estimate traffic matrices.

One approach to reduce the collecting overhead is to
collect traffic amount information only from a subset of
nodes and estimate the uncollected traffic amount infor-
mation from the collected information. Zhang et al. [12]
proposed a method to estimate the uncollected traffic amount
information from the traffic amount information that was
monitored and collected before at the same point or cur-
rently at the different points. In this method, we calculate
the correlation between each traffic amount information
monitored at different times or different points by using
the traffic amount information collected before. Then, we
estimate the uncollected traffic amount information by using
the correlation. However, this method cannot estimate the
uncollected traffic amount information accurately when the
traffic change that is different from a past tendency occurs.

In this paper, we investigate the method to estimate the
uncollected traffic amount information of each link from the
information collected from a subset of monitoring nodes
without using the past information. In addition, because
the accuracy of the estimation depends on selection of the
monitoring nodes, we also propose a method to select the
monitoring nodes.

III. ESTIMATION OF THE TRAFFIC AMOUNTS ON ALL
LINKS FROM THE INFORMATION OF A SUBSET OF NODES

In this section, we propose a method to estimate traffic
amounts on all links by using the traffic amounts monitored
at a subset of nodes. In addition, since the accuracy of the
estimated traffic amounts depends on the selection of the
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monitoring nodes, we also propose a method to select the
monitoring nodes. Our method works as the following steps.
Step. 1 Select monitoring nodes and collect the informa-

tion of traffic amount from the selected monitoring
nodes.

Step. 2 Estimate the traffic amount on each link X′ roughly
by using the number of edge-to-edge traffic passing
the link.

Step. 3 Estimate the traffic matrix T̂ from the traffic amount
on each link X′ and the routing matrix A.

Step. 4 Estimate the traffic amount on each link X̂ from the
estimated traffic matrix T̂ and the routing matrix A.

After performing the above steps, we designate X̂ as the
final estimation results for the traffic amount on each link.
The details of the above steps are described below.

A. Selecting monitoring nodes

In this subsection, we propose a method to select mon-
itoring nodes so as to estimate the traffic amounts on all
links accurately. The edge-to-edge traffic whose amount
is not monitored at any monitoring nodes is difficult to
estimate and may also cause large estimation errors on
the traffic amount on each link. Thus, in our method, we
select monitoring nodes so as to cover as many edge-to-edge
traffic as possible. In addition, when no nodes can increase
the number of edge-to-edge traffic covered by the selected
monitoring nodes, we select the nodes where the number
of edge-to-edge traffic passing the node is the largest so as
to increase the accuracy of as many edge-to-edge traffic as
possible.

In our method, initially we regard all nodes as the
candidates for the monitoring nodes. Then, we eliminate
the selected nodes from the candidate until the number
of remaining candidates becomes the target number of
monitoring nodes H.

To select the nodes eliminated from the candidates for the
monitoring nodes, we use the number of edge-to-edge traffic
monitored by node i (Qi), the number of edge-to-edge traffic
that cannot be monitored at any other candidates than node
i (Pi), and the number of candidates passed by the edge-
to-edge traffic from node n to node m (Rn,m). Our method
selects the monitoring nodes by the following steps.
Step. 1.1 Select all nodes as candidates for the monitoring

nodes .
Step. 1.2 Initialize Pi to 0, Qi to the number of edge-

to-edge traffic passing the node i and Rn,m to
the number of nodes passed by the edge-to-edge
traffic from node n to node m.

Step. 1.3 If there exists the node whose Pi is 0, eliminate
the node whose Qi is the smallest among the
candidates whose Pi is 0 from the candidates,and
then go to Step 1.5. Otherwise, go to step 1.4.

Step. 1.4 If Pi > 0 for all nodes, eliminate the node whose
Pi is the smallest from the candidates.

Step. 1.5 If the number of candidates is larger than the
threshold H, update Rn,m and Pi for all candidates
and go back to Step 1.3. Otherwise, go to step 1.6.

Step. 1.6 Designate the remaining candidates as the moni-
toring nodes.

In the Step. 1.5 of the above steps, Rn,m is updated by
decrementing its value if the edge-to-edge traffic from node
n to node m passes the node eliminated from the candidates.
Then, Pi is updated by counting the elements of Rn,m where
the edge-to-edge traffic from node n to node m passes
through the node i and Rn,m = 1.

B. Estimation of traffic amounts by using the number of
edge-to-edge traffic

In our method, we use only traffic amount information
monitored at the selected monitoring nodes. However, the
lack of traffic amount information causes the difficulty in
estimating traffic matrices. Thus, we estimate the uncollected
traffic amount information before estimating the traffic ma-
trix.

To estimate the traffic amounts, we use the relation
between the number of edge-to-edge traffic passing a link
and the traffic amounts on the link. We investigate this
relation by simulation. In this simulation, we use AT&T’s
router-level topology (523 nodes and 1304 links) measured
in Ref. [13]. We add one ingress link and one egress link
for all nodes in the AT&T topology, and generate traffic
between each pair of ingress and egress links.

According to Ref. [11], actual traffic matrices follow
the gravity model. In addition, according to Ref. [14],
each element of actual traffic matrices obeys a lognormal
distribution. Thus, in this simulation, we generate traffic
matrix T indicating traffic amounts between each ingress
and egress links so as to follow both the gravity model and
a lognormal distribution. The traffic matrix T used in this
simulation is generated as

T = T grav + ∆, (7)

where T grav is a traffic matrix generated so as to follow both
the gravity model and a lognormal distribution, and ∆ is a
matrix indicating the white Gaussian noise with the mean
of 0 and the variance of 1. We generate T grav

i, j as

T grav
i, j = Gi ∗G j, (8)

where Gi is the weight for node i. We generate Gi based
on the lognormal distribution with a mean of e4.8 and the
variance e9.7 so as to match the results described in Ref. [14].
In this simulation, the unit of the traffic amount of the edge-
to-edge traffic generated the above steps is Mbps.

Fig. 1 shows the relation between the number of edge-
to-edge traffic passing a link and the traffic amount on the
link obtained by our simulation. According to Fig. 1, we can
model the relation as

Wi = αZi + β, (9)
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Figure 1. Relations of the number of edge-to-edge traffic and the traffic
amount on each link

where Wi is the traffic amount of the link i, Zi is the number
of edge-to-edge traffic passing the link i, and α and β are
the constant parameters. Zi for any node i can be calculated
from the routing matrix.

By using this relation, we estimate the traffic amount on
each link as following steps. First, we calculate the constant
parameters, α and β by using traffic amount on each link
collected from the selected monitoring nodes. To calculate
α and β, we use the least-square method. That is,

α =
|S |∑i∈S ZiWi −

∑
i∈S Zi

∑
i∈S Wi

|S |∑i∈S Z2
i −

(∑
i∈S Zi

)2 , (10)

β =

∑
i∈S Zi

∑
i∈S Wi −

∑
i∈S ZiWi

∑
i∈S Zi

|S |∑i∈S Z2
i −

(∑
i∈S Zi

)2 , (11)

where S is the set of links connected to the monitoring
nodes. Then, we estimate the traffic amount U j on the link
j that is not collected from the monitoring nodes as

U j = αZ j + β. (12)

Finally, we define the matrix X′ which is a matrix in-
dicating the roughly estimated traffic amount on each link
as

X′ =


X′1
...

X′L

 , (13)

where

X′l =
{

Xl if l is the link connected to the monitored nodes,
Ul otherwise.

(14)

C. Estimating traffic matrices

We estimate the traffic matrix from the roughly estimated
traffic amount on each link. If we apply the tomogravity
method to estimate traffic matrix from the estimated traffic
amount on each link, the estimation errors may become

large, because the estimation errors included in the traffic
amounts on ingress and egress links cause the inaccu-
rate estimation of T grav and large estimation errors of the
tomogravity method even when traffic amounts on other
links are estimated accurately. Therefore, we need a traffic
matrix estimation method where estimation errors included
in the traffic amounts on particular links do not affect the
estimation results significantly.

Though there may be more sophisticated estimation
method, in our evaluation described in Section IV, we
use the simple approach to estimate the traffic matrix by
minimizing the following equation;

min ∥X′ − AT̂∥. (15)

The results shown in Section IV clarifies that we can
estimate the traffic amount on each link accurately even
when we use this simple approach to estimate the traffic
matrix.

D. Estimating traffic amount from estimated traffic matrices

Once we obtain the estimated traffic matrix T̂ , we calcu-
late the matrix X̂ that represents the traffic amount on each
link as

X̂ = AT̂ . (16)

Then, we designate X̂ as the final estimation results for the
traffic amount on each link. By estimating X̂ as Eq. 16, even
when significant traffic changes on a small number of edge-
to-edge traffic occurs and the changes are not captured by
X′, X̂ may follow the traffic changes since X̂ is estimated
so as to fit the current traffic amount information collected
from the monitored nodes.

IV. NUMERICAL EVALUATIONS

In this section, we evaluate our method by simulation. In
this evaluation, we use the same topology and traffic matrix
as Section III-B

In this evaluation, we investigate the accuracy of the
estimation of the traffic amount on each link, because the
traffic amount on each link is important information for
traffic engineering and the estimation errors of the traffic
amount on each link may cause the misidentification of the
congested links.

To evaluate the accuracy of the estimation of the traffic
amount on each link, we use the Root Mean Squared
Error (RMSE) and the Root Mean Squared Relative Error
(RMSRE). The RMSRE (XRMS RE) and the RMSE (XRMS E)
are defined as

XRMS RE =

√√√
1
L

L∑
k=1

(
X̂k − Xk

Xk

)2

, (17)

XRMS E =

√√√
1
L

L∑
k=1

(
X̂k − Xk

)2
, (18)
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Figure 3. RMSRE of traffic amount on each link

where L is the number of links in the network, X̂k is the
estimated traffic amount of link k, and Xk is the actual traffic
amount of the link k.

Figures 2 and 3 show XRMS E and XRMS RE respectively
when we change the number of monitoring nodes. In these
figures, the vertical axis is XRMS E or XRMS RE , and the
horizontal axis is the number of monitoring nodes. In these
figures, “proposed method” indicates the case that we select
the monitoring nodes by our method and “random” indicates
the case that we select the monitoring nodes randomly.

According to Fig. 2, we can estimate the traffic amount of
each link accurately by selecting more than 173 monitoring
nodes, while the RMSE of the traffic amount on each link
become significantly large if the number of monitoring
nodes is less than 173 since the number of traffic amount
information is too small to estimate the parameters of Eq.
12.

Fig. 2 also shows that we can estimate traffic amounts
much more accurately in the case of selecting monitoring
nodes by our method, compared with the case of selecting
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Figure 4. Relations of the number of edge-to-edge traffic and RMSRE
when our method selectes 173 nodes
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Figure 5. Relations of the number of edge-to-edge traffic and RMSE when
our method selectes 173 nodes

monitoring nodes randomly. This is because our method
selects the monitoring nodes so as to cover as many edge-
to-edge traffic as possible. Therefore, most of edge-to-edge
traffic pass at least one of monitoring nodes selected in our
method and can be estimated from the information of the
traffic amounts collected from the monitoring nodes. On
the other hand, in the case of selecting monitoring nodes
randomly, several edge-to-edge traffics pass no monitoring
nodes. Since we cannot obtain the traffic amount infor-
mation corresponding to such edge-to-edge traffics from
the monitoring nodes, such edge-to-edge traffics cannot be
estimated accurately. As a result, the estimation errors of
traffic amounts on links passed by such edge-to-edge traffic
whose estimation error is large become also large.

However, according to Fig. 3, unlike the RMSE, the
RMSRE of our method is still large and close to the RMSRE
of the case of selecting monitoring nodes randomly. To
investigate this in more detail, we show the estimation error
of traffic amount on each link and discuss whose estimation
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error is large.
Figs. 4 and 5 show the relations between the number of

edge-to-edge traffic passing a link and RMSRE or RMSE of
the traffic amount on the link when we select 173 monitoring
nodes by our method. According to Fig. 4, the RMSREs
only for the traffic amounts on the links where the number
of edge-to-edge traffic is small become large. The actual
traffic amount on the link where the number of edge-to-
edge traffic is small may be small. The small actual traffic
amount makes the value of relative error quite large even
when the estimation error is not large.

In addition, according to Fig. 5, the estimation errors for
the traffic amount on the links where the number of edge-
to-edge traffic is small also become large. This is because
one-hop traffics whose source and destination nodes are both
ends of a link cannot be estimated from the traffic amounts
monitored at any other links and their estimation errors
become large. The ratio of one-hop traffic among the total
traffic on the link increases as the number of edge-to-edge
traffic passing the link becomes small. Thus, the estimation
errors of one-hop traffic cause the large estimation errors of
traffic amounts on the links where the number of edge-to-
edge traffic is small.

However, routes of one-hop traffic are rarely changed by
traffic engineering. In addition, the links where the number
of edge-to-edge traffic is small are on the edge of the
network. Thus, the estimation errors on the traffic amount
on such links may have only little impact on the traffic
engineering. According to Figs. 4 and 5, most of the traffic
amount on each link passed by many edge-to-edge traffic can
be estimated accurately. That is, our method can estimate the
traffic amount on each link required for traffic engineering
accurately by using only the information from a subset of
nodes.

V. CONCLUSION

In this paper, we proposed a method to select the monitor-
ing nodes and estimate the traffic amounts on all links from
the traffic information collected from the selected monitoring
nodes. Through the simulation, we clarified that our method
can estimate the traffic amount on each link required for
traffic engineering accurately by monitoring 30% of all
nodes.

One of our future research topics is to evaluate the
performance of traffic engineering using the traffic amount
on each link estimated by our method.
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Abstract—Network security is a hot topic to network users and
managers, whether they are institutional, enterprise or domestic.
New threats or mutations of existing ones appear at a very fast
rate and the solutions that are nowadays used to fight them
frequently require a real-time analysis of the network traffic or
a previous training based on real data. Most of the times, this
training must be supervised by humans that, depending on their
experience, can create security breaches in the system without
knowing it. Since existing anomaly detection methodologies have
to be trained and tested in order to validate their efficiency,
there is an increasing need for trustworthy network traffic data
that can be used without compromising users confidentiality,
obeys to some pre-established criteria and is completely known
in terms of its underlying protocols. In fact, the effectiveness
of network anomaly detectors cannot be fully evaluated without
having a complete control of the entire evaluation experiment,
which requires that it should be possible to change the location,
magnitude and type of individual anomalies and background
traffic. In this work, we propose an emulation environment that
can be used to obtain trustworthy network data both in the
presence of licit and illicit applications. We also present some
topological and traffic scenarios that were already defined to start
gathering network data and make it immediately available to the
scientific community. The emulation environment was built in an
evolutionary way, enabling the easy introduction of new network
scenarios and services and/or the refinement of the existing ones.

Keywords-Ground truth, emulation, licit and illicit applications.

I. INTRODUCTION

Most of the research activities on network traffic modeling,
application identification and anomaly detection methodolo-
gies require the association of application and protocol ground
truth information with traffic traces [1]. There are several
approaches that can be used to link ground truth data to
Internet traffic traces. The first approach is to create a trace
manually by instantiating a realistic pool of applications on
many machines, but in this case the captured traffic typically
lacks characteristics that only human intervention can induce.
The second methodology is to record traffic on a live network
and perform deep packet inspection to each packet in order to
identify its underlying generating protocol/application [2], [3],
[4], [5]. However, deep packet inspection is ineffective when
traffic is encrypted and ambiguous when different protocols
exhibit similar signatures. Finally, the last approach works by

probing a set of monitored host kernels in order to obtain
information on active Internet sessions, thus gathering ground
truth at the application level [6]. However, this methodology is
intrusive and requires the agreement of the different monitored
users.

In order to circumvent some of these limitations, we propose
in this paper an emulation approach that can be used to
generate trusty network data. Basically, we have created a
flexible emulation environment that can be used to obtain
trustworthy data for traffic scenarios that include both licit and
illicit applications. The details of the emulation platform will
be presented in this paper, as well as the main development
options that were adopted. Besides, the paper will also present
the topological and traffic scenarios that were already defined
to start the process of gathering trusty network data in order
to make it immediately available to the scientific community.

By defining the topologies of the scenarios, the protocols
to be used and the anomalies that will be ”injected”, a vast
amount of trustworthy data can be obtained. We can see
the ”before and after” the injection of a specific anomaly
in order to see the behavior over the network, while having
a high accuracy in the obtained data without compromising
privacy. Simulators and emulators are a very effective and
cheap way to create environments that otherwise could be
very expensive to deploy with real equipment. They are also
very useful to test new networking protocols or to change
existing ones in a controlled and reproducible manner, saving
a lot of time and money. Currently, there is a huge variety of
simulators and emulators, ranging from payware to freeware
solutions, destined to educational or to research purposes.
Network emulators work in a similar way as simulators.
However, emulators are able to run in real time while network
simulators are not. In network emulators, the network behaves
like a real network and it is possible to monitor, measure
and test its performance. Real equipment can be connected to
the emulation (computers, routers and other network entities),
behaving exactly as if they were in a real network. Thus, no
approximations are necessary to describe real processes, like
routing and queuing mechanisms for example.

The emulation methodology that is proposed in this paper
is completely generic, enabling the integration of automatic
traffic generation tools with the normal human usage of
different network services. In this way, we are able to capture
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the different components and nuances of the network traffic
characteristics.

The rest of the paper is organized as follows. Section II
will briefly present the most important approaches to ground
truth establishment that have been published so far; Section III
will describe the emulation framework that was created and
the network and service scenarios that were already defined,
including their main configuration steps; Section IV describes
the data that can be collected from the emulated scenarios and,
finally, Section V presents the main conclusions of this work
and points out some topics for future research.

II. RELATED WORK

In the context of network anomaly detection, ground truth
requires a complete list of all anomalies existing in the data
traces. Some previous works [4], [7] have injected anoma-
lies in real traces taken from operational networks but this
technique cannot provide truthful data because it relies on
existing traces and there are no guarantees that they are free
of anomalies and, if they are not, on the number and type of
anomalies they include.

Several other techniques have been used to obtain trusty
data. Payload inspection and port-based mechanisms [8], [9],
[10], [11], [12] have been recurrently used to establish a form
of protocol ground truth but, due to their uncertainty, they
can only provide an estimate of the protocol that is being
used. Besides, port-based analysis became quite an obsolete
technique for protocol identification.

Manual generation of network traffic can provide ground
truth at the application level [13] but the presence of back-
ground applications can lead to the generation of additional
traffic that can not be accurately tagged. However, this ap-
proach is able to deal with encrypted traffic, which is one of
its main advantages.

The approach presented by Szabo et al. [14] offers an
advanced approach in application detection and tagging by
embedding ground truth information directly into IP packets.
However, this approach creates some methodological problems
(like lowering the precision of the recorded traces or being
unable to mark packets with sizes closer to the MTU), their
implementation is Windows XP-specific and the created tool
provides application but no protocol information for a given
flow.

Trestian et al. [15] describe an heuristic that combines
information freely available on the web (through Google) to
retrieve the class of applications that generated a specific flow.
This approach is interesting but it relies on external resources.

In [16], the authors present a platform, named Ground
Truth Verification System (GTVS), that uses a combination
of heuristics at different levels (host, flow, packet) to improve
the quality of ground truth associated with packet traces, but
does not include application labels with guaranteed accuracy.

Finally, in reference [6] the authors present a new mech-
anism to provide ground truth at the application level. The
architecture of the proposed tool is based on a client tool that,
by monitoring the kernel of a host, associates each packet
flow with the name of its controlling application and transmits

the collected information to a back-end. The post-processing
toolset analyzes the traffic captured at the network border
by an independent probe and associates each flow with its
application label, being able to establish ground truth for that
flow. This tool works on many operating systems and it is
freely available under an Open Source (BSD) license [17].
However, this approach relies on monitoring the kernels of
the different network hosts, which can be an intrusive task and
requires the agreement of the corresponding network users.

III. EMULATION ENVIRONMENT

The main objective of this work is to create a real-time
emulator environment that can be used to obtain trustworthy
traffic traces and network data, without having to concern on
all issues related to the usage of public traces. In this type of
environment, the entire emulation process can be controlled,
thus achieving a higher confidence degree on the collected
data. The Graphical Network Simulator, version 3 (GNS3),
was the chosen network emulator.

GNS3 [18] is a multi-platform, open-source Graphical Net-
work Emulator primarily developed by Jeremy Grossman.
GNS3 allows the emulation of complex network topologies
by emulating many Cisco IOS router platforms, IPS, PIX and
ASA firewalls, and JunOS with the help of Dynamips and
Dynagen. Dynamips is the core program behind the emulation
process and the Dynagen tool runs on top of it to create
a user-friendly, text-based environment. GNS3 provides the
graphical front-end for Dynagen, so that users can create the
topologies in a graphical and user-friendly environment. GNS3
also allows the emulation of ATM and Frame Relay switches,
enables packet capture using Wireshark and, most important,
allows the connection of the emulated network to the real
world. So, using this flexible tool, it is possible to create
network scenarios with the desired degree of complexity.

A. Topological scenarios

Two network scenarios were already defined and emulated.
The first scenario, illustrated in Figure 1, represents the inter-
action between two main routers of two departments of a small
enterprise network and a backbone router that is connected
to a server. The departments can also interact between them
and if one of the links between the three routers goes down,
there is a backup route passing through the link of the other
department, so that access to the server is guaranteed. The
clouds represent the LANs located inside each department.
For this scenario, the LANs have a total of five emulated end-
hosts performing random requests to the server and an also
emulated end-host that can be connected in any part of the
network. This movable end-host is used only for triggering
security attacks to the network. By using this end-host, which
is fully dedicated to network attacks, it is possible to easily
identify the packets generated by the attacks and analyze them
separately from the rest of the network traffic that is generated
by the emulation scenario.

In this scenario, the end-hosts can send DHCP requests to
obtain their IP address and can also send random HTTP and
FTP requests to the server. The emulated routers belong to the
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Fig. 1. Network Topology for Scenario A.

TABLE I
SERVICES CONFIGURED ON SCENARIO A

Routers Server
DHCP Server Apache

OSPF BIND9
SNMP Agent ProFTPD

NMS

3745 series. The services that were configured at the routers
and the server are listed in Table I.

This simple scenario was mainly used to test the Personal
Computers (PCs) that host the emulated devices in order to
look for problems in the emulation and to check if these hosts
were able to handle all the processing that is needed for the
emulation to run. By capturing only the first 100 bytes of
each packet, this scenario generates, approximately, 5GB of
network traffic per day.

The topology of scenario B, represented in Figure 2, repre-
sents the network infrastructure of a medium/large enterprise
network. The network backbone part of this topology is
composed by four real Catalyst 3750 Metro series layer 3
switches (IOS version 12.1(14r)) and three emulated 3745
Cisco routers. One of the layer 3 switches is directly connected
to the server in order to allow communication between each
point of the network and the server. In this topology, each
part of the network is composed by three departments that are
connected to the server via different points of the backbone
network. Each router, representing the connection to a depart-
ment network, holds a LAN composed by 6 end-hosts where 5
of them generate normal network traffic (DHCP, HTTP, FTP,
SMTP and POP3 requests) and the sixth one is used to trigger
network security attacks. The services that were configured at
the routers and the server are the same of the previous scenario,
except that now the server additionally includes the POSTFIX
service. This scenario can generate 40GB of network traffic
per day, capturing only the first 100 bytes of each packet.

B. Traffic scenarios
The above network topologies were already tested using
different network traffic scenarios, each one having a 24 hours
duration. These scenarios can be divided into three main
groups:

• Clean scenario: this scenario generates network traffic
without anomalies (that is, using only licit applications);

• Port-Scan Attack scenario: the network traffic generated
in this scenario is a mixture of normal network traffic with
port-scan security attacks made from a single or multiple
end-hosts to the server;

• Snapshot Attack scenario: the network traffic generated in
this scenario is a mixture of normal network traffic with
snapshot security attacks made from a single end-host to
the server.

The Port Scan attack is made using Nmap (Network Map-
per) [19], an open source tool used for network exploration
and security auditing. Nmap uses raw IP packets to obtain
several characteristics of the scanned host, like the services
that are offered by the host, the OS that is running on it or the
type of firewall that is used. Nmap also retrieves a list with
the used port numbers, the service that is running on those
ports and their states. Port scans are normally used by hackers
to discover open ports on the target end-host in order to gain
access to it or to trigger Distributed Denial of Service (DDoS)
attacks.

The Port-Scan attack traffic scenario is further sub-divided
into three types of port scans, depending on the timing profile
that is used:

• Sneaky: used for Intrusion Detection System (IDS) eva-
sion. A complete port scan with this timing template can
take up to five hours to complete because scans are not
made in parallel and the waiting time between each probe
that is sent to the server is 15 seconds.

• Normal: this is the default timing template used by Nmap.
It allows the port scan parallelization process.

• Aggressive: in this case, the scan delay of the probes does
not exceed 10 milliseconds (for TCP ports).

For each type of Port Scan attack that is used in this work
there is also a division of the different types of attacks based
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Fig. 2. Network Topology for Scenario B.

TABLE II
DIFFERENT TYPES OF PORT SCAN ATTACKS BASED ON THE NUMBER OF

ATTACKERS AND TARGETS.

Port Scan Description
attack
1-to-1 Single attacker against a single target.
1-to-N Single attacker against multiple targets.
N-to-1 Multiple attackers against a single target.
N-to-N Multiple attackers against multiple targets.

on the number of attackers and targets. This division and a
brief description of each sub-type are given in Table II.

The Snapshot Attack scenario, as the name suggests, con-
sists of performing snapshots of the target monitor content.
These images are then uploaded to a destination of the attacker
preference and can be used to discover confidential informa-
tion about the target. Some ”worms” that can be found on the
Internet act like this: while consuming the target resources,
they can ”catch up” snapshots of the target. In this scenario,
the snapshot attack is divided into two categories:

• Exponential: in this attack, each time a users ”clicks”

in some part of the monitor, a snapshot of a small area
around the pointer is taken. The name of this category
derives from the fact that intervals between user clicks
are exponentially distributed, in order to model human
behavior in the best possible way.

• Periodical: in this kind of attack, a snapshot of the entire
screen is taken in periodical time intervals.

Because these attacks are uploads of relatively small images,
in this work this attack is emulated by using a virtual end-host
inside the emulation that uploads image files to the server
using an exponentially distributed time interval, in the first
case, and a periodic time interval in the second case. The
tool that was used to emulate this behavior (and also for the
FTP download and upload traffic that will be explained in the
following sub-section) is called cURL, a command line tool for
transferring files with a URL syntax. It currently supports FTP,
HTTP, FTPS, HTTPS, TELNET and many others protocols
that use the URL syntax.
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C. Server configuration

Three services are implemented at the server: HTTP, FTP and
Email (POP3 to retrieve mail messages and SMTP to send
them). In order to have these services, the Network Interface
Card (NIC) of the server is configured with one real IP address
and several Virtual IP Addresses (VIPA), in such a way that
the DNS server will be associated to the real IP address and
the first VIPA will be associated with the domain configured
for the APACHE, ProFTPD and POSTFIX servers. The other
VIPAs are used for testing part of the attacks against multiple
IP addresses that are inside the server IP range in the emulated
scenario. All server IP addresses are statically configured.

D. Network device configuration

The routers’ interfaces have to be configured as DHCP servers
for their LANs, so that the end-hosts can obtain their IP
addresses via DHCP. All routers involved in the emulation
(real and emulated) were configured with the OSPF protocol,
so that they can construct their routing tables and the topology
map of the network. Finally, in order to gather the MIB
information about all the interfaces of the different network
devices that are present in the emulation, SNMP Agents were
enabled at each device. For example, the number of incoming,
outgoing and dropped packets per router interface is some of
the information that can be gathered using SNMP agents.

E. PC configuration

In order to emulate a multiple end-host environment, several
TAP interfaces were configured in each one of the host PCs.
A TAP interface is a virtual Ethernet interface created in the
system kernel that can behave as a real Ethernet interface and
can be connected to the emulated topology in order to generate
all the traffic requests for the emulated scenarios.

In the first tests that were made, we noticed that the only
responses received from the server were those corresponding
to the requests that were made by the first end-host. This is due
to the fact that the Linux routing table establishes priorities for
the configured routes. In order to solve this problem, the routes
for each end-host need a set of rules for incoming and outgoing
traffic, thus forming a routing table for each one of them.
When packets arrive, the system will look for matching the
set of rules in order to properly deliver the packets to the end-
hosts. Besides, the arp filter file corresponding to each inter-
face (the interfaces of the end-hosts and the bridge), found in
the ”/proc/sys/net/ipv4/conf/interface name/” directory, needs
to be enabled so that all the interfaces’ ARP requests can be
correctly answered.

F. Operational procedure

After creating all the necessary virtual end-hosts and bridges,
configuring the default route at the server and connecting all
emulated and real network devices, the following procedure
must be followed to start the emulation:

• Start the emulation inside GNS3 and configure all the
network devices (emulated and real).

 

 
Fig. 3. APACHE log file.

• Run the DHCP script file so that all end-hosts can obtain
their IP addresses.

• Configure the different routing tables and rules for each
virtual end-host.

• Start the tshark application at the server in order to
capture all the packets and execute the SNMP script file
for gathering the MIB data.

• At the host PC, start the tshark application to capture all
packets in all virtual interfaces.

• Execute the HTTP, FTP, SMTP and POP3 traffic gener-
ators.

• For the scenarios that include security attacks, execute
the script file corresponding to the attack that is going to
be launched.

It was assumed that a typical user makes a new HTTP or
FTP request in time intervals of 120 seconds, in average. This
value will be used by the emulation tool as the mean of the
exponential distribution that will rule the timing profiles of the
HTTP and FTP requests. It was also assumed that a typical
user sends an E-mail every 10 minutes [20], [21], in average.
This value is used to create the exponential distribution that
rules the generation process of the SMTP requests. The
average time interval used in this work to check for new E-
mail messages is 10 minutes. This is the default time value
that is used by almost all E-mails clients, like Thunderbird or
Microsoft Outlook.

IV. COLLECTED DATA

A lot of data can be gathered from the virtual interfaces (in
order to characterize the behavior of single users) or from
the server (enabling the characterization of traffic aggregates).
As previously explained, virtual interfaces are used in this
work with two purposes: the interconnection between real
equipment and the emulated topologies and the emulation of
end-hosts connected to the network. In real networks, a user
can randomly ask for any type of request to the server: for
example, a user can see a web page while waiting for the e-
mail client to verify his e-mail accounts. The end-hosts used
for this work can emulate this behavior with the help of the
traffic generator program that was previously explained. So, in
the first scenario the end-hosts can obtain their addresses via
DHCP, visualize websites and can upload and download files
to/from a FTP server; in the second scenario, the end-hosts
can also send and receive e mails.

Log files can play a vital role in a server and provide crucial
information regarding the services that are running on it. The
log files that can be gathered in this framework correspond to
the logs of the HTTP (Apache), FTP (ProFTPD) and e-mail
(Postfix) servers. Figure 3 shows an example of the APACHE
server log file.
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Fig. 4. Example of data collected using SNMP.

To collect SNMP data and store it at the server, the ”Net-
SNMP” utility (available in the Linux repositories) was in-
stalled. This utility allows the communication between SNMP
clients and agents. The requests made to the agents are
triggered from a terminal, so a bash file was constructed in
order to perform this task automatically while emulation was
running. Figure 4 shows an example of the data that can be
collected using SNMP.

The different traffic profiles that were already collected
from the emulation environment and processed a posterior
are very similar to service profiles obtained from real traffic
measurements. Due to lack of space, the comparison plots are
not presented in this paper but all collected data will become
available on a website that will be used to share all the emula-
tion environment developments and results with the scientific
community (the URL of the website is groundtruth.av.it.pt).

Regarding the computational requirements of the emulation
environment, we can say that for the medium complexity
scenarios that were considered in this paper the (quadcore)
CPU usage of each one of the PCs hosting part of the
topology went up to 40%; in terms of RAM, GNS3 has
some memory optimitazion features (the ”ghost IOS” and the
”sparse memory” featureS) that allowed memory requirements
to be kept to a minimum.

V. CONCLUSIONS AND FUTURE WORK

Since most of the research activities on network traffic model-
ing, application identification and anomaly detection method-
ologies require the association of application and protocol
ground truth information with traffic traces, this paper pro-
posed an emulation environment that can be used to obtain
trustworthy data, both in the presence of licit and illicit
applications. Besides presenting the details of the created
emulation environment, some topological and traffic scenarios
that were already used to start gathering network data and
make it immediately available to the scientific community
were also presented. In order to complement this work, there
are some interesting issues that will be addressed in a near
future: define and include more complex topologies, emulate
more services per interface (P2P file sharing, for example),
implement other types of security attacks (DDoS, worm propa-
gation and botnets), study the effects of Spam e-mail, correlate
all the gathered data and upgrade the traffic generation tools
in order to generate traffic according to different probability
distributions and daily patterns.
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Abstract – Working groups have proposed building a layered 

set of protocols to solve Cloud Computing interoperability 

challenges. This is not the problem of application portability 

which calls for standardized programmer interfaces. This is 

the problem of generalized, transparent, back-end cloud-to-

cloud federation. Current Intercloud designs do not envision 

each cloud provider establishing connectivity with another 

cloud provider in a Point-to-Point manner, as this will result 

into the n2 complexity problem. Instead, Intercloud 

Directories, Exchanges, and Gateways will help facilitate as 

mediators for enabling connectivity and collaboration 

among disparate cloud providers in a manner analogous to 

the Internet itself. These Intercloud elements would 

implement a profile of protocols becoming known as 

Intercloud protocols. Researchers and working groups have 

proposed a layered set of such protocols using Extensible 

Messaging and Presence Protocol for transport, and 

Semantic Web with Resource Description Framework for 

resource matching. This paper builds on that work and 

discusses the next layer up, where a specific use case of 

federation is explored. We find that the back-end 

implementation of cloud-distributed, unstructured storage 

can be extended to generalized cloud-to-cloud federation 

using a Simple Storage Replication Protocol (SSRP), which 

is built on top of the base Intercloud protocol set. This paper 

details SSRP. 

 
Keywords-component: Intercloud; Cloud Computing; 

Cloud Storage; Cloud Federation; XMPP; RDF; SSRP. 

 
I.    INTRODUCTION 

 
Cloud Computing has a well accepted terminology [1], 

and Use Cases and Scenarios for Cloud IaaS and PaaS 
interoperability [2][3] have been detailed in the literature 
along with the challenges around actually implementing 
standards-based Intercloud federation and hybrid clouds. 
Work detailing high level architectures for Intercloud 
interoperability have been published [4][5]. 
Specific implementation approaches for Intercloud 

protocols [6][7] have been proposed, including 
specifically Extensible Messaging and Presence Protocol 
(XMPP) [8][9] for transport, and using Semantic Web 
[10] techniques such as Resource Description Framework 
(RDF) [11] to specify resources.  
Detailed approaches outlining the use of these 

technologies to implement the base Intercloud protocols; 
have been published first on the feasibility of XMPP as a 
control plane operations for Intercloud [12], and next how 

Cloud Computing resources can be described, cataloged, 
and mediated using Semantic Web Ontologies, 
implemented using RDF techniques [13]. The base 
topology and the base transport and resource framework 
provide a foundation for a specific use case of Intercloud 
federation, which is the subject of this work. 

Here, we outline the problem of federating cloud 
storage services. We look at the simplest of cloud storage, 
which is distributed, unstructured storage, best 
exemplified by the Amazon S3 [14] commercial offering. 
Cloud Storage challenges for structured data such as 
relation databases are equally important but of a slightly 
different scope and dimensions, and not addressed in this 
paper. We will cover the cloud storage challenges and 
proposed solutions for structured data storage at a later 
time. 

Our work has detailed a specific use case of 
distributed unstructured cloud storage federation. We find 
that the back-end implementation of cloud-distributed, 
unstructured storage can be extended to generalized 
cloud-to-cloud federation using a Simple Storage 
Replication Protocol (SSRP), which is built on top of the 
previously referenced base Intercloud protocol set. This 
paper details SSRP. 

The rest of the paper is organized as follows: Section 
II outlines the proposed overall “Intercloud Topology”. 
Section III briefly describes an overview of cloud storage, 
in general. Section IV specifically describes an overview 
of unstructured cloud storage. Section V briefly describes 
typical storage interoperability challenges across various 
cloud providers. Section VI outlines an overview of 
Intercloud topology. Section VII briefly delves into brief 
overview of major constituents of proposed Intercloud 
topology. Section VIII briefly describes Ontology based 
cloud resources catalog. Section IX briefly describes 
cloud resources Ontology itself. Section X describes an 
overview of XMPP based Intercloud negotiation and 
services framework proposed as part of the Intercloud 
standards and protocols. Section XI outlines the 
sequencing of Intercloud protocols for federated 
unstructured storage use case. Next Section XII delves 
deep into proposed Intercloud Enabled Federated 
unstructured storage system architecture. Section XIII 
describes an actual use case for Intercloud enabled 
federated unstructured cloud storage. And finally, Section 
XIV presents our conclusions. 
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II.    REVIEW OF INTERCLOUD TOPOLOGY 
 
Cloud instances must be able to dialog with each other. 

One cloud must be able to find one or more other clouds, 
which for a particular interoperability scenario is ready, 
willing, and able to accept an interoperability transaction 
with and furthermore, exchanging whatever subscription 
or usage related information which might have been 
needed as a pre-cursor to the transaction. 
Thus, an Intercloud Protocol for presence and 

messaging needs to exist which can support the 1-to-1, 1-
to-many, and many-to-many Cloud to Cloud use cases. 
The vision and topology for the Intercloud we will refer to 
is as follows. At the highest level, the analogy is with the 
Internet itself: in a world of TCP/IP and the WWW, data 
is ubiquitous and interoperable in a network of networks 
known as the “Internet”. 
In a world of Cloud Computing, content, storage and 

computing is ubiquitous and interoperable in a network of 
Clouds known as the “Intercloud”; this is illustrated in 
Figure 1. 
 

 

 

Figure 1.    The Intercloud Vision 

 
The reference topology for realizing this vision is 

modeled after the public Internet infrastructure. Again, we 
use the generally accepted terminology. 

There are Public Clouds, which are analogous to ISP’s 
and Service Providers offering routed IP in the Internet 
world. 

There are Private Clouds which are simply a Cloud 
which an organization builds to serve itself. 

There are Intercloud Exchanges (analogous to Internet 
Exchanges and Peering Points) where clouds can 
interoperate. 

Finally, there is an Intercloud Root, containing 
services such as Naming Authority, Trust Authority, 
Directory Services, and other “root” capabilities. It is 
envisioned that the Intercloud root is of course physically 
not a single entity, a global replicating and hierarchical 
system similar to DNS [15] would be utilized. 

All elements in the Intercloud topology contain some 
gateway capability analogous to an Internet Router, 
implementing Intercloud protocols in order to participate 

in Intercloud interoperability. We call these Intercloud 
Gateways. The entire topology is detailed in Figure 2. 
 

 
 

Figure 2.    Reference Intercloud Topology 

 
The Intercloud Gateways would provide mechanism 

for supporting the entire profile of Intercloud protocols 
and standards. The Intercloud Root and Intercloud 
Exchanges would facilitate and mediate the initial 
Intercloud negotiating process among Clouds. Once the 
initial negotiating process is completed, each of these 
Cloud instance would collaborate directly with each other 
via a protocol and transport appropriate for the 
interoperability action at hand; for example, a reliable 
protocol might be needed for transaction integrity, or a 
high speed streaming protocol might be needed optimized 
for data movement over a particular link. 
 

III.    OVERVIEW OF CLOUD STORAGE 
 
At a very high level, cloud storage solves the 

following issues faced by IT organizations: 

• Dynamic capacity – storage capacity is fixed once 
purchased/leased. Cloud storage provides an 
almost infinite amount of storage for data. One 
pays for this storage, in GB or TB per month 
increments, with added storage services (multi-site 
replication, high availability, etc.) at extra charge. 
Such capacity can be reduced or expanded at a 
moments notice. 

• Offsite DR – disaster recovery for many small 
shops is often non-existent or rudimentary at best. 
Using cloud storage, data can be copied to the 
cloud and accessed anywhere via the internet. Such 
data copies can easily support rudimentary DR for 
a primary data center outage. 

• Access anywhere – storage is typically local to the 
IT shop and can normally only be accessed at that 
location. Cloud storage can be accessed from any 
internet access point. Applications that are 
designed to operate all over the world can easily 
take advantage of such storage. 

• Data replication – storage data is replicated for 
high availability. Cloud storage providers replicate 
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storage data to multiple sites so that if one site goes 
down other sites can still provide service 
transparently to the consumer. 

Typically, users are provided with a very simplistic set 
of APIs (RESTful Web Services call) in order to be able 
to PUT and GET data into a big cloud of storage with the 
following high-level characteristics: 

• End users Customers need not be aware about 
exact physical location of the data 

• End users can advise the system of their physical 
location requirements for data (limiting it to a 
particular country or region) and the Cloud may be 
able to support this requirement 

• The storage needs to be transparently reliable (and 
replicated) as far as the user is concerned 

• Users access the storage over the public Internet 
through a Storage API 

Functionally, the basic intent of the Storage API is to 
provide a static URI storage repository for files which 
will be referenced as a whole. Often, this is called 
“BLOB” storage, meaning “Binary Large Object”, as it is 
not providing any structure like a file system or a database. 
The most successful commercial implementation of such 
a BLOB storage service is Amazon S3. 

In contrast to Amazon S3, some cloud storage 
solutions provide various other access points, in addition 
to HTTP based web services APIs (SOAP or REST 
based). Examples of these access points may include: 
NFS like, FTP like, WebDAV like, CIFS like, iSCSI like, 
BitTorrent like, etc. Essentially, these access points are a 
veneer or an abstraction adapter layer on top of 
underlying BLOB storage access mechanism (web 
services in the case of Amazon S3). Additionally, there 
are cloud storage solutions which provide underlying 
structures beyond BLOB (such as Block Storage, Queue 
Storage etc.). These storage structures, in turn, may 
provide all of the above access points on top of the 
underlying access mechanism for the respective storage 
structure supported by the cloud storage provider. 

This paper does not study the interoperability 
challenges of these examples. We look specifically at the 
problem of interoperability across cloud providers of 
unstructured (BLOB) storage. 
 
IV.    UNDERSTANDING UNSTRUCTURED CLOUD STORAGE 

MECHANISMS 

 
For cloud storage providers such as Amazon S3, users 

do not get direct access to the cloud storage. Instead, they 
need to invoke HTTP based web services call in order to 
perform data storage functions such as store, remove or 
retrieve data etc. However, there are various third party 
tools such as “JungleDisk” which provides WebDAV 
based file mount so that the Amazon S3 cloud storage 
looks like a local device to the end users (storage-as-
storage). 

As mentioned earlier that enabling cloud storage 
typically does not require any manual intervention and is 

essentially self-services. While provisioning storage, 
users may be asked to choose preferences for geographic 
regions in which primary copy of their content may be 
stored. The preference may be one or more regions. If 
more than one region is selected, clients may optionally 
choose a geographic location while uploading (PUT) the 
content. 

If no geographic preference is provided during PUT, 
the system will choose from one of the preferences. If no 
preference is selected, the system can pick the region on 
its own discretion. It is typically recommended that 
clients choose a few regions for optimal performance and 
Business Continuity Planning. Essentially, the storage 
provisioning process is “a-la-carte menu” approach to 
provisioning. 
 
V.    STORAGE INTEROPERABILITY CHALLENGES ACROSS 

CLOUD PROVIDERS 
 
Let us consider an interoperability use case scenario. 

A user is performing a function that utilizes Cloud based 
storage capabilities. In Cloud Computing, storage is not 
like disk access, there are several parameters around the 
storage which are inherent to the system, and one decides 
if they meet certain needs or not. For example, storage is 
typically replicated to several places in the cloud, In AWS 
[16] and in Azure [17] it is replicated three places. The 
storage API is such that, a write will return as successful 
when one replicate of the storage has been affected, and 
then a “lazy” internal algorithm is used to replicate the 
storage object to two additional places. If one or two of 
the storage object replicates are lost the cloud platform 
will replicate it to another place or two such that it is now 
in three places. 

A user has some control over where the storage is, 
physically, for example, one can restrict the storage to 
replicate entirely in North America or in Europe. There is 
no ability to vary from these parameters; that is what the 
storage system provides. 

We do envision other providers implementations 
might say, five replicates, or a deterministic replication 
algorithm, or a replicated (DR) write which doesn’t return 
until and unless n replicates are persisted. One can create 
a large number of variations around “quality of storage” 
for Cloud. 

In the interoperability scenario, suppose AWS is 
running short of storage, or wants to provide a geographic 
storage location for an AWS customer, where AWS does 
not have a datacenter, it would be sub-contracting the 
storage to another cloud service provider. In either of 
these scenarios, AWS would need to find another cloud, 
which was ready, willing, and able to accept a storage 
subcontracting transaction with them. AWS would have 
to be able to have a reliable conversation with that cloud, 
again exchanging whatever subscription or usage related 
information which might have been needed as a pre-
cursor to the transaction, and finally have a reliable 
transport on which to move the storage itself. 
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Note, the S3 storage API is not guaranteed to succeed, 
if there is a failed “write” operation from AWS to a 
subscriber request, the subscriber code is supposed to deal 
with that (perhaps, via an application code level retry). 
However Cloud to Cloud, a target cloud “write” failing is 
not something the subscriber code can take care of. That 
needs to be reliable. 

Currently, due to the proprietary nature of each cloud, 
every cloud environment is a silo in itself. There are no 
formal protocols and standards established in order to 
address the above mentioned issues. The intent of our 
work is to address storage interoperability issues such as 
naming, discovery, conversation setup items challenges 
etc. End goal is to provide a common set of standards, 
protocols and new components (such as cloud exchange 
providers role as intermediaries) to address all these 
interoperability issues in a seamless manner for enabling 
“Federated Cloud Storage” environment. 
 
VI.    OVERVIEW OF INTERCLOUD SYSTEM ARCHITECTURE 
 

As shown in the Figure 3, we envision storage in the 
Intercloud environment to be federated among disparate 
and heterogeneous cloud environments. “Intercloud 
Exchanges” would be a key component for enabling the 
seamless federated storage environment. These exchanges 
would facilitate and mediate initial negotiating process 
among clouds. 

Once the initial negotiating process is completed, each 
of these cloud environments, in turn, would collaborate 
with each other via “Intercloud Gateways”. Intercloud 
Gateways would provide mechanism for authentication, 
support for various storage replication and storage access 
protocols and standards, presence/collaboration, and 
common “Cloud Ontology” set among heterogonous 
cloud environments. 
 

 
 

Figure 3.    Intercloud enabled Federated Storage Architecture 

As shown in the schematic above that cloud-to-cloud 
storage replication process might leverage application 
level protocols such as FTP or messaging protocol such as 
AMQP [18]. These cloud-to-cloud application protocols 
could be delivered over underlying transport protocol 
such as UDT (UDP based Data Transfer) [19] instead of 
traditional TCP protocol. This is mainly due to the fact 
that TCP protocol becomes very inefficient in a high 
bandwidth environment. On the other hand, public access 
to the federated cloud storage may still be delivered via 
Web Services APIs (RESTful or SOAP based) etc. 

 
VII.    INTERCLOUD ROOT, EXCHANGES AND GATEWAYS 
 
As mentioned earlier the various providers will emerge 

in the enablement of the Intercloud. We first envision a 
community governed set of Intercloud Root providers 
who will act as brokers and host the Cloud Computing 
Resource Catalogs for the Intercloud computing resources. 
They would be governed in a similar way in which DNS, 
Top Level Domains [20] or Certificate Authorities [21] 
are, by an organization such as ISOC [22] or ICANN [23]. 
They would also be responsible for mediating the trust 
based federated security among disparate clouds by acting 
as Security Trust Service providers using standards such 
as SASL [24] and SAML [25]. 
The Intercloud Root instances will work with 

Intercloud Exchanges to solve the n
2
 problem by 

facilitating as mediators for enabling connectivity among 
disparate cloud environments. This is a much preferred 
alternative to each cloud vendor establishing connectivity 
and collaboration among themselves (point-to-point), 
which would not scale physically or in a business sense. 

As we mentioned earlier that all elements in the 
Intercloud topology contain some gateway capability 
analogous to an Internet Router, implementing Intercloud 
protocols in order to participate in Intercloud 
interoperability. We call these Intercloud Gateways.  

Intercloud Gateways would provide mechanism for 
supporting the entire profile of Intercloud protocols and 
standards. The Intercloud Root and Intercloud Exchanges 
would facilitate and mediate the initial Intercloud 
negotiating process among Clouds. 

Once the initial negotiating process is completed, each 
of these Cloud instance would collaborate directly with 
each other via a protocol and transport appropriate for the 
interoperability action at hand. 

 
VIII.    ONTOLOGY BASED RESOURCES CATALOG 

 
In order for the Intercloud capable Cloud instances to 

federate or otherwise interoperate resources, a Cloud 
Computing Resources Catalog system is necessary 
infrastructure. This catalog is the holistic and abstracted 
view of the computing resources across disparate cloud 
environments. Individual clouds will, in turn, will utilize 
this catalog in order to identify matching cloud resources 
by applying certain Preferences and Constraints to the 
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resources in the computing resources catalog. The 
technologies for this use the Semantic Web which 
provides for a way to add “meaning and relatedness” to 
objects on the Web. To accomplish this, one defines a 
system for normalizing meaning across terminology, or 
Properties. This normalization is called Ontology. 

Comprehensive semantic descriptions of services are 
essential to exploit them in their full potential. That is 
discovering them dynamically, and enabling automated 
service negotiation, composition and monitoring. The 
semantic mechanisms currently available in service 
registries such as UDDI [26] are based on taxonomies 
called “tModel” [27]. tModel fails to provide the means to 
achieve this, as they do not support semantic discovery of 
services [28][29]. 

We propose a new service directory along the lines of 
UDDI but based on RDF/OWL [30] ontology instead of 
current tModel based taxonomy. This catalog is illustrated 
in Figure 4. As can be seen, the catalog captures the 
computing resources across all clouds in terms of 
“Capabilities”, “Structural Relationships” and Policies 
(Preferences and Constraints).  

 

 
 

Figure 4.    Cloud Computing Catalog 

 
IX.    RDF BASED RESOURCES ONTOLOGY 

 
In order to ensure that the requirements of an 

intercloud enabled cloud provider are correctly matched 
to the infrastructure capabilities in an automated fashion, 
there is a need for declarative semantic model that can 
capture both the requirements and constraints of 
computing resources. 

The chief objectives of the planned configuration are 
to provide cost effective use of computing resources and 
to meet the business objectives of the enterprise. In order 
to automate an environment whereby software agents 
versus traditional human users discover and consume 
services, intelligent ontology based service registries are 
needed for dynamically discovering and provisioning 
computing resources across various computing cloud 
environments (Amazon, Azure etc. etc.). We are 
proposing ontology based semantic model that captures 
the features and capabilities available from a cloud 

provider’s infrastructure. These capabilities are logically 
grouped together and exposed as standardized units of 
provisioning and configuration to be consumed by 
another cloud provider/s. These capabilities are then 
associated with policies and constraints for ensuring 
compliance and access to the computing resources. 

This model not only consists of physical attributes but 
quantitative and qualitative attributes such as “Service 
Level Agreements (SLAs)”, “Disaster Recovery” policies, 
“Pricing” policies, “Security and Compliance” policies, 
and so on. 
Our earlier work [13] explains how resources can be 

described, cataloged, and mediated using Semantic Web 
Ontologies with RDF. Although the terms “taxonomy” 
and “ontology” are sometimes used interchangeably, there 
is a critical difference. Taxonomy indicates only 
class/subclass relationship whereas Ontology describes a 
domain completely. The essential mechanisms that 
ontology languages provide include their formal 
specification (which allows them to be queried) and their 
ability to define properties of classes. Through these 
properties, very accurate descriptions of services can be 
defined and services can be related to other services or 
resources. Figure 5 shows a high level schematic of 
proposed ontology based semantic model. 
 

 

 

Figure 5.    Cloud Computing Resources Ontology 

 
X.    XMPP BASED INTERCLOUD PROTOCOLS 
NEGOTIATION AND SERVICES FRAMEWORK 

 
Part of interoperability is that cloud instances must be 

able to conduct dialog with each other. As part of the 
“Federated Storage” use case, one cloud must be able to 
find another cloud, which for a particular interoperability 
scenarios, is ready, willing, and able to accept an 
interoperability transaction with and furthermore, 
exchanging whatever subscription or usage related 
information which might have been needed as a pre-
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cursor to the transaction. Thus, an Intercloud Protocol for 
presence and messaging needs to exist. 
Extensible Messaging and Presence Protocol (XMPP) 

is exactly such a protocol. XMPP is a set of open XML 
technologies for presence and real-time communication 
developed by the Jabber open-source community in 1999, 
formalized by the IETF in 2002-2004, continuously 
extended through the standards process of the XMPP 
Standards Foundation. XMPP supports presence and 
structured conversation of XML data. 
Our earlier work [12] explains in great detail as far as 

feasibility of XMPP as control plane operations protocol 
for Intercloud. 
 
XI.    SEQUENCING THE PROTOCOLS FOR INTERCLOUD 

ENABLED FEDERATED UNSTRUCTURED CLOUD STORAGE 
 
The following is a high level sequence for “Intercloud 

Enabled Federated Unstructured Cloud Storage” amongst 
disparate cloud storage providers. “Inter-Cloud 
Exchanges” facilitate the negotiation process among 
disparate heterogeneous clouds in order to enable a 
seamless federated storage environment. 
Detailed code samples, and how Cloud Computing 

resources can be described, cataloged, and mediated using 
RDF techniques for the various steps in this sequence 
diagram are outlined in our earlier work. 
 

Cloud 1 authenticates

→ XMPP, SAML 2.0

Cloud 1 queries “Cloud 

Computing Catalog”
→ XMPP, RDF/SPARQL, OWL

Cloud 1

Cloud 1 determines the service 

description of another cloud that 
meets it’s constraints of requirements
→ XMPP

Cloud Exchange facilitates dialog 

between two clouds
→ XMPP based Presence & Interactive 
Chat Protocol

Cloud 1 Cloud 2

Two Clouds finalize on the Storage 

Replication and Access Protocols
→ XMPP

Cloud 1 starts using Cloud 2 Storage 

as part of the overall Federated 
Storage Architecture
→ Metering, SLA

Intercloud 
Gateway

 
 

Figure 6.    SSRP Unstructured Cloud Storage Sequence Diagram 

 
XII. SSRP ENABLING CLOUD STORAGE ARCHITECTURE 
 
To describe it in very simple terms, unstructured 

BLOB storage is a large-scale URI storage system. The 
goal of unstructured BLOB storage architecture is to 
provide a scalable mass storage solution. The system is 
designed to be scalable both in terms of total data stored, 
as well as the number of requests per second for that data. 
In a cloud storage environment, due to the sheer 

number of data storage objects that must be stored and 
managed, it is very cumbersome and inefficient for 

traditional file systems supported by network storage 
models such as SAN and NAS to store and organize these 
data storage objects. These objects are stored near the 
users that will access them. Cloud vendors leverage their 
own proprietary storage solutions in order to efficiently 
mange the scale and QoS for data storage. 
At its core, it is a middleware layer which virtualizes 

mass storage, allowing the underlying physical storage to 
be SAN, NAS, or DAS etc. The architecture also manages 
the replication of data between storage clusters in 
geographically distributed datacenters. The application 
can specify fine-grained replication policies, and the 
architecture layer replicates data according to the policies. 
Data stored is typically organized over a two-level 

namespace. At the top level are buckets–similar to folders 
or containers–which have a unique global name and serve 
several purposes: they allow users to organize their data, 
they identify the user to be charged for transfers, and they 
serve as the unit of aggregation for audit reports. Each 
bucket, in turn, can store an unlimited number of data 
objects. Each object has a name, an opaque blob of data, 
and metadata consisting of a small set of predefined 
entries of user-specified name/value pairs. From 
optimization standpoint, it strives to locate data close to 
users to reduce latency. 
Users can create, modify and read objects in buckets 

through the REST interface, subject to access control 
restrictions. End users typically create collections of files, 
and each file is identified with a URL. This URL can be 
embedded directly in a web page, enabling the user’s 
browser to retrieve files from the cloud storage system 
directly, even if the web page itself is generated by a 
separate HTTP or application server. URLs are also 
virtualized, so that moving or recovering data on the back 
end file system does not break the URL. 
 

Storage Units
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1 2 n
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Storage 

Virtualization
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Cloud Providers Storage Units

Intercloud
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NFS/CIFS
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etc.

Replicator

Storage

Server 

Layer

 
 

Figure 7.    SSRP Enabled Cloud Storage Architecture 

 
Figure 7 illustrates an SSRP enabled federated cloud 

storage architecture works. Following is a brief 
description of various components of this architecture. 

• Access Layer: This layer is responsible 
providing various access methods to the 
underlying cloud based virtualized storage. 
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Protocols supported are HTTP based web 
services APIs (RESTful and SOAP based), 
storage-as-storage methods such as NFS, FTP, 
WebDAV, CIFS and iSCSI etc. 

• Global Namespace Catalog: This catalog 
maintains a Global Namespace across multiple 
heterogeneous and distributed storage systems, 
data centers, and administrative domains across 
the storage Federation (across clouds), 
independent of their physical storage 
infrastructure. This catalog is used by the 
“Storage Virtualization Layer” to determine 
where a given “Storage Object” is physically 
located. It maps the Logical Namespace of the 
storage object to the Physical Storage resources 
within the overall storage federation. Logical 
Resources are used to group one or more replicas 
of Physical Resources, making it transparent to 
the user where the storage is ultimately stored. 
Logical resources, are used for load balancing 
among several storage replicas. 

• Storage Virtualization Layer: This layer is 
essentially the heart of a typical cloud storage 
system and is responsible for virtualization of the 
underlying raw storage. This layer determines 
what to do with the request. For example, if there 
is a GET request it will first determine which 
storage instance this needs to be routed to in 
order for processing. In the event of storage 
instance unavailability, this layer will determine 
the next best storage replica the GET call needs 
to be forwarded to. It uses Global Namespace 
Catalog to determine the overall routing process. 
In the case of federated storage where replicas 
might be dispersed across multiple cloud systems, 
“InterCloudStorageAccess” is a cloud resources 
ontology element initially negotiated among 
storage cloud systems. It determines how the 
storage is accessed across cloud system 
boundaries. The “InterCloudStorageAccess” 
methods might include: NFS/sNFS, CIFS, iSCSI, 
WebDAV, Web Services (RESTful or SOAP 
based), BitTorrent, etc. 

• Replicator: This layer is responsible for keeping 
multiple copies of data across cloud storage 
clusters, storage Replication is the sole purpose 
of this module. The write operations 
(PUT/DELETE) are propagated to other physical 
locations when they are committed to the 
primary storage location. It allows for replication 
across datacenters for a cloud. This component is 
responsible for N-way replication. In the case of 
federated storage where replicas might be 
replicated across multiple cloud systems, 
“StorageReplicationMethod” is a cloud resources 
ontology element initially negotiated among 
storage cloud systems. It determines how the 
data storage is replicated across system 
boundaries. The “StorageReplicationMethod” 

methods might include: AMQP based Message 
Broker delivered over UDT or TCP, FTP/sFTP 
delivered over UDT or TCP, NFS/sNFS, CIFS, 
iSCSI, WebDAV, Web Services (RESTful or 
SOAP based), BitTorrent, etc. These storage 
replication protocols are negotiated as part of the 
initial conversational dialog (using XMPP 
protocol) between cloud exchanges and 
participant cloud vendors. 

• Storage Server Layer: This layer actually handles 
the reads/writes/deletes for the data storage 
objects to their physical location. 

 
XIII.    THE CONSUMER VISIBLE USE CASE – MOBILE 

STORAGE ROAMING 
 

Once a federated storage cloud system has been 
enabled, we can envision the experience for an end user. 
A typical application of cloud storage will be to provide a 
transparent persistence for a mobile user. 

As the user makes and receives calls, adds to their 
address book, snaps photos, and takes video, all of this 
content will immediately be streamed up to the cloud, 
persisting the data in a reliable way for the user. The 
mobile service provider will arrange for a cloud entry 
point which is “closest” to the mobile user so that they get 
the best uploading performance possible. 

The cloud will use its internal replication algorithms 
and mechanisms to copy the data to several 
geographically storage nodes, most likely distributed 
around the geography for which the mobile service 
provider has coverage. If the user flies across the country, 
they will find their content replicated close to them and be 
able to experience superior download performance for 
their content as well. The user will also immediately be 
able to access or share their content from alternative 
channels, such as a web browser, or an Internet connected 
television, in real-time, as the cloud makes this content 
available. 

Next, the user flies outside of the coverage area of the 
home service provider such that he is roaming for voice 
and messaging and data traffic. The mobile network 
already is designed to allow the roaming provider to 
service the user by providing the handling of this voice, 
messaging, and data traffic through an agreement with the 
home service provider such that the user does not realize 
he is being serviced by a roaming provider (perhaps other 
than the fees he will end up paying). However, his content 
is on a different continent that he is. It would be optimal 
for the user to provide an equivalent service for all of his 
data, such that for uploading and for downloading, some 
working set of his data was persisted in a nearby replicate. 

This requires that the clouds which are implementing 
the storage for the mobile users, from the home and the 
roaming provider, operated in a federated manner, as we 
have described with SSRP. If this was the case, the 
mobile user would experience reliable and “nearby” 
storage, with all of the replication and performance 

36

EMERGING 2010 : The Second International Conference on Emerging Network Intelligence

Copyright (c) IARIA, 2010               ISBN: 978-1-61208-103-8

                           44 / 138



capabilities he enjoys with his home service provider. 
This scenario is illustrated in Figure 8. 
 

SSRP

 
 
Figure 8.    SSRP Enabled Cloud Storage Roaming use case 

Here we show the user traveling from the USA, and 
ending in the UK, and the replicate which the roaming 
provider serves up to him, because they know where he is 
by virtue of his connectivity, is served up nearby to him, 
as illustrated. 

 
XIV.    CONCLUSIONS 

 
The conclusion is that we have gone into great detail 

to test the proposal that Intercloud Topology and 
Protocols are suitable for a federated cloud storage use 
case scenario. We call the collection of these protocols 
and the resource definitions, SSRP. We have also 
described a meaningful real-world use case for this. 

The next stages of our work are to develop details for 
Intercloud Topology and the governance process in 
support of proposed Intercloud Topology. 
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A Novel Dynamic Bandwidth Allocation Algorithm  

Based on Half Cycling for EPON  

Abstract— The access network solutions based on the fiber 

infrastructure are examined and developed in the last decade. 

Ethernet Passive Optical Network (EPON), which has only 

passive optical units in its’ infrastructure, comes front in cost 

and deliverability of service with high bandwidth and long 

haul access. In upstream direction, EPON needs a multiple 

access control mechanism to control the bandwidth allocation 

among Optical Network Units (ONUs) where Multi-Point 

Control Protocol (MPCP) is responsible for. In this article we 

propose a novel dynamic bandwidth allocation algorithm 

which can increase the link utilization with a fair distribution 

among ONUs. Our algorithm uses half cycle stops thereby we 

don’t have to wait for calculation while waiting report 

messages from the entire ONUs. Finally, we simulate an EPON 

network with mono-service and multi-service traffic in two 

cases to compare our algorithm with Interleaved Polling with 

Adaptive Cycle Timing (IPACT) and offline Dynamic 

Bandwidth Allocation (oDBA) algorithms. Our algorithm gives 

better performance in byte loss ratio and mean access delay 

values compared to IPACT and oDBA. 

Keywords— Ethernet Passive Optical Network (EPON), 

Dynamic Bandwidth Allocation (DBA), Half Cycle Dynamic 

Bandwidth Allocation (hcDBA), Performance Evaluation. 

I.  INTRODUCTION 

By the incredible development in internet and computer 
technology, users’ demands of more bandwidth increase 
rapidly. While the backbone and local area networks have 
very fast infrastructures (such as 10Gbit Ethernet LAN), 
access networks drop down the total network capacity for 
users while they try to access remote sources [1][2]. In early 
years of Internet, carried traffic was comprised of plain text 
pages and images which can be carried by a limited 
bandwidth capacity. However, nowadays mostly carried 
traffic over internet is comprised of peer-to-peer file and 
video sharing, online real-time gaming, video streaming, on 
demand video and education, IP telephony and IPTV. These 
applications need more bandwidth in access network area 
and some also need quality of service in packet delay 
variation (PDV), packet loss and end-to-end delay cases. To 
overcome such demands of future internet applications, 
service providers always research new access technologies. 
Most of the service providers and network infrastructure 
designers start to study Fiber-to-the-Home (FTTH) 
architectures [3]. The most popular FTTH architecture is 
passive optical network (PON) architecture which has the 
best cost-effectiveness among fiber access architectures. In 

PONs for downstream, the data packets are broadcasted from 
the central office part of the PON, namely Optical Line 
Terminal (OLT) and the subscriber part, namely Optical 
Network Unit (ONU) collects the packets sent to itself. In 
downstream direction, the messages must be encrypted for 
undesirable access of other subscribers. For upstream 
direction, since ONUs are connected to the OLT over a 
single fiber line, a multiple access technology must be used 
to overcome the congestion conditions. In PON, two 
different multiple access types are in use; Time Division 
Multiple Access (TDMA) and Wavelength Division Multiple 
Access (WDMA). 

In TDMA, there are two main standardization branches 
exist in network area. The first one is Gigabit PON (GPON) 
which is standardized by ITU-T. The second one is EPON 
which is standardized by IEEE 802.3ah Task Force [4]. They 
have published EPON standard in 2000 at 1Gbps up/down 
transmission capacity. By 2009, 10Gbps up/down 
transmission capacity has been standardized for EPON 
architecture [5]. 

The ease of implementation and cost effectiveness of 
EPON makes it more popular than GPON in academic 
studies and industrial world [1]. There are lots of studies to 
improve the performance, access capacity and service quality 
in EPON. 

The scheme of bandwidth allocation in EPON can be 
either static or dynamic. In static allocation, a fixed-size 
transmission window is allocated by OLT, to each ONU, 
regardless of the traffic requirements at each ONU. On other 
hand, in the dynamic allocation, a variable-size transmission 
window is dynamically allocated to the different ONUs, 
taking into account their traffic which is expressed explicitly 
by each ONU. The communication between OLT and ONUs 
is achieved by the multipoint-control protocol (MPCP) 
which is defined by the IEEE 802.3ah Task Force [4].  

In this paper, we present a novel Dynamic Bandwidth 
Allocation (DBA) algorithm for EPON. We show the basic 
DBA algorithms for EPON and compare our algorithm with 
them in terms of mean access delay, byte loss ratio and 
packet delay variation.  

This paper is organized as follows. In section II, existing 
dynamic bandwidth allocation algorithms have been 
summarized. In section III, our proposed algorithm is 
introduced. In section IV, our simulation environment is 
described and the simulation results are presented. Finally, 
section V concludes the paper.  
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II. DBA ALGORITHMS 

There is lots of dynamic bandwidth algorithms developed 
for EPON. The early solution for dynamic bandwidth 
allocation “Interleaved Polling with Adaptive Cycle Time 
(IPACT)” is proposed by G. Kramer et al. In [6] there are 
five different conditions which can be used over IPACT and 
according to the authers, the best variation of IPACT 
algorithm is to use a maximum window limit approach.  In 
IPACT, OLT sends gate messages to the ONUs one by one 
in an interleaved fashion without waiting the next report 
message to arrive from other ONUs. If we increase the 
maximum window size, this can cause longer waiting time 
for packets in ONUs local buffers to be sent in next cycle. 
On the contrary, if we set the window size shorter, this will 
cause more GATE and REPORT transmission which bring 
extra overhead to the system.  

For fair bandwidth distribution over highly loaded 
ONUs, another DBA algorithm presented which is based on 
Interleaved Polling with Stop (also known as offline DBA 
and here after called as oDBA in this paper). In this scheme, 
OLT waits for report messages from the entire ONUs in each 
cycle before it starts to send gate messages to ONUs for next 
cycle. By doing this, OLT can know the entire bandwidth 
request from the entire ONUs before it starts to grant 
bandwidth for ONUs. Thus, OLT can distribute the excess 
bandwidth fairly among highly loaded ONUs. However, 
oDBA inserts an idle time (Tidle ) in upstream channel which 
consists of Computation Time for the algorithm and Round 
Trip Time (RTT) between OLT and ONUs (assumed that all 
ONUs have the same RTT). 

oDBA algorithms collect all the bandwidth demands in a 
cycle.  An Excess Bandwidth Distribution (EBD) mechanism 
allots the excess bandwidth collected from lightly loaded 
ONUs, among highly loaded ONUs. For EBD, firstly 
minimum guaranteed bandwidth in a cycle for each ONU 
Bi

MIN is computed for N ONUs as in formula 1. 
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N

TNT
B
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i ×
×

×−
=

8
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where Tcycle is cycle time, Tg is the guard time and R is the 
upstream channel capacity. Then, the bandwidth Bi

g needs 
to attribute to ONUi is computed as in formula 2. 
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where Ri is the bandwidth requested by the ONUi. 
After, the excess bandwidth which is not yet attributed in 
the current cycle is fairly distributed among all highly 
loaded ONUs. 

Some previous works for oDBA have been carried out to 
fill the idle time period. In [7], the authors developed an 
algorithm that schedule lightly loaded ONUs in idle time 
period without waiting for entire ONUs to send their 
REPORT messages for next cycle timing. This approach is 

good for increasing the throughput in low loads. If the entire 
ONUs are highly loaded the idle period is still wasted. In [8] 
authors improved the idle time usage by adding a case to 
choose one highly loaded ONU to use idle time if no lightly 
loaded ONU exist in current cycle. Also in [9], another 
algorithm has been proposed for using idle time period 
which is capable of highly loaded cases. Contrary to the 
previous two approaches this one does not use an early 
allocation; instead it uses the scheme that OLT calculates 
supplementary granted bandwidth by using the cycle-based 
arrival rate of client packets.  

These proposed algorithms are designed to solve the idle 
time problem in offline DBA. They change ONUs servicing 
order which can cause PDV. Proposed algorithms in [9] and 
[8] send extra control messages which cause extra overhead.  

Another approach to decrease delay of packets in ONUs 
local buffers is to use queue size prediction algorithms. If an 
ONU is able to predict its buffer size for next cycle then it 
can demand the necessary bandwidth without waiting for a 
cycle period [10][11]. However the bursty nature of local 
traffic sources, the queue size prediction can waste the 
bandwidth by faulty predictions.  

In [6], an exhaustive summary of DBA algorithms for 
EPON has been presented. For grant sizing there are two 
main approaches have been studied in literature; online DBA 
(Interleaved polling with adaptive cycle time approaches) 
and offline DBA (Interleaved Polling with Stop). Online 
DBA algorithms give better bandwidth utilization results 
because they have the capability to allocate all the bandwidth 
without idle time periods. On the contrary, offline DBA 
approaches have fair allocation among highly loaded ONUs. 
However, it introduces an idle time problem which can 
decrease the bandwidth utilization.  

Our motivation to do this work is to develop a middle 
approach between online and offline DBA algorithms that is 
able to behave fairly among highly loaded ONUs and 
provide maximum bandwidth utilization. A grant sizing 
approach has been developed that switches between online 
and offline mode dynamically.  

III. HALF CYCLING DBA ALGORITHM (HCDBA) 

In this section, we present a novel DBA algorithm which 
is based on Interleaved Polling with Stop and use a different 
cycle timing control for transmission in upstream channel. 
We named the proposed algorithm as “Half Cycling 
Dynamic Bandwidth Allocation Algorithm” and hcDBA 
abbreviation is used in this article to identify our algorithm. 
hcDBA algorithm works in two modes according to the load 
of the upstream channel. In low loads the algorithm switch 
into online DBA mode which is similar to IPACT algorithm 
and in high loads it switches into offline DBA mode. The 
working mode changes respectively according to the 
incoming upstream bandwidth demands to the OLT. 

In offline DBA (Interleaved Polling with Stop) 
algorithm, if OLT is able to know the bandwidth demands 
from entire ONUs before idle period start time as earlier as 
the length of idle period “Tidle (Tcomputation + RTT )”, GATE 
messages can be sent without any idle period in upstream 
channel. In hcDBA, to send GATE messages, OLT 
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calculates bandwidth amount to be given for half of ONUs 
instead of entire list, if more than half of ONUs have 
reported their demands after the last gated ONU. Otherwise, 
OLT directly sends a GATE message to the following ONU 
in polling list. In this case, OLT is in online DBA mode 
which will continue until number of reported ONUs is more 
than half of the total. When reported ONU count reaches this 
amount, OLT again starts working in offline DBA mode and 
jump in half cycle algorithm to distribute bandwidth among 
ONUs. The algorithm switches into online DBA mode when 
the OLT cannot collect enough REPORT messages. If time 
slots for ONUs are so short, the upstream channel is lowly 
loaded. Thereby, in online mode we do not have to care 
about fair distribution because we know that the system have 
a cycle time below the desired cycle time limit. The 
maximum window size can be held much bigger than IPACT 
(limited) approach. Even the cycle time becomes longer; the 
algorithm changes its form to offline DBA which suppose to 
give a fair bandwidth distribution among ONUs in a cycle. 

hcDBA uses the MPCP in EPON standardization without 
any upgrade necessity in control messages and ONU side 
implementation. hcDBA changes the OLT side algorithm for 
polling. In two cases, operation of the algorithm will be 
explained. First, the work flow diagram of GATE Timer 
Expire function is given in Figure 1. Second, the EBD 
algorithm is going to be introduced.  

 
Figure 1.  GATE Timer work flow in OLT 

GATE timer is responsible for GATE messaging process 
in OLT. Each time the GATE timer expires, it calculates and 
prepares the parameters for novel GATE messages.  

Addition to offline DBA algorithm, hcDBA algorithm 
needs demanded and given bandwidth information in 
previous cycle. Besides, for hcDBA algorithm, the instant 
monitoring of the last gated ONU and the last reported ONU 
has to be done. In hcDBA, the servicing order of ONUs 
during a cycle doesn’t change. Thus, the last gated ONU and 
last reported ONU can be monitored over the polling table 
simply. The algorithm switches between online and offline 

mode according to the number of reported ONUs from last 
gated ONU to gate timer expiration. This parameter is related 
to the cycle time, requested window size and RTT of ONUs. 
If the window sizes of half of the ONUs are very small, they 
can be served in time less than RTT. Thus, when the gate 
timer expires, if the granted total window size is not more 
than RTTs for packets, the OLT cannot collect enough report 
to compute a new half cycle. 

The main case to think about in our algorithm is the EBD 
in offline mode. hcDBA uses a similar method like the one 
used in offline DBA algorithm for EBD. However, in 
hcDBA the OLT has to make the EBD process with the K 
report messages instead of entire list (N). For (N-K) nodes, 
the OLT has not received the bandwidth request yet. If OLT 
distributes the excess bandwidth according to the K report 
information, the algorithm may misjudge the bandwidth 
demand of ONUs in a full cycle and EBD can be unfair. The 
half cycle that OLT is going to give grants can take more or 
less “excess bandwidth-highly loaded node” ratio than 
consecutive cycles. In a situation like this, unfairness takes 
places between two ONU groups. For this reason, in hcDBA 
algorithm, while the excess bandwidth distribution is being 
calculated for a new half cycle for N/2 ONU, the algorithm 
does not make the decision just over K report messages (note 
that always, K ≥  2/N ). It also includes the excess 

bandwidth and highly loaded ONUs information for (N-K) 
ONUs from the previous bandwidth requests and grants. If 
the bandwidth demands are less than excess bandwidth in 
previous half cycle, more bandwidth can be used in current 
half cycle. Otherwise, the excess bandwidth is distributed in 
fair for next half cycle according to the situation of current 
half cycle. 

ONUs are examined in two groups in EBD algorithm 
such as reported and unreported. The algorithm needs entire 
ONUs requests to distribute the bandwidth fairly. For ONUs 
of which reports have not arrived to OLT, the needed 
information will be generated based on their previous cycle. 
The details about the process of excess bandwidth algorithm 
are given below. Minimum bandwidth is calculated same as 
oDBA as in formula 1. 

Excess bandwidth calculation is a bit more different than 
oDBA approach. The usable excess bandwidth in a half 
cycle cannot be measured just with the ONUs requests in 
current half cycle. To distribute the excess bandwidth fairly 
to entire ONUs in PON, OLT also take into consideration the 
bandwidth requests of ONUs served in previous half cycle.  
Since the algorithm cannot use all the excess bandwidth 
( EXCESS

B ), it will calculate the usable excess bandwidth 

USABLE
B  by using EXCESS

B  values. EXCESS
B is calculated as the 

sum of excess bandwidth amount of reported (K) and 
previous excess bandwidth amount of unreported (O: N-K) 
nodes. The excess bandwidth values are calculated 
separately for K ONUs and O ONUs. Unused bandwidth of 
K ONUs from last report information is given in formula 3. 
Unused bandwidth of O ONUs (O: N-K), last O ONUs from 
previous report information kept in polling table is given in 
formula 4. 
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USABLE

KB  will show the total maximum excess bandwidth 

available to use for K ONUs. In processing half cycle, 
bandwidth arrangement will be done just for  2/N  ONUs. 

In a half cycle, despite EBD is done through K ONUs, just 

the distribution of  2/N  ONUs will be determined. 
USABLE

KB  

calculation is done as follows. 
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Here, UNUSED

LB  is the unused excess bandwidth according 

to extra bandwidth demand and excess bandwidth of N/2 
nodes served just before. (This calculation should be done by 
checking the polling table each time needed, because of the 
dynamically switching between online DBA and offline 
DBA modes. There may be some ONUs served according to 
online DBA between the previous and current half cycle. If 
the bandwidth demand of overloaded amount exceeds the 
excess bandwidth, they will be assumed as zero.) 

H

KR indicates the total bandwidth demand of highly loaded 

ones of K ONUs and H

OR indicates the total bandwidth 

demand of highly loaded ones in previous cycle of O ONUs.  
If the excess bandwidth amount of K nodes is lower than 

the bandwidth amount portion of K nodes in total excess 
bandwidth (this means that ONUs are overloaded in 
processing half cycle), algorithm marks the whole excess 
bandwidth for K ONUs as usable.  If it results in other way, 
it means that ONUs in previous half cycle are overloaded. In 
this case, the algorithm will distribute the assigned excess 
bandwidth to current half cycle considering total needs of 
entire ONUs in PON, in order to let ONUs in previous cycle 
to have more excess bandwidth in following cycle. Besides, 
if unused excess bandwidth exists for N/2 ONUs from 
previous half cycle, this unused value is also added to excess 
bandwidth. With combination of these calculations, hcDBA 
tries to guarantee fair distribution between respective half 
cycles. 

After calculation of USABLE

KB , for each half cycle (just for 

N/2 ONUs, always K ≥ N/2), the bandwidth assigned for 
each ONU will be calculated as below: 
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IV. PERFORMANCE EVALUATION 

In this section, we present simulation results to verify our 
analysis and demonstrate the performance of the proposed 
hcDBA algorithm. We compare the results obtained from the 
hcDBA algorithm with IPACT and offline DBA algorithms. 
We use the same basis for each algorithm on the simulation. 

We consider an EPON access network consisting of 16 
ONUs connected to an OLT through a passive coupler. All 
ONUs are assigned a downstream and an upstream 
propagation delay (from ONU to OLT). We fix the distance 
between the coupler and OLT and distances between ONUs 
and the coupler about 10 km (about 0.05 ms). We compare 
the algorithms in two cases; 1Gbps upstream channel for 
EPON and 10Gbps upstream channel for 10G-EPON. The 
algorithms are compared with four different priority classes 
described as below. 

TABLE I.  TRAFFIC HYPOTHESIS [9] 

 
CoS1 

Premium 

CoS2 

Silver 

CoS3 

Bronze 

CoS4 

BE 

Traffic Ratio 10 % 10 % 30 % 50 % 
Packet size 

(in Bytes) 
70 70 50,500,1500 50,500,1500 

Source and 

Burstiness 
CBR CBR PPBR/ µ=1.4 PPBP/µ=1.4 

Burst Length 

(# of Packets) 
CBR CBR 10 20 

TABLE II.  SIMULATION PARAMETERS 

Parameter Value(Case1) Value(Case2) 

No. of ONUs 16 16 
Upstream Bandwidth, R 1 Gbit/s 10 Gbit/s 
Maximum cycle time for 

hcDBA and oDBA 
2ms 2ms 

Maximum transfer window 

size for IPACT and hcDBA 

15 KB (IPACT) 
30 KB (hcDBA) 

150 KB (IPACT) 
300 KB (hcDBA) 

Guard Time 5µs 5µs 

 
For Premium and Silver traffic, we use CBR (Constant 

Bit Rates) sources. To generate self-similar traffic of 
Ethernet LAN (Bronze and Best Effort BE classes), we use 
an aggregation of multiple sources of Poisson Pareto Burst 
Process (PPBP), so called Pareto-distributed ON-OFF [12]. 
In hcDBA, since our first goal is to improve the bandwidth 
utilization with fairness among ONUs, we also give some 
results without service classes to show the overall utilization 
performance of hcDBA.  

Simulations were done using discrete event network 
simulation tool (ns2.34). Table II shows the simulation 
parameters for each algorithm. 

We shall start the performance comparison of hcDBA 
algorithm with others, considering byte loss ratio. In Figure 
2a the byte loss ratios for mono-service traffic are shown. 
Only oDBA algorithm has byte loss in 0.9 offered load in 
mono-service traffic condition. Since oDBA provides bad 
bandwidth utilization compared to others. In Figure 2b the 
byte drop results of three algorithms for multi-service traffic 
is given. Drops occur only in the lowest service class in each 
algorithm after 0.7 offered load. hcDBA gives the best 
performance while considering byte loss ratio. 
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Figure 2.  a) Byte Loss Ratio in Case1 and Case2 with mono-service class b) Byte Loss Ratio in Case1 and Case2 with multi-service classes 

 
Figure 3.  a) Packet Delay Variations in Case1  b) Mean Access Delay with Mono-Service Traffic 

 
Case1 

 
Case2 

Figure 4.  Mean Access Delay with Multi-Service Traffic 

a b 

a b 
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Figure 3a shows the PDV of each algorithm in Case1. 
From the figure it can be seen that all the algorithms have 
similar PDV values in the same loads. The used algorithm 
has no significant affect over PDV in PON network. Thus, 
Case2 results are not given. 

Figure 3b shows mean access delay values for mono-
service traffic of both cases. hcDBA and IPACT algorithms 
are better than oDBA. In all algorithms, the mean access 
delay is below 1ms in low loads. When the load increases, 
the mean access delays increase as expected. hcDBA gives 
better performance in both cases in terms of access delay. 
When the bandwidth rate is 10Gbps, hcDBA algorithm 
success increases as seen in Figure 4, and hcDBA algorithm 
gives mean access delay below 1ms at 0.9 load. 

Figure 4 shows mean access delays in Case1 and Case2 
with multi-service traffic. For each priority classes except 
CoS4 (Best Effort traffic) hcDBA and IPACT stays under 
1ms in every offered load values. hcDBA algorithm is better 
in all cases of each service class. The lowest priority class is 
worst in all conditions. In simulations, we use Head of Line 
(HoL) priority scheduling at ONUs. Thus, lower priority 
traffic has to wait in buffers each time if there is not enough 
bandwidth has been given by the OLT. hcDBA gives better 
mean access delay results than IPACT because that it can 
give more bandwidth to the highly loaded ONU if there is 
excess bandwidth exists thanks to the low demands of other 
ONUs. 

We also check fairness of the proposed algorithm among 
ONUs. When hcDBA works in offline mode, in each cycle 
time, ONUs are separated into two groups. We must be sure 
that the algorithm distributes the excess bandwidth fairly 
between two ONU groups. For this reason, in each cycle, we 
check the difference of EBD values of hcDBA algorithm 
with the EBD values if it distributes excess bandwidth as 
standard offline DBA. This difference ratio is 0 in low loads. 
Since, in low loads excess bandwidth is enough for all highly 
loaded nodes. There is only a small difference occurs among 
0.7 to 0.9 offered loads (%1 at 0.9 load, %0.01 at 0.8 load 
and %0.0006 at 0.7 load). 

V. CONCLUSION 

In this paper, we have proposed a novel dynamic 
bandwidth allocation algorithm that stays between offline 
DBA and online DBA algorithms. Our first aim is to 
eliminate idle time problem in offline DBA algorithm while 
keeping fair EBD scheme of offline DBA algorithm. In 
hcDBA, we distribute the excess bandwidth in two half cycle 
and we also switch to online DBA mode according to the 
incoming traffic load in each cycle time. Besides, by 
simulation results, we evaluate the performance of the 
proposed algorithm with mono-service and multi-service 
traffic under two cases as 1Gbps and 10Gbps upstream 
channel bandwidth rates. The performance improvement is 
measured in terms of mean access delay and byte loss ratio.  

We have compared our DBA algorithm with IPACT and 
oDBA algorithms. hcDBA shows better performance both in 
mean access delay and byte loss ratio values. The simulation 
studies provide that hcDBA is almost as fair as offline DBA 
and has better bandwidth utilization than IPACT algorithm. 

Our algorithm’s advantages compared to other 
algorithms proposed to eliminate idle time problem in offline 
DBA algorithm can be listed as; 

• Uses the standard MPCP control messages defined 
in EPON standard and does not need any change in 
ONUs.  

• Can be combined with different QoS approaches. 
• Does not change the service order in polling table 

therefore, it does not cause additional PDV. 
• While it eliminates idle time period in offline DBA, 

hcDBA does not need extra GATE/REPORT 
messages, as a result hcDBA introduce less overhead 
in upstream and downstream channels. 

As a future work the hcDBA algorithm can be improved 
with addition of intra-ONU and inter-ONU quality of service 
approaches to obtain better results in multi-service 
environments. 
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Abstract—One of the major, difficult tasks in automated 
video surveillance is the segmentation of relevant objects in 
the scene. This is important for various tracking tasks. 
Especially in the emerging field of privacy protection in 
video surveillance systems it is imperative that objects are 
accurately separated and shadows removed. Current 
implementations often yield inconsistent results on average 
from frame to frame when trying to differentiate partly 
occluding objects. This paper presents an efficient block-
based segmentation algorithm, which is capable of 
separating partly occluding objects and detecting shadows. 
It has been proven to perform in real-time with a maximum 
duration of 47.48 ms per frame (for 8x8 blocks on a 720x576 
image) with a true positive rate of 89.2%. The flexible 
structure of the algorithm enables adaptations and 
improvements with little effort. Most of the parameters 
correspond to relative differences between quantities 
extracted from the image and should therefore not depend 
on scene and lighting conditions. Thus, our proposal is 
presenting a performance-oriented segmentation algorithm, 
which is applicable to all critical real-time scenarios. 

Keywords-image segmentation; privacy protection; region 
growing; blob analysis; occlusion; shadow detection; 
intelligent video surveillance. 

I.  INTRODUCTION 
Image segmentation algorithms used to partition a 

digital image into multiple regions are essential in 
numerous applications including security relevant 
domains, medical imaging, face recognition, fingerprint 
recognition and machine vision. Also, a new field where 
such algorithms are employed is video surveillance with 
special features for automatic privacy protection. Privacy 
enhanced video surveillance works under the assumption 
that only a small portion of recorded people pose a threat 
to security. Therefore it is imperative to protect the identity 
and person relevant information of innocent persons as 
best as possible. Current state-of-the-art systems work on 
the whole image and use background models to identify 
changes in the scene. Those areas are then masked by 
applying a transformation function. 

Several general-purpose segmentation algorithms have 
been developed. These algorithms can be divided into 
categories depending on the technique used for 
segmentation. 

One category is based on density or color histograms 
where peaks and valleys in the histogram distribution are 

used to locate clusters [1]. Another method called region 
growing starts by so called seeds and iteratively grows 
regions by comparing all unallocated neighboring pixels to 
the seed value. Edge detection is used as well in this field 
as objects tend show strong differences in intensity at the 
region boundaries. Model based segmentation on the other 
hand works on the assumption that domain-relevant 
objects show - within some minor variations - a unique 
form of geometry. Apart from these techniques other 
algorithms have been proposed including level-set [2], 
graph partitioning [3], and watershed [4]. 

Despite introducing general-purpose algorithms, no 
optimal solution for image segmentation has been found. 
The algorithms heavily depend on domain knowledge and 
problem-specific optimizations. A combination of methods 
seems promising to minimize the inherent disadvantages 
of each algorithm. On the one hand, region growth suffers 
from the tendency to cover multiple overlapping objects 
whereas model based algorithms tend to become 
unreliable when unwanted artifacts, for example shadows 
and reflections, show up in the scene. Also the mean shift 
clustering algorithm [5], used to find the local maxima, is 
susceptible for covering multiple overlapping objects 
especially in crowded scenes [6]. Furthermore the mean 
shift results have been shown to be inconsistent in 
subsequent frames; this deteriorates post processing steps 
like object tracking. State-of-the-art automated video 
surveillance systems have increasing complexity to meet 
the high standards expected by today’s customers, with 
respect to true- and false-positive rates, while being robust 
against environment changes. With the rapid increase of 
processing power of modern computers image analysis 
algorithms, which have been too complex can now be 
implemented in real time. 

However when implementing the whole algorithmic 
pipeline needed for state-of-the-art automated video 
surveillance systems the resources for a single algorithm 
are still limited. Currently, available closed circuit 
television (CCTV) systems are based on traditional per 
pixel analysis, which limits either the image resolution or 
the count of operations per frame that can be performed. 
Recent publications on the topic on background modeling 
proposed pre-defined image regions (hence called blocks) 
to allow more complex analysis; the same methodology 
can be applied for image segmentation. Due to the 
reduction of resolution, the algorithm presented in this 
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work can be used in conjunction with a pixel-based 
segmentation algorithm (e.g., mean shift). 

This work is structured as follows: Section II explains 
the motivation for developing the proposed algorithm. 
Section III introduces the proposed hotspot blob image 
segmentation algorithm, while Section IV shows how 
shadow cancellation can be performed with it. In Section 
V, test results are presented and Section VI gives an 
outlook to future work. 

II. SELECTIVE PRIVACY PROTECTION 
Privacy protection is a feature used in video 

surveillance systems to mask foreground areas of the 
image with the goal of protecting the privacy of people 
seen in the video. The first iterations of algorithms where 
masking whole image regions, such as desks of employees 
or entrances. This proves to be very ineffective as soon as 
persons start moving out of masked areas. The next step in 
privacy protection in video surveillance used algorithms 
that mask all movement in an image [7]. This has several 
disadvantages: First, all movement is masked, including 
background movement, shadows and highlights. Second, it 
is not possible to distinguish between persons. Thus, either 
all or no person in the image can be masked. If the 
original, unmasked, video material of a covert operation 
has to be used, e.g., in court, covert agents would be seen 
and their identity released. Many other such examples 
exist, including in office buildings where only 
unauthorized personnel should be unmasked, at security 
critical infrastructures where only VIPs should be masked 
and situations where only persons who triggered an alarm 
should be unmasked. 

Selective privacy protection aims to remedy this 
shortcoming by using tracking and matching algorithms to 
identity persons in the video. Using this information 
authorized users can choose to unmask only offending 
persons without compromising the privacy of possible 
bystanders. This unmasking process can be implemented 
securely by using personal chip cards and asymmetric 
encryption. Selective privacy protection increases the 
complexity of “whole image privacy protection” schemes 
by adding domain problems relevant to object association, 
e.g., object occlusions. A possible solution is to use a half 
automatic tracking process in which the authorized user is 
asked for assistance if the association confidence is 
deemed too low. 

Apart from association problems one of the main 
issues of automatic privacy protection are lighting changes 
and shadows. Both conditions occur frequently in outdoor 
scenarios resulting in large areas of the video being 
privacy protected. Accordingly, these considerations were 
part of the design process of the proposed algorithm. 

III. HOTSPOT BLOB IMAGE SEGMENTATION 
This work presents an image segmentation algorithm, 

which uses a block based method to reduce image 
resolution (while keeping all relevant information) and in 
turn down-scales the problem complexity and processing 
performance.  

In this work, the term “block” is used in a very general 
way and stands for a certain image area. It can range from 

a single pixel to a square or even rectangular image part 
containing multiple pixels. The block size should be 
chosen to be significantly smaller than then the expected 
object size to have sufficient resolution for analysis and 
tracking. A block size of 8x8 pixels was found to be the 
optimal trade-off between loss of resolution and 
computing performance determined by empirical tests. 
Furthermore the block size is kept constant within the 
whole image and over time. This method can be integrated 
into background models (used to distinguish between fore- 
and background image areas) that also commonly use 
blocks to improve - in the same way -  the performance of 
the foreground detection in complex scenes including 
lighting changes and/or moving objects in the background.  

Each block is represented by the following data:   
I: The index of the block. It holds the unique position 

within the image similar to an index in a one-dimensional 
array.  

Sb: The state of the block. It influences the algorithmic 
behaviour and can change throughout the algorithm. 
Possible states can be seen in Figure 1. 

Wb: The weight of the block corresponding to the 
integrated intensity within the block’s area.  

Ab: The covered image area in units of blocks. It starts 
with one and is incremented for blocks with certain states 
as the blob size increases.  

Rb: The reference to another block. It can link one 
block to another block. 

For the unprocessed image, a block starts out with Sb = 
unassigned, Wb = 0, Ab = 1, Rb = ‘no reference’; this is 
called the pre-processing stage. Throughout the stages of 
the algorithm Sb can change to one of the following states: 
irrelevant, relevant, assigned, center, joined center and 
junction, where all states but relevant are possible final 
states (see Figure 1).  When the background model 
designates a block as background, this block is no longer 
relevant for the algorithm and thus labeled as irrelevant, on 
the other hand if the background model flags the block as 
foreground it is tagged as relevant. Only relevant blocks 
are considered for further calculations and can either 
become center blocks if a certain amount of neighboring 
blocks has the correct state, which is an indication that the 
location of the block may be part of a new blob within the 
image, or assigned if the block is in close proximity to 
another block that belongs to a center. Furthermore blocks 
that connect areas of different assignments will be labeled 
as junction. Finally, the different parts connected by 
junctions can be bridged or separated due to certain rules 
derived from their characteristics forming a bigger blob or 
splitting blobs into smaller segments. 

 

A. The algorithmic stages 
The algorithm is performed in stages numbered from 

one to six (see Figure 1 and Figure  2). A pre-processing 
stage is also introduced, which resets any information 
contained in the blocks used in a previous frame. This 
allows the minimization of allocations, which improves 
the performance. 
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Stage 1: The algorithm starts by calculating the integral 
sum of intensities of all blocks (SoI) deemed relevant by 

the background model, places the SoI into the Wb variable 
for each block and builds a list for these blocks. The list is 
sorted by Wb, where the highest Wb is the first element 
the second the second highest and so on. If Wb is below a 
certain threshold tI a block is completely discarded and 
sets Sb = irrelevant, therefore the list only contains blocks 
with Sb = relevant. 

 
Stage 2: For each block in the list, starting by the first, 

Sb is checked. If Sb ≠ relevant it means that the block has 
already been assigned to a center and doesn’t need to be 
processed in this step. Otherwise the block is processed 
and all block states in the neighborhood are checked.  

The neighborhood is a possible design parameter of the 
algorithm and can include only the adjacent blocks (as 
implemented in this work) or also blocks farther away. 
Depending on the implementation the algorithm does an 
iterative check of how many neighbors are found with Sb 
= relevant. In the first iteration it checks if it finds a block 
within the image where all neighbors are in relevant state. 
If this holds true the block is labeled as center (Sb = 
center) and all neighboring block states are changed to Sb 
= associated. Furthermore, Wb of every associated 
neighbor is added to the weight of the center block Wc.  

If one or more blocks are found to already be 
associated the algorithm proceeds by finding all 
corresponding centers and associates the current block to 
the center with the highest Wc. This corresponds to setting 
Sb = associated, storing the center’s address in Rb and add 
Wb of the current block to Wc.  

Should the first iteration yield no centers at all (and 
therefore no associations as well) the number of neighbors 
needed to form a center decreases and the iterative search 
for centers and associations continues until all blocks are 
either center or associated. 

 
Stage 3: After labeling and associating the blocks, 

possible borderlines (junctions) between the regions of 
different centers have to be found. The list containing the 
relevant blocks is traversed once more and all blocks that 
are in associated state and have one or more blocks with 
different center references in their neighborhood are 
marked as junction. To manage the weight of the junctions 
a junction object is introduced; it holds references Rj,1 , 
Rj,2 to two center blocks, a weight Wj and an area Aj. The 
junction objects are identified by the two references and 
stored in a list. If a block is part of a junction, the list of 
junctions is iterated to find the corresponding object. If no 
corresponding references are found in the list, a new 
junction is created with Wj = 0 and Aj = 0 and appended 
to the list. In either case, the weight and area of the current 
block is added to the values of the junction.  

 
Stage 4: After finishing the search for blocks being part 

of a junction the list of junctions is sorted according to Wj. 
If the junction is found to be of relevance (e.g., by 
comparing to a threshold tJ or by analyzing the balance of 
weights of the two centers with respect to the junction 
weight) the centers shall be joined. In this case the state of 
the center with less weight (the weak center) is changed to 
joined center and the reference is updated to point to the 
second center (the strong center), which effectively merges 
the two centers in an efficient way. Now the final center of 
a blob can be found simply by traversing the center 
reference chain from any block until the reference doesn’t 
change anymore. 

 
Stage 5: A new object called “blob” is introduced, 

which essentially holds the relevant data of one segmented 
region within the image. A blob object consists of the 
following data:  

Lblob: A list of blocks belonging to it (and sharing the 
same center). 

Cblob: The final center of the blob. 

 
Figure 1: Possible algorithmic stages of the method. 
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BBblob: The coordinates of the final bounding box 
(left, right, lower, upper border). 

Wblob:  The total weight of the blob. 
Ablob: The total area of the blob. 
 
A last time the list of blocks is traversed to create one 

blob per center and store all associated blocks in the 
reference list.   

 
Stage 6: Due to static occlusions within the scene or object 
parts with very similar color to the background image, an 
object can be split into two or more blobs. To avoid this 
unwanted behavior we implemented a simple model-fitting 
algorithm based on the shape of a human approximated by 
a rectangle. The dimensions of the model are manually 
calibrated at three distinct positions in the image and 
interpolated in between for every other position 
(barycentric interpolation). As the head (or top) regions of 
the objects are the most stable areas (generally fixed with 
respect to the object’s center and mostly free from 
shadows) we sort the list of blobs according to their y-
coordinate starting with the uppermost blobs (low y-
coordinate). A rectangular shaped acceptance area is 
positioned with congruent upper border to the bounding 
box BBblob. Furthermore the acceptance area is placed 
horizontally with an offset to the center of BBblob. The 
offset depends on the perspective of the scene, which 
yields shear/rotation of the objects and the size of the 
acceptance area. The offset value is calibrated by hand at 
the left and right border of the scene and linearly 
interpolated between these positions.  
If any other blob has ample overlap with the acceptance 
area, this blob is joined to the “accepting” blob and then 
deleted from the list of blobs. Ample overlap is given if 
kO percent of the blob’s bounding box is within the 
acceptance area (kO = 50% was chosen in the current 
implementation). 

Post-processing stage: Here a final filtering of the 
remaining blobs is performed. Currently two strategies are 
applied: Firstly the size of blobs being much smaller than 
the size of a human estimated by the model and secondly 

an approximated width:height ratio being larger than 1 can 
yield to the deletion of a blob. The more the computed 
ratio and size differs from the constraints the lower is the 
confidence rating; candidates with a confidence rating 
below a threshold tC are removed. After this stage the 
remaining blobs can be visualized with a rectangular 
outline. 

The blocks remaining after the post-processing stage 
represent the relevant foreground areas. In the best case 
foreground areas are regions of movement including 
persons. Therefore all blocks are flagged as privacy 
enabled blocks and a transformation function t(x) is 
applied on the corresponding areas in the source image.  
In the case of emergency authorized personnel may want 
to reverse the transformation function on a certain blob 
which represents a person. Depending on the 
implementation t(x) may be one or two way. In the case of 
a one-way function the original source image must be 
saved to restore the assigned portion of the image. In case 
of a two way function the inverse of t(x) can be applied on 
the blob to restore the image to the original state. In every 
following frame afterwards the user either associates the 
selected blob automatically by an association algorithm or 
manually. The unmasking process is then reapplied to the 
new frame. 

IV. SHADOW CANCELLATION 
One of the well-known problems common in the area 

of region growth techniques is the tendency to cover 
multiple independent objects. This characteristic is further 
enhanced in the case of inaccurate background images 
containing strong shadows. This behavior is also present in 
the proposed algorithm and became evident in the scenes 
tested; shadows were present in the computed difference 
image, which resulted in the merging of multiple persons 
to a single object. To cancel the perturbing shadows 
standard shadow cancellation algorithms including 
Horprasert et al. [8] were considered and tested but proved 
to provide minimal success. In general either too many 
areas where eliminated, which resulted in the deletion of 
complete, valid objects because of the different lighting 

 
Figure 2: Block states for the different algorithmic stages: a, original image; b, differential image calculated by the background model; 

c, classification of blocks into relevant (white) and irrelevant (black) blocks; d, labeling centers (green) and associated (red) blocks; 
e, labeling junctions (blue); f, conversion of centers to joined centers (yellow); g, cancellation of shadow blocks (gray); 

h, the final bounding boxes of the objects. 
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conditions present in different parts of the view, or too few 
shadows were removed depending on the parameters of 
the algorithm. 

Following these considerations a new shadow 
detection based on the already existing block data was 
used. The block density:  

 
                      ,            (1) 
where the area is measured in units of blocks, is 

compared to the density of the center 
 
                                   (2) 
of every block within a blob.  
If  
                                    (3) 
where kd is a constant factor (0.95 in this work), the 

block’s coordinates are used to update the bounding box to 
accommodate this block.  

The same applies, if the maximum intensity value 
within the block is higher than dc divided by the number 
of pixels of a block. This ensures that blocks, which hold 
small but bright details are not labeled as shadows (e.g., at 
object borders or within small objects). Figure 3 shows the 
effect of this mechanism. It significantly reduces the 
perturbing amount of shadows while keeping objects with 
a generally low density in the difference image. After 
processing all blocks in this way, the bounding box is 
defined for this blob. This procedure offers the advantage 
of using the already computed values also needed for the 
main algorithm, which results in an easy to implement and 
efficient way to detect shadows. Compared to the 
algorithm defined by Horprasert et al. using an YUV 
image, which needs about 12 ms on the test system the 
performance impact of this implementation is on average 
much less with approximately 1.5 ms and maximum 6 ms. 
It should be stated, that the mechanism can lead to 
unwanted results when the intensity of the object is 
generally lower in the difference image than the intensity 
of the shadow. 

V. TEST SEQUENCE AND EVALUATION 
To validate the blob-merging approach the PETS 2006 

[9]  sequence was chosen, as it is known to show a lot of 
typical situations in video surveillance including problems 

like shadows, reflections and occlusions.  The annual 
PETS workshop is organized in conjunction with IEEE 
Computer Society Conference on Computer Vision and 
Pattern Recognition. It should be mentioned that there is 
currently no implementation of tracking, object association 
and occlusion handling. Thus the results cannot be directly 
compared to the officially available ground truth data. To 
provide a useful measure of the performance of the 
algorithm, each single frame was checked by hand for 
false positives. The checks were performed beginning with 
frame 349 (initialization of background model ended at 
this point) until frame 2224. After tuning the parameters 
202 false positives were found in 1875 frames of the 
sequence. This corresponds to a true positive rate of 89.2% 
(see Table 1 for details). Most parameters of the algorithm 
are not depending on absolute quantities and thus should 
be relatively independent on the chosen test sequence for 
achieving best results.   

The high number of ‘object not found’ errors is due to 
occlusions with static objects in the scene, which are in 
front of relevant objects and cover a large part of them.  

The ‘shadow interpreted as object’ errors come from 
the constraint that low intensity objects are not removed 
from the scene, as this would lead to more ‘object not 
found’ errors. Therefore, all shadows that get separated 
from their originator and are big enough in size are 
interpreted as objects. 

TABLE I.  DETAILED DISTRIBUTION OF ERRORS IN THE PETS TEST 
SEQUENCE. 

Error Count 

Object not found (too small) 89 

Shadow interpreted as object 80 

Split object 31 

Object too large 2 

 
The ‘split object’ errors arise from unwanted 

separations of junctions within an object (often due to low 
intensity areas in the difference image). On the contrary 
the ‘object too large’ errors originate from unwanted 
bridging to artifact objects.  

Generally, it has to be mentioned that the obvious next 
stage in the algorithmic pipeline – the object associator, 
which essentially takes the history of objects into account 
– would eliminate a lot of the errors that have been found 
in the evaluation. For example, often shadow objects or 
other artifacts were only present for one single frame. 

The algorithm needed a maximum computation time of 
47.48 ms for about 1100 relevant blocks (8x8 pixels per 
block) present in the image with a resolution of 720x576. 
The computation time of the algorithm on whole sequence 
(3021 frames) was 5.063 s, which corresponds to 1.655 ms 
on average per frame. The tests were performed on a 2.13 
GHz Intel Core 2 Duo machine with 1GB RAM. 

Unfortunately, details about optimizations that bring 
faster performance and make it possible to perform the 
algorithm in real-time cannot be published in this work 
since they tough sensitive confidential information. 

 
Figure 3: Shadow detection and cancellation. a, original image. b, 

detected shadow (gray blocks) and blob bounding box (white). 
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VI. PROPOSED ALGORITHM VARIATIONS AND 
OUTLOOK 

Although the current implementation of the proposed 
algorithm already achieves good results, there are a lot of 
possibilities to further improve the capabilities, 
performance and computing time (generally, the algorithm 
has not yet been optimized). Besides code and 
performance optimization the following improvements are 
planned: 

To reduce the ‘object not found’ error count, a self-
learning static occlusion detection algorithm is planned to 
be implemented, which should inform if an object is 
touching an image area that is in front of it. Looking at the 
intensity histogram of an object might diminish the 
‘shadow interpreted as object’ error count. Shadows tend 
to have very little structure and should have a very narrow 
distribution in the histogram. It is planned to substantially 
improve the model-fitting algorithm with a more complex 
shape, where different regions are weighted with different 
strength. In turn the shadow detection rules can be 
optimized; the block elimination threshold could be varied 
according to the chosen appearance model. Thus, a much 
stricter threshold value could be chosen until unwanted 
elimination sets in. Furthermore, it is planned to use an 
appearance model for defining the shape of the 
‘neighborhood’, which is responsible for the positioning of 
centers in the image. In this way, centers should only be 
set within blobs with the right size and shape. 

Possible variations due to the block-based nature of the 
algorithm: The size of the blocks can be used to meet the 
required frame rate. In scenes with high degree of object 
size variations due to perspective the block size could be 
changed for certain areas of the image (e.g., upper third 
with half-size blocks) to increase the resolution. An 
adaptive block size changing in time or depending on the 
dimensions of the blobs is also conceivable.  

Moreover, completely different data might be stored 
within a block or center (e.g., textons [10], HOGs [11] 
etc.). The set of rules for merging of centers and their 
respective areas can be based on these other data or 
parameters.  

Since in the pre-processing stage the information of a 
block in the previous frame is reset, information about the 
last frame is lost. In future work it will be looked at how to 
use this information in order to improve the algorithm. 

 

VII. CONCLUSION 
An efficient block-based segmentation algorithm has been 
presented being capable of separating partly occluding 
objects and detecting shadows. It has been proven to 
perform in real time with a maximum duration of 47.48 ms 
per frame (for 8x8 blocks on a 720x576 image) with a true 
positive rate of 89.2%. The flexible structure of the 
algorithm enables adaptations and improvements with 
little effort. Most of the parameters correspond to relative 
differences between quantities extracted from the image 
and should therefore not depend on scene and lighting 
conditions. A minimal amount of parameter tuning is 
required, which makes the configuration simple. 

The characteristics of the proposed algorithm are 
indispensable for privacy enhancing features in video 
surveillance applications. Exploiting intrinsic shadow 
cancellation leads to a significant improvement in privacy 
protection of innocent persons without sacrificing 
performance or security, as seen in Section 4. 
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Abstract— This paper presents a novel architecture for high 

performance, scalable video surveillance systems. The goal of this 
architecture concept is the creation of an advanced, virtually 
indestructible video surveillance system with the highest possible 
performance level, even under worst-case circumstances. The 
security management process used to build up such a system is 
introduced and analyzed, with the focus on how to achieve the 
highest possible security performance level. The presented system 
was subject to several test methods and phase levels to evaluate 
system performance. From the end user’s point of view, all the 
achieved results verified the high performance and nearly 
indestructible characteristics of the system.  

 
Keywords— Video Surveillance; Performance; Availability; 

Reliability; Security Management Process; Physical Security; 
System Architecture; Quality of Service. 

 

I. INTRODUCTION 
During the last few years, the world was confronted with 
several security tragedies, bank robberies and art crimes. 
Accordingly, the advance in research and development of 
security systems, especially video surveillance systems, has 
reached a remarkable progress worldwide. However, this 
progress has in turn urged organized crime and underground 
organizations to develop corresponding advanced 
technologies. Recently masked robbers brandishing handguns 
succeeded to steal four 19th century masterpieces by van 
Gogh & Monet from a Zurich museum in broad daylight [1]. 
This incident demonstrates the lack of security management 
processes for many systems. 
 

II. AVAILABLE STATE-OF-THE-ART VIDEO SURVEILLANCE 
SYSTEMS 

Video surveillance (hereafter VS) products currently 
available on the market can be segmented into four categories: 
 
 Household surveillance products 
 Commercial small scale products 
 Commercial large scale systems 
 High Performance Surveillance Systems/Solutions (HPSS) 
 
The HPSS category is providing different levels of 
availability, reliability, integrity and performance measures in 
a scalable configuration. 
 
This paper presents a new architecture of video surveillance 
 
 

systems, with extremely high level of robustness and 
performance; subsequently the configuration and 
technological aspects are presented. Accordingly a new 
category is presented: “Advanced Nearly Indestructible Video 
Surveillance System: NIVSS” 

III. NIVSS SECURITY MANAGEMENT PROCESS 
In order to design and develop a large-scale VS system, 

which should measure up to the NIVSS standard, security has 
to be part of the planning stage. ISO 27001 [2] provides a 
general blueprint for such a security management process. 
This section gives a first idea of how this process needs to be 
customized to be specifically valid for NIVSS systems. The 
topics to fill this blueprint with can be taken from ISO 17799 
[3], which is considered the best practice collection of 
activities for security management. Fig.1 shows the selected 
topics from ISO 17799, which will be relevant for achieving 
an NIVSS standard in the future. 

 

 
 

Figure 1: Security Management Process Components,  relevant for the NIVSS 
 

According to a recent study [4] the building blocks of the 
VS security management process are the following: 
 
 Access Control takes care of all situations, where assets 
need to be accessed and can possibly be manipulated 
(modified or deleted). Here identification methods and 
technologies for authentication and authorization have to be 
evaluated for aptness; policies for the implementation have to 
be developed. The scope ranges from user management 
aspects for the users accessing the database to the privileges 
under which an application process can access the operating 
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system’s kernel processes.  
 

Modern advanced security models deal with the formalized 
description of how information flows within a system in a 
secure way. This includes the states in which a secure system 
should be. In this respect the selected security model will also 
have a distinct influence on access control [5]. 

 
Physical security in general is concerned with any kind of 

physical influence on the system. For the proposed 
architecture this will be a major concern, as it will be 
physically distributed and the locations of the cameras mainly 
a given fact. So the planning of measures against natural 
disasters as well as intentional assault will be a challenge. 
Access control of the data center on a physical level, of the 
server farms hosting the applications and of the transmission 
network is also a topic warranting utmost attention. 

 
Network security is concerned with the design of secure 

data transmission systems. This encompasses the development 
of a network architecture, which allows the separation of 
different types of networks (data, operations, security 
management, etc.), that provide secure areas (for the database) 
and demilitarized zones for data access of the various 
applications. It also deals with the lock down of the various 
network elements so that they do not provide any more 
functionality than absolutely necessary and only to those users 
(human or processes) who are allowed to access this 
functionality [6]. 

 
Cryptography deals with privacy aspects of transported or 

stored information. This is especially important as not only 
security critical data, but also personal data is sent via 
networks (possibly passing insecure channels). On the one 
hand the data must not be intercepted, on the other hand data 
must not be tampered with. Methods of how to achieve this 
and which cryptographic algorithms to choose are also a major 
concern of the VS security management process (e.g., if video 
surveillance is used across geographically distributed 
systems). 

 
Application Security is dealing with the questions 

pertaining to the secure development installation and 
maintenance of application SW. Already in the planning phase 
detailed policies need to be worked out, which describe the 
way the applications have to be implemented. 

Operation Security is concerned with all details, which 
concern the actual setup, execution and decommissioning of 
the system. The management process here needs to ensure that 
all processes are well described, operational security measures 
broken down to procedures, and operational descriptions for 
all parts of the system are present. 

 
Business continuity is a topic, which is concerned with the 

high availability of the system. In the case of a surveillance 
system this is a number of policies for the implementation of 
software (e.g., backup & restore system), of redundant 

hardware (e.g., a complete offsite backup facility) and 
procedures to follow (e.g., definition of first response team 
and its actions) in case of disruptive events. Evidently 
business continuity will also play an important role in network 
security and application security, where secure and continuous 
operations of networks and applications are being planned. 

IV. THREATS AGAINST THE NIVSS SYSTEM  
In order to define the NIVSS and its protection 

mechanisms, all types of threats against VS systems have to be 
investigated. These threats are divided into two main 
categories: The first category is the threat of content 
manipulation, i.e., forging or removing of data, or adding 
useless or misleading data. The second category is based on 
system disruption, which ranges from simple attacks like 
destruction of cameras and destroying cables to more 
sophisticated ones like network or software based attacks.  

These two types of threats are discussed for each main 
building block of the NIVSS security management process as 
follows: 
 

A. Content manipulation 
Content manipulation is defined as tampering and 

manipulation of data in the system, ranging from cameras to 
the storage of the video streams. In this section the threat of 
content manipulation is discussed for each aspect of the 
security management process. 

 
• As tampering with data is categorized as part of 

network security, content manipulation on a physical 
level is not possible.  

 
• Social engineering, using interactions to obtain 

confidential information, is considered as the greatest 
operational security threat for a VS system. 

 
• Network Security: An attack on data transferred 

between one of the cameras and the final stage of 
processing, including attacks on analog signals and 
digital TCP/IP streams. When the attacker gets in a 
position to observe and intercept data streaming, this 
is called man-in-the-middle attack. This would allow 
the forging of video data by playing pre-recorded 
video streams or by editing the actual video delivered 
by the camera. 

 
• Application Security: The goal of application security 

is to gain control over the VS system processing the 
pre-processed information or the machine storing the 
data via standard attacks like Trojans, worms, buffer 
overflows or exploiting backdoors, which causes a 
denial of service [7]. 

 

B. System disruption 
The four categories of threats in this case are: 
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• Physical Security: An attack against any hardware 
component of the VC system e.g., camera, processing 
unit, network element or power supply. This type is 
considered to be the most severe attack on the VC. 
 

• Operational Security: During updates wrong 
configuration data could be introduced into the 
system and could cause disruption. 
 

• Network Security: System disruption attacks on 
network security are most likely in the periphery and 
user interface blocks of the NIVSS. 
 

• Application Security: In this attack hackers try to get 
control over machines to manipulate content in order 
to achieve a system disruption. Furthermore, the 
traditional method of flooding the network can be 
used to achieve DoS. 
 

• The architecture of the current NIVSS system was 
designed to withstand any of the above-mentioned 
attacks. 

V. NIVSS: SYSTEM ARCHITECTURE  
To achieve maximum availability, optimal reliability and 

best performance, the NIVSS was designed according to the 
following boundary conditions [8]: 

 
• Redundant components (e.g., hardware): There must not 

be any part of the network without another component 
that can take over its function automatically. That 
means that the whole system has no single point of 
failure. 
 

• Redundant networks (including wired and wireless 
networks as well as network components such as 
switches and routers): Each part of the system has to be 
reached through an alternative route. Backup networks 
have to be in place to take over networks which are 
down or overloaded. 

 
• Tampering protection (software mechanisms to prevent 

tampering of cameras, network components and server 
hardware) 

 
• Scalability (both in terms of video analytics as well as 

network): 
The system has to be scalable up to 100.000 cameras 
and more, interconnecting multiple video surveillance 
sites. 

 
The system is divided into four hierarchical zones: 
 

• Periphery 
• Data Processing Center 
• Demilitarized Zone (DMZ) and 
• User Interfaces 

 
Each of the four zones is subject to high security conditions 
in addition to the overall security concept of the system. 
 
Periphery 

As shown in Fig. 2, the periphery zone includes: 
 

• Smart cameras: 
These cameras are analyzing the video image on 
their internal hardware and send results of this 
analysis to the data processing center. They track 
persons and vehicles, classify those and perform 
other tasks which are computationally intensive and 
which need to be done on the video images. This 
way the system stays scalable without sacrificing 
analysis quality. In addition to video analysis the 
smart cameras also encrypt and sign video streams to 
prevent unauthorized video streams from being 
injected. 
 

• Cameras with image processing units: 
These are cameras (IP or analog), which are 
connected to an image-processing unit, which fulfills 
the same tasks as smart camera. With these units, 
existing cameras can be used in the system. 
 

• Miscellaneous sensors: 
Various sensors (such as audio) help to identify 
events and tampering of cameras. Using multiple 
kinds of sensors, in addition to video, increases the 
security of the system considerably. If an intruder 
manages to tamper with a camera, injecting a video 
feed, simultaneous injection of audio material is 
more unlikely. Thus, if the system detects that sound 
does not correspond to video anymore, a tampering 
alarm can be triggered. 
 

• Wired and wireless networks: 
Video and audio sensors are connected to the  
network with CAT 6 cables and wireless LAN, thus 
creating a redundant network. If one fails, the other 
one is still delivering data. 

 
The NIVVS architecture is illustrated in Figure 2. 
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Data processing center 
Video information, including meta-information from image 

processing, is entering the "core zone" of the security system, 
the server network, through redundant firewalls with state full 
advanced package inspection and special intrusion detection 
systems. Just encrypted and correctly signed packages are 
allowed to pass. Both processing and the storage on the 
respective server hardware happen in parallel in consistency-
checked self-healing clusters. 

 
Demilitarized Zone (DMZ) 
The collected and processed information is provided to the 

security guards through application servers. These servers are 
positioned in an internal Demilitarized Zone (DMZ) just 
beside each other because there is no need for them to be 
clustered. To protect the inner and core server nodes, solely 
reading rights on selected data are granted for these 
application servers. The network outside the DMZ is a virtual 
network with no machines connected directly to it; even 
though it should be physically built of multiple firewalls for 
security and reliability reasons. The only function of this 
network is to be the endpoint of the secured tunnel 
connections from the client applications and application 

networks. 
User Interface 
Relevant information from the NIVSS is presented to the 

user on various interfaces, including terminals, PCs and 
mobile devices (such as PDAs), which are used by security 
guards on patrol to get live alarms instantaneously to react to 
security breaches. In addition to the interfaces for the end user, 
operation and maintenance personnel have the right to define 
suspicion rules and conditions to be detected by the system. 
 

Redundancy in the system 
At the camera level power and the network connections 

have to be redundant. To guarantee this with analog cameras is 
anything but trivial. To reach this in digital systems based on 
computer network protocols is more simple. For power 
redundancy, power over Ethernet (PoE) can be used aside 
local power and buffer batteries. Parallel networks can be 
based on different media from copper wires over different 
optical to radio communication. Especially for a camera the 
cooperation of radio networks and wired connections, that can 
be attacked only in completely different ways, is essential. 
Wireless communication is another advantage of digital 
systems. There, protection against tapping is a must on any 

 
Figure 2: System architecture of the NIVSS system 
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network leaving a single secure room: Here, multi-tier 
encryption (application and network level) and signing 
provide protection must be implemented. The same applies to 
any communication channel [9-10] connecting nodes that are 
not servers in the same secure server room and physical 
redundant networks within this room. 

 
Firewalls 

The use of firewalls and separate networks for such a 
system is essential. However, firewalls should not be the only 
protection in the communication for clients. Furthermore, a 
security system must not only ever be connected to highly 
insecure networks like the internet or ‘normal’ corporate 
networks, but also an application server in an internal DMZ is 
required. This server has the most limited reading rights and 
connection rights in the primary server network. The 
processing servers and the DBMS servers have to be clustered 
as a consistency checked self-healing system. A well 
designed, maintained backup system is necessary, as well as 
an indestructible power supply including UPS, emergency 
power, over voltage and short circuit protection. 

VI. VANDALISM, SABOTAGE AND NATURAL CATASTROPHIC 
SCENARIOS 

A system level failure is defined as the status of having a 
single non observed point or no alarm upon detecting a 
suspected object/person/behavior. Following scenarios of 
attack, destruction or vandalism against the system are 
discussed taking into account the system structure. 

 

 
Figure 3: Attacks on a Single Site NIVSS 

 
The periphery zone involves all the equipment outside the 

secured processing center. This includes cameras, image 
processing units attached directly to cameras and all 
networking connections and devices. Fig. 3 shows the 
infrastructure of a single site surveillance system, where all 
cameras and equipments are in the same VS centre, e.g., the 
main railway station, with the VS operation center directly 
connected to the central security authority or police station. 
Similarly, Fig. 4 illustrates attack attempts on a multiple site 
VS system, e.g., a large-scale airport, with several terminals 

and scattered infrastructure. Each of them is equipped with a 
local VS system, which is interconnected to the central VS 
operation & control room. 

 
Four attack points or points of failure were identified. In 

attack-point 1 one of the cameras is destroyed or damaged. 
The system automatically detects such an event and causes an 
alert to be triggered and the task of the damaged camera is 
immediately covered either by the redundant camera or by one 
in the vicinity. In attack-point 2 the network connection is 
interrupted: The camera now uses full wireless transmission, 
and an alert describing the network failure is being sent. 

 
In attack-point 3, the wireless network is jammed. However, 
the system can still rely on the cable connections and an alarm 
will be set off. If the attacker starts with the wired network, 
the system will switch into wireless mode and trigger an alarm 
immediately; hence the attacker will be stopped. 

 
Attack-point 4 resembles an attack on one of the data 
processing servers or a storage server. Both these events will 
not affect the entire system, because each component is 
redundant, and the system will automatically distribute the 
load of the failed unit to the others. Measures of the required 
redundancy will be discussed in future work. 

 
Even in case of disaster or natural catastrophes, where the 

whole surveillance site is under attack, an alert would be 
reported immediately to the authorities. 

 

 
 

Figure 4: Attacks on a Multiple Site NIVSS Infrastructure. 
 

VII. CONCLUSION 
This paper presented a new security management process used 
to build a nearly indestructible, high-performance video 
surveillance system. Subsequently, a novel architecture for 
such a system was presented and analyzed. Accordingly, this 
video surveillance system was tested, validated and verified 
while running in real time at the highest possible performance 
level, even under worst-case circumstances, identifying 
different types of threats and corresponding counter-measures.  
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A patent application was filed for the NIVSS system 
architecture. 
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Abstract—The P2P technology is very popular to share several 
kinds of contents such as mp3 and video in the Internet. 
Recently the structured P2P has been studied widely, and there 
are many P2P algorithms such as Pastry, CAN, Chord, 
Tapestry and so on based on the Distributed Hash Table 
(DHT). As these structured P2P provides the context-aware 
routing, content can be shared among user-peers without help 
of any servers. However, the general users are used to utilize 
the keyword-based search engine in the Internet for searching 
content, and the structured P2P supports only the exact 
matching. Hence, a keyword-based searching algorithm is 
required. In this paper we propose a search function in Pastry 
– one of the structured P2Ps. The search function is designed 
using PAST which is the file storage system of Pastry. 

Keywords-Search Function; Structured P2P; Pastry; PAST; 
DHT 

I.  INTRODUCTION 
The P2P technology is very popular to share several 

kinds of contents such as mp3 and video in the Internet.  
From year 2000 various structured P2P technologies have 
been announced to access the contents without the server [1-
3]. Most of them are based on the Distributed Hash Table 
(DHT), so that if the name of the contents is known, the 
location of the contents can be found without help of any 
servers. 

When we want to use services in the Internet, we are 
used to find something using a couple of keywords through 
search engine in the web. Because of that, as you know, there 
are many search engines in the Internet nowadays. So, some 
people may guess the structured P2P does not need the 
search function because if we only know the name of 
contents, we can be routed to a location of the service that 
we want.  That is one of the advantages of the structured P2P 
over the unstructured P2P. But, the general users are not 
familiar with such way. That is, users generally do not know 
the exact name of contents they want. They ordinarily know 
a couple of keywords or remember only some parts of the 
name. 

As the structured P2P operates with no servers, the user-
peers cannot ask to search something to a search engine. 
With the exact name of the content, they just trust the 
structured P2P to take users to where the content is without 
searching operation. In other words, if you do not know the 
exact name, you never can go to the node having the content. 
If we want to provide the search function to users, the 

existing server based search algorithms to provide location 
information of content cannot be applied because the 
structured P2P assumes no server.  Therefore, as the nodes of 
a peer-to-peer network cannot rely on a central server 
coordinating the exchange of content location, they are 
required to actively participate by independently and 
unilaterally performing tasks such as searching for other 
nodes, locating content. 

There have been recent works related with the search 
function in P2P networks. [11] introduces several structured 
P2P technologies and describes required functions and issues 
for them. [4] outlines a research agenda for building complex 
query facilities on top of the DHT-based P2P systems. 
Lundgren et al. [5] propose a search engine called SCAN on 
Pastry. [6, 7] says P2P keyword searching based on DHT. 
Also, there are other approaches to design new DHTs for 
peer to be routed to the content without searching function 
[12] [13]. Although these works verify need of the search 
function in the structured P2P network, no one has proposed 
the keyword-based search function without the server. 

Pastry [2] used in this paper is a structured P2P overlay 
network as the location and routing substrate that is efficient, 
scalable, fault resilient, and self organizing. It represents a 
second generation of peer-to-peer routing and location 
schemes along with Tapestry [8], Chord [1] and CAN [3]. 
Pastry assigns the unique identifier from a circular 128-bit 
namespace to every node and every object as a nodeId and 
key, respectively. When a message and a key are given, the 
message can be efficiently routed to the node with the nodeId 
numerically closest to the key. It guarantees a definite 
answer to a query in a bounded number of network hops. 
Also, Pastry assumes an existing infrastructure at the 
network layer, and the emphasis is on self-organization and 
the integration of content location and routing. In the 
viewpoint of scalability, it can be noticed that Pastry nodes 
only use local information. The global information exchange 
in the routing algorithms limits the scalability, necessitating 
a hierarchical routing architecture like the one used in the 
Internet. In addition, Pastry achieves network locality so that 
the entries in the routing table of each Pastry node are chosen 
to be close to the present node according to the proximity 
metric. With these merits, we have chosen Pastry as the 
platform to develop P2P based applications in the further 
research. 

PAST [9] is an application of Pastry as the P2P storage 
system. Replicas of an object are stored at the k nodes whose 
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nodeIds are the numerically closest to the object’s key as in 
Figure 1. PAST also maintains the invariant that the object is 
replicated on k nodes, regardless of node addition or failure.  
Since nodeId assignment is random, these k nodes are 
unlikely to suffer correlated failures.  

 
Figure 1.  PAST operation in the Pastry ring 

In order to develop the search function in Pastry, first we 
need to summarize the characteristics of the DHT in the 
aspect of search function.  

· When the id of an object is known, we can access 
the node having the object directly and get it. That is, 
Pastry is content-addressable. It is because Pastry 
uses a name space for both nodes and objects and the 
object is stored in a node with nodeId identical to the 
object id.  

· The id is uniquely generated by the hash function. 
As a similar keyword does not generate a similar 
hash code, an object’ id is independent from id of 
other objects with the similar name. 

· Pastry supports DHT based exact matched searching, 
but provides no facilities to search objects or nodes 
with related keywords. 

We can easily imagine that when a user uses network 
based applications, he or she may want to begin with 
searching some contents by related keywords. As the exact 
content names are not usually known in most of cases and 
some people may want to know a list of more things than the 
exact content as what they want, keyword-based search 
function must be supported, although Pastry provides the 
content-addressability.  

The rest of this paper is organized as follows. Section 2 
describes the related work. Section 3 presents the design of 
search function in Pastry and Section 4 briefly explain it with 
a scenario. Section 5 shows performance evaluation and we 
conclude in Section6. 

II. RELATED WORK 
There have been recent works for search function in P2P 

networks. A system to support complex queries over 

structured peer-to-peer systems is proposed in [4]. This 
approach relies on the underlying peer-to-peer system for 
both indexing and routing, and implements a parallel query 
processing layer on top of it. 

[5] proposes a search engine called SCAN to effectively 
perform distributed user lookup based on Pastry.  This paper 
has the same approach as the keyword-based search engine, 
but it encodes Content meta-data e.g., keywords using ASCII 
table, into a set of Pastry keys for NodeIds that are inserted 
into the network. [6, 7] says peer-to-peer keyword searching 
and are based on DHT. But they propose the mechanisms for 
collaboration among peers as the search engine servers 
sharing indices. 

[13] is the searching algorithm for a structured P2P -
CAN in [3]. It proposes a searching algorithm named 
Recursive Partitioning Search (RPS) and develops the DHT 
properly modified for the searching function. This approach 
is intended to build the modified DHT and perform the 
blind searching. [12] proposes a peer-to-peer information 
retrieval system to support content- and semantic-based 
full-text searches. It also modifies the DHT of CAN, and 
presents resources and queries as vectors so that documents 
in the network are organized around their vector 
representations using a ranking algorithm. [14] is a 
extension from [12] to use a two-phase distributed semantic 
indexing method. [15] also proposes to modify the DHT, 
but it takes the Ontology approach. 

Compared to the above works, we intend to design a 
keyword-based searching function. Usually such a search 
function is supposed to need the server operation, but we 
are sure that if we utilize PAST - the P2P storage of Pastry 
we can develop an efficient and scalable searching function 
specified to Pastry. 

III. DESIGN OF SEARCH FUNCTION IN PASTRY 
The structured P2P uses the DHT to find the requested 

contents by using the content’s exact name without servers 
such as DNS. It supports only the exact matching. It is 
because as the DHT is based on the hash function, similar 
keywords produce entirely different results. However, users 
usually want to search what they want by using a couple of 
interesting keywords and get the list of the available contents.  

We have designed the search function in the Pastry. We 
assume that every Pastry object has one or more keywords 
and the owner of the object register the keywords when he 
joins the Pastry ring. A couple of points should be 
considered for design of the search function as follows: As 
the node id and the object id are hashed in the Pastry, every 
id is independent each other. So, object ids hashed with 
keywords related to the object must be independent from an 
object id hashed with object’s name. But the general users 
want to search objects by using one or more related 
keywords. Secondly, we should find where the owner of the 
object can store the keywords. This question arises because 
we do not want to lean on any server storage. 

In this paper we have resolved them by using the P2P 
storage – the PAST. When an object joins the Pastry ring, it 
stores every keyword in the PAST as follows: n hashed 
keywords and the object’s id are stored as n pairs of the 
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content’s names and the content itself like (h1, N), (h2, N) … 
(hn, N) through a PAST command – Insert as in Figure 2. 
Then, when a peer wants to find the object by one or more 
hashed keywords, he can try to find the object’s id through a 
PAST command like Lookup(h3) and get the object’s id, N. 
As we can expect, the more popular the keyword is, the more 
objects’ ids the Lookup function returns. Then, this search 
function returns a list of objects and the most overlapped ids 
in the Lookup results are ahead listed up. 

 

 
Figure 2.  Storing and Searching keywords in PAST 

PAST itself provides the robust P2P storage system by 
storing the replicas in the leaf set nodes. And, the objects 
stored in PAST are maintained as replicated on k nodes, 
regardless of node addition or failure. Therefore, the 
proposed search function based on the PAST is expected to 
be robust, too. 

IV. A SIMPLE SCENARIO 
If we think a rose as a Pastry content, it may have some 

keywords such as flower, red and thorn. And, if codes of the 
keywords – flower, red and thorn can be hashed as h1, h2 and 
h3, the pairs of (h1, rose), (h2, rose) and (h3, rose) can be 
stored using PAST command – Insert. Also, for keywords - 
star, red, energy and center hashed as h4, h2, h5, h6 in case of 
sun, the pairs of (h4, sun), (h2, sun), (h5, sun) and (h6, sun) 
can be stored in PAST. 

Then, when a user want search an object with two 
keywords – flower and red, by using the hashed id h1 of 
flower and the hashed id h2 of red we can search the object 
like Lookup(h1) and Lookup(h2). Two lookup commands 
may return results as (rose) and (rose, sun) respectively. 
From these results the user can get a list as the search result 
in a way that the most overlapped object is first displayed. So, 
the user gets rose as the most related object. 

V. PERFORMANCE EVALUATION 
As the proposed search function is based on PAST, we 

think it could be robust and scalable like the characteristics 
of PAST. In order to evaluate the performance, we have 
simulated it on the open source code of the FreePastry [10]. 

For the simulation environment, we have run the 
FreePastry version 2.1 with JAVA JDK 6 on a Microsoft 
Window XP machine. The FreePastry is implementation of 
the Pastry as well as PAST. It could operate on the real 
network, but we have done the simulation on the Network 
Simulator of the FreePastry. We have selected the 
EuclideanNetwork as the network topology in the simulator. 
As we use the virtual clock in this simulation environment, 
we assume there is neither error nor delay in the network. 

 
Figure 3.  Time for Creating nodes in Pastry ring 

As the starting point, we have measured time for creating 
nodes in the Pastry ring as in Figure3. We have measured 
time for the following number of nodes: 10, 20, 30, 50, 100, 
300, 500 and 1000. Although measured time increases 
according to the number of nodes, we can know the averaged 
time per a node is almost constant near 4 seconds. 

 
Figure 4.  Time to retrieve five keywords 
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We have measured time to retrieve keywords as the 
Lookup time. We have assumed each node has five 
keywords. Every node simultaneously puts the Lookup 
command to retrieve a keyword five times, and measures 
time for a node to retrieve all of five keywords in cases of 
the following number of nodes: 10, 20, 30, 50, 100, 300, 500 
and 1000. Figure 4 shows the measured time for the Lookup. 
The Lookup time for querying five keywords is almost flat 
near 2 seconds regardless of the number of nodes. From this 
figure we can say this search function is scalable. 

 
Figure 5.  Insert time in 100 nodes 

 
Figure 6.  Lookup time in 100 nodes 

Figure 5 and Figure 6 show the Insert time and the 
Lookup time when varying number of keywords for 100 
nodes. In Figure 5 every node simultaneously issues the 
Insert commands of the number of keywords to store a 
keyword, and measures time for a node to store all keywords 
in cases of the following number of keywords: 5, 10, 50 and 

100. The Insert time is shown to increases according to the 
number of keywords. However, the measured time per a 
keyword is 1.07, 1.04, 1.61 and 1.34 seconds in each case. 
These values look rather flat.  

Figure 6 is the same case as the Figure 5, except the 
Insert command is replaced with Lookup. The Lookup time 
increases according to the number of keywords. But, the 
Lookup time per keyword is just 24, 26, 8.4 and 5.4 
milliseconds, and it looks decreasing. We think it is due to 
parallel processing of retrieving keywords. When the number 
of keywords is small, its effect is a little shown, but as the 
number of keywords increases the parallel processing gets 
the effect. Therefore, we think the Lookup time get no effect 
from the number of keywords. 

With the results in the above, we can conclude our search 
function is scalable. Therefore, we can say it could be 
valuably utilized in the Pastry based applications. 

VI. CONCLUSION 
Since many structured P2P algorithms are proposed and 

developed recently, there are so many tries to use one of 
them to develop various P2P systems. Our team has also 
tried to develop a system in Pastry, but we realize we need a 
search function. We wanted to use some keywords to 
discover content object, but we could not. As we have 
described, the structured P2P provides only the exact 
matching. 

We have proposed a search function and evaluate the 
performance to be scalable. We can see it gets little effects 
from the number of nodes as well as the number of keywords. 
Pastry is a popular structured P2P platform and PAST is 
provided as an open source as the well matched system. If 
the DHT should be developed in other way for the search 
function, applying the Pastry to a system development is 
difficult. But, as we just use the original Pastry DHT with 
PAST, we think we can keep the advantages of Pastry DHT 
to apply Pastry to develop a system. PAST itself is already 
proven robust and scalable. Therefore, we think our system 
can be scalable. Also we expect it could be robust. We 
expect the proposed search function could be applied to 
various developments in the near future. 
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Abstract—Although layered P2P streaming is perfectly adapted 
to heterogeneous network environments and heterogeneous 
user requirements, it suffers from bad delay performance like 
single-layer P2P streaming. In this paper, we analyze new 
characteristics of Pull-based P2P chunk scheduling problem 
caused by layered coding, and propose a Pull-based scheduling 
problem model aimed at enhancing the delay performance 
under the guarantee of video quality for layered P2P streaming. 
And then we put forward a heuristic chunk scheduling 
algorithm with aperiodic scheduling interval, where technique 
for order preference by similarity to ideal solution (TOPSIS) is 
utilized to solve several multiple-attribute decision making 
problems. Finally, we develop a new metric comprehensively 
evaluating video playback quality and delay performance, and 
simulations illustrate that our algorithm can greatly 
outperform the existing classical related work by a small 
increase in control overhead. 

Keywords-layered P2P streaming; heterogeneous peers; 
chunk scheduling; delay performance; MADM-TOPSIS 

I.  INTRODUCTION  

P2P Streaming wins a big success in the large scale 
streaming systems in recent years due to low deployment 
cost and high scalability.  And the development of Mobile 
access technologies (like 3G and LTE) and widespread 
adoption of broadband residential access make it possible 
that computers, mobile phones and set-top boxes share video 
streaming in Peer-to-Peer in the emerging scenario, i.e., 
heterogeneous network resources (especially bandwidth 
resources) and heterogeneous user requirements (especially 
subject to user terminals’ limit, like display capacities). 
Layered coding is a promising solution adapted to the 
emerging scenario [3]. Accordingly, layered P2P streaming 
has drawn great interest in recent years [6][7][8][9][12]. 

Mesh-Pull P2P streaming has been proved with higher 
practicability, scalability, capability of coping with peer 
churn and bandwidth utilization than other P2P solutions by 
the success deployments of many commercial softwares, like 
PPStream [1], PPLive [2] and so on. However, it suffers 
from bad delay performance [4][5], and this problem would 
be much worse in layered P2P streaming. The delay origins 
from two aspects: overlay construction and chunk scheduling. 
On one hand, there are many related work [6][7] to focus on 
the overlay construction to meet QoS requirements. On the 
other hand, much work about chunk scheduling for layered 
P2P streaming aims to maximize the system’s throughput 

[6][8].  However, to the best of our knowledge, there is no 
work about Pull-based chunk scheduling to optimize its 
delay performance under the guarantee of video quality for 
layered P2P streaming.  

In this paper, we focus on the Pull-based chunk 
scheduling problem of layered P2P streaming to enhance the 
delay performance under the guarantee of video quality in 
the emerging scenario of heterogeneous upload and 
download bandwidth, heterogeneous and dynamic 
propagation delays, and heterogeneous requirements of video 
quality, where computers, mobile phones and set-top boxes 
share video streaming. First, we analyze new challenges 
brought by layered coding to Mesh-Pull P2P streaming, and 
then propose a chunk scheduling problem model to minimize 
the delivery time in a scheduling interval. Secondly, we put 
forward a TOPSIS-based, variable scheduling interval and 
heuristic Pull-based scheduling algorithm. Simulations 
illustrate that our algorithm can outperform the existing 
classical solutions. 

The rest of the paper is organized as follows.  Section II 
presents the related work.  Section III describes new 
challenges and chunk scheduling problem model of layered 
P2P streaming.  Section IV introduces our scheduling 
algorithm. We show the simulation results in Section V.  
Finally, Section VI presents our conclusion. 

II. RELATED WORK 

We briefly review the main chunk scheduling solutions 
for layered P2P streaming.  

PALS [9] focused on the Mesh-Pull chunk scheduling 
problem, adopted a diagonal chunk priority order method 
and employed a Round-Robin method to request chunk. [10] 
aimed at optimizing the streaming transmission performance 
in mobile ad-hoc network. LION [11] utilized alternative 
paths and network coding to improve throughput. [12] 
studied the video-on-demand media distribution problem and 
put forward a peer-to-peer streaming solution which focused 
on how to optimally allocate the desired layers among 
multiple senders. In brief, these works aimed at maximizing 
the system throughput or delivering the satisfying number of 
layers according to available bandwidths. However, they 
ignored an important user experience, i.e., startup delay, and 
they did not simultaneously optimize delay performance and 
throughput so as to have longer startup delay. Therefore, we 
expect to decrease the startup delay caused by chunk 
scheduling under the guarantee of video play quality.  
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III.  CHUNK SCHEDULING PROBLEM MODEL 

In this section, we will analyze new characteristics of 
layered P2P streaming, and then propose a problem model 
for layered P2P streaming. 

A. New Characteristics of Layered P2P Streaming 

Layered coding [3] can be adapted to the emerging 
scenario where mobile terminals, personal computers and 
set-top boxes share the video streaming in Peer-to-Peer way. 
And compared with traditional P2P streaming, layered P2P 
streaming has new characteristics as follows: 

• Layer characteristic of a chunk: layer characteristic 
should be considered because decoding of chunks in 
upper layer depend on that chunks with the same 
time identifier have been obtained in all lower layers. 

• Heterogeneous video quality requirements: peers 
have diverse video quality (i.e., number of layers) 
requirements because of limits of different download 
bandwidths, different terminals’ screen sizes and so 
on.  

• Congestion in download bandwidths of peers: study 
on traditional P2P streaming in Internet usually 
assumes that download links of peers are not the 
bottleneck link [5] so that the number of neighbor 
peers delivering chunks is generally not limited. 
However, in the emerging scenario vast diversity 
among peers’ download and upload bandwidths 
results in that download links of peers may be the 
bottleneck links. Therefore, a peer can only receive 
chunks simultaneously from limited number of 
neighbor peers in a scheduling interval so as not to 
the congestion in its download link.  

These new characteristics must be considered in the 
model of chunk scheduling problem. 

B. Problem Model for Layered P2P Streaming 

In Pull-based chunk scheduling approach, each peer 
generally requests absent chunks in its request window from 
its neighbor peers autonomously and periodically. We pay 
close attention to how to get an optimal chunk assignment 
for a peer in a scheduling interval in which absent chunks as 
more as possible can be obtained in the shortest time, in 
order to improve the delay performance under the guarantee 
of video quality. For the scheduling problem of layered P2P 
streaming, we will consider the following factors: 

• Absent chunks of a peer and their availabilities in its 
neighbor peers. 

• Chunks’ time and layer characteristics. 
• Heterogeneous video quality requirements of peers. 
• Heterogeneous and constant upload and download 

bandwidth of peers (It can be extended to variable 
bandwidth scenario by utilizing bandwidth 
measurement or prediction approaches [19], which is 
not what we cares about.) 

• Congestion avoidance by limiting the number of 
neighbor peers delivering chunks. 

• Heterogeneous and dynamic propagation delays 
among peers. 

Suppose decision variable iljkθ ∈{0,1}, “ iljkθ =1” means 

that scheduling peer Pr (any peer in the system) assigns the 
chunk Cjk to the neighbor Pi, and Pi will send Cjk as the l th 

of assigned chunks to Pr; otherwise “ iljkθ =0”.  

According to above consideration, we model Pull-based 
scheduling problem for layered P2P streaming in merging 
scenario as an integer programming problem to minimize the 
delivery time of absent chunks (i.e., the objective function) 
under the condition of ensuring the number of delivered 
chunks as more as possible (Constraint k)): 
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    The symbols are defined in TABLE I. The delivery time in 
this scheduling interval is the maximum of delivery times of 
N neighbor peers, as shown in Constraint a). Constraint b) 
introduces that the propagation delay of request message, 
transmission delay of chunks and propagation delay of 
chunks should be considered when evaluating the delivery 
time of chunks assigned to Pi. Constraint c) shows the 
number of chunks assigned to neighbor Pi. Constraint d) 
requires chunk Cjk can be assigned to neighbor Pi only if the 
neighbor Pi has the chunk Cjk. Constraint e) introduces how 
to quantify the delivery time of a chunk Cjk, like the 
quantification of Ti. Constraint f) requires that chunk Cjk 

must be obtained in its deadline. Constraint g) requires a 
chunk can be assigned to one neighbor peer at most. 
Constraint h) requires a neighbor Pi delivers one chunk at 
most to Pr in l th sequence. Constraint i) requires a neighbor 
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TABLE I.  NOTATIONS 

Symbols Description (all the symbols are confined to a scheduling interval; delivery time is the absolute time; time unit, i.e., 
K*X/Rate, is the absolute time of K chunks with the same time identifier due to the layered partition of video.) 

T Delivery time of chunks from requested to obtained by scheduling peer Pr 
Ti Delivery time of chunks assigned to neighbor Pi from requested to obtained by scheduling peer Pr 
dri Propagation delay from scheduling peer Pr to neighbor Pi 
dir Propagation delay from neighbor Pi to scheduling peer Pr 

Numi Number of chunks assigned to neighbor Pi 
Cjk 

 
Identifier of chunk representing jth time unit and kth layer (K is the maximum number of video layers; J is the maximum 

number of time units of video) 
Hijk  ∈{0,1} “H ijk =1” denotes neighbor Pi has the chunk Cjk; otherwise, “Hijk =0” 

tijk Delivery time of chunk Cjk  by neighbor Pi 
X Size of a chunk 

Rate Bit rate of video playback with K layers 
Bir Available upload bandwidth from neighbor Pi to scheduling peer Pr 
Dr Download bandwidth of scheduling peer Pr 

Deadline(Cjk) Playback deadline (absolute time) of chunk Cjk 
Priority(Cjk) Priority value of chunk Cjk 

pr ∈{1,2,…,J} Number of time units of chunk being about to be played by scheduling peer Pr 
WA Number of time units held by A area 
WB Number of time units held by B (i.e., urgent) area 
WC Number of time units held by C (i.e., loose) area 
Sr Set of absent chunks in request window of scheduling peer Pr (Sr ={ Cjk | Hijk =0, k≤K, pr≤j≤pr + WB + WC }) 

M jk∈{0,1} “M jk =1” denotes chunk Cjk can be provided by some neighbor peer (i.e., ∑N
i=1 Hijk≥1); otherwise, “Mjk =0” 

 
Pi can deliver a chunk in higher sequence to Pr only if there 
are assigned chunks in all the lower sequences of Pi in order 
to reduce the delivery time of chunk. Constraint j) requires a 
chunk can be assigned to some neighbor only if all the 
chunks in the lower layers have been assigned, in order to 
decrease the number of chunks which cannot be decoded. 
Constraint k) requires that sum of all the assigned chunks’ 
priorities should be bigger than α times of sum of all the 
chunks’ priorities, which can be provided by neighbors, 
which ensures the video play quality; Constraint l ) requires 
sum of upload bandwidths of neighbors delivering chunks to 
Pr is less than or equal to the download bandwidth of Pr so as 
not to the congestion in its download link. Constraint m) 
shows “g(Numi) =1” represents neighbor Pi will deliver 
chunks to Pr, otherwise “g(Numi) =0”.  

Formula (1) is called distributed and local delay-optimum 
chunk scheduling problem model under the guarantee of 
video quality for layered P2P streaming. The integer 
programming problem is a NP-hard problem with N|Sr| 
combination solutions [13], where |Sr| is always a large 
number. Therefore, we propose a distributed and heuristic 
scheduling algorithm to solve the problem. 

IV.  TOPSIS-BASED SCHEDULING ALGORITHM 

According to the above problem model, we propose a 
heuristic and TOPSIS-based chunk scheduling algorithm for 
layered P2P streaming. First, we’d like to emphasize its four 
important problems:  

1) Priority ordering problem: Considering the 
characteristics of chunks in layer and time (i.e., some chunks 
must be obtained as soon as possible, and other chunks can 
be obtained later), scheduling peer Pr should order its absent 
chunks by their importance to Pr and assign the chunk to 

some neighbor peer one by one following the chunk priority 
sequence; 

2) Candidate neighbor selection problem: Due to the 
limit of download bandwidth, Pr should select candidate 
neighbor peers used to deliver chunks from its neighbor 
peers in order to avoid the congestion;  

3) Chunk assignment problem: Pr should assign a chunk 
to a neighbor which deliver the chunk and chunks assigned 
in the shortest time;  

4) Aperiodic scheduling interval: too long or too short 
scheduling  interval would result in the longer delay or more 
repeated chunks, therefore we develop an aperiodic 
scheduling interval based on delivery time of absent chunks 
in each scheduling interval to reduce the delay or number of 
repeated chunks. 

TOPSIS [14] is utilized in the following design to solve 
the MADM problems. Due to the limit of space, we do not 
introduce the TOPSIS in detail. As described in [14], we can 
quantify and order the alternatives according to performance 
data for n alternatives, attributes and their weights. 

B. Chunks’ Priorities Ordering 

For layered coding, the video stream is encoded into 
several layers, and each layer is partitioned into chunks. 
Thus each chunk (Cjk) has a layer ID (i.e., k) and time unit 
ID (i.e., j). Buffer, shown in Figure.1, is divided into three 
parts: A area, B area (also called urgent area or playback 
window) and C area (also called loose area). A area stores 
video chunks just played. Urgent area is close to playback 
point, and each new peer cannot start playing the video until 
obtaining the large part of or all the chunks in this area. 
Request window is composed of B and C area and a peer 
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hopes to request absent chunks in request window from its 
neighbor peers in each scheduling interval.  

Quantifying and ordering the absent chunks is a MADM 
problem and we adopt TOPSIS to solve the problem. 
According to characteristics of layered coding, four attributes 
should be considered as follows: 

 
Figure 1.  Design of Buffer 

• Layer ID of chunk Cjk (denoted as Property1(Cjk)): 
the priority of Cjk increases with the decrease of its 
layer ID.  
Property1(Cjk)= k                                                     (2) 

• Number of chunks which cannot be decoded due to 
the absence of chunk Cjk (denoted as Property2(Cjk)): 
the priority of the chunk increase as the decrease of 
its Property2(Cjk). 
Property2(Cjk)= ∑K

s=k+1Hrjs                                     (3) 
• Number of neighbors having chunk Cjk (denoted as 

Property3(Cjk)): the priority of Cjk increases with the 
decrease of its Property3(Cjk), because this strategy 
can achieve good performance [15][16]. 
Property3(Cjk)= ∑

N
s=0Hsjk                                      (4) 

• Number of time units of the playback deadline of 
chunk Cjk (denoted as Property4(Cjk)): the priority of 
Cjk increases with the decrease of its Property4(Cjk). 
Property4(Cjk)=j-pr                                                  (5) 

Considering the characteristics of urgent and loose areas, 
we design the chunk priority algorithm as follows: 

1) The priorities of chunks in urgent area are higher than 
ones of chunks in loose area, because chunks in urgent area 
are closer to playback point. 

2) Scheduling objective of chunks in urgent area is to 
reduce the number of chunks which cannot be decoded, and 
to obtain video chunks with more layers (i.e., higher video 
quality). Therefore, we consider three attributes: Property1、
Property2 and Property4. And the corresponding weights are 
ωB1、ωB2 and ωB4, whereωB2 >ωB4>ωB1 (ωB2+ωB1+   
ωB4=1). ωB2 is the largest value in order to decrease the 
number of chunks which cannot be decoded to improve the 
video play quality. The set of absent chunks in this area is SrB 

(={C jk | Hrjk =0, k≤K, pr≤j≤pr + WB, Mjk=1}). According to 
TOPSIS, performance data anm (n=| SrB |, m=3) of chunks 
obtained by Formula (2,3,5), monotonicity and weight of 
each attribute are put together to quantify the chunks’ 
priorities, denoted as PriorityrB (Cjk), and order the chunks. 

3) Scheduling objective of chunks in this area is to 
obtain more chunks so that these chunks with a high video 
quality can enter the urgent area. Therefore, we consider 

three attributes: Property1、Property3 and Property4. And the 
corresponding weights areωC1、ωC3 and ωC4, whereωC3 >
ωC1 and ωC3 >ωC4 (ωC1+ωC3+ωC4=1). ωC3 is the largest 
value to increase the number of assigned chunks. The larger 
ωC1 leads to higher video playback quality while the larger
ωC4 brings higher playback continuity. Therefore, ωC1 and 
ωC4 are a tradeoff between playback quality and playback 
continuity. The set of absent chunks is SrC (={C jk | Hrjk =0, k
≤K, pr+ WB≤ j≤pr + WB + WC, Mjk=1}). According to 
TOPSIS, performance data anm (n=| SrC |, m=3) of chunks 
obtained by Formula (2,4,5), monotonicity and weight of 
each property are put together to quantify the chunks’ 
priorities, denoted as PriorityrC (Cjk), and order the chunks. 

Utilizing the above chunk priority algorithm, the 
priorities of chunks in Sr (=SrB∪SrC) can be quantified, and 
we can obtain a chunk sequence  (C1,C2,…,CS) with S=| Sr |. 

C. Candidate Neighbor Selection 

Scheduling peer should choose as more neighbor peers 
with higher performances as possible as candidate neighbor 
peers whose upload bandwidths’ sum is less than or equal to 
its download bandwidth to avoid the congestion. 

We adopt TOPSIS method to quantify neighbors’ 
importance index Iri (i.e., the importance degree of neighbor 
peer Pi to scheduling peer Pr). Two factors affecting Iri are 
the chunks owned by neighbor peer and the capability of 
neighbor peer delivering chunks. 

First, we adopt the sum of priorities of chunks needed by 
Pr and owned by Pi to evaluate the first factor, because 
different chunks have different priorities or importance for Pr. 
Considering the design of urgent area and loose area, we take 
sum of priorities of chunks owned by Pi in urgent area and 
sum of priorities of chunks owned by Pi in loose area as two 
attributes (PRBi and PRCi): 

ijkH Priority ( )
jk rB

Bi rB jk
C S

PR C
∈

= ∑                               (6) 

ijkH Priority ( )
jk rC

Ci rC jk
C S

PR C
∈

= ∑                              (7) 

The corresponding weights of PRBi and PRCi are ωB and 
ωC, where ωB >ωC. That is because chunks in urgent area 
are closer to playback point and more important to video 
play quality. With the rise of ωB or ωC, Iri increases. 

Secondly, the capability of neighbor peer Pi delivering a 
chunk (denoted as Performancei) is the third attribute, which 
is evaluated by the propagation delay of request message, the 
propagation delay of a chunk and transmission delay of Pi : 

Performancei=X/Bir+dri+dir                                           (8) 
The Iri of neighbor peer decreases with the increase of 

Performancei. The corresponding weight of this attribute is 
ωP. Candidate neighbor peer selection is greatly related to 
the current scheduling situation and the number of chunks 
owned by candidate neighbor peers affects the number of 
chunks which can be delivered, so ωB +ωC >ωp (ωB +     
ωC+ωp =1). 

According to TOPSIS, performance data anm of neighbor 
peers (n=N, m=3), monotonicity and weight of each attribute 
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are put together to quantify the Iri. 
By Iri, we can order the neighbor peers and obtain the 

decreasing sequence (P1,P2,…,PN). The candidate neighbor 
selection algorithm is to choose the first Nr neighbor peers so 
that sum of these Nr neighbors’ upload bandwidths is equal 
to scheduling peer’s download bandwidth. Maybe, the 
upload bandwidth of PNr cannot be fully utilized due to the 
limit of scheduling peer’s download bandwidth. Therefore, 
the set {P1,P2,…,PNr } is the candidate neighbor peers set. 

D. Delay-Optimum Chunk Assignment 

For the chunk sequence (C1,C2,…,C|Sr|) and candidate 
neighbor peers set {P1,P2,…,PNr }, scheduling peer choose a 
neighbor peer in {P1,P2,…,PNr} for each chunk one by one 
following the chunk sequence. Due to the same chunk size, 
the delivery time of a chunk only depends on the 
transmission bandwidth of a neighbor peer and propagation 
delay between the neighbor and scheduling peer. Therefore, 
delay-optimum chunk assignment algorithm is that 
scheduling peer greedily chooses the neighbor peer which 
meets the formula (9) (i.e., choosing the neighbor peer which 
delivers the chunk in the shortest time) for each chunk 
according to the chunk sequence. 

| |

1 1
min{ } min{ ( / ) }rS N

ijk ri ir i ir sljkl s
t d d Xl B θ

= =
= + +∑ ∑ (9) 

E. Aperiodic Scheduling 

Pull-based chunk scheduling algorithms [9][15] usually 
adopt constant periodical scheduling interval. That’s because 
they cannot quantify the delivery time of each scheduling. If 
the interval is too long, there exists a span when upload 
bandwidths of neighbor peers and download bandwidth of 
the scheduling peer are idle so as to decrease the utilization 
of bandwidths and increase the video play delay. And if the 
interval is too short, the scheduling peer may request chunks 
which have been requested in the last scheduling interval so 
as to waste the bandwidths of neighbor peers and scheduling 
peer and also increase the play delay.  

In our algorithm, we adopt the aperiodic scheduling 
interval, and take the delivery time (i.e., 
T=max{T1,T2,…,TNr}) of chunks in a scheduling as the 
interval between this scheduling and next scheduling. This 
will reduce the idle time of upload and download bandwidths 
and the number of repeatedly requested chunks to further 
improve the delay performance. 

V. SIMULATION AND EVALUATION  

To validate and evaluate our scheduling algorithm, we 
have conducted extensive simulations based on PeerSim [17]. 
We only focus on the chunk scheduling algorithm, and so 
adopt the same overlay construction approach [7]. In the 
beginning, 100 peers join in the system and make up a mesh 
with eight neighbor peers. The video with 100s duration is 
divided into chunks with the same size 1250byte, close to a 
maximum of MTU, and encoded ten layers with 100kbps of 
each layer. The buffer has 10s duration with request window 
of 8s duration. A new peer joins in the system every two 
seconds and an online peer quits the system every three 
seconds. Propagation delays among peers are randomly 

assigned from the delay matrix (2500*2500) in the Internet 
measurement [18] and reassigned every five seconds. Due to 
the unpredictability of TCP retransmission delay, UDP is 
adopted. And we assume packet loss ratio is 2%. The 
streaming server’s upload bandwidth is 2Mbps and the 
bandwidth distribution and desired video qualities for three 
kinds of peers are shown in TABLE II.  

TABLE II.  BANDWIDTH DISTRIBUTION AND DESIRED VIDEO QUALITY 

 Mobile 
terminals 

PCs Set-top boxes 

Upload(kbps) 300 600 1000 
Download(kbps) 2000 4000 8000 
Video quality 2 layers 6 layers  10 layers 
Ratio 30% 40% 30% 

A. Metrics 

For layered streaming, we adopt the following metrics: 
• Layer delivery ratio: Ratio of the number of a peer’s 

video playback layers to one of its desired layers. 
This metric reflects the peer’s video playback quality. 

• Useless chunks ratio: Ratio of chunks unable to be 
decoded for a peer. This metric should be kept low. 

• Number of control messages: Number of a peer’ 
control messages, like chunk availability messages, 
request messages, maintenance messages for peers’ 
departure. This metric reflects the control overhead.  

• (λ1,λ2)-Startup Delay: A peer usually starts to 
playback the video after obtaining all or the large 
part of chunks in playback window. With the rise of 
playback window, a peer has more time to request 
the absent chunks so as to have a better video quality, 
however, have a longer startup delay; otherwise, a 
peer has a worse video playback quality and a 
shorter startup delay. This metric represents the 
minimal startup delay for a peer when it enjoys the 
video quality withλ1 layer delivery ratio andλ2  
useless chunk ratio. This metric comprehensively 
reflects a peer’s video quality and delay performance.  

B. Effects of algorithm parameters 

In our chunk scheduling algorithm, there are several 
important parameters: the weights [ωB2 ωB4 ωB1], the 
weights [ωC3 ωC4 ωC1] and the weights [ωB ωC ωP]. 
      Figure.2 shows the cumulative distribution function of 
peers’ (0.999,0.001)-Startup Delay with different [ωB2 ωB4 
ωB1], and the performance decreases by the configuration 2, 
7, 4, 1, 3, 5, 6. For different configurations, peers have better 
delay performance with larger ratio of ωB2 or ωB4, like 
configuration 1,2,3,4 and 7; peers have worse delay 
performance with larger ratio of ωB1. That is because for 
chunks in urgent area ωB2 affects useless chunk ratio, and 
lower useless chunk ratio may result in higher utilization of 
download bandwidth, and then higher video playback quality; 
the largerω B4 makes scheduling peer prioritily request 
chunks closer to playback point, which improves the video 
playback quality; the largerω B1 makes scheduling peer 
prioritily request chunks in lower layers and yet ignore the 
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absent chunks to be played soon, and then results in a worse 
video play video, like configuration 5 and 6. Therefore,      
ωB2>ωB1>ωB4 can achieve better delay performance under 
the guarantee of high video quality and the configuration [0.5 
0.3 0.2] is adopted in the following simulation. 

Figure. 3 shows the cumulative distribution function of 
peers’ (0.999, 0.001) –Startup delay with different [ωC3 ωC4 
ωC1], and the performance decreases by the configuration 2, 
1, 6, 3, 4, 5. WhenωC3 is bigger, peers have better delay 
performance, like configuration 1, 2 and 6; otherwise, even if 
ωC3 or ωC1 is bigger, peers cannot achieve better delay 
performance, like configuration 3, 4 and 5. That is because 
the biggerωC3 is illustrated in [15][16] to achieve better 
delivery performance. Therefore, ωC3>ωC1 and ωC3>ωC4 
can achieve better delay performance under the guarantee of 
high video quality and the configuration [0.8 0.1 0.1] is 
adopted in the following simulation. 

Figure. 4 shows the cumulative distribution function of 
peers’ (0.999, 0.001) –Startup delay with different [ωB ωC

ωP], and the performance decreases by the configuration 7, 
6, 5, 4, 3, 1, 2. Three weights are important factors of  
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Figure 3.  CDF of peers’ (0.999,0.001)-Startup Delay with different [ωC1 

ωC3 ωC4] 

importance index and when each of them is smaller, peers 
have the worse delay performances, e.g., configuration 5, 6, 
7 are better than configuration 1, 2, 3, 4. That is becauseωB, 
ωC and ωP  are respectively responsible for playback quality 
of video to be played soon, the number of chunks in loose 
area affecting the video quality of entering urgent area, and 
the delivery time of chunks. Besides, compared with the 
other weights, ω C is a little more important, e.g., 
configuration 7 is better than 5 and 6. That is because the 
larger ω C is to obtain more chunks in this scheduling 
interval and ensure high video quality entering into urgent 
area. Therefore, following that ωC is a little larger than ωB 
and ωP can achieve better delay performance under the 
guarantee of high video quality. And the configuration [0.3 
0.4 0.3] is adopted in the following simulation. 

C. Comparisons 

We compare our algorithm with two classical related 
work PALS [9] and Random Scheduling [15] to verify our 
algorithm’s performance. 

Figure. 5 shows the cumulative distribution function of 
peers’ (0.995, 0.005) –Startup delay with different 
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Figure 6.  CDF of peers’ number of control messages with different 

scheduling algorithms 

scheduling algorithms and our algorithm reduces the startup 
delay respectively by 48.6% and 57.9% than PALS and 
random scheduling. PALS adopts Round-Robin scheduling 
algorithm to ignore the differences among capabilities of 
neighbor peers delivering chunks; Random scheduling 
algorithm ignores not only the differences among capabilities 
of neighbor peers but also the differences among priorities of 
absent chunks. These result in not achieving higher layer 
delivery ratio in shorter time for PALS and Random 
scheduling. Our algorithm proposes a priorities’ 
quantification method based on the characteristics of urgent 
area and loose area, and prioritily requests chunks with 
higher priorities from neighbor peers which deliver them in 
the shortest time. Therefore, our algorithm can achieve 
higher layer delivery ratio in the shortest time. 

Figure. 6 shows the cumulative distribution function of 
peers’ number of control messages when achieving (0.995, 
0.005) –Startup delay for different scheduling algorithms. 
And our algorithm increases respectively by 6% and 5.5% 
than PALS and Random scheduling. The rise of number of 
control messages for our algorithm results from the rise of 
number of request messages which are used to obtain the lost 
chunk due to link loss, which improves the layer delivery 
ratio. However, PALS and Random scheduling do not have 
enough time to request the lost chunks due to the worse 
performance of their scheduling algorithm. 
      In summary, our algorithm can greatly (respectively 
48.6% and 57.9%) outperform two classical approaches 
PALS and Random scheduling by control overhead’s slight 
increase (respectively 6% and 5.5%). 

I. CONCLUSION 

      In this paper, we proposed a Pull-based chunk scheduling 
problem model and TOPSIS-based chunk scheduling 
algorithm for layered P2P streaming in the emerging 
scenario to deal with the problem of long startup delay. And 
simulations illustrated our algorithm could greatly enhance 
delay performance under the guarantee of high video quality 
than the existing classical related work by a slight increase of 
control overhead. 
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Abstract—In this paper we consider the problem of monitor-
ing an intruder in a setting where the number of opportunities
to conduct surveillance is budgeted. Specifically, we consider
a problem in which we model the state of an intruder in
our system with a Markov chain of finite state space. These
problems are considered in a setting in which we have a hard
limit on the number of times we may view the state. Such
a constraint is natural when considering surveillance where
mobile devices are involved and battery power is at a premium.
We consider the Markov chain together with an associated
metric that measures the distance between any two states. We
develop a policy to optimally (with respect to the specified
metric) keep track of the state of the chain at each time step
over a finite horizon when we may only observe the chain a
limited number of times. The tradeoff captured is the budget
for surveillance versus having a more accurate estimate of the
state; the decision at each time step is whether or not to use
an opportunity to observe the process.

Keywords-monitoring; surveillance; budget; resource alloca-
tion; dynamic programming

I. INTRODUCTION

The importance of monitoring technologies in today’s
world can hardly be overstated. Indeed, there are volumes
dedicated to this field [1] [2]. In recent years, the need for
effective security measures has become especially evident.
Indeed, at present, Microsoft announces almost one hundred
new vulnerabilities each week [3]. Perhaps more alarming
is the fact that government agencies routinely must manage
defenses for network security and are hardly equipped to do
so. This is evidenced by the fact that 10 agencies accounting
for 98% of the Federal budget have been attacked with as
high of a success rate as 64% [4].

This paper is concerned with a mathematical treatment
of these important problems. Specifically, we consider a
scenario in which we model the activities of an intruder
as a state in a Markov chain. We develop the problem of
monitoring the state in a finite-horizon discrete-time setting
where we are only able to make observations a limited
number of times. Such a budget arises naturally in wireless
settings, for example. We present an algorithm for deciding
when to use opportunities to view the process in order to
minimize the surveillance error. This error is accrued at each
time step according to a metric indicating how far from the
true state the estimate was.

A growing literature addresses security from a mathe-
matical perspective, with a range of theoretical tools being
employed for managing threats. In [5], a network dynam-
ically allocates defenses to make the system secure in the
appropriate areas as time progresses. Parallels between the
security problem and queuing theory are drawn upon, where
vulnerabilities are treated as jobs in a backlog. The model
of [6] uses ideas from game theory for intrusion detection
where an attacker and the network administrator are playing
a non-cooperative game. A related problem is addressed in
[7] as well.

More generally, theoretical work in signal estimation
has also been greatly developed [8]. Related works have
considered aspects of decision making with limitations on
the available information. In [9], an estimation problem is
considered in which the received signal may or may not
contain information. Similar issues are studied in [10] but
in a control theoretic context in which the actuator has a non-
zero probability of dropping estimation and control packets.

The unique aspect of our formulation is the nature of
the power limitation. This non-standard constraint was in-
troduced in [11] and developed in other works such as [12].
All of these problems consider finite horizon frameworks
in which decisions are usage limited and hence the ability
to make actions is a resource which must be appropriately
allocated.

In Section II, we begin by introducing the monitoring
problem mathematically. We continue with a derivation of
the optimal policy using dynamic programming and then
present the implementation of the optimal policy. In Section
III, we demonstrate performance using numerical results
and finally, in Section IV, we conclude the paper and offer
directions for future work in this vein.

II. MONITORING

Let us now examine the monitoring/surveillance problem
in greater detail. In what follows, we shall consider the
states of a Markov chain as an abstraction for the position
of an intruder in our system. Such a model is able to
capture several scenarios. In one, we may wish to spatially
monitor the location of an adversary using equipment that
has usage constraints. Another situation is that we can
consider the state of the intruder to be a location in a
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data network. Although many interpretations are possible,
our goal is to be able to track this state with as little
error as possible. We begin by presenting the model in a
mathematical state estimation framework, and then present
the solution structure.

A. Model

Consider a Markov chain M with finite state space S,
transition matrix P and an associated measure d : S ×S →
R. The metric gives a sense of how close states are so that
we can measure the effectiveness of an estimate of the true
state. We assume that the process is known to start at initial
state x0 and we are interested in having an accurate estimate
of the process over a finite horizon k = 1, ..., N − 1. The
decision space is simply u ∈ {0, 1} where 0 corresponds
to no observation being made and 1 corresponds to an
observation being made. When an observation is made, the
state xk of M is perfectly known. Without an observation,
on the other hand, we must form an estimate x̂k for the
state given all observed information thus far. The number of
times observations may be made is limited to M < N .

The cost of making estimate x̂k at time k when the true
state is actually xk is d(xk, x̂k). If d is a metric, we have
the important properties

1. d(x, y) ≥ 0 ∀x, y ∈ S
2. d(x, x) = 0 ∀x ∈ S
3. d(x, y) = d(y, x) ∀x, y ∈ S
4. d(x, z) ≤ d(x, y) + d(x, z) ∀x, y, z ∈ S

At each time k, the state of our system can be represented
by {(r, s, t);xN−t−r;xN−t} where r is the number of time
slots that have passed since the last observation, s is the
number of opportunities remaining to make an observation,
t is the number of time slots remaining in the problem,
xN−t−r is the last observed state of M and xN−t is the
current state. We seek a policy π = {µk}N−1

k=1 such that the
actions uk = µk((r, s, t), xN−t−r) ∈ {0, 1} are chosen to
minimize the cumulative estimation error. The policy π is
admissible if it abides by the additional constraint that the
number of times observations are made is no greater than
M . Denote the class of admissible policies by Π.

We want to find a policy π∗ ∈ Π to minimize

E

{
N−1∑
k=1

d(xk, x̂k)

}
It should be noted that the estimate x̂k depends on the
action uk because if uk = 1 then x̂k = xk and there is
no estimation error, while if uk = 0 then we must make
the best guess of the state that is possible with the known
information.

Deciding on the distance metric is an issue of modeling
and may be specific to the application at hand. We consider
a few alternatives here:

1) Probability of Error: To recover a cost structure that
results in the same penalty regardless of which state is
chosen in error (probability of error criterion), we simply
set the distance metric as

d(x, y) =
{

0 if x = y
1 otherwise

Such a choice maximizes the likelihood of estimating the
correct state.

2) Euclidean distance: We may suppose that states corre-
spond to physical locations - in this case, we may choose to
let the distance d(·, ·) correspond to the Euclidean distance
between states so that best estimates minimize the error as
measured spatially.

B. Dynamic Programming

We use a dynamic programming approach to obtain an
optimal policy [13]. Before presenting our algorithm for
determining π∗, however, we first develop some important
notation. In order to proceed, we must begin by determining
several quantities offline. Let d(w) be the vector of distances
of each state from w. Then we proceed by cataloging the
quantities

w∗r(x) = argmin
w∈S

∑
y∈S

P[xr = y|x0 = x]d(y, w)


= argmin

w∈S
{(P rd(w))(x)}

e∗r(x) = (P rd(w∗r(x)))(x)

for r = 1, ..., N . The values w∗r(x) and e∗r(x) correspond
to the optimal estimate and estimation error, respectively,
when we must determine the current state given that r time
steps ago we observed that the state was x. There may, in
some cases, be an efficient way to determine these quantities,
but in general we must do this by simply cataloging these
quantities offline through brute force. This may be done with
relative ease if the state space is of tractable size or if the
specific application displays certain sparsity (if our intruder
is moving at a bounded rate then we may narrow down his
location to a sparse set of states).

Now we proceed to construct the solution using back-
wards induction. We begin with t = 1, which corresponds to
one unit of time remaining in the problem, and then continue
for t = 2, 3, ... until we are able to determine a recursion.
As we build backwards in time (and forward in t), we let s
vary and keep track of the cost Jr,s,t(x) where x is a state
of the Markov chain.

For t = 1, we can either have s = 0 or s = 1. These
costs, respectively, are (in vector form)

J(r,0,1) = e∗r

J(r,1,1) = 0
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since not having an observation means we need to make a
best estimate, and having an observation leads to zero cost.

Moving on to t = 2, the values of s can range from s = 0,
s = 1 or s = 2. For s = 0 we have

J(r,0,2) = e∗r + e∗r+1

since we would need to make an optimal estimate with no
further information for the next two time slots. When s =
1, there are two choices: use an opportunity to make an
observation so that u = 1 or do not observe, in which case
u = 0. These choices can be denoted with superscripts above
the cost function for each stage:

J
(0)
(r,1,2)(x) = e∗r(x) + J(r+1,1,1)(x) = e∗r(x)

J
(1)
(r,1,2)(x) = 0 +

∑
y∈S

P [xN−2 = y|xN−2−r = x]e∗1(y)

For u = 0, we accrue error for the current time slot and no
error afterwards. When an observation is made, no error is
accrued for the current time slot N − 2, but there is error in
the next time slot which depends on the current observation.
In vector form, we may write

J
(0)
(r,1,2) = e∗r + J(r+1,1,1) = e∗r

J
(1)
(r,1,2) = P re∗1

We now introduce some new notation:

∆(r,1,2) = J
(0)
(r,1,2) − J

(1)
(r,1,2)

= e∗r − P re∗1
so that if ∆(r,1,2)(x) ≤ 0, then we should not make an
observation, whereas we should make an observation if
∆(r,1,2)(x) > 0. We proceed now by defining sets τ(r,1,2)
and τ c(r,1,2) such that

x ∈ τ c(r,1,2) ⇔ ∆(r,1,2)(x) ≤ 0

x ∈ τ(r,1,2) ⇔ ∆(r,1,2)(x) > 0

and we also define an associated vector 1(r,1,2) ∈ {0, 1}S

1(r,1,2)(x) =
{

1 if x ∈ τ c(r,1,2)
0 otherwise

Moving on to s = 2, we have J(r,2,2) = 0, since there are
as many opportunities to observe the process as there are
remaining time slots. We continue with t = 3:

J(r,0,3) = e∗r + e∗r+1 + e∗r+2

since there are three time slots to make estimates for with
no new information arriving. For s = 1, we again have a
choice of u = 0 and u = 1. For u = 0, we accrue a cost for
the current stage, and then count the future cost depending
on the current state:

J
(0)
(r,1,3)(x) = e∗r(x) + 1(r+1,1,2)(x)J (0)

(r+1,1,2)(x)

+ (1− 1(r+1,1,2)(x))J (1)
(r+1,1,2)(x)

and combining terms gives us

J
(0)
(r,1,3)(x) = e∗r(x) + J

(1)
(r+1,1,2)(x)

+ 1(r+1,1,2)(x)∆(r+1,1,2)(x)

which after substituting the value of J
(1)
(r+1,1,2)(x) and

putting things in vector form gives us:

J
(0)
(r,1,3) = e∗r + P r+1e∗1 + diag(1(r+1,1,2))∆(r+1,1,2)

Now we consider the u = 1 case:

J
(1)
(r,1,3)(x) = 0 +

∑
y∈S

P [xN−3 = y|xN−3−r = x]J(1,0,2)(y)

=
∑
y∈S

P [xN−3 = y|xN−3−r = x](e∗1(y) + e∗2(y))

which can be put in vector form:

J
(1)
(r,1,3) = P r(e∗1 + e∗2)

We now write the expression for ∆(r,1,3) = J
(0)
(r,1,3)−J

(1)
(r,1,3):

∆(r,1,3) = e∗r + P r+1e∗1 + diag(1(r+1,1,2))∆(r+1,1,2)

− P r(e∗1 + e∗2)

Continuing with s = 2,

J
(0)
(r,2,3)(x) = e∗r(x) + 0

whereas for u = 1,

J (1)
(r,2,3)(x) = 0 +

∑
y∈S

P [xN−3 = y|xN−3−r = x](
1(1,1,2)(y)J (0)

(1,1,2)(y) + (1− 1(1,1,2)(y))J (1)
(1,1,2)(y)

)
where we have accounted for the cost stage by stage: in
the current stage, no error is accrued since an observation
is made but future costs depend on the observation that is
made. That is, future costs depend on whether the current
state xN−3 is observed to be in the set τ(1,1,2). Averaging
over these, we obtain the expression above. Combining like
terms as above, we arrive at:

J
(1)
(r,2,3)(x) = 0 +

∑
y∈S

P [xN−3 = y|xN−3−r = x](
J

(1)
(1,1,2)(y) + 1(1,1,2)(y)∆(1,1,2)(y)

)
Substituting the expression for J (1)

(1,1,2)(y), we get

J
(1)
(r,2,3)(x) =

∑
y∈S

P [xN−3 = y|xN−3−r = x](∑
z∈S

P [xN−2 = z|xN−3 = y]e∗1(z)

+1(1,1,2)(y)∆(1,1,2)(y)
)
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We simplify the expression by bringing the first summa-
tion in the parentheses. Then we apply the Kolmogorov-
Chapman equation to get

J (1)
(r,2,3)(x) =

∑
z∈S

P [xN−2 = z|xN−3−r = x]e∗1(z)

+
∑

y∈τc
(1,1,2)

P [xN−3 = y|xN−3−r = x]∆(1,1,2)(y)

Putting this into vector form, we have the expression:

J (1)
(r,2,3) = P r+1e∗1 + P r1(1,1,2)∆(1,1,2)

We use these expressions to get ∆(r,2,3).

∆(r,2,3) = e∗r − P r+1e∗1 − P r1(1,1,2)∆(1,1,2)

Finally, letting s = 3, we get

J(r,3,3)(x) = 0

This process can be continued for t = 4, 5, .... For each
stage (r, s, t), we may determine J (0)

(r,s,t) and J (1)
(r,s,t). These

costs then allow us to determine when we should make an
observation in the process and when we should not. The
implementation of this policy is detailed in the following
subsection.

C. Solution

We now present a method for constructing an optimal
policy. We do this by storing for each (r, s, t) a subset of S,
denoted by τ c(r,s,t), which is the set of last observed states
for which we do not use an opportunity to view the process
when we are at stage (r, s, t). That is, if the last observed
state x was seen r time slots ago, it is in the set τ c(r,s,t),
there are s opportunities remaining to make observations
and there are t time slots remaining in the horizon then we
should not make an observation at this time and simply make
an estimate w∗r(x). On the other hand, if x ∈ τ(r,s,t) then
we should make an observation at stage (r, s, t) and accrue
zero cost for that stage.

More precisely, an optimal policy π∗ is given by

u(r,s,t)(x) =
{

0 if x ∈ τ c(r,s,t)
1 otherwise

Let us introduce three vector valued functions:
F(r,s,t),∆(r,s,t) ∈ RS and 1(r,s,t) ∈ {0, 1}S . We fill
in values for these functions by using the following
recursions:

F(r,s,t) = F(r+1,s−1,t−1) + P r1(1,s−1,t−1)∆(1,s−1,t−1)

∆(r,s,t) = e∗r + F(r+1,s,t−1) − F(r,s,t)

+ diag(1(r+1,s,t−1))∆(r+1,s,t−1)

1(r,s,t)(x) =
{

0 if ∆(r,s,t)(x) > 0
1 otherwise

for 1 < s < t < N and 1 ≤ r ≤ N − t + 1. We also have
the boundary conditions

F(r,t,t) = 0, F(r,1,t) = P r
t−1∑
j=1

e∗j , ∆(r,t,t) = e∗r

These recursions allow us to determine the sets τ c(r,s,t)
for s, t, r in the bounds specified, which in turn defines our
optimal policy. Specifically, we assign

x ∈ τ c(r,s,t) ⇔ ∆(r,s,t)(x) ≤ 0

We conclude by giving expressions for the cost-to-go from
any particular state when a particular action u ∈ {0, 1} is
taken. The superscripts denote whether or not an observation
will be made in the current stage.

J
(0)
(r,s,t) =e∗r + F(r+1,s,t−1) + diag(1(r+1,s,t−1))∆(r+1,s,t−1)

J
(1)
(r,s,t) =F(r,s,t)

Observe that ∆(r,s,t) is the difference between these
two quantities. Hence, ∆(r,s,t) functions as a method of
determining whether or not to make an observation in the
current time step.

We note that although the curse of dimensionality can
make the operations required for the solution to be in-
tractable for large scale problems, the structure of specific
problems may allow us to generate good approximations
to the solution. For medium sized problems, we see that
with the given algorithms we do not need to conduct
any sort of value iteration to converge at the optimum,
but rather the dynamic programming has been reduced to
matrix multiplications. Hence, the algorithm provided here
outperforms conventional Dynamic Programming tools such
as Dynamic Programming via Linear Programming or value
iteration because this algorithm has been tailored to our
specific problem. In the following section we apply our
results to small example problems.

III. NUMERICAL RESULTS

Let us now examine the performance of our algorithm. We
shall fix a horizon length and plot the cost that the prescribed
algorithm accrues versus the number of opportunities to
make observations. Let us consider Markov chains of the
type Mn×n in Fig. 1, which is an n-by-n grid of states
where the transition probabilities are given in the figure.
Such a construction is simple enough for quick simulation
but can capture the inherent variations which our algorithm
is able to leverage.

A. Surveillance

Suppose we would like to track the position of an intruder
in an environment modeled by the Markov chainM3×3 over
a discrete-time horizon of 30 time slots. However, updating
the location of the intruder requires battery power of a
mobile device due to communications with a satellite and
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Figure 1. Markov chainM2×2

hence we are not able to request the position of the intruder
at every time. Fixing the initial position of the device to be
(2, 1), let us vary the number of opportunities to retrieve the
true location from 0 to 30. The distance metric we take is
the standard Euclidian norm, which may be represented in
matrix form as:

D =



0 1 2 1
√
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√
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√
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√
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√
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√
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√
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5 2

√
5
√

2 1
√

2 1 0 1√
8
√

5 2
√

5
√

2 1 2 1 0


and we choose the transition matrix to be

P =



0 0.1 0 0.9 0 0 0 0 0
0.1 0 0.9 0 0 0 0 0 0
0 0.1 0.8 0 0 0.1 0 0 0
0 0 0 0 0.2 0 0.8 0 0
0 0.7 0 0.15 0 0.15 0 0 0
0 0 0.5 0 0 0 0 0 0.5
0 0 0 0.9 0 0 0 0.1 0
0 0 0 0 0.8 0 0 0 0.2
0 0 0 0 0 0.5 0 0.4 0.1


where we have ordered the states by the first index and then
the second (that is in order (1, 1), (1, 2), (1, 3), (2, 1), ..).

We expect the estimation error to monotonically decrease
with the number of opportunities to learn the true state.
In Fig. 2, we see that this indeed the case, and also
compare it to a benchmark strategy of randomly distributing
observations.

Figure 2. Plot of Optimal Error vs. Number of Observation Opportunities

B. Analysis of Performance

We now note several properties of our curve in Fig.
2. First, the endpoints are fixed no matter what policy is
used - this is because when there are zero opportunities
to make observations or there are 30 chances to view the
process, there is no way to come up with policies that result
in different decisions. There is only one way to allocate
opportunities to observe the process. Next, we note that our
algorithm outperforms a benchmark strategy of randomly
placing observations over the 30 time slots. We see that
the greatest “savings” occurs when we have a sparsity of
opportunities to make observations. This is the case in most
practical situations.

Finally, we observe the convexity of the curve. This is
interpreted to mean that as opportunities to observe the pro-
cess are more readily available, there is a law of diminishing
returns and these opportunities become less valuable. The
degree of convexity depends greatly on the transition matrix
P of the Markov chain. For example, if the grid Mn×n
has transitions that are all equal, the benchmark and our
algorithm both produce a straight line. This is because there
is no variation in the Markov chain to exploit.

IV. CONCLUSION AND FUTURE WORK

In this paper, we have developed a problem in monitoring
over a finite horizon when there are a limited number of
opportunities to conduct surveillance. We mathematically
model this as a problem of state estimation. In the estimation
problem we hope to minimize the distortion from estimating
the state of a Markov chain when the number of time the
process may be viewed is limited to a few times over the
total horizon. The distortion is measured using a specified
metric d(x, y) which tells us how “far apart” states x and y
are.
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In our optimal policy, a set of recursive equations with
boundary conditions give a practical method for determining
an optimal policy. Although the policy could have been
determined using standard methods in dynamic program-
ming, such as value iteration, the algorithm given here relies
only on the ability to store data and conduct matrix multi-
plications. Hence, larger problems can be handled before
intractability results due to state space complexity.

There are many further problems to consider in future
work. If the state space complexity becomes unmanageable,
we must develop policies that are near optimal or find
some other way around the complexity using approximation
schemes. Also, we may consider problems with a variable
horizon length. That is, we might consider problems in
which the Markov chain dictates a random stopping time
for the process during which we may only make obser-
vations a limited number of times. Additionally, there are
practical scenarios in which one does not have complete
information about the transition matrix. In this case, we may
be interested in coupling parameter estimation with efficient
budget allocation. Finally, we can generalize the model so
that observations not only are limited in number but also
carry a cost per usage.
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Abstract— IEEE 802.16, which is called as Worldwide 
Interoperability for Microwave Access (WiMAX), is an air 
interface for Fixed Broadband Wireless Access Systems. In the 
802.16 IEEE standard, different service types are introduced, 
such as Unsolicited Grant Service (UGS), Real-time Polling 
Service (rtPS), Non-Real-time Polling Service (nrtPS) and Best 
Effort (BE). Each service type is associated with a set of 
Quality of Service (QoS) parameters; however WiMAX does 
not specify how to schedule the granted bandwidth efficiently 
between these service classes. In this paper, we propose an 
Enhanced RED-based Weighted Fair Priority Queuing 
algorithm for Subscriber Stations. The weights are calculated 
according to the traffic load of the rtPS and nrtPS service 
classes. Simulation results show that, both rtPS and nrtPS 
throughputs are improved without starving lower priority 
service classes.  

Keywords- wimax; scheduling; uplink; GPSS; QoS 

I.  INTRODUCTION 

The IEEE 802.16 standard, widely known as WiMAX, 
has been developed for Broadband Wireless Access (BWA).  
The advantages of this standard are easy and low-cost 
deployment, high speed data rate, last mile wireless access, 
and QoS support for multimedia applications [1]. The 
standard defines two possible network topologies, such as 
Point-to-Multipoint (PMP) and Mesh Networks. In the PMP 
networks, communication between Subscriber Stations (SSs) 
is possible only through a Base Station (BS). In the mesh 
mode, SSs can communicate with each other directly. In this 
paper, we employ PMP topology. 

The standard IEEE 802.16 defines the physical layer and 
the MAC (Medium Access Control) layer. The main purpose 
of the MAC protocol is to share radio channel resources 
among multiple accesses of different users. As the MAC 
protocol is connection-oriented, all data transmission takes 
place in connections, even for connectionless packets. The 
MAC layer contains three sublayers such as: Convergence 
Sublayer (CS), Common Part Sublayer (CPS), and the 
Security Sublayer. CS accepts Protocol Data Units (PDUs) 
from higher layers. The MAC SDUs are classified and 
mapped into appropriate Connection IDentifiers (CIDs) and 
they are transmitted to CPS by CS. CPS is responsible for 
fragmentation and segmentation of each MAC SDU into 
MAC PDUs, system access, bandwidth allocation, 
connection maintenance, QoS control, and scheduling 

transmission. The Security Sublayer is responsible for 
security, authentication, and encryption.  

The PHY Layer establishes the physical connection 
between uplink and downlink directions. This layer is 
responsible for transmission of the bit sequences. There are 
two dublexing techniques for PHY layer of downlink and 
uplink such as; Frequency Division Duplex (FDD) and Time 
Division Duplex (TDD). FDD requires two distinct channels 
to transmit downlink sub-frame and uplink sub-frame at the 
same time slot. In TDD, downlink (DL) and uplink (UL) 
subframes share the same frequency; but they take place at 
different times. DL Subframe has DL-MAP, UL-MAP and 
DL PHY PDUs. The DL-MAP message defines the usage of 
the downlink intervals. The UL-MAP defines the uplink 
usage in terms of the offset of the burst relative to the 
Allocation Start Time [2]. UL Subframe contains contention 
slot for initial ranging, contention slot for bandwidth requests 
and UL PHY PDUs from SSs. Via Initial Ranging IE, BS 
provides an interval for new stations to join to the network. 
Ranging Request (RNG-REQ) packets are used in this 
interval. Via Request IE, BS specifies an uplink interval 
which can be used by SS to send a bandwidth requests using 
contention slots. 

There are four service types defined in IEEE.802.16-
2004; Unsolicited Grant Service (UGS), real-Time Polling 
Service (rtPS), non-real-time Polling Service (nrtPS), and 
Best Effort (BE). In the 802.16e standard [3], a new service 
type, called extended real time Polling Service (ertPS), has 
been added. However, it is out of the scope of this paper. 

UGS supports Constant Bit Rate (CBR) flows for real-
time applications; such as VoIP without silence suppression 
or E1/T1 data streams. The BS allocates fixed sized data 
grants at periodic intervals based on the Maximum Sustained 
Traffic Rate of the service flow. The overhead and latency of 
SS requests are eliminated for UGS connections. However, 
UGS is more expensive than other service types. 

Variable Bit Rate (VBR) flows, which have variable 
packet length and periodic packet intervals, such as Moving 
Pictures Expert Group video, are supported by rtPS. BS 
provides unicast request opportunities to SSs periodically.  

Variable-sized packets, which are delay-tolerant data 
streams, such as File Transfer Protocol (FTP), are supported 
by nrtPS. Therefore the minimum data rate is required for 
this service. BS provides unicast request opportunities 
periodically as in the rtPS service, so this will guarantee data 
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granting during network congestion. In addition to this, SSs 
can use contention request mechanism.  

Best Effort is designed for best-effort traffic such as 
HTTP, and this service does not have any minimum service 
guarantee. SS can use contention request opportunities to 
send any bandwidth request.  

A bandwidth request may be a standalone BW request 
header or it may come as a Piggyback Request. Some 
policies are used to send the BW such as unicast or multicast 
polling, using contention request slots or setting Poll-Me bit. 
There are two types of BW Requests: incremental and 
aggregate. BW is requested on a CID basis, but bandwidth 
grants are allocated on an SS basis. IEEE 802.16 MAC 
accommodates two modes of SS, differentiated by their 
ability to accept bandwidth grants simply for a connection or 
for the SS as a whole. In Grant Per Connection (GPC) mode, 
bandwidth is granted to a connection, so SS can use this 
grant for this connection only. In the Grant Per Subscriber 
(GPSS) mode, the BS grants bandwidth to an SS as an 
aggregate of grants in response to per connection requests 
from the SS. Then the SS distributes bandwidth among its 
connections, with respect to their QoS requirements. 
Therefore, the GPSS mode is more complex than the GPC 
mode. 

A scheduling algorithm has to determine the allocation of 
the bandwidth among the users and their transmission order.  
QoS requirements of the users need to be satisfied while 
utilizing the available bandwidth efficiently [4]. There are 
two types of schedulers: the SS Scheduler and the BS 
scheduler. The SS Scheduler is more complicated in the 
GPSS mode, as the algorithm which works in the SS 
scheduler distributes the granted bandwidth between its 
connections [5]. As the WiMAX standard does not specify 
how to efficiently schedule traffic to fulfill QoS 
requirements, a lot of research has been done on this topic. 
Several works have introduced algorithms for the schedulers 
in the Base Station (BS) and the Subscriber Station (SS).   

In this paper, we focus on the GPSS type of SS scheduler 
and their performance. Strict Priority (SP), Weighted Fair 
Priority Queuing (WFPQ), and RED-based Deficit Fair 
Priority Queuing (DFPQ) are investigated. We propose an 
enhanced RED-based WFPQ algorithm to increase both rtPS 
and nrtPS throughput. This algorithm is called as Enhanced 
RED-based Weighted Fair Priority Queuing and has a 
dynamic structure while granting bandwidth between service 
classes. This algorithm takes the packet size information of 
rtPS and nrtPS, and then calculates the weights of the service 
flows based on the RED technique. 

The rest of the paper is organized as follows.  Section II 
presents previously introduced scheduling algorithms for SS 
Schedulers in PMP WiMAX networks. The proposed 
scheduling algorithm is described in Section III. Simulation 
results are shown and discussed in Section IV. Section V 
concludes the paper by giving future directions.  

II. ALGORITHMS FOR SS SCHEDULER IN 802.16 
NETWORKS 

Several scheduling algorithms have been proposed for SS 
schedulers in PMP WiMAX networks to improve the 

performance of the system; such as  Strict Priority, Weighted 
Fair Priority Queuing, and RED-based Deficit Fair Priority 
Queuing. 

A. Strict Priority: 
Bandwidth is allocated for rtPS service flows first, then 

bandwidth is allocated for nrtPS service flows, and finally 
the remaining bandwidth is allocated for BE service flows. 
Consequently, under heavy rtPS traffic load, nrtPS and BE 
service flows may starve.  Strict Priority scheduling does not 
guarantee the QoS requirements of the traffic that comes 
from lower priority service classes.  

B. Weighted Fair Priority Queuing 
WFPQ scheduling is a generalization of Fair Queuing. 

WFPQ allows different sessions to have different service 
shares. A link data rate (R), is serviced for the active data 
flows (N). The data rate of session j is calculated as follows: 

 

∑
=

×
= N

i
i

j
j

w

wR
R

1

   (1) 

 
where wj represents the weight assigned to session j. 
 

According to (1), the available bandwidth is shared 
between the service types in the SS Scheduler. Therefore, 
we need to define the weights for service types efficiently. 
For example, as the priority of rtPS is higher than nrtPS, 
rtPS needs to be given a higher weight than nrtPS. 

C. RED-based Deficit Fair Priority Queuing 
Chen et al. proposed the Deficit Fair Priority Queuing 

based scheduler for bandwidth allocation among the service 
classes of WiMAX networks [6]. It uses Deficit Counters 
(DCs) for rtPS, nrtPS, and BE. In Fig. 1, the DC for rtPS 
service class is adaptively calculated according to RED 
technique. If the current packet length of the rtPS queue 
(QLcurrent) is less than QLthreshold1, the DC value will be equal 
to DCmin. If the QLcurrent is between QLthreshold1 and 
QLthreshold2, DC will be equal to DCdynamic. The DCdynamic is 
calculated using (2). If the QLcurrent is more than QLthreshold2, 
DC equals to DCmax. 

 

  
Figure 1.  RED-based Deficit Fair Priority Queuing [6] 
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Following the transmission of rtPS packets, nrtPS packets 
will be transmitted. If there is no rtPS or nrtPS packet left, 
scheduler transmits BE packets. 

III. PROPOSED ALGORITHM 

In this paper, we propose a new SS Scheduler algorithm 
which is called Enhanced RED-based Weighted Fair Priority 
Queuing and derived from RED-based Weighted Fair 
Priority Queuing (WFPQ). RED-based WFPQ is simple than 
RED-based DFPQ, as we do not deal with deficit counters; 
we only determine weights for the service types.  

A. RED-Based Weighted Fair Priority Queuing 
When the rtPS queue length is lower than QL_Thrtps_min, 

Wrtps_min is assigned for the weight of the rtPS service flow. 
When the rtPS queue length is higher than QL_Thrtps_max, 
Wrtps_max is assigned to rtPS. When the rtPS queue length is 
between QL_Thrtps_min and QL_Thrtps_max, the rtPS weight 
changes dynamically according to the rtPS queue length. The 
slope of Wrtps is calculated according to (3). Equation (5) 
represents for the weight assignment of rtPS.  

 

min_rtpsmax_rtps

min_rtpsmax_rtps
rtps Th_QLTh_QL

WW
m

−

−
=         (3) 

 
According to Fig. 2, Wrtps is calculated at the beginning 

of every frame by using the diagram. The rest of the 
available weights are distributed between nrtPS and BE 
flows according to their weights (Wnrtps and WBE). 

B. Enhanced RED-Based Weighted Fair Priority Queuing  
In Enhanced RED-based WFPQ algorithm, we do not 

define static weight for nrtPS. We apply the dynamic weight 
assignment of RED-based WFPQ algorithm to nrtPS service 
types. As the dynamic weight assignment is used for both 
rtPS and nrtPS, we call this algorithm “Enhanced RED-based 
WFPQ” algorithm. 

  
Figure 2.  RED-based weights for rtPS service class 

TABLE I.  RTPS QUEUE LENGTH CONDITIONS 

Condition-1 [ QLrtps < QL_Thrtps_min ] 

Condition-2 [ QL_Thrtps_min  < QLrtps < QL_Thrtps_max ] 

Condition-3 [QLrtps > QL_Thrtps_max ] 

 
The weight assignment of the rtPS service type is the 

same as in RED-based WFPQ. As the nrtPS weight depends 
on the variation of the rtPS weight (total weight is distributed 
between all service types), we need to consider three 
conditions while determining the nrtPS weight. The 
conditions are given in Table I. rtPS values are determined 
based on the conditions; therefore nrtPS weight 
characteristics are dynamic and depend on rtPS weight. 

 
Condition-1 
In Fig. 2, when the rtPS queue length (QLrtps) is lower 

than QL_Thrtps_min, the rtPS weight is set to the predefined 
Wrtps_min value. Weight assignment of nrtPS is represented in 
(6). When nrtPS queue length (QLnrtps) is lower than the 
minimum threshold of nrtPS, Wnrtps_min is assigned as the 
weight of nrtPS. When QLnrtps is between minimum and 
maximum threshold values, the nrtPS weight varies 
dynamically. When QLnrtps is higher than the maximum 
threshold of nrtPS, Wnrtps_max is assigned as the nrtPS weight. 
Fig. 3 represents for the RED-based weights for nrtPS 
service class. In each condition, weights for BE service types 
are calculated according to (4). 

 

nrtpsrtpstotalBE WWWW −−=                                     (4) 
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Condition-2 
In Fig. 2, when the rtPS queue length (QLrtps) is lower 

than QL_Thrtps_max and higher than QL_Thrtps_min, the rtPS 
weight is set dynamically according to queue length by using 
(5).  Consequently, the available weight, that remains for 
nrtPS and BE service type, is (Wtotal – Wrtps). Fig. 3 displays 
the variation of the nrtPS weight is RED-based, and details 
are given in (7). 

In each condition, weights for BE service types are 
calculated according to (4). We reserve a little bandwidth for 
BE flow (WBE_min) to prevent from starving in a congested 
network. 

 
Condition-3 
In Condition-3, rtPS queue length (QLrtps) is higher than 

QL_Thrtps_max. Consequently, the rtPS weight is set to 
Wrtps_max. In this condition, nrtPS and BE weights are 
statically assigned. The possible maximum value for nrtPS 
(Wnrtps_max) is assigned to Wnrtps. The weight of BE is 
calculated according to (4).  

In all three conditions, the maximum values of nrtPS are 
not the same, as the weight intervals depend on the weight 
rtPS. 

  
Figure 3.  RED-based weights for nrtPS service class  

 

IV. SIMULATION RESULTS 

In this paper, the simulations are performed by using 
IEEE 802.16 WiMAX NIST [7] module which has been 
developed on NS-2 version 2.29 [8]. We used the WIMAX 
QoS patch which is designed for NIST WIMAX module [9, 
10]. We added nrtPS service class to the patch. The 
fundamental simulation parameters are shown in Table II. 
The existing QoS-included WiMAX Patch supports only one 
connection per subscriber, so we modified the patch to 
support GPSS mode. We run simulation for throughput 
analysis 5 times to achieve results with 95% confidence 
interval. 

 

TABLE II.  SIMULATION PARAMETERS 

PHY specification WirelessMAN-OFDM 

Frequency Band 5MHz 

Antenna Model Omni Antenna 

Antenna Height 1.5 m 

Propagation Model TwoRayGround 

Transmit Antenna Gain 1 

Transmit Power 0.25 W 

Frame Duration 20 ms 

Cyclic Prefix 0.025 s 

Simulation Duration 100 s 

Packet Length 1000 bytes 

Frame Structure TDD 
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TABLE III.  RED-BASED WFPQ SCHEDULER PARAMETERS 

Variables Selected Values 

Wrtps_min 0.5 

Wrtps_max 0.7 

QL_Thrtps_min 10 packets 

QL_Thrtps_max 30 packets 

QLrtps_max 50 packets 

Wnrtps Wnrtps 

WBE (2/3) Wnrtps  

mrtps 0.01 

WTotal 1 
 

TABLE IV.  ENHANCED RED-BASED WFPQ SCHEDULER PARAMETERS 
IN CONDITION-1 

Variables Selected Values 
W

nrtps_min
 0.35 

W
nrtps_max

 
0.45 

QL_Thnrtps_min 10 packets 

QL_Thnrtps_max 30 packets 

QLnrtps 50 packets 
m

nrtPS 0.05 
W

rtps_min 0.5 
 
The scheduler parameters used throughout the 

simulations are given in Table III. Fig. 4 shows the behavior 
of RED-based WFPQ when we use the values in Table III. 
As we use the same values for rtPS parameters in RED-
based WFPQ and Enhanced RED-based WFPQ, their weight 
graphs are the same. The parameters of Enhanced RED-
based WFPQ in Condition-1, which are used for nrtPS 
weight determination, are chosen as in Table IV. 
 

 
Figure 4.  RED-based weights for rtPS service flow  

  
Figure 5.  nrtPS weights of Enhanced RED-based WFPQ in Condition-1 

 

  
Figure 6.  nrtPS weights of Enhanced RED-based WFPQ in Condition-2 
 

Fig. 5 shows the behavior of the algorithm when we use 
the parameter values in Table V. 

Parameters of nrtPS and rtPS, which are used in 
Condition-2 for Enhanced RED-based WFPQ, are given in 
Table V. Fig. 6 shows the behavior of the algorithm when we 
use the parameter values nrtPS as in Table V. In this 
condition, the diagram depends on rtPS weights. Therefore, 
to draw a diagram for nrtPS weights, we need to select an 
rtPS weight value. In our example, we take 0.6 as an 
example for rtPS. 

TABLE V.  ENHANCED RED-BASED WFPQ SCHEDULER PARAMETERS 
IN CONDITION-2 

Variables Selected Values 
W

nrtps_min
 0.2 

W
nrtps_max

 0.35 

QL_Thnrtps_min 10 packets 

QL_Thnrtps_max 40 packets 

QLnrtps 50 packets 
m

nrtPS 0.05 

rtPS  weight example 0.6 

rtPS QL percentage 40% 
W

BE_min
 0.05 
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TABLE VI.  ENHANCED RED-BASED WFPQ SCHEDULER PARAMETERS 
IN CONDITION-3 

Variables Selected Values 

W
rtps
  = W

rtps_max
 0.7 

W
nrtps

 = W
nrtps_max

 0.25 

W
BE
 = W

Total
 -W

rtps_max 
-W

nrtps_max
 0.05 

  
Parameters of service flows for Condition-3, are given in 

Table VI. WBE is calculated according to (4). We need to 
subtract Wrtps and Wnrtps from WTotal.  

We measured throughput of rtPS, nrtPS and BE service 
class flows. We also calculated the queuing delay, dropped 
packet percentage and fairness index. We compared the 
following schedulers with each other: 

 
• Strict Priority Scheduling 
• WFPQ Scheduling 
• RED-Based WFPQ Scheduling 
• Enhanced RED-Based WFPQ Scheduling 
 
In Fig. 7, we consider the rtPS throughput versus 

increasing rtPS traffic load. Strict Priority scheduling has the 
maximum throughput level as the algorithm always grants 
bandwidth for rtPS first, if there is no packet in the rtPS 
queue and there is available bandwidth left for the SS, then 
the bandwidth is allocated for the nrtPS service flow. If there 
are no packets in rtPS and nrtPS queues and there is 
available bandwidth left for the SS, then the bandwidth is 
allocated to the BE service flow. In the WFPQ algorithm, as 
the weights are chosen statically, we cannot increase the 
throughput of rtPS significantly while increasing rtPS load. 
RED-based WFPQ and Enhanced RED-based WFPQ have 
higher rtPS throughput as they can dynamically change the 
weights of rtPS according to the queue length of the rtPS 
flow. Initial weights are the same in WFPQ and RED 
algorithms. However, as rtPS load submission increases, due 
to higher rtPS traffic, the queue length will also increase. 
Consequently, RED-based WFPQ and Enhanced RED-based 
WFPQ yield better performance than WFPQ. 

 
  

 
Figure 7.  Comparison of rtPS Throughput  

 

      
Figure 8.  Comparison of  nrtPS Throughput  

 

     
Figure 9.  Comparison of BE Throughput 

 
In Fig. 8, for Strict Priority, when rtPS traffic increases 

significantly, there will be no resource left for nrtPS and BE 
flows. Therefore, their throughputs will drop to zero. As a 
result, nrtPS and BE flows may starve under high rtPS 
traffic. Under high rtPS traffic, WFPQ has the highest nrtPS 
throughput as it has the maximum nrtPS weights than the 
others. The main reason is that, WFPQ has lower rtPS load 
than the others, so it can grant more weight for the nrtPS 
flow. Enhanced RED-based WFPQ has higher nrtPS 
throughput than RED-based WFPQ. When the rtPS load is 
3000 kbps, Enhanced RED-based WFPQ yields 244 kbps 
and RED-based WFPQ yields 214 kbps throughput. This 
means that Enhanced RED-based WFPQ increases the nrtPS 
throughput as much as 14% over RED-based WFPQ. 

In Fig. 9, the WFPQ algorithm yields the best 
throughput. This is because among all the algorithms, WFPQ 
assigns the highest weight to BE. However, we do not need 
to grant bandwidth for BE flows, as they do not have 
significant QoS requirements. As long as we prevent the 
starvation of the BE flows in a congested network, we have 
an acceptable QoS-based system. Therefore, in RED-based 
WFPQ and Enhanced RED-based WFPQ, we allocate very 
little weight to BE, so that we can continue serving them. In 
Strict Priority, the BE users have no chance of being served 
if the network is congested. Consequently, as rtPS load 
increases, BE flows cannot transmit their packets, and their 
throughputs drops to zero beyond 1500 kbps rtPS load. 
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Figure 10.  Comparison of Total Throughput  

 

  
Figure 11.  Comparison of rtPS Delay 

 

  
Figure 12.  Comparison of  nrtPS Delay 

 
According to Fig. 10, Strict Priority scheduling has the 

maximum total throughput; however, it is not fair and 
acceptable for a QoS-based system. RED-based WFPQ and 
Enhanced RED-based WFPQ algorithms yield better 
throughput than WFPQ. In addition, RED-based WFPQ and 
Enhanced RED-based WFPQ algorithms yield 
approximately the same total throughput. The reason is that 
in our algorithm, Enhanced RED-based WFPQ, we decrease 
the BE throughput and so increase the nrtPS throughput.  

In Fig. 11, as we increase the rtPS load, we observe that 
Strict Priority yields the lowest delay. This is because Strict 
Priority allocates higher bandwidth for rtPS flows than the 
others. WFPQ has the highest rtPS delay as its throughput is 
lower than the others. RED-based WFPQ and Enhanced 
RED-based WFPQ decrease the delay of rtPS, as they 
control the weight of rtPS according to the queue length of 
rtPS. 

Fig. 12 shows the variation of nrtPS delay with 
increasing rtPS load. In this graph, we do not show the 
results of Strict Priority. The reason is that beyond 1500 kbps 
the nrtPS flow cannot transmit any packets, and the delay 
increases extremely. Consequently, the result for SP is not 
comparable with the other algorithms. The Enhanced RED-
based WFPQ algorithm succeeds in decreasing the delay of 
nrtPS flows over RED-based WFPQ and WFPQ increasing 
the throughput. Among all three algorithms, WFPQ allocates 
the highest weight for nrtPS, thus, it has the lowest nrtPS 
delay. 

In Fig. 13, we do not show the results for SP. The reason 
is that beyond 1500 kbps, the BE flow cannot transmit any 
packets, and the delay increases extremely. Consequently, 
the results are not comparable with the other algorithms. 
Enhanced RED-based WFPQ algorithm increases the delay 
of BE flows, as the algorithm increases the throughput of 
nrtPS. Therefore, RED-based WFPQ has lower BE delay 
than Enhanced RED-based WFPQ. In that point, we provide 
to transmit BE flows but as BE flow do not have QoS 
requirement, we increase nrtPS throughput in order to BE’s. 
Among the three algorithms, WFPQ allocates the highest 
weight to BE, so it yields the lowest delay. 

In Fig. 14, we observe that SP yields the lowest dropped 
packet percentage. WFPQ yields the highest dropped packet 
percentage, as RED-based WFPQ and Enhanced RED-based 
WFPQ algorithms increase the throughput of rtPS over that 
of WFPQ. 

According to Fig. 15, WFPQ has the highest number of 
rtPS packets dropped. As Strict Priority yields the highest 
throughput for rtPS, its number of dropped packets is the 
lowest. RED-based WFPQ and Enhanced RED-based WFPQ 
have the same number of dropped packets. The reason is that 
their granting mechanism for rtPS flows is the same. 

 

  
Figure 13.  Comparison of BE Delay 
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Figure 14.  Percentage of Dropped rtPS Packets (%) 

 

  
Figure 15.  Dropped rtPS Packet Number 

 

 
Figure 16.  Percentage of Dropped nrtPS Packets (%) 

 
 
According to Fig. 16, Strict Priority sends nrtPS packets 

until 1500 kbps rtPS load is reached. Beyond that, due to 
TCP congestion, nrtPS flows reduce their transmission rate 
to zero. Since there are no nrtPS packets submitted, the 
percentage of dropped nrtPS packets equals zero. WFPQ has 
the highest percentage of dropped nrtPS packets, as RED-
based WFPQ and Enhanced RED-based WFPQ increase the 
nrtPS throughput over that of WFPQ. Also, beyond 1000 
kbps rtPS load, Enhanced RED-based WFPQ has a lower 
percentage of dropped nrtPS packets than RED-based 
WFPQ. This is to be expected, as Enhanced RED-based 
WFPQ increases the nrtPS throughput. 

 

  
Figure 17.  Fairness Index 

 

  
Figure 18.  Percentage of Dropped BE Packets (%) 

 
 
According to Fig. 17, Strict Priority scheduler sends BE 

packets until 1500 kbps rtPS load is reached. Beyond that, 
due to TCP congestion, BE flows can not be allocated any 
bandwidth. Since there are no BE packets submitted, the 
percentage of dropped packets equals zero. WFPQ has the 
lowest percentage of dropped BE packets, as RED-based 
WFPQ and Enhanced RED-based WFPQ decrease the BE 
throughput. Also, beyond 1000 kbps rtPS load, Enhanced 
RED-based WFPQ has a higher percentage of dropped BE 
packets than RED-based WFPQ. This is to be expected, as 
Enhanced RED-based WFPQ decreases the BE throughput. 

Fairness Index is calculated according to [11]. Therefore, 
we normalized rtPS flow with 64 kbps, nrtPS flow with 45 
kbps, and BE flow with 1 kbps. According to Fig. 18, Strict 
Priority scheduling has the lowest Fairness Index, as it is an 
unfair algorithm. Enhanced RED-based WFPQ is slightly 
fairer than WFPQ. As Enhanced RED-based WFPQ 
allocates sufficient bandwidth for rtPS flows, it achieves 
higher fairness over WFPQ. RED-based WFPQ has the 
highest Fairness Index because the algorithm provides more 
allocation for BE flows. Consequently, normalized values of 
rtPS, nrtPS, and BE are closer to each other, resulting in a 
higher Fairness Index. In a QoS-based system, we do not 
need to provide strong fairness if we increase the QoS of the 
system. But, we still evaluate if fairness is provided at an 
acceptable level. 

 
 

81

EMERGING 2010 : The Second International Conference on Emerging Network Intelligence

Copyright (c) IARIA, 2010               ISBN: 978-1-61208-103-8

                           89 / 138



V. CONCLUSION 

In this paper, an Enhanced RED-based WFPQ algorithm 
for SS uplink scheduler is proposed and the throughput of 
nrtPS is increased while keeping rtPS throughput at high 
levels. The algorithm is compared with Strict Priority, 
WFPQ, and RED-Based WFPQ with the respect to 
throughput, delay, packet loss rate, and fairness. It is 
observed that the proposed algorithm gives promising results 
while keeping fairness at reasonable levels among the 
different QoS classes. The details of the work are available 
in [12].  

Simulation results showed that RED-based WFPQ and 
Enhanced RED-based WFPQ increase the rtPS throughput, 
and they follow the same approach while allocating rtPS 
bandwidth. The rtPS throughput of Strict Priority is the 
highest and the throughput of WFPQ is the lowest. The nrtPS 
throughput of Enhanced RED-based WFPQ is higher than 
that of RED-based WFPQ. The BE throughput of Enhanced 
RED-based WFPQ is lower than that of RED-based WFPQ. 
Enhanced RED-based WFPQ increases nrtPS throughput, 
but it decreases the throughput of BE flows. However, the 
starvation of BE flows in congested network is prevented.  

RED-based WFPQ and Enhanced RED-based WFPQ 
significantly decrease the delay of rtPS. Strict Priority has 
the lowest delay, and WFPQ has the highest delay. The 
delays experienced depend on the throughput of the flows. 
The nrtPS delay of Enhanced RED-based WFPQ algorithm 
is lower than that of RED-based WFPQ. The BE delay of 
RED-based WFPQ algorithm is lower than that of Enhanced 
RED-based WFPQ. 

The number of dropped rtPS packets is directly 
proportional to the delay; therefore, Strict Priority exhibits 
the lowest number of dropped rtPS packets, while WFPQ 
exhibits the highest number of dropped rtPS packets. The 
number of dropped rtPS packets for RED-based WFPQ and 
Enhanced RED-based WFPQ are the same. 

Performance of the studied and proposed schedulers is 
given in terms of Fairness Index also. It is observed that, SP 
scheduling is unfair and its Fairness Index is the lowest. 
RED-based WFPQ and Enhanced RED-based WFPQ have 
higher Fairness Index than WFPQ. The reason is the 
allocation of the bandwidth depend on the queue length and 
shows dynamic characteristic.  

Currently we are working on dynamically changing 
weight thresholds. Here, the thresholds could adapt to the 
state of the service flow queues.  
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Abstract—Personal area networks and, more specifically, body
area networks (BANs) are key building blocks of the future
generation networks and the Internet of Things as well. In the
last years, research has focused on the channel modeling and
the definition of efficient medium access control (MAC) mech-
anisms. Less attention was paid to network-level performance.
Thereby, this paper presents a novel analytical model for network
performance analysis with centralized and mesh topologies. This
model takes into account the channel statistics (i.e., the large-scale
fading) and delivers several insights on the BAN implementation.

Index Terms—body area networks, wireless networks, fading,
performance analysis.

I. INTRODUCTION

Recent advances in ultra-low power sensors have fostered
the research in the field of body-centric networks, also referred
to as body area networks (BANs). In these networks, a set
of nodes (called sensors) is deployed on the human body.
They aim at monitoring and reporting several physiological
values, such as blood pressure, breath rate, skin temperature,
or heart beating rate. A pictoral example of a BAN is shown
in Fig. 1, where two illustrative topologies are presented:
(i) a centralized topology, where a special node (denoted as
“HUB”) acts as a sink for all communications initiated by the
sensor and (ii) a mesh topology (or “multi-hop topology”),
where several intermediary nodes relay the information from
the source node to the destination (e.g., when data fusion or
sensor cooperation is required).

Mesh 
Topology

Centralized (HUB) 
Topology

Fig. 1: Body Area Network.

Most of the time, sensing is performed at low rates but,
in case of emergency, the network load may increase in
seconds. Therefore, an in-depth analysis of the network outage,
throughput, and achievable transmission rate can give insights
on the maximum supported reporting rate and the correspond-
ing performance.

The focus of this paper is on multi-hop communications and
the impact of the specificities of the propagation channel. The
modeling of the BAN channel has recently been thoroughly
investigated [1]–[5]. The main findings on the body radio
propagation channel can be summarized as follows. First,
the average value of the power decreases as an exponential
function of the distance. However, unlike classical propagation
models, where the received power P is a decreasing function
of the distance of the form d−α, in [6] the authors prove that
a law of the form 10−γd characterizes more accurately body
radio propagation. Second, the propagation channel is subject
to large-scale fading (that is, shadowing). This variation fol-
lows a zero-mean Gaussian distribution in the dB scale or a
Log-normal distribution in the linear scale.

This paper addresses the evaluation of the throughput for
BANs, being this metric a traditional measure of how much
traffic can be delivered by the network [7], [8]. Therefore,
our analysis is expedient to understand the level of informa-
tion which could be collected and processed in body-related
applications (e.g., health or fitness monitoring). We consider
slotted and asynchronous communications such that, in every
time slot, each node transmits independently with a probability
p. Indeed, in a generic scenario, the traffic distribution in a
sensor network can be considered as spatially and temporally
bursty, that is, reporting periods alternate temporally and
spatially with periods and areas with little or no traffic (or
even with a scheduled sleep of the nodes). It may therefore be
impractical to employ reservation-based MAC schemes, such
as those based on time/frequency division multiple access (TD-
MA/FDMA), that require a substantial amount of coordination
traffic and cannot be implemented efficiently in energy- and
computation-constrained sensor nodes.

The rest of the paper is organized as follows. In Sec-
tion II, the models, definitions, and notations are introduced.
Then, in Section III, the conditional success probability of
a transmission for a node given the transmitter-receiver and
interference-receiver distances is derived. Section IV investi-
gates the average link throughput and achievable transmission
rate for centralized and mesh topologies. Section V concludes
the paper.
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II. MODELS, NOTATION, AND DEFINITIONS

A. Stochastic Channel Model

Defining as P (r)
i the received power from the i-th node at

distance d gives

Pi(d) = Pi L(di)Xi

where Pi is the emitted power, L(d) is the loss at distance d,
it accounts for the antenna gains and carrier frequency, and
Xi is a random variable (RV) which depends on the channel
characteristics. It is shown in [9] that Xi has a log-normal
distribution1 with parameters µ and σ, i.e., its cumulative
distribution function (cdf) is

FXi(x;µ, σ) =
1
2
− 1

2
erf
(
µdB − 10 log10 x

σdB
√

2

)
where σdB typically ranges from 4 dB to 10 dB, µdB is the
average path loss on the link (dimension: [dB]). Since the loss
is accounted for by the term L(d), it follows that µdB = 0 and
the cdf of Xi reduces to the following:

FXi
(x; 0, σ) =

1
2
− 1

2
erf
(−10 log10 x

σ
√

2

)
and its corresponding pdf is

fXi(x; 0, σ) =
10

(ln 10) x
√

2πσ
exp

{
− (10 log10 x)2

2σ2

}
. (1)

In [6], [10], it is shown, on the basis of an extensive campaign
of measurements, that the path loss (in dB scale) is a linearly
increasing function of the distance, i.e.:

Pi − Pi(di) = Lref + 10γ(di − dref) di > dref

where dref is a reference distance, Lref is the loss at that
distance, and γ a suitable constant. For instance, in [10]
the authors found dref = 8 cm, Lref = 55.18 dB, and
γ = 1.26dB/cm. The path loss, in linear scale, can then be
expressed as follows:

L(di) = 10(10γdref−Lref)/10 .10−γdi

, L0 10−γdi . (2)

B. Traffic Model

The transmission state of the i-th node at time2 t is
represented by the following RV:

Λi(t) =
{

1 if the i-th node transmits at time t
0 if the i-th node is silent at time t.

A simple random access scheme is such that, at each time
slot, a node transmits with probability p [11, p. 278]. There-
fore, {Λi(t)}∞t=1 is a sequence of Bernoulli RVs with ∀t :
P {Λi(t) = 1} = p.

1Note that we use the log10 variant of the log-normal since the widely-used
shadowing model uses an additive Gaussian variation expressed in dB.

2For the sake of simplicity, we assume that t can take integer values, i.e.,
we refer to a slotted communication system.

C. Total Interference Power

A transmission in a given link is successful if and only
if the signal-to-noise and interference ratio (SINR) is above
a certain threshold θ. This threshold value depends on the
receiver characteristics, the modulation format, and the coding
scheme, among others. The SINR at the receiving node of the
link is given by

SINR ,
P0(d0)
W + Pint

(3)

where P0(d0) is the received power from the link source
located at distance d0, W is ambient the noise power, and Pint
is the total interference power at the link receiver, that is, the
sum of the received power from all the undesired transmitters:

Pint , W +
N∑
i=1

Pi(di) Λi = W +
N∑
i=1

PiL(di) XiΛi.

D. Link Throughput and Link Transport Capacity

A transmission is successful if the channel is not in an
outage, i.e., if the (instantaneous) SINR exceeds a certain
threshold θ, that is, Ps = P {SINR > θ}.

The probabilistic link throughput (adimensional) is defined
to be the success probability multiplied by the probability that
the transmitter actually transmits (in full-duplex operation)
and, in addition in half-duplex operation, the receiver actually
listens. So it is the unconditioned reception probability. This
is the throughput achievable with a simple ARQ scheme
(with error-free feedback) [12]. For the slotted transmission
scheme we consider, the half-duplex probabilistic throughput
is τ half , p(1− p)Ps and for full-duplex it is τ full , pPs.

Finally, the link achievable transmission rate (dimension:
[bit/s/Hz]) is defined as the product of the probabilistic
throughput and the link capacity, i.e., T = τ log2(1 + SINR).

III. SUCCESS PROBABILITY OF A TRANSMISSION

A. Derivation

The link probability of success for a required threshold
SINR value equal to θ is

Ps = P {SINR > θ}

= E
[
P
{
P0 L(d0)X0

Pint
> θ Pint

}]
= EX,λ

[
1− P

{
X0 ≤ θ

W +
∑N
i=1 Pi L(di)XiΛi

P0 L(d0)

}]

= EX,λ
[

1
2

+
1
2

erf
(−10 log10 θη

σ
√

2

)]
(4)

where

η ,
W +

∑N
i=1 Pi L(di)XiΛi

P0 L(d0)
=

W

P0 L(d0)
+

N∑
i=1

ηiXiΛi.

(5)
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Ps =
n∑
j=1

cj exp
( −ajθW
P0 L0 10−γd0

)
︸ ︷︷ ︸

Background noise

N∏
i=1

p
∫ ∞

0

exp
(
−ajθ

Pi
P0

10γ(d0−di)xi

)
fX(xi) dxi︸ ︷︷ ︸

Interference

+ (1− p)

 (6)

In the Appendix, it is shown that

ζ(z;σ) =
1
2

+
1
2

erf
(−10 log10 z

σ
√

2

)
≈

n∑
j

cj exp(−ajz)

where {cj}j=1...n, {−aj}j=1...n are suitable coefficients, so
that

ζ(θη) =
n∑
j=1

cj exp
( −ajθW
P0 L(d0)

)
exp

(
−aj θ

N∑
i=1

ηiXiΛi

)

=
n∑
j=1

cj exp
( −ajθW
P0 L(d0)

)
︸ ︷︷ ︸

c′j

N∏
i=1

exp (−ajθηiXiΛi)

and

EX
[

1
2

+
1
2

erf
(−10 log10 θη

σ
√

2

)]
= EX [ζ(θη)]

=
∫ ∞

0

. . .

∫ ∞
0

∫ ∞
0︸ ︷︷ ︸

N times

ζ(θη)×
N∏
i=1

fX(xi) dxi

=
n∑
j=1

c′j

N∏
i=1

∫ ∞
0

exp (−ajθηixiΛi) fX(xi) dxi

Finally, (4) becomes

Ps = EΛ EX [ζ(θη)]

= EΛ

 n∑
j=1

c′j

N∏
i=1

∫ ∞
0

exp (−ajθηixiΛi) fX(xi) dxi


=

n∑
j=1

c′j

N∏
i=1

EΛ

[∫ ∞
0

exp (−ajθηixiΛi) fX(xi) dxi

]

=
n∑
j=1

c′j

N∏
i=1

[
P {λi = 1}

∫ ∞
0

exp (−ajθηixi) fX(xi) dxi

+P {λi = 0}
∫ ∞

0

fX(xi) dxi

]
= (6)

which can be numerically computed.

B. Narrowband Communications
The first term of (6) defines the link probability of success in

a noise-limited regime, i.e., even if no interferers are present.
Starting from (4) with Pint = 0 gives:

Ps = ζ

(
θW

P0 L0 10−γd0

)
.

If a threshold link probability of success equal to P th
s is

required and W is the thermal noise, a transmission is possible
if and only if

P0 ≥
θ kTB

L0 ζ−1(P th
s )

10γd0 0 < P th
s < 1 (7)

where T = 300 K is the room temperature, k is the Boltz-
mann’s constant, and B is the transmission bandwidth. For
instance, in Fig. 2 the minimum transmission power P0 for a
ZigBee equipment (B = 5 MHz), operating at T = 30◦C with
a SINR θ = 10 dB and σ = 4 dB, is shown as a function of
the distance, considering various values of the required link
probability of success of P th

s .
It can be seen that (i) the value of P th

s plays a limited
role on the transmission power3 and (ii) if the transmission
power is constrained by energy concerns, only short-range
communications (some tenths of centimeters) will be possible.
A multi-hop network architecture is therefore preferred.

20 40 60 80 100

�80

�60

�40

�20

20

40

Ps = 30%

Ps = 90%

P0 [dBm]

d [cm]

Fig. 2: Minimum transmission power as a function of the distance.

In the following, we will consider only interfence-limited
networks, i.e., scenarios where condition (7) is satisfied. For-
mally, this situation is equivalent to letting W = 0 in (6).

IV. PERFORMANCE ANALYSIS

In this section, we investigate networks with two topologies:
(i) a centralized (hub) architecture in which all nodes connect
to a central sink and (ii) a mesh architecture where every node
has the same number of nearest neighbors and the same dis-
tance to all nearest neighbors. Without any loss of generality,
we assume that all nodes are equivalent and, therefore, transmit
at equal power levels, i.e., ∀i, j ∈ {0, N} : Pi = Pj .

85

EMERGING 2010 : The Second International Conference on Emerging Network Intelligence

Copyright (c) IARIA, 2010               ISBN: 978-1-61208-103-8

                           93 / 138



HUB

Fig. 3: Central hub surrounded by several nodes.

A. Hub Topologies

Fig. 3 presents a centralized architecture, where a central
node (called hub or sink) is surrounded by several nodes. These
nodes can be leaves of the routing tree or, in a star topology,
the coordinators of each star. In this architecture, all distances
between the nodes and the hub are approximately the same
(i.e., ∀i ∈ {1, . . . , N} : di ≈ d0) and the link probability of
success at the hub becomes

Ps = N

n∑
j=1

cj

[
p

∫ ∞
0

exp (−ajθxi) fX(xi) dxi + (1− p)
]
.

The link achievable transmission rate is shown in Fig. 4
for full- and half-duplex systems. It can be seen that both
transmission strategies exhibit same performance when (i)
the number of nodes N to serve increases and (ii) the data
collection (through p) remains limited.

Half-Duplex

Full Duplex
N=1

N=4
N=7

N=10
0.2 0.4 0.6 0.8 1.0

0.2

0.4

0.6

0.8

p

T

Fig. 4: Channel achievable transmission rate T in bits/s/Hz as a
function of the number of nodes N connected to the hub.
θ = 10dB, σ = 4dB, links SINR=10dB.

B. Mesh Topologies

Referring back to Fig. 1, it can be seen that a BAN build
using a mesh topology can be approximated as a cylindrical
surface of radius r and height 2h deployed on a human torso.
Without any loss of generality, the center of the reference axes
can be located on the receiver node. Therefore, as shown in
Fig. 5, the body area network can be modeled as a finite,
rectangular area of width 2πr and height 2h. For a regular

3 Indeed, ∀x ∈ R : |x| < 1 ⇒ | erf(x)| ≤ 2. Therefore, since
10 log10 ζ

−1
dB (x) = −σ

√
2 erf−1(2x − 1), one has |10 log10 ζ

−1
dB (x)| ≤

2σ
√

2. For instance, with σ = 4 dBm, this bound is 2σ
√

2 = 11.3 dBm.

deployment of N nodes on the surface A = 2πr.2h, the inter-
nodes distance is δ =

√
2πr.2h/N . For instance, let us fix:

2πr = 1 m and 2h = 0.5 m, so that δ = 1/
√

2N .

Emiter

Receiver

Fig. 5: Schematic representation of a regular deployment of sensors.

It is interesting to note that the term 10γ(d0−di) is virtually
insensitive to an increase in the amount of nodes deployed
on the body surface. Indeed, if the amount of nodes is
multiplied by a factor α, the transmission distances are divided
accordingly, so that the term becomes 10γ(d0−di)/α. Since γ
is large (authors in [10] report γ = 126dB/m) and distances
are limited, the value of α has a small impact on the exponent
expression. This can also be interpreted as the fact that only
the direct neighbors do interfere on communications: these are
limited by interference from dominant nodes.

In Fig. 6, the throughput is plotted in a scenario similar
to Fig. 5 and with respect to the transmission distance. This
distance is expressed in terms of nodes hopped over, i.e., d0 =
nδ. More precisely, the transmission goes from n = 1 (direct
transmission to the closest neighbor) to n = 4 (transmission
four hops away).

n=1

n=2

n=4
n=3

0.2 0.4 0.6 0.8 1.0

0.02

0.04

0.06

0.08

p

T

Fig. 6: Channel achievable transmission rate T in bits/s/Hz as a func-
tion of the hop distance (expressed in number of intermediary
hop nodes n). θ = 10dB, σ = 4dB, links SINR=10dB.

It can be seen that, when the sensing rate is low (p � 1),
long-range transmissions are to be preferred (for delay and
energy considerations). On the other hand, when p ≥ 0.05,
short-range communications and multi-hopping are more suit-
able.

C. Sustainable Number of Hops

In the context of multi-hop communications, each trans-
mission takes place on a route in which a certain amount of
intermediary nodes act as relays. The maximum sustainable
number of nodes (that is, the route length) is a critical
parameter since it quantifies the effective distance that can
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be covered and is an indicator of the connectivity of whole
the network [13]. It depends on the acceptable packet loss,
link interference, and topology among others.

In a conservative scenario, each node stores and forwards
every packet it receives, without any consideration for re-
transmissions. This case, though pessimistic, corresponds to
UDP-style connections and allows to derive the lower of bound
of the network performance. Since all links are considered
equals, the route probability of success is

P route
s =

nhops∏
i=1

P(i)
s = (Ps)

nhops .

Therefore, the maximum sustainable amount of hops for an
acceptable final transmission success equal to P th

s is

nhops =

⌊
log
(
P th

s

)
log (Ps)

⌋

0.00 0.05 0.10 0.15 0.20 0.25 0.30
0

2

4
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10

Pth
s = 50%

Pth
s = 70%

Pth
s = 90%

p

nhops

Fig. 7: Maximum sustainable number of hops with regular topology
and for different values of the acceptable route probability of
sucess. θ = 10dB, σ = 4dB.

In Fig. 7, the maximum number of sustainable hops is
presented for various values of the minimal route probability
of success P th

s . It can be observed that (without any form
of transmission control), highly-reliable routes can only be
achieved at very low transmission rates. Also, most routes
exhibit a limited amount of possible hops but these values
should be sufficient enough to achieve full connectivity in the
specific context of body area networks.

V. CONCLUSIONS

In the presence of a centralized network topology, it has
been shown that the duplex capability of the nodes does
not play a critical role, especially in the presence of limited
sensing rates. It has been shown that a maximum achievable
transmission rate exists and depends on the amount of de-
ployed nodes. Beyond this maximum, the interference makes
the achievable transmission rate decrease.

For BANs with a mesh topology, the transmission strat-
egy depends on the traffic profile. More precisely: when
the transmission probability of each node is limited (passive

monitoring of a patient or deep sleep of the nodes), long-
range transmissions can be used in order to save energy and
avoid multiple relays. On the other hand, when the sensors
have a substantial amount activity, the performance decreases
exponentially with the number of hops. Shortest possible hop
strategy should be used but it comes at the cost of numerous
relaying. However, even though the maximum sustainable
number of hops is small, it is still suitable for BAN-based
applications, though it is extremely difficult to reach a security
level of 90% without a transmission control protocol.

Finally, the main contribution of this paper consists in the
derivation of a closed-form expression for the link probability
of success in interference-limited BANs subject to large-scale
fading.
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APPENDIX

The modeling of slow-scale fading as a Log-normal dis-
tribution (that is, a zero-mean Gaussian in dB scale) raises
mathematical difficulties, as shown in (4). The complementary
cdf. of the zero-mean Log-normal distribution is

ζ(z;σ) =
1
2

+
1
2

erf
(−10 log10 z

σ
√

2

)
(8)

This function is plotted on Fig. 8 for σ ∈ [4, 16]. It can be
observed that (i) ζ(z) saturates for z →∞ and (ii) it has the
shape of a decreasing exponential function.

Σ = 4

Σ = 16
Σ = 12

Σ = 8

0 2 4 6 8 10

0.2

0.4

0.6

0.8

1.0

Fig. 8: Thefunctionζ(z) for σ = 4− 16dB

Indeed, the erf(.) function is known to have the following
approximations:

erf(x) ≈ 1− e−x

x
√
π

≈ 1
x
√

2π

(
1− 1

x2

)
e−x

2

≈
√

1− exp
(
− 2x√

π

)
, etc.
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The ζ(.) function can therefore be approximated with a linear
combination of negative exponential function, as in Prony’s
approximation [14]:

ζ(z) =
∞∑
j

cj exp(−ajz) ≈
n∑
j

cj exp(−ajz)

where the coefficients {cj}j=1...n, {−aj}j=1...n are deter-
mined in a least square sense by means of q ≥ 2n known
points of the ζ(.) function. A Levenberg-Marquardt algo-
rithm [15], [16] was used to determine the coefficients {cj}
and {aj} for different values of σ and q = 10000 points
over the interval z ∈ [0, 1000]. The corresponding values are
reported in Table I along with the corresponding residual sum
of squares.

TABLE I: Prony coefficients for the approximation of ζ(.)

c1 a1 c2 a2 c3 a3 residual

σ = 4 0.49 0.75 0.49 0.75 0.03 0.16 4.68 10−5

σ = 6 0.38 0.31 0.56 1.21 0.06 0.07 4.23 10−6

σ = 8 0.59 1.32 0.34 0.18 0.06 0.02 1.04 10−4

σ = 10 0.29 0.09 0.65 1.17 0.05 0.01 7.53 10−4

σ = 12 0.04 0 0.24 0.04 0.70 0.93 3.52 10−3

σ = 14 0.20 0.01 0.03 0 0.72 0.64 1.03 10−2

σ = 16 0.18 0.01 0.70 0.49 0.04 0 1.67 10−2
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Abstract—The Wireless Autonomous Spanning Tree Protocol
combines medium access control and routing to streamline
energy-efficient communication in Wireless Body Area Net-
works. As these networks generally contain low-end resource-
constrained devices, a thorough evaluation on real hardware
is essential to the validation of any protocol. We present our
implementation of the Wireless Autonomous Spanning Tree
Protocol on mote-class devices, and highlight the challenges of
taming the vagaries of low-power wireless that do not arise
in simulation-based evaluations. We study the performanceof
the protocol in several dimensions, with a special emphasis
on energy-efficiency. Our comprehensive set of experimental
results indicates that the protocol can achieve low duty cycles
if used jointly with a low-power link layer.

Keywords-Wireless Body Area Networks; Wireless Au-
tonomous Spanning Tree Protocol; Low Power Listening,
Medium Access; Routing

I. I NTRODUCTION

A Wireless Body Area Network (WBAN) is a sensor
network whose nodes are either attached or implanted into
the human body. As for sensor networks in general, energy-
efficiency is of paramount importance for WBANs. Because
the radio notoriously accounts for the lion’s share of the
overall energy consumption, WBAN protocols must stream-
line communication. Due to their energy constraints, WBAN
nodes are forced to employ low-power radios whose limited
transmit power often precludes the option of forming a
simple star network topology and require multihop commu-
nication as a matter of course.

In this context, channel access and routing decisions
cannot be made in a vacuum and must account for the
conditions of the wireless medium. While most existing
solutions address the MAC and the network layer sepa-
rately, the Wireless Autonomous Spanning Tree Protocol
(WASP) [1] offers a unified framework for the coordination
of medium access and multihop routing tailored to the
relatively small network size of WBANs. With the WASP,
WBAN nodes self-organize in a tree topology where parents
set up a medium access schedule for children. In the original
WASP work, the existence of a static tree topology is taken
for granted, and the protocol is mainly evaluated through
simulation. In practice, however, static connectivity cannot

be expected in low-power wireless networks, because time-
varying link dynamics affect even networks of stationary
nodes. In a WBAN, nodes are generally stationary with re-
spect to one another, but the network as a whole moves with
the person and its link dynamics are affected accordingly.
In this paper we tackle the challenging task of taming the
vagaries of low-power wireless to implement the WASP on
mote-class devices and evaluate it experimentally in various
dimensions. Because the paramount goal of the WASP is
energy-efficiency, we use the duty-cycle of our nodes as our
primary figure of merit, and investigate the interplay of the
WASP with the standard link-layer duty-cycling technique
known as Low Power Listening (LPL) [2].

II. RELATED WORK

In the sensor network literature, communication protocols
can be mainly categorized as contention-based protocols,
such as B-MAC [2], Wise-MAC [3], and X-MAC [4],
and slotted protocols, such as S-MAC [5]. B-MAC is a
CSMA-based technique that leverages asynchronous LPL,
the standard technique for link-layer duty-cycling that en-
ables nodes to periodically put their radios into sleep mode
while maintaining the illusion of an always-on link. LPL
dampens the idle listening problem by shifting the energy
cost of communication from the receiver to the transmitter,
which needs to match the preamble of its outgoing packets
to the sleep interval of the receiver (long preamble). Wise-
MAC gets transmitters to learn the wake-up schedule of their
intended receivers and shortens LPL’s long preamble through
synchronization, while X-MAC sticks to asynchronous LPL
but reduces the energy impact of the preamble. S-MAC
uses a periodic listen/sleep cycle and ensures the schedule
synchronization of neighboring nodes. Tree-based collection
routing is a basic primitive for sensor networks employed by
several protocols, such as MintRoute [6], the Collection Tree
Protocol (CTP) [7], and Arbutus [8]. Cross-layer protocols
that merge medium access and routing have been proposed
to meet the specific needs of WBANs, whose network
size is typically rather small (less than 20 nodes). The
Wireless Autonomous Spanning Tree Protocol (WASP) [1]
combines slotted medium access control and tree-based col-
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lection routing to streamline energy-efficient communication
in WBANs.

III. PROTOCOL DESCRIPTION

A. Overview of the WASP Protocol

As described in [1], the WASP protocol is a slotted
cross-layer protocol that uses a multi-level spanning treefor
the coordination of medium access and multihop routing.
The WASP employs a slotted notion of time, which is
viewed as a succession of WASP-cycles (sets of time-slots).
Moreover, the WASP presupposes the pre-existence of a
spanning tree rooted at the sink. It further assumes that
every node in the tree has exactly one parent as well as a
complete knowledge of its neighborhood (i.e., its parent, its
siblings, and its children), and that the sink has a complete
knowledge of the whole tree. Each node provides channel
access information to its children by broadcasting a node-
specific message called WASP-scheme. The WASP-scheme
serves to regulate medium access from parent to children:
a parent uses a WASP-scheme to tell its children when to
access the medium and when to sleep. The sink initiates
the process by broadcasting its own WASP-scheme. Upon
reception of the WASP-scheme from the sink, its children
broadcast their own WASP-scheme, which they derive from
the sink‘s WASP-scheme. This process continues until all
nodes in the tree have learned the correct timing for channel
access using WASP-schemes. A node whose many children
cannot be accommodated within the medium access time-
slots allocated through its parent’s WASP-scheme can use
its own WASP-scheme to request additional time-slots for
its children to use in future WASP-cycles.

Table I
FORMAT OF THE WASP-SCHEME FOR THESINK

SinkID ChildIDs SP TFS CS

As shown in Table I, the format of the sink’s WASP-
scheme comprises the SinkID, the ChildIDs, the Silent
Period (SP), the Total number of Forwarding Slots (TFS),
and the Contention Slot (CS). The SinkID and ChildIDs
are the addresses assigned, respectively, to the sink and its
child nodes. The WASP-scheme of the sink indicates the
timeline of one WASP-cycle that includes a slot for the
sink to broadcast its WASP-scheme, a slot for each of its
children to send out their own WASP-schemes, a radio sleep
mode period (whose slot count is the SP), a period during
which the sink receives data forwarded by its children (the
forwarding slots, whose total count is the TFS), and a special
slot, the CS, in which new nodes may join the network using
CSMA-CA. Let S denote the sink andΛm denote themth

level in the spanning tree, withΛ0 , {S}. Also, let Ti

denote the set of nodes in the subtree of nodei. The SP of

the sink can be computed as

SPS = maxi∈Λ1
|Ti|. (1)

The TFS needed by the sink is given by the sum of all
forwarding slots required by each node inΛ1. During the
forwarding slots, the nodes inΛ1 forward their received data
to the sink, and the number of forwarding slots required by
each node inΛ1 is equal to the total number of nodes in its
sub-tree.

Table II
FORMAT OF THE WASP-SCHEME FOR ANODE IN Λm (m ≥ 1)

NodeID SP ChildIDs TFS CS DATA

Every node derives its own WASP-scheme based on the
parent’s WASP-scheme and therefore learns about its role
in each time-slot of the WASP-cycle. While a sink’s WASP-
scheme is a dedicated control packet, the WASP-schemes
of all other nodes may include data. As shown in Table II,
the format of the WASP-scheme for nodes other than the
sink contains the NodeID (the address of the node), the SP,
the ChildIDs, the TFS, the CS, and the data itself. For any
node other than the sink, the SP is used to tell its children in
which time-slots they can go into sleep mode. As explained
in [1], for a nodej ∈ Λ1, the length of the SP is equal to
the slot number of the start of the SP of the sink S minus
the slot number of its first occurrence in the WASP-scheme
of S, minus 1. For a nodei ∈ Λm (m > 1), the length of
the SP is equal to the slot number of the CS minus the
slot number of its first occurrence in its parent’s WASP-
scheme. The number of forwarding slots for each node can
be computed based on the requirements of the children and
may vary accordingly over different WASP-cycles. For any
node in any particular WASP-cycle, the TFS is given by
the sum of the data packets received from its children. The
length of a WASP-cycle depends on the length of the sink’s
WASP-scheme. The total number of WASP-cycles needed
to send data from all the nodes to the sink depends on the
depth the spanning tree. Data up toΛ2 can be sent only
in one WASP-cycle while for the further level nodes more
WASP-cycles are required.

The original work on WASP uses analysis and simulation
to evaluate the protocol, and takes for granted the tree
formation process as well as the distribution of connectivity
information across the tree. In practice, however, tree topolo-
gies [7][8] are never static and are continuously subjectedto
real-life link dynamics: parents, siblings, and children may
and do change. To enable an implementation of WASP on
Berkeley motes, we approximate the static tree that WASP
presupposes by constructing a stable tree,i.e., a tree that
is solely constituted by links with high noise margins, or,
equivalently, a high Received Signal Strength (RSS). We
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will refer to links whose RSS exceeds a cutoff thresholdΘ
as highly reliable links. As long as the noise margins of its
links are sufficiently high to withstand the link dynamics,
our empirical evidence indicates that a stable tree can be
expected to remain static with high probability.

B. Generation of a Stable Tree

We obtain a robust connectivity graph by blacklisting all
links other than the highly reliable ones. A stable tree is
obtained by using a randomized subset of the links in the
robust connectivity graph. The stable tree formation process
initiates from the sink and continues across the network
until all the nodes learn about their local connectivity. In
accordance with the WASP’s requirements, every node has to
have a highly reliable link to its single parent, and the nodes
that share a parent are also required to have a highly reliable
link to each other. LetRi,j denote the RSS measured atj

when i transmits. The connectivity matrix between nodesi

andj can be defined as

Cij = 1Ri,j≥Θ. (2)

By way of a sink-initiated connectivity discovery sweep,
each node inΛm (m > 0) selects a unique parent and
implicitly assigns itself to a given levelΛm based on the
availability of a highly reliable link to a unique parent and
highly reliable links to one or more siblings (nodes that share
the same parent). The basic condition for the assignment of
a nodej (with k as its parent) to levelm is

CjkCkj = 1, k ∈ Λm−1 (3)

If multiple nodes satisfy (3), then we examine the cross-links
between the nodes to find all pairs(i, j) such that

CjiCij = 1, i ∈ Λm, j ∈ Λm (4)

After arbitrarily selecting one pair(i, j) that satisfies (4), we
check whether other nodes that satisfy (3) also have highly
reliable links to bothi and j (according to (4)). All such
nodes are added toΛm. If no pair (i, j) exists that satisfies
(4), one single node that satisfies (3) is selected. Once the
stable tree has been set up, every node learns the structure
of its subtree and sends it to its parent. Subsequently this
structure is propagated until the sink receives it. At the end
of this process the sink learns the structure of the whole
tree and determines the number of slots in its SP in its own
WASP-scheme accordingly.

Depending on the connectivity properties of the network,
it may not be possible for the stable tree to span all the nodes
for a given value of the cutoffΘ. Network partitioning is
a well-known side effect of blacklisting [9], but it is not
likely to occur at the levels of node density that are typical
of WBANs.

C. Example

Let us illustrate the tree formation process with a sample
network of ten nodes. Nodes are labeled with numbers
ranging from 0 to 9, and the sink is node 0. The connectivity
matrix of our sample network is displayed in Table III.

In the matrix highly reliable links are represented with a
1 and all other links with a 0. For our sample network the
sink has highly reliable links to nodes 1, 2, 3, 4, 5 and 9, as
shown in Figure 1. All these nodes satisfy (3) and are eligible
to become children of the sink. We further check the cross-
links and find the pairs of nodes satisfying equation (4). For
our sample network such pairs are (1,3), (1,4), (1,9), (2,4),
(2,5), (3,9), (4,5), (4,9) and (5,9). We arbitrarily choosepair
(1,3) and further check for the remaining nodes satisfying
(3) and (4). If we consider node 4, we find that it satisfies
(3) with the sink as its parent; node 4 also satisfies (4) with
node 1 but does not satisfy (4) with node 3, and therefore
it is not elected to join the pair (1,3) as a sibling. Likewise,
we check for all the eligible nodes and, as an outcome of
this process, we find that node 9 is the only remaining node
that satisfies both (3) and (4). Therefore nodes 1, 3, and 9
will belong toΛ1. For our sample network the structure of
the stable tree up to level 1 is given in Figure 2.

Table III
CONNECTIVITY MATRIX OF HIGH CONNECTIVITY NODES

NodeID 0 1 2 3 4 5 6 7 8 9
0 1 1 1 1 1 1 0 0 0 1
1 1 1 0 1 1 0 1 1 1 1
2 1 0 1 0 1 1 0 0 1 0
3 1 1 0 1 0 0 1 0 1 1
4 1 1 1 0 1 1 1 0 0 1
5 0 0 1 0 1 1 0 0 0 1
6 0 1 0 1 0 0 1 0 0 1
7 0 1 0 0 0 0 0 1 1 1
8 1 1 1 1 0 0 1 1 1 1
9 1 1 0 1 1 1 0 1 1 1

1

2

3

0

4

5

9

Figure 1 : Connectivity Graph of the Sink’s Neighborhood
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Level 0

Level 1

0

9

Figure 2: The Stable Tree Formation Up to Level 1

31

Nodes atΛ1 start identifying their own children by using
the same procedure as the sink. Let us assume that node 1
begins the child formation, followed by node 3 and 9. Highly
reliable links to node 1 are 0, 3, 4, 6, 7, 8 and 9. Node 0
is the parent of 2 while nodes 3 and 9 are the siblings.
Therefore the nodes that are eligible to become the children
of node 1 are 4, 6, 7 and 8. Further we find that only pair
(7,8) satisfies (4) and therefore belong toΛ2. The procedure
continues at nodes 3 and 9 and the outcome is shown in
Figure 3.

Level 0

Level 1

0

9

Figure 3 : The Stable Tree Formation Up to Level 2

31

7 8 6 4 5 Level 2

Afterwards,Λ2 nodes will also perform the same procedure
for the formation ofΛ3. Node 2 will be the only node in
Λ3. For our sample network the final stable tree (comprising
of three levels) is displayed in Figure 4.

Level 0

Level 1

0

9

Figure 4 : The Final Stable Tree of Level 3

31

7 8 6 4 5 Level 2

2 Level 3

As soon as the complete tree is built, the sink learns the
structure of the whole tree. After the tree formation is com-
plete, the sink constructs its WASP-scheme and broadcasts
it. To generate its WASP-scheme, the sink first calculates
the SP and the TFS. In our example,Λ1 = {1, 3, 9}, and
from (1) SPS = 4. The TFS of the sink is given by the sum
of all the forwarding slots needed by each child inΛ1 and
is therefore equal to 6. Table IV shows the SP and TFS for
each node in two WASP-cycles.

Table IV
SPAND TFSVALUES IN TWO WASP-CYCLES

WASP-cycle 1 WASP-cycle 2
NodeID SP TFS SP TFS

0 4 6 4 6
1 2 0 2 1
2 1 0 1 0
3 1 0 1 0
4 2 0 2 0
5 1 0 1 0
6 1 0 1 0
7 2 0 3 0
8 1 0 2 0
9 0 0 0 0

IV. PROTOCOL IMPLEMENTATION AND EXPERIMENTAL

RESULTS

We have implemented the WASP using MICAz motes
and the TinyOS operating system. MICAz is a widely
used research platform built around the CC2420 transceiver,
which employs the 802.15.4 physical layer. We evaluated our
implementation on an indoor testbed of ten MICAz motes.
The testbed consists of a sink acting as the coordinator and
nine other nodes that inject their data into the network so
that it can be delivered to the sink. The sink in turn forwards
everything to a base station node connected to a Crossbow
MIB600 gateway that exports the data for offline processing.
The 5ms slot length used as a simulation parameter in [1]
is simply not workable with our hardware. To simplify the
implementation we relax the slot length to one second,
thereby eliminating the need for a tight time synchronization
technique. Our own experimental results suggest that the
RSS thresholdΘ = −60dBm is more than sufficient for the
link dynamics that are typical of WBANs (in general, it is
a rather conservative calibration).

Since the ultimate goal of WASP is energy efficiency,
a paramount figure of merit is the duty-cycle, which we
measure with online software estimation [10]. In our imple-
mentation, we compare WASP’s own duty-cycling and the
joint action of WASP’s duty-cycling with LPL [2]. We use
the standard TinyOS implementation of LPL, integrated in
a link layer called BoX-MAC [11].

Each of our experiments was run for the duration of
one hour. We explored two different LPL settings and ran
experiments with sleep intervals of 100ms and 150ms for
each node. In general, the LPL sleep interval must be
significantly smaller than the duration of a WASP slot.
Figure 5(a), 5(b) and 5(c) show the stable tree obtained
by applying our tree formation algorithm in three different
experiments (respectively with no LPL, with LPL at 100ms,
and with LPL at 150ms). Although we employed a similar
network setup in all experiments, the tree formation process
(selection of a subset of the highly reliable links in the
robust communication graph) is randomized, leaving us with
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no control over the specific tree layout for each individual
experiment. In general, because of the requirements that
the WASP imposes on the tree topology, routes may be
set up using more hops than needed based on connectivity;
sacrificing a low hop count is certainly a drawback of the
WASP approach [12].

In our experiments we measure the duty cycle and the
Packet Delivery Ratio (PDR) of each node in the network.
The PDR for a given node other than the sink is defined as
the total number of data packets delivered to the sink over
the total number of data packets injected by the node into
the network. The PDR for the sink is the end-to-end delivery
ratio computed as the total number of delivered packets over
the total number of injected packets by all nodes. We group
nodes based on theirΛm (m ≥ 0) membership and compare
the duty cycle and the PDR of the nodes residing in the
same level. We also measure the Control Overhead for the
network, defined as the ratio of the number of dedicated
control packets over the total number of transmitted packet
(control and data packets). Tables V, VI, and VII show the
duty cycle and PDR for all the experiments.

In Tables V, VI, and VII, we observe that by imposing
LPL on the WASP protocol we obtain a sharp drop in
the duty cycle of each node as compared to WASP’s own
application-based duty cycling. The sharp decrease in the
duty cycle allows a drastic reduction of the overall energy
consumption needed for network communication and boosts
the energy-efficiency of the WASP protocol. We observed
from Tables V, VI, and VII that the duty cycle for the sink
without using LPL is 61.35%, which drops sharply to 9.48%
with a 100ms LPL and 7.51% with a 150ms LPL. The drop
in the duty cycle for the sink is around 52% with either
LPL setting. Our results show that WASP can peacefully
coexist with a low-power link layer and greatly benefit
from it, because its baseline duty-cycling is not sufficiently
aggressive to ensure significant energy savings. Nodes inΛ1

are responsible for forwarding the data of the lower levels,
and therefore they consume the largest amount of energy as
they have to keep their radio on for the longest time. Our
results show that both nodes that are very active (likeΛ1

nodes) and nodes that are see relatively little action (like
the leaf nodes) can greatly benefit from the joint action of
WASP and LPL.

LPL only takes a small toll on the reliability of the
protocol. For our experiments the end-to-end PDR is 100%
without LPL, 99.83% with 100ms LPL, and 99.82% with
150ms LPL. We obtain a better PDR performance compared
to [1] where packet loss rate is 30%, but this is largely
a byproduct of our relaxed time-slotting as well as the
overly pessimistic channel model employed in the WASP
simulations in [1].

We also measure the Control Overhead for the network.
In our implementation the control packets are the packets
broadcast for the network set up and the control WASP-

scheme broadcast by the sink node. The Control Overhead is
about 6% in all of our setups, suggesting that neither the tree
layout nor the presence/absence of LPL has a considerable
impact on the overhead. We display the total number of
control and data packets transmitted by the WASP protocol
(without LPL) over time in Figure 6.
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Figure 5: (a) Tree obtained with WASP-No LPL (b) Tree obtained with

WASP-LPL-100ms (c) Tree obtained with WASP-LPL-150ms

Table V
DUTY CYCLE AND PDR VALUES FOR THEWASP-NO LPL

Level NodeID Duty Cycle PDR
Λm (m ≥ 0) (in %) (in %)

Λ0 0 61.35 100
1 91.71 100

Λ1 2 22.76 100
7 28.29 100
3 72.15 100

Λ2 4 31.04 100
5 36.54 100

Λ3 6 42.03 99.49
9 61.25 99.49

Λ4 8 86.08 99.49

Table VI
DUTY CYCLE AND PDR VALUES FOR THEWASP-LPLAT 100MS

Level NodeID Duty Cycle PDR
Λm (m ≥ 0) (in %) (in %)

Λ0 0 9.48 99.83
Λ1 3 15.64 100

7 14.46 100
1 11.29 100

Λ2 2 3.63 100
4 4.10 100
9 4.11 99.49

Λ3 6 10.33 99.66
Λ4 5 7.91 99.49
Λ4 8 9.91 99.49
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Table VII
DUTY CYCLE AND PDR VALUES FOR THEWASP-LPLAT 150MS

Level NodeID Duty Cycle PDR
Λm (m ≥ 0) (in %) (in %)

Λ0 0 7.51 99.82
6 14.05 100

Λ1 7 2.71 100
8 12.13 100
1 8.80 100

Λ2 3 7.38 100
9 4.49 100
4 4.73 99.47

Λ3 5 5.49 100
2 5.83 99.47
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Figure 6: Total Control and Transmitted Data Packets for theWASP over Time

V. CONCLUSIONS

We successfully implemented the Wireless Autonomous
Spanning Tree Protocol (WASP) on mote-class devices and
evaluated its performance on 10-node testbed. We chose the
WASP because of its promising cross-layer design approach
that combines and coordinates medium access and multihop
routing. The WASP presupposes the existence of a static
tree structure to be superimposed to the network, but in
practice low-power wireless connectivity is highly dynamic,
even for networks of (almost) stationary nodes like WBANs.
To obtain a stable tree topology out of inherently unstable
low-power links, we adopted a blacklisting-based approach
to build a tree of highly reliable links. While this approach
is indispensable to approximate the static tree topology that
the WASP presupposes, in practice it may lead to routes
consisting of too many short hops, with the consequent loss
of the benefits of long-hop routing [12]. The approximation
of static connectivity also has scalability issues, and the
lack of overlap between logical and physical (broadcast)
connectivity may thwart WASP’s slotted medium access
with omnipresent hidden node effects. From the standpoint
of energy-efficiency, while WASP’s baseline duty-cycling is
insufficient to meet the lifetime demands of WBANs, our
results show that the WASP can be effectively complemented
by a standard link-layer duty-cycling technique, which re-

duces the mean node duty-cycle from over 50% to about
8%, and the standard deviation from 25% to 4%.
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Abstract—Energy is an important issue in designing wireless
sensor networks. Coverage and connectivity are not of less
important since they are necessary for the network to be
operational. In this work, we consider the case of wireless video
sensor networks where some sensors have visual capabilities.
We study the benefit of having some mobile nodes able
to move in the network field so coverage and connectivity
constraints are satisfied while saving energy. We formulated
this problem using integer linear programming. We performed
several experiments using the CPLEX solver, to get some
insight into the contribution of mobility in the context of video
streaming. We mainly show that, even if mobility cost is much
higher than communication, the latter tends to be predominant
in the overall consumed energy as the video session duration
increases. Thus, justifying the mobility cost.

Keywords-Video; mobility; optimization; energy saving;
topology control;

I. INTRODUCTION

Recent advances in micro-electronics and wireless com-
munications allow the emergence of wireless sensor net-
works (WSN) which are currently a hot research area [1].
Research effort in WSN mainly focused on scalar ones
with large number of sensors able to sense environmental
data (temperature, pressure, location of objects . . . ), perform
specific processing on them and collaborate to achieve appli-
cations’ requirements. More recently, the availability of low-
cost CMOS cameras and microphones, Wireless Multimedia
Sensor Networks (WMSN) [2] gained more interest and
research effort. In a WMSN, the scalar WSN is strengthened
by introducing the ability of retrieving richer information
content through image and video/audio sensors [3][4][5][6].
This can significantly enhance a wide range of applications
like object detection, surveillance, recognition, localization,
and tracking.

While sensors are small devices mostly running on bat-
teries, the network should operate autonomously for long
periods of time in most applications. This is why energy is an
important issue in WSN and becomes an important research
topic. Other issues such as coverage and connectivity in

a WSN are not of less importance. When some areas
of the field become uncovered, the mission of the entire
network may be affected especially when the uncovered
area is security critical. Connectivity, for its part, allows the
different sensors to be able to reach each other as well as the
sink (central controller or a gateway). Lack of connectivity
could create unconnected sets in the network leading to some
sensors to be unable to reach the sink.

Due to connectivity and coverage issues, nodes have to
be placed carefully when deployed in the network field
according to the target application. Good coverage and
strong connectivity can be achieved through careful plan-
ning of node densities and fields of view so the network
topology can be defined before startup [7][8]. However, a
sensor network is dynamic by nature since sensors stop
working when they exhaust their on-board energy supply. In
a dynamic, hostile or hard-to-access environment, there is a
need to be able to dynamically redeploy the network such
that the application’s requirements in terms of coverage and
connectivity continue to be met while saving energy. This is
what we call On-demand repositioning. In [9] for instance,
sensor’s ability to move is used to distribute them as evenly
as possible in the region so coverage is achieved within the
shortest time duration and with minimal overhead. A survey
on node placement in WSN can be found in [10].

In this work, we consider a wireless video sensor network
(WVSN) where a subset of the nodes are equipped with
cameras. We explore the possibility of having locomotion ca-
pabilities at some sensors so they are able to move [11]. The
aim of this work is to save the overall communication energy
in a video session by allowing mobile nodes to move. Even
if mobility cost may be higher than communication, moves
can be justified by preserving coverage and connectivity in
the network. Moreover, moves are generally performed only
once, at the beginning of a session, so video applications
characterized by their large amount of data can have a small
mobility cost as the video duration increases.

Our approach is based on linear programming where we
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extended the work of [12] so both coverage and connectivity
are considered. Additionally, our formulation fits the case
of heterogeneous networks where video and scalar nodes
coexist. Nodes may have different types of energy supplies
(traditional batteries, solar or wind energy, etc.). Energy
levels at nodes can be considered in the model so the
network lifetime is increased. The paper is organized as
follows. Section II summarizes the related work and Section
III presents our network model with the different parameters
and assumptions made in this work. Our problem formula-
tion is presented in Section IV. Some numerical results are
given in Section V. Finally, Section VI concludes and gives
some future directions.

II. RELATED WORK

The closest work to ours is the one of Kadayif et al.
[12]. An integer linear program is proposed to minimizes
energy consumption with the presence of mobile nodes. Our
work is an extended version of the linear program they
proposed so both coverage and connectivity are satisfied
in a heterogeneous WSN. In such a network, nodes may
have different type of energy supplies and can have different
sensing roles (video/scalar) and capabilities.

Assuming mobile sinks, [13] considers the case of mul-
tiple sink nodes positioning so the network lifetime is
maximized. The problem is formulated using a linear pro-
gramming model. Bredin et al. [14] studied the problem
of placing nodes at the network setup time where K-
Connectivity is achieved. K-Connectivity implies having
K independent paths among every pair of nodes. They
formulated the problem as an optimization model where the
number of additional nodes required by the K-Connectivity
is minimized.

One important concern in nodes placement is field cov-
erage. In [15] the problem of maximum lifetime sensor
deployment with coverage constraints is considered and an
energy-efficient INformation Gathering (SPRING) algorithm
is proposed. Cardel et al. [16] addressed the coverage
problem in WSN with adjustable sensing range. Based on
the assumption that longer sensing ranges consume more
energy, the aim is to give each sensor a coverage radius so
the overall consumed energy is minimized while assuring
the entire field coverage.

Jaggi et al. [17] considered the problem of maximizing
WSN lifetime through activating a minimal set of sensor
nodes at any given time while both coverage and connectiv-
ity constraints are satisfied. A linear program is formulated
and a distributed algorithm for practical use in sensor
networks is developed. The WSN considered is composed of
static sensors. In this work, however, we aim to find optimal
moves of mobile sensors so overall energy in the network
is minimized.

III. NETWORK MODEL

We consider a wireless sensor network of N sensor nodes
among which some are video sensors located in strategic
positions of a two-dimensional grid (N1 × N2). All sensor
nodes positions are assumed to be known and are given by
a boolean matrix P :

pi,j =

{
1 if there is a sensor at position (i, j)
0 otherwise

(1)

where 0 ≤ i ≤ N1−1 and 0 ≤ j ≤ N2−1. This assumes
that we consider a WSN with location awareness. Even if
only a few nodes have known positions by equipping them
with GPS or placing them deterministically, the remainder
of nodes positions can be computed from knowledge about
communication links [18].

The network is heterogeneous since it contains video and
scalar sensors with different energies and processing powers.
ci,j,i′,j′ is the amount of energy needed to transmit a 1-bit
message by a sensor located at (i, j) and to be received by
the one located at (i′, j′) and can be estimated using [19]:

ci,j,i′,j′ = αi,j(2× Eelec + εamp × d2
i,j,i′,j′) (2)

where di,j,i′,j′ is the distance between the two sensors
located at (i, j) and (i′, j′) positions, Eelec is the dissipated
energy by the radio to run the transmitter or the receiver
circuitry and εamp is the required energy by the transmit
amplifier. We introduced a parameter αi,j , 0 ≤ αi,j ≤ 1,
defined on a per sensor basis in order to individually consider
the energy capacities of each sensor node. For instance, a
mobile node with solar cells can be assigned an αi,j close
to 0 and a node with a low energy level at a given time
(possibly with ubiquitous energy) can be assigned an αi,j

close to 1. Sensors in the network can have different energy
capacities. They can operate on batteries or even use energy
extracted from the environment, such as solar energy or
vibrations. This does not mean that the energy could become
infinite [20] since harvesting energy can not be possible all
the time and could be insufficient to provide sensors mobility
for instance.

In our network model, some nodes have locomotion
capabilities [11] so they are able to move. Their positions
can be known thanks to the mobility matrix B(N1 ×N2):

bi,j =

{
1 if the sensor at location (i, j) is mobile
0 otherwise

(3)

To move from point (i, j) to (i′, j′) in the sensor field,
the required energy is noted mi,j,i′,j′ and assumed to drain
much more energy compared to communication cost per bit
for the same distances, that is,

∀i, j, i′, j′ : mi,j,i′,j′/ci,j,i′,j′ = ρ > 1
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In order to cover a given region or to avoid obstacles,
a video sensor with locomotion facility may move mainly
as a response to a sink request. However, a video sensor
is assumed to stay at its location for the whole session
when it begins capturing/transmitting images. Since there
is a big amount of data to be transmitted in a video session
and assuming that the transportation path is provided from
the network layer, a relatively long schedule of messages
send/receive can be obtained. We note by L, the number of
messages to be transmitted. S and R are the transmission and
reception matrices respectively before move where si,j,l = 1
if node at position (i, j) (before moving) sends the lth

message to another node and ri,j,l = 1 if node at position
(i, j) (before moving) receives the lth message from another
node. Each sensor node has a radio communication range rc
which is fixed and can not be varied during the video session.

Finally, we assume that each sensor node is able to sense
within a disk of constant radius rs and introduce the notion
of coverage degree. Noted dc, it is the number of redundant
sensors that cover a given area. For video sensors, we aim to
obtain a soft video coverage as opposed to hard coverage. a
video sensor is able to move when there is another node to
replace it even if it is not a video sensor and can not insure
the same service degree (rich video capture). Nevertheless, it
can contribute in covering the sensor field by sensing other
physical (scalar) phenomenon such as movement detection.
In a hard video coverage however, a video sensor moves
only if there is another video sensor that it is able to replace
it in the coverage of a given zone.

Notations and different parameters and variables used in
this paper are listed in tables I and II.

IV. PROBLEM FORMULATION

In this section, we present our formulation to the problem
of minimizing energy through mobility while preserving
connectivity and coverage in our relatively heterogeneous
network as described in the previous section. The problem
can be formulated as an integer linear program (ILP) as
follows:

Minimize

E =

N1−1X
i=0

N2−1X
j=0

N1−1X
i′=0

N2−1X
j′=0

δi,j,i′,j′ ×mi,j,i′,j′

+

N1−1X
i=0

N2−1X
j=0

N1−1X
i′=0

N2−1X
j′=0

LX
l=1

sri,j,i′,j′,l × k × ci,j,i′,j′ (4)

subject to

∀i ∈ 0..N1 − 1,∀j ∈ 0..N2 − 1,

N1−1X
i′=0

N2−1X
j′=0

δi,j,i′,j′ = pi,j (5)

TABLE I
NOTATIONS: PARAMETERS

N number of sensor nodes.
N1 ×N2 sensor field dimensions.

P matrix position: pi,j = 1 if there is a node at (i, j).
di,j,i′,j′ the distance between sensors located at (i, j) and (i′, j′).

B mobility matrix: bi,j = 1 if node at (i, j) is able to
move.

k number of bits per message.
L number of messages to send.

S transmission matrix before move, si,j,l = 1 if node at
(i, j) (before moving) sends the lth message, 1 ≤ l ≤ L.

R reception matrix before move: ri,j,l = 1 if node at (i, j)
(before moving) receives the lth message, 1 ≤ l ≤ L.

αi,j weight given to node located at (i, j).
ρ ratio of mobility to communication per bit cost: ρ > 1
C communication energy matrix: ci,j,i′,j′ is the required

energy to send a 1-bit message by a sensor located at
(i, j) and to be received by the another one located at
(i′, j′).

M mobility energy matrix: mi,j,i′,j′ is the required energy
to move from point (i, j) to (i′, j′).

rc communication radio range of the different sensors.
rs sensing (coverage) radius of each sensor.
dc required degree of coverage.

TABLE II
NOTATIONS: VARIABLES

Ṡ sending matrix after move: ṡi,j,l = 1 if node at (i, j)
(after a move) sends the lth message to any other node,
(1 ≤ l ≤ L).

Ṙ reception matrix after move: ṙpi,j,l = 1 if node at (i, j)

(after a move) receives the lth message from any other
node, (1 ≤ l ≤ L).

∆ movement matrix: δi,j,i′,j′ = 1 if node at (i, j) moves
to optimal location (i′, j′).

SR send/receive matrix after move: sri,j,i′,j′,l = 1 if (after
move) node (i, j) takes part in the communication of
message number l and sends it to a node located at
(i′, j′), 1 ≤ l ≤ L.

∀i′ ∈ 0..N1 − 1, ∀j′ ∈ 0..N2 − 1,

N1−1X
i=0

N2−1X
j=0

δi,j,i′,j′ ≤ 1 (6)

∀i′ ∈ 0..N1 − 1, ∀j′ ∈ 0..N2 − 1, ∀l ∈ 1..L,

ṙi′,j′,l =

N1−1X
i=0

N2−1X
j=0

δi,j,i′,j′ × ri,j,l (7)

∀i′ ∈ 0..N1 − 1, ∀j′ ∈ 0..N2 − 1, ∀l ∈ 1..L,

ṡi′,j′,l =

N1−1X
i=0

N2−1X
j=0

δi,j,i′,j′ × si,j,l (8)
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∀i ∈ 0..N1 − 1, ∀j ∈ 0..N2 − 1,

(pi,j = 1) ∧ (bi,j = 0)⇒ δi,j,i,j = 1 (9)

∀i ∈ 0..N1 − 1, ∀j ∈ 0..N2 − 1, ∀l ∈ 1..L,
N1−1X
i′=0

N2−1X
j′=0

sri,j,i′,j′,l = ṡi,j,l with di,j,i′,j′ ≤ rc (10)

∀i ∈ 0..N1 − 1,∀j ∈ 0..N2 − 1, ∀l ∈ 1..L,
N1−1X
i′=0

N2−1X
j′=0

sri′,j′,i,j,l = ṙi,j,l with di,j,i′,j′ ≤ rc (11)

∀i ∈ 0..N1 − 1,∀j ∈ 0..N2 − 1,
N1−1X
i′′=0

N2−1X
j′′=0

N1−1X
i′=0

N2−1X
j′=0

δi′′,j′′,i′,j′ ≥ dc (12)

with (i′ ≥ i − rs) ∧ (i′ ≤ i + rs) ∧ (j′ ≥ j − rs) ∧ (j′ ≤
j+rs)∧ ((i 6= x)∨ (j 6= y)) where (x, y) is the sink coordinates.

where E is the overall consumed energy including both
communication and movement cost and k is the number of
bits per transmitted packet. The different joined constraints
are explained below:

(5): a sensor node can move to any non-occupied place
and a move can only take place from an occupied position
in the network [12].

(6): any move to a non-occupied position is performed
by only one node ; otherwise this latter stays in its initial
position [12].

(7) and (8) give expressions of Ṡ and Ṙ, the emission and
reception matrices respectively after move.

(9): a non mobile node located at (i, j) (i.e. bi,j = 0)
stays at its initial position.

(10) and (11) are the connectivity constraints. A mes-
sage m is sent by one node and received by only one
node (unicast communication). Moreover two nodes can not
communicate unless they are in each other radio range. The
distance between the two nodes (after move) is less or equal
to the communication radio range [12].

(12) is the coverage constraint. Each position in the field is
covered by at least dc nodes to satisfy the required coverage
degree. A node moves to position (i′, j′) from another one
(i′′, j′′) or it stays at its initial position i.e. i′ = i′′ and
j′ = j′′. Position (i, j) must be in the zone covered by the
sensor located at (i′, j′).

Illustrative Example: we consider a field 10 × 10
where 20 sensor nodes are deployed as depicted by Figure
1(a) with 4 sources (at (3, 7), (4, 5), (1, 5) and (8, 8) willing
to transmit one message each to the sink. Taking rs = 2,
each sensor node covers in addition to its own position, the
24 neighboring ones: the node located at (3, 7) covers the

square area within the dotted boundary as shown in Figure
1. In this sensor field, positions (0, 8) and (0, 9) are not
covered. We assume that the communication radio range
rs = 4 and that communications are only possible in single
hop (there is no underlying routing protocol). All sources
can not reach the sink in one hop.

(a) (b)

Figure 1. Illustrative Example: coverage and connectivity constraints

After applying our optimization program, all source nodes
as well as the sink move as shown by dashed arrows in
Figure 1(b). In this way, the required connectivity is satisfied
so all the sources can achieve the sink in one hop. Addition-
ally, the node located at (3, 7) moves to position (2, 7) so
the problem of coverage is solved (points (0, 8) and (0, 9)
become covered). The consumed energy is also reduced (for
one message with 1024 bits, 401mJ is consumed instead of
403mJ).

V. NUMERICAL RESULTS

In order to get some insight into the benefit of mobility to
save energy in a WVSN, our formulated problem was coded
using AMPL (A Mathematical Programming Language) [21]
and solved using the CPLEX solver [22] on NEOS server
[23].

We consider the case of a grid of dimension 10 × 10
where 40 nodes among which a given ratio is assumed
to be mobile, are randomly placed. The sink is located
at position (0, 0) and depending on the experiment, one
to seven sources are randomly chosen in the field. Paths
from each source to the sink are generated using MFR
(Most Forward within Radius) [24]. Each source is assumed
to capture and transmit a 10-second video sequence (Hall
Monitor [25]). Data packets are assumed to have 1024 bits
of payload. Information about paths, amount of data to be
transmitted and the size of packets allow us to generate the
corresponding communication schedule required as an input
of our ILP. For the energy model, we put in equation (2),
Eelec = 50nJ/bit and εamp = 0.1nJ/bit/m2.

Figure 2 plots the mobility to the overall consumed
energy ratio as a function of video duration for different
values of ρ. In this scenario, 20% nodes have locomotion
facilities and only one source is transmitting. The overall
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Figure 2. Mobility to overall energy ratio for different values of ρ. One
source, 20% of nodes are mobile

consumed energy includes energy required by nodes to move
to their optimal positions and the consumed energy due
to transmitting/receiving data packets. We can see that if
we increase ρ (till 100,000) so the mobility cost is much
higher than the communication one and even for a small
video duration (0.1 second for instance), mobility cost is
at most about 18% of the overall consumed energy. It is
also to notice that the share of mobility in overall energy
consumption decreases with session duration. In fact, the
longer the video session, the larger the amount of data
to deliver. As a result, the communication cost increases
compared the mobility one where moves are performed only
once at the beginning of a session. Consequently, mobility
is well justified in the context of WMSN characterized by
their big amount of data.

In order to assess the gain obtained thanks to nodes
mobility, we plot curves of Figure 3 showing the amount
of energy (in Joules) saved when applying our optimiza-
tion problem as a function of video duration for different
densities of mobile nodes in the field. We can see that the
amount of saved energy is higher for bigger number of
mobile nodes. Furthermore, when the video session duration
increases, saved energy is also increased. This confirms
results obtained and observed in Figure 2. The amount of
energy saved allows for augmenting the lifetime of the entire
network.

Finally, we varied the number of transmitting sources from
1 to 7 and reported the amount of saved energy for different
video streaming durations ranging from 1 to 5 minutes.
Figure 4 plots this saved energy and shows, once again,
that when increasing the video duration, the saved energy
increases. When augmenting the number of sources until 5
sources, we save more energy. However when the number of
sources reaches 6, we get less energy saving. This is due to
the fact that when increasing the number of sources, some
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Figure 3. Saved energy as a function of video duration for different
densities. ρ = 1000
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nodes are likely to belong simultaneously to more than one
path.

VI. CONCLUSION AND FUTURE WORK

In this work, we formulated the problem of optimal node
placement in a WVSN so energy consumption is minimized
under coverage and connectivity constraints using ILP. We
performed several experiments to get some insight into the
benefit of having some mobile nodes in the network in the
context of video streaming. We mainly showed that even if
mobility cost is much higher than communication, the latter
tends to be predominant in the overall consumed energy as
the video session duration increases.

Our problem formulation is O(N2
1 × N2

2 × L) and it is
difficult to scale to large sensor networks. We suggest to
execute it at the sink for relatively small networks (at the
beginning of a video session) and off-line for larger ones
for optimal initial deployment. This study allowed us to
assess the contribution of mobility in saving energy. Our
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optimal solution can be used to derive and evaluate the
effectiveness of localized and less complex algorithms based
on heuristics. Actually, we are developing and evaluating
distributed heuristics that approximate the optimal solution.
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Abstract—In this paper, we describe a nontraditional approach 
for realizing a highly interactive adaptive system with a mini-
mal level of intrinsic knowledge; which opens up the way for a 
more open and active adaptation to the rules and dynamic 
changes of the environment. First, we discuss a lightweight, 
incremental adaptation model where knowledge and strategy 
emerge during (and throughout) the system’s normal opera-
tion. Then, this model is extended with a collective mechanism: 
a society of learners makes use of each other’s findings in 
order to converge faster. Finally, principles are evaluated with 
simulation in a theoretical showcase (‘Connect-5’) world. 

Keywords — collective-adaptive systems, open learning 

I.  INTRODUCTION 
Emergence is one of nature’s strongest weapons for 

handling complex, dynamic and large scale problems. The 
application of surprisingly simple algorithms, when done in 
multitudes, may lead to a different quality of global results. 
Certain fields of emergent behavior have already been uti-
lized in computer science (such as self-organization), while 
other possible application areas are yet untouched. In this pa-
per we propose to face the challenge of open adaptive sys-
tems with an emergent solution.  

Adaptiveness–in our context–means that the system is 
able to dynamically respond to the changes of the environ-
ment. A traditional approach for achieving adaptivity is to 
maintain a self- and/or environment model, detect when 
changes occur, and explicitly start an adjustment process 
within the feedback loop. [1] Powerful tools like reasoning, 
semantics and ontology guarantee that the adaptation is ef-
fecttive and convergent.[3] However, the success of this app-
roach largely relies on the accuracy of the system’s explicit 
knowledge: on the completeness of the world model and on 
the efficiency of built-in adjustment mechanisms. As long as 
environmental changes are in line with it, the system is gua-
ranteed to adapt efficiently; but it is theoretically impossible 
to react to changes that are not included in the model, or to 
choose adjustment strategies that were not encoded previous-
ly.[4,5,6] Our research focuses on the question: how much 
can we avoid this burdening explicit knowledge in an adap-
tive system, thus, unbind the learning process, and let the 
system openly find its way for achieving adaptation (instead 
of following what scientist taught it to do)? An extremity 
may be a system without any pre-injected model or strategy, 

an idea which opens up dimensions yet unknown in dynamic 
adaptation. In this paper we propose a knowledge-poor adap-
tation model (the amount of explicit, pre-injected model is 
kept very low) that we prove to be open and effective for a 
complex dynamic problem case. 

Adaptivity is often required in distributed situations, 
where autonomous building blocks of the system need to 
find their optimum locally, without central help or control. 
Collective adaptive systems make use of the connectedness 
of individual blocks–through communication–in order to 
help converging faster or globally better. The presence of an 
explicit world model facilitates the collective behavior in this 
case, as members of the society share a common and well-
defined understanding of the world and of possible strate-
gies. The question we asked was: is it possible to establish 
meaningful cooperation between independent adaptive sys-
tems without sharing an explicit world model; is it possible 
to share ones expertise and help others to adapt better even if 
their–independently developed–knowledge and strategy is 
highly different? We describe a collective self-evaluation 
and expertise sharing mechanism for the society of know-
ledge-poor adaptive systems, and discuss the effects. 

The structure of the paper is the following. Section II de-
fines the problem space: a theoretical world with an adapta-
tion challenge and easy measurability.  Section III introduces 
the knowledge-poor learning and adaptation model. Section 
IV generalizes the model from a collective perspective, 
where independent learners share knowledge with each 
other. Section V discusses further aspects, consequences and 
limitations of the pro-posed models and algorithms. Section 
VI discloses evaluation results about the goodness of the 
individual and collective algorithms. Section VII concludes. 

II. PROBLEM STATEMENT 
The problem space tackled with in this paper is a world 

with actors who observe their environment and make actions 
from time to time. Certain states of the world mean reward to 
the actor who reaches it, while other states result in penalty.  
The world is only roughly modeled by the actors–the set of 
ob-servable factors is limited–and actors don’t have pre-
injected knowledge or assumptions about rules, requirements 
or strategies of the world. We focus on scenarios which can 
be described in means of discrete time-steps, one or more 
actors take part, and their actions modify to the world’s state. 
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The environment is not only dynamic because of the pre-
sence of other actors (who also act), but also in means of 
general requirements or rules which may change from time 
to time. Actors get known with the actual requirements imp-
licitly, through reward or penalty provided by the environ-
ment (reinforcement learning). 

While numerous cases can be imagined satisfying the 
above specification; we choose a showcase in which the ba-
sic abilities of the system can be demonstrated and efficient-
ly evaluated. This is actually a generalization of a simple 
two-player, deterministic, fully observable, zero-sum board 
game, often known as connect-5, gomoku, or amoeba. 

A. Starting point: a basic Connect-5 World 
Connect-5 is a simple board game, an extension of tic-

tac-toe for bigger sized boards and longer combinations. 
There are two players in the game, one with mark X and the 
other one with mark O. The game starts with a board of tabu-
lar arranged empty square cells. Players make steps intermit-
tently; each one places their mark onto an empty cell. A 
player wins the game, if five of their signs is placed consecu-
tively in one row, column, or in a diagonal line on the board. 
When a player wins, the other one looses. Tie is reached, if 
the board has no more empty cells, but no one has won. 

More formally, the state of the game is represented by 
the board itself (cells and their contents). The transition 
between states is the action of an actor, and the game is basi-
cally a time series of game states. Only one actor is allowed 
to perform action in each particular state. The action is man-
datory, so if there is an empty cell on the board, the upco-
ming actor must act. After each action, the new state is eval-
uated by the environment, and if winner or tie state is 
reached, actors receive feedback. 

Actors are able to observe a rough model of the actual 
environment at any time; and are also able to receive feed-
back about winning/losing/tie state.  They also may accumu-
late a local knowledge base from these observations. 

The goal of the actor is to perform actions that lead to a 
winning state, while the environment is dynamically modi-
fied by the opponent from time to time.  

B. Generalized Connect-5 World 
While the basic connect-5 world incorporates several 

important properties of our problem space, we decided to 
generalize it in order to include further aspects of dynamism 
and collectiveness.  
• Collectiveness. Instead of a single actor-opponent pair, 

the world consists of a society of players, engaged in 
multitudes of parallel games.  The members of the soci-
ety are still autonomous actors–with individual experi-
ence, strategy and decision ability –, but they also 
possess the ability of communicating with each other. 
Actors may share their expertise with other actors, or 
learn from others’ shared knowledge. Please note that it’s 
not guaranteed that the members of the society face the 
same problem instance, e.g., same opponent style or the 
same rules –; nor do we say that the knowledge of any 
individual agent is guaranteed to be of help for others. 
However, the pure ability of sharing one’s dynamically 

built knowledge is an important attribute for a collective 
system, also from the theoretical point of view. Pair-wise 
knowledge sharing may also–but not necessarily–lead to 
the emergence of society level “common knowledge”.  

• Dynamic opponent style and strength.  The strategy, 
goodness and consistency of the opponent may change 
over time, resulting in dynamically changing envi-
ronmental requirements from the actor’s point of view.  
Extremities may be a random opponent (just picking ran-
dom steps), and an analytically optimal opponent (using a 
mathematically optimal strategy). 

• Changing game rules. We also allow the game rules to 
be changed dynamically during the actor’s life cycle. For 
example, the competitive aspect may be removed, so, the 
player gets rewarded for their own 5-long series regard-
less of the other player’s moves. Another way of chan-
ging the rules is to modify the length of the required 
series: e.g., 4 or 10 items long series may mean victory. 
The generalized model keeps the following attributes of 

the basic world (a) The states of the world form a time series. 
(b) Actors are able to observe the world’s state and perform 
actions. They may receive feedback from the environment in 
certain states. (c) The world changes because of the actor’s 
action or because of factors that are outside of the actor’s 
control (e.g., opponent’s action). Besides that, we also made 
the assumption that the actor has no pre-injected knowledge 
of the rules of the world or about the goal to reach–it has to 
reach (positive) game states by ‘learning by doing’. [9] This 
may be a selfish requirement under static conditions (where 
explicit world mode-ling could result in optimal behavior 
from the startup), but our goal here is to ensure the openness 
of the system and its dynamic adaptation ability for im-
mensely new requirements. 

The state space in the showcase example–supposing a li-
mited board size–is finite. However, we don’t see that as a 
hard limitation from the theoretic side, because the observa-
tion ability of an agent is finite by definition (so any board 
size larger than the player’s vision would work as infinite), 
and the mathematical model we use for learning can be ea-
sily extended for non-binary (multi-value or continuous 
interval) cases.  

Summarizing the above, the agent’s job is to learn the 
dynamically changing rules of the world through a feedback 
mechanism in order to select actions that lead to success; 
plus, to do this on-the-fly, without having had any pre-injec-
ted knowledge or preliminary training session; and possibly 
in a collective manner (by knowledge sharing).  

III. BASIC LEARNING MODEL 
This section describes the basic learning and adaptation 

model used within the open autonomous agents.  The model 
combines known basic models (Markov Decision Process 
and Temporal Difference Learning) with specific extensions. 

A. Markov Decision Process 
The inspiration of our model comes from reinforcement 

learning (RL), a general approach that tackles with problems 
very similar to our problem statement. RL is not one specific 
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mechanism but a dynamically improving domain of machine 
learning models. The common approach [7] focuses on fin-
ding actions in an actual world state, in order to achieve a 
goal desired in that context. It is assumed, that an agent 
completing this task is able to sense the environment to some 
extent, is able to perform actions which influence that state, 
and is able to receive feedback from the environment about 
its success.  

A widely used mathematical model describing reinforce-
ment learning problems is the Markov Decision Process 
(MDP). It is defined as a five-tuple (S, A, R, P, γ), where S is 
the set of world states, A is a set of actions, P is a state 
transition probability function P : S × A × S ↦ [0, 1], (where 
P (s’, a, s) tells the probability of reaching state s’ after 
performing action a in state s), R is the reward function R ↦ℝ, 
and γ is a discount factor from interval (0, 1]. It’s important 
to note that the observation capacity of the agent is limited; 
hence, the state observed may significantly differ from the 
real world state. At this stage, S refers to the real world state 
(later, it will be replaced by the agent’s perception). 

RL models are often equipped with value functions and 
policies to help making automatic decisions. We follow the 
terminology and notation of [10]. There is a value function 
defined for states which is able to better describe the real 
utility of a state than the reward function itself (which would 
only tell whether state is terminal). The value function is as-
sociated with a policy π, which is a mapping from states to 
actions, π : S ↦A. A value function for a given policy, Vπ : S ↦
ℝ  is defined as the expected discounted sum of rewards re-
ceived when starting (in t=0) from state s, and following 
policy π: V π (s) = E γ tR(st )t =0

∞∑ s0 = s, π[ ]. It can be shown [2] 
that this value function satisfies Bellman’s equation, and 
may be expressed in the following way: 

Vπ (s) = R(s) +γ P( ′ s , aπ , s)
′ s ∈S
∑ Vπ ( ′ s ) 

If the reward function R and transition probability funct-
ion P are both known, this formula can be analytically solved 
as a linear system. However, in most RL settings–including 
our case–the probability function P is not known; the agent 
only has access to a subset of state transitions (own experi-
ence) and to the feedback coming from the reward function. 
[8] 

To limit the size of |S| –to keep computations on an easy-
to-handle level –, often, estimations or approximations are 
used instead of exact models or values.  

We also introduced a feature extraction step between the 
raw perceived state and the state principle used within the 
model. Feature extraction helps highlighting important pro-
perties of a state, by preprocessing the raw observation be-
fore learning. The exact realization of this feature extraction 
step is an important attribute of the agent, as the extracted 
information deeply influences the learning process. In the 
basic model, the feature extraction mechanism is wired-in 
(and this is all the knowledge–even though being implicit, 
we call it knowledge– the agent gets at startup). In general 
versions of the model, features may be introduced or re-
moved on the fly.  

In means of terminology, a feature based linear 
approximator [2] for the value function is defined as: 

Vπ (s) ≈ wTφ(s)  
where Φ ∈ ℝk is a feature vector based abstraction 
belonging to the state s, and w ∈ ℝk is a parameter vector.  

While the usage of feature vectors was originally sugges-
ted in order to keep the computational complexity under 
control and to be able to deal with large or even infinite state 
spaces, we use it for two other purposes, respectively: (a) to 
facilitate convergence with the selection and usage of rele-
vant and meaningful features, and (b) to bring openness into 
the model through the possibility of dynamically adding and 
removing features–hence refreshing the implicit world mo-
del of the agent.  

With these approximations we lose the applicability of 
Bellman’s equation, but there are other efficient ways for 
finding the solution, such as the LSTD.  

B. Least-Squares Temporal Difference Method 
The Least-Squares Temporal Difference (LSTD) algo-

rithm provides way for finding a parameter vector w that ap-
proximately satisfies Bellman’s equation. Without the full 
deduction of the method discussed in [10] and recalled in [2] 
we denote the main formulae, and review it from the aspect 
of our setting. LSTD attempts to find a fixed point of the 
approximation  

w = ˜ f (w) = argmin
u ∈ℜ k

Φu − ( ˜ R +γ ′ Φ w)
2  

in which Φ and Φ’ are matrices containing m samples of 
observed state transitions from s to s’ in their rows, 
represented with Φ(s)T and Φ(s’)T in each row; ˜ R  is a vector 
containing the obtained reward ri for each of the m transi-
tions. Because the term to be minimized contains Euclidian 
norms only, the optimal fixed point can be analytically 
determined by solving a linear system bA ~~ 1− , where 

˜ A = φ(si)(φ(si) − γ φ( ′ s i)
i=1

m

∑ )T  ˜ b = φ(si)
i=1

m

∑ ri
 

In other words, the only knowledge required by the agent 
for selecting the desirable next state is only a vector (b) and a 
matrix (A).  
• Vector b gives a picture about the perceived goodness of 

each state, based on the total (positive or negative) re-
ward experienced there. 

• Matrix A describes the experienced state transition pairs. 
Transitions model the effect of the agent’s action along 
with the effect of the opponent’s action, in one unit. The 
discount factor helps in distinguishing between states im-
mediately preceding an end state and states that are far 
away. Please note that this abstraction does not include 
any preconception about the number or nature of oppo-
nents, so the model is also applicable for n > 2 players. 

From our point of view, the most important property of vec-
tor b and matrix A is that they can be constructed iteratively; 
each new experience means a minor addition to them. 

The agent may use two different approaches for transla-
ting the knowledge (matrix A, vector b) into an action: 
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(1) Calculate the expected effect of each possible action, 
and select the most desirable one based on the value 
of the result state. (If the number of actions is too 
large–or infinite–, a sampled subset of the possible 
actions may be used, with hierarchical refinement.) 

(2) Analytically identify the most desirable result state 
and then search for an action that leads to it. This 
approach is more problematic because (a) it’s not 
guaranteed that the state space is connected enough 
so an arbitrary end state can be reached from the 
current state, and (b) transitions are not deterministic 
because of the effect of the opponent, so we may end 
up in a very different end state than desired.  

We used the approach (1) in the model.  

IV. COLLECTIVE LEARNING MODEL 
In case of the collective learning model autonomous 

agents share their locally developed knowledge with each 
other. Knowledge sharing is realized as multitude of pair-
wise shares, in a self-organizing manner, without central 
control and without stashing common knowledge centrally. 

This requires the followings: (a) Knowledge import mo-
del: a mechanism to integrate external knowledge into the 
one’s own knowledge base, (b) Self-evaluation mechanism: 
a metric for the agent to evaluate the goodness of its know-
ledge in the actual environment, and (c) Sharing and accep-
tance mechanism: a mechanism that initiates and controls 
knowledge sharing / acceptance. Participants of the share–
donor and receptor–are autonomous elements, so it’s their 
free decision what, when and with whom to share or accept. 

A. Knowledge Import Model 
The import model uses the previously described matrix A 

and vector b as the manifestation of the knowledge; this is 
what the donor shares with the receptor. As shown previous-
ly, A and b are built up iteratively, thus, they’re additive.   

We defined the knowledge import mechanisms the follo-
wing way: the new knowledge of the receptor is a weighted 
combination of its old and the donor’s shared knowledge. 
Weights are denoted by c1 and c2. 

Anew = c1Aoriginal + c2Aimport bnew = c1boriginal + c2bimport 
Weights define the influence of the imported elements. 

An extreme case is when the original knowledge gets zero 
weight meaning that the imported knowledge replaces the 
receptor’s own knowledge (suppressive import). In this case 
the receptor becomes the donor’s equal copy or clone. This 
may be desirable if the imported knowledge is guaranteed to 
be of high value while the knowledge of the receptor is clear-
ly non-performing. However, suppressive import may easily 
lead to a drastic drop in the population’s diversity which may 
become dangerous when the environment changes.  

Non-suppressive import of good knowledge may perform 
somewhat weaker on the short term, but it keeps the popula-
tion diverse which is a useful property on the long term. 
Combinatory import may also accumulate a more general 
knowledge than suppressive one, because it tends to store 
information about uncommon parts of the state space (which 
may become handy when usual strategies stop working).  

B. Self-Evaluation Mechanism 
The self-evaluation mechanism of the agents is based on 

a sliding window memory about the outcome of the last few 
games. Contents of the sliding window are summarized: a 
game won counts as +1, a lost game counts as -1 and tie 
counts as zero. (This is just a despotic choice, more complex 
models could also consider trends, the goodness of the 
opponent etc.) 

C. Sharing and Acceptance Decisions 
We didn’t define explicit triggers for knowledge sharing 

because we believe it’s not possible to say that a certain 
knowledge instance is guaranteed to be helpful or unhelpful 
for others. Instead, a sharing protocol was defined: when a 
donor is ready to share, it contacts another agent who–if 
decides so–becomes the receptor. We examined the 
following sharing patterns:  
• Random sharing model. Agents initiate/accept the 

transaction with a given probability. 
• Self-confidence based model. Agents with high self-eval-

uation values offer their knowledge, and agents with low 
self-evaluation values accept it.   

• Knowledge density (completeness) based model. The 
goodness of the knowledge is measured by its complete-
ness (e.g., number of filled cells in A).  

• Opponent-based model. The receptor prefers knowledge 
that contains data about its current opponent.  

Our model extends the state of the art in the followings: (a) 
applies temporal difference (TD) learning for the problem of 
adaptive systems where requirements change dynamically 
over time (b) introduces the possibility of on-the-fly, 
automatic feature injection (c) brings TD learning into a 
collective dimension.   

V. DISCUSSION 
This section discusses consequences, generalization 

directions and limitations of the pervious models. 
The descriptive properties of the model were partially 

covered in Section III: the model is suitable for problems 
where the state of the environment changes from time to 
time and the actor is able to perform actions picked from a 
finite or infinite set of possible actions. Opponents and envi-
ronmental rules are not directly modeled within the agent’s 
knowledge, so the model is generally applicable for multi-
actor situations. The learning process is knowledge-poor, so,  
except for the initial features, the agent does not need pre-
injected knowledge.  

Learning happens naturally, during the agent’s normal 
activity; which is in contrast with today’s popular adaptive 
system approaches, where the learning phase precedes the 
phase of normal operation.  

The most important factors influencing the learnability of 
a problem are (a) what the agent perceives from the world, 
hence feature extraction, and (b) how well the actual problem 
case is presented, hence, the behavior of the opponent. 

Opponents may significantly influence the convergence 
of the learning process, especially for upexperienced agents.  
When playing against a dummy (e.g., random) opponent, the 
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agent easily spends significant amount of time in irrelevant 
sections of the problem space–as none of the players knows 
how to become successful. In case of a strong opponent the 
agent learns fast what to avoid and, probably, also what to do 
to win (see Section VI). It’s an interesting question whether 
the strongest opponent is the best, or it’s more optimal to 
learn against consequent but imperfect players. The advan-
tage of an imperfect opponent is that it leaves space for the 
agent to learn how to correct errors and how to make use of 
the other’s mistakes. We believe, and tests indicate, that the 
variety of opponent styles leads to the best kind of know-
ledge for static and dynamic cases, respectively. 

Feature extraction is the heart of the agent’s learning 
model. A novelty in our model is that features are not bound 
to be static: they may be introduced or removed dynamically, 
during runtime.  
• Features may be introduced  (a) at knowledge import, 

where the donor agent does not only transfer its know-
ledge but also the mechanism how the new feature can be 
calculated, or (b) through systematic generation where 
the agent uses data mining based techniques to generate 
new features or to derive them by combining existing 
ones. (The exact mechanism of data mining based feature 
generation is outside of the scope of this paper.)  

• Irrelevant features may be removed in order to minimize 
the problem space, thus, facilitate convergence. The trig-
ger of that may be (a) knowledge import where the agent 
may decide to remove those features that are missing 
from some/ any of the knowledge bases (b) in an expli-
citly executed feature optimization step which may be a 
mathematical matrix minimization method (e.g., prince-
pal component analysis or singular value decomposition) 
or the society may use a genetic algorithm based feature 
selection. (Experiments confirmed both directions, but 
the details are again outside of the scope of this paper.) 
Too fast convergence in the knowledge may be dange-

rous because it develops over-specialized strategies that 
work well against the current opponent but may not help if 
the environment changes. To avoid overspecialization, the 
agent may choose prevention strategies, such as picking se-
cond-best directions. Such a strategy leads to a better cove-
rage of the problem space, which may be suboptimal in the 
current game, but could help against future opponents with 
yet unknown strategies. 

The challenge of the agent is not just to learn adapting to 
(playing well within) the current environment; but to adjust 
to the dynamic changes of the environment. Changes may 
range from mild (slightly different opponent style) to drastic 
(essential rule change in the game). Agents may face this 
challenge alone or as a society. 
• Standalone adaptation strategies include: (a) for slight 

changes: prevention of over fitting by better problem 
space coverage, and (b) for drastic changes: self-evalua-
tion triggered knowledge deprecation –when the agent 
feels a significant performance drop it devalues or 
completely clears up its existing knowledge. 

• Collective adaptation strategies include: (a) when the 
problem space is locally homogeneous: learning from 
neighbors, (b) knowledge generalization through sharing 

and combination and (c) for drastic changes: fast, popu-
lation-wide propagation of the up-to-date knowledge. 
Collective mechanisms may be biased by distortions of 

the self-evaluation metrics.  Self-evaluation is intrinsically 
subjective; the agent possesses empirical information only 
which means that the metrics is biased by its experience–
opponents–by definition. Agents facing weak opponents may 
overvalue themselves, while agents with strong opponents 
may do the opposite. The evaluation bias may gain attention 
when it comes to sharing the knowledge: a receptor in a hard 
environment, so with low self-confidence, may overvalue the 
weak-environmental donor’s knowledge just because of its 
false self-confidence. However, it would be heedless to say 
that receiving such knowledge–unless suppressive–is guaran-
teed to be unhelpful. When treating it (choosing c1 and c2) 
with caution, even that kind of import may prove to be use-
ful, because it covers a different, yet un-known sub-domain 
of the problem space (see Section VI). 

Altogether, we think that the descriptive power and gene-
ralizability of the model is high. We can also imagine a 
possible convergence between this knowledge-poor approach 
and today’s knowledge intensive directions, where the two 
may strengthen each other (e.g., in feature generation).  

VI. EVALUATION 
Models were evaluated through simulation. This section 

includes the most important results about the standalone 
learning, adaptation ability, and the collective dimension. 

The standalone model was evaluated along two lines. 
First we wanted to see, how efficient is the on-line learning 
ability in the connect-5 world, with no initial experience, 
trained against opponents with different strengths. In this set-
ting, we also measured, how the self-evaluation mecha-nism 
performs compared to an objective evaluator. After this we 
examined how trained agents react to drastic environmental 
changes. 
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75%

100%

Random 85% opp. 95% opp. 99% opp 100% opp.

Games Lost Ties Games Won
Evaluated Strength Estimated Strength

 
Figure 1.  Learning characteristics and self-evaluation vs. opponent style. 

On-line learning with no initial knowledge. The experi-
ment consisted of an adaptation phase and an objective eval-
uation phase. (1) First, the untrained agent plays 350 games 
against a fixed-algorithm opponent, and uses its learning me-
chanism to adapt. Win/lost/tie statistics were also collected 
here. We evaluated five identical agents, each playing with a 
different opponent, namely: one random player; and the four 
opponents with mathematically optimal strategies but with 
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some–15%, 10%, 1% and 0%–chance of making an error 
(failing to choose the perfect action). (2) In the evaluation 
phase, learning was switched off in order to get an unbiased 
picture about the knowledge of each agent. Agents were al-
lowed to use their existing knowledge, and were evaluated 
by playing 100 games against the “perfect” (0% failure rate) 
opponent, as an absolute measure. Their preliminary self-
evaluation (based on the training phase) was compared to the 
actual measured strength. (Strength is defined as the percent-
tage of non-lost games.) 

Columns in Figure 1 visualize the outcome of the adapta-
tion phase, while the curves refer to the self-evaluated and 
objectively measured strength. Training results show that the 
number of games won by the agent falls as opponents get 
stronger. Surprisingly, the number of lost games does not in-
crease with stronger opponents; instead, games tend to end 
more often with a tie. Evaluation results indicate that the real 
gameplay strength is higher for agents trained against stron-
ger opponents. Please note, that although the agent trained 
with the random player holds the lowest strength, it could 
also fray out a tie in 17 percent of the games against the 
strongest opponent. The difference between the self-estima-
ted strength and the actual strength is unexpectedly small, 
expect for the divergent (random) training environemnt. 

Adaptivity. The second experiment examines the level of 
adaptivity to world changes. We used a trained agent, which 
had a training session of 50 connect-4 games (a game with 
the same rules as connect-5, except that the combination of 
four is enough for the victory). Then, the agent had to play 
connect-5 against the strongest opponent, without any notifi-
cation or adjustment regarding the rule change. Figure 2 
shows that in the first 25 games the agent had serious prob-
lems using the experience gathered earlier, resulting in a 
defeat rate of almost 96 percent. Although, after 50 games it 
could defend with 50 percent accuracy, and after 125 games, 
it reached almost the same strength level, as in the previous 
on-line learning test. Tests with other rule change schemes 
(C-5 to C-4, no compettiveness) brought similar results. 
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Figure 2.  Adaptation to changing rules (Connect-4 to Connect-5). 

The collective dimension was evaluated along various 
aspects, here we present one. Differently trained agents got 
knowledge injections, and then, got evaluated off-line. Listed 
combinations are: empty (untrained) receptor + best trained 
donor (trained with the strongest opponent), randomly 
trained receptor + best trained donor, Connect-4 trained re-
ceptor + best trained donor, and best trained receptor + ran-
dom donor. Figure 3 shows that knowledge injection had 

positive effects in all cases. This is not surpising in the first 
three cases when the injected knowledge was clrealy more 
accurate than the agent’s own. In the last case, a good agent 
received “worse” knowledge, and still, this helped it to gain 
winning which was out of ques-tion beforehand (however, 
general strength dropped slightly). This effect can be ex-
plained with the nonlinearity of the problem space. 
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Figure 3.  Collective effects (evaluated against the 100% opponent). 

VII. SUMMARY 
We described an emergent, knowledge-poor and open 

approach for adaptive systems where adaptation emerges 
from simple steps during the system’s normal operation, 
even amongst drastically changing environmental rules. Dy-
namic features and the lack of mandatory and too explicit 
semantics bring real openness. The cooperative knowledge 
sharing mechanism brings the adaptation of knowledge-poor 
learners to a collective level. 
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Abstract—This paper presents parameter optimization of the 

multi taper spectrum estimation method (MTM) for 64-FFT 

based cognitive radio (CR) spectrum sensing.  The design 

problem is formulated to determine the MTM parameters pair; 

the half time bandwidth product, and the number of tapers that 

maximize the performance at a fixed number of data samples. 

Maximum performance is defined by the highest probability of 

detection at a fixed false alarm probability. A Monte Carlo 

simulation is implemented to find the optimal parameters. The 

binary hypothesis test is developed to insure that the effect of 

choosing optimum MTM parameters is based upon performance 

evaluation. The whole band under sensing is divided into 

subbands, some contain primary user signal (PR), and the other 

does not. Consequentially, in addition to the variance of the 

estimate, the spectral leakage outside the PR subband is included 

in the performance evaluation. We found that the half time 

bandwidth product of 4 and 5 tapers gives the highest 

performance. We examined both MTM and periodogram (i.e., 

energy detector) methods in Gaussian (AWGN) and Rayleigh flat 

fading environments. The CR system performance using the 

MTM technique outperforms the performance of the same 

system that uses periodogram in all the cases we examined. 

 

Keywords-cognitive radio; spectrum sensing; multitaper spectrum 

estimation.  

I.  INTRODUCTION  

High data rate applications in the emerging wireless 
technologies are faced with the problem of the ever-increasing 
scarcity of spectrum, coupled with the underutilization of the 
current licensed spectrum.  Cognitive radio’s basic idea is the 
opportunistic use of the unused spectrum of a licensed PR 
user.  Consequently, CR technology is expected to become an 
increasingly popular part of future wireless networking 
technologies.  

Cognitive radio, proposed by Mitola in 1999 [1], addresses 
the problem of secondary usage of underutilized spectrum 
using techniques of accurate spectrum sensing. It intelligently 
interacts with its operational environment to dynamically and 
autonomously adjust the radio operating parameters 
accordingly, to avoid interference with PR transmission. 

The key enabling functionality for practical CR concept is 
a reliable spectrum sensing scheme to avoid harmful 
interference to licensed users. The classical spectrum sensing 
techniques such as the matched filtering and the 
cyclostationary detector have high performance for CR 
applications [2-4]. But such techniques require prior 
information about PR’s signaling. The periodogram (i.e., 
energy detector) is a simple method at the expense of 
performance. Large variance, and bad biasing of the power 
spectrum estimates are main drawbacks of periodogram [5]. 

Thomson proposed the ‘Multitaper spectral estimation 
Method (MTM)’ to produce single spectrum estimate by 
multiplying the sampled data by several leakage resistant 
tapers [6]. Haykin , on the other hand, suggested the use of 
MTM as an efficient method for spectrum sensing in cognitive 
radio systems [7].   

The CR systems using the Orthogonal Frequency Division 
Multiplexing (OFDM) technology have the ability to 
dynamically fill the spectrum holes by activating the available 
OFDM subcarriers, and deactivating the remaining 
subcarriers. The FFT operation in the OFDM demodulation 
process can be used for the analysis of the spectral activity of 
the licensed users [8].  

Practically, using the MTM in the OFDM-based CR 
systems will be supported by the already available IFFT/FFT 
processors to perform the spectrum estimations. MTM has to 
be optimized for implementation in OFDM-based CR systems. 
Half time bandwidth product (NW) and the number of tapers 
(K) play key functions in the MTM process. In [9], and in 
[10], the recommended range of NW is recommended to be 
between 4 and 10, and K between 10 and 16.  

Based on these recommendations, it is clear that such 
parameters are still an open issue, and have to be optimized 
towards achieving high performance and low complexity by 
determining a specific number of tapers.  

In this paper, we consider issues of optimizing the MTM 
parameters for 64-FFT CR systems. In order to determine the 
optimal NW, and K we examine the performance using the 
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binary hypothesis. The objective is to include the spectral 
leakage effect and the large variance as performance metric 
parameters in the evaluation to determine the NW, and K that 
maximize the performance. A Monte Carlo simulation is 
implemented for the formulated problem. A comparison to the 
periodogram is presented in term of performance and 
complexity.  

The rest of the paper is organized as follows: Section II 
defines the model for the system under consideration and 
reviews MTM technique. Section III considers the 
optimization of the MTM parameters used in the system 
model. Section IV presents the results and Section V 
concludes the paper. 

II. SYSTEM MODEL  

Our system model consists of a single PR transmit/receive 
node, transmitting QPSK-OFDM signal in the sub-band 
between    and     as shown in Fig. 1, and an OFDM-based 
CR sensor (node) that detects the PR user’s signal and decides 
whether the PR’s signal is present or absent in the searched 
frequency band. 

A family of orthonormal tapers is generated using Discrete 
Prolate Slepian Sequences (DPSS) [10], of length N to 
concentrate the received PR energy in the frequency interval 
   between       . The total number of sequences (tapers) 
produced, is             = N   , and K is the number of 

tapers used in the estimation. The associated eigenvalues of 
the  K  tapers, are                            
             . The     taper is represented by 

  
        , where            , is a time index. 

The received PR signal at a CR sensor (node) is sampled to 
generate a finite discrete time samples series       
           that is ‘dot multiplied’ with different tapers. 
The product is applied to Fourier Transform to compute the 
energy concentrated in the bandwidth        centred at 
frequency  . For    orthonormal tapers, there will be    
different eigenspectrums produced and defined as :  

          
           

       

   

   

                   

 
where                   are the normalized frequency 
bins.  

 

 

 

 

 

 

Fig. 1. System Model. 

The spectrum estimate given by Thomson’s theoretical 
work is defined as: 

                    
                

    
   

           
   

                      

On the other hand, the periodogram method, when the 
samples are taken at uniform time spacing, gives the power 
spectrum density estimation as: 

           
 

 
     

       

   

   

 

 

                            

III. OPTIMAZIATION OF MTM PARAMETERS 

Maximum-likelihood methods provide an optimal estimate 
of the power spectrum. MTM technique is an approximation 
to the Maximum-likelihood power spectral estimates but at 
reduced computation  [11], [12]. The main motivation of the 
work presented in this paper is to fnd the MTM parameters 
that optimize the performance of this technique. 

In this section, we investigate the optimization of MTM 
parameters in OFDM-based CR systems.  The CR transceiver 
carries out 64-IFFT/FFT digital processing for both 
transmission and receiving operations. Consequently, the 
MTM processing in the spectrum sensing will not add 
additional hardware at the receiver except for taper sequences 
generation, multiplication and adding operations. 

MTM tolerates the classical problems which occurred in 
spectrum estimation by averaging over a number of 
orthonormal tapers/windows. The tapering sequences 
concentrate the energy within a bandwidth  , where  
     . The half time bandwidth product    determines 
the bandwidth resolution for fixed length . As the half time-
bandwidth product decreases, the half bandwidth   decreases 
resulting in higher resolution in the spectrum sensing and vice 
versa. The main spectrum lobe of each taper/window is 2NW 
frequency bins (where the FFT- frequency bin spacing is 1/N)  
[13]. Thus in OFDM-based CR applications with 64-FFT, the 
main band under sensing can be divided into a number of 
subbands based on the half time bandwidth product. For 
example using NW=2, means that there will be 16 subbands 
with 2W width each, and then the main lobe is 4 frequency 
bins out of the 64. Therefore in such applications the useful 
half time bandwidth products should be 0.5,1,2,4,8, or 16, and 
32 to concentrate the energy in one band, which is the whole 
band under sensing; consequently, the higher edge of the half 
time bandwidth is 16.  

 Furthermore, the number of the tapers in the higher 
resolution sensing is smaller than that in the lower resolution 
since the total number of tapers is            .  

The eignevalues         of the first few tapers for the 

higher bandwidth resolution is much smaller than eignvalues 

in the lower resolution which implies that lower bandwidth 

resolution sequences have more energy concentration than 

sequences in the higher bandwidth resolution.   
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Furthermore, the first few eigenvalues of a specific time 

half bandwidth product are close to one. As the number of 

taper sequences increases, the eigenvalues decrease indicating 

bad bias properties, and as the  number of tapers decreases, the 

eigenvalues increase towards 1 indicating good bias 

properties.  
Our work for choosing appropriate values of NW and K for 

MTM estimator uses two approaches: in the first approach, we 
compute the power spectral density using (2) to show that 
random choice of these values may generate a lot of leakage 
causing an increase in false alarm probability during the 
estimation process. These results are presented in Fig. 2, and 
Fig. 3. The second approach is Monte Carlo simulation to 
estimate the probabilities of detection and false alarm for 
various values of NW, K and SNR, and then to find the 
optimal (NW, K). 

Fig. 2 shows the PR’s power spectral density (PSD) 
computed using (2) with NW=4, and 16 where the number of 
tapers used is K=5, and 25 respectively at AWGN channel 
with SNR=  5dB and number of averaged samples is 2500.  
PR transmits OFDM-QPSK signal from normalized frequency 
      to        with power normalized to one over the 
whole band. Both PR and CR use 64-IFFT/FFT signal 
processing. CR receiver implements MTM to estimate the 
PR’s PSD using different values for NW and K parameters.  
The ideal curve represents the levels of noise, and noise plus 
signal.  We can clearly note how much power spectral leakage 
outside the PR’s signal band when using NW=16 and K=25. 
Such leakage of power will affect the decision outside the 
PR’s band by introducing more false alarms.  At the same time 
we can see how such leakage is reduced when using NW=4 
and K=5.  

Fig.3 shows the PSD for the same system with NW=8 
computed using (2). This figure clearly shows that using a 
small number of tapers K=2 introduces large variance in the 
estimate due to the averaging over small number of tapers. At 
the same time using a large number of tapers K=14 improves 
the variance but at the expense of spectral leakage which is 
noticeable in the figure. Using K=5 produces leakage that is 
between the previous two cases.   

We may conclude from these two figures that an unwise 
choice of NW and K within the range, suggested by Haykin, 
may have catastrophic results on false alarm of the MTM 
estimator. 

Fig. 4 shows a representative diagram of the MTM 
parameters’ optimization problem in a 64-FFT  based CR 
system that is used in the simulation. In our case NW axes 
values are NW=0.5, 1, 2, 4, 8, and 16. On the K axes values are 
K=1, 2, 3,…, 32. In regions    ), and    ), the half time 
bandwidth  NW has higher resolution than the other two 
regions     , and    ). At the same time   , and     have a 
small number of tapers with good bias properties at the 
expense of higher variance when used in computing the PSD 
using (2).   , and     regions have large number of tapers that 
improve the variance of the spectrum estimate, but at the 
expense of larger spectral leakage. The recommended values 
of NW, and K ranges in the literature are shown in the figure. 
Although these ranges are useful in the CR spectrum sensing, 

they still need to be optimized to get the highest performance 
for 64-FFT CR systems. In addition to maximizing the 
performance, optimum parameters will contribute to reducing 
the MTM estimator complexity. 

The mathematical derivation of the optimal MTM 
parameters is intractable. Therefore, a Monte Carlo simulation 
program has been used in this paper to examine the effect of 
the different values of NW and K on the spectral leakage 
outside the PR’s subband and the MTM estimator decision 
statistic. Consequently the binary hypotheses at each 
frequency bin will be used to evaluate MTM estimator 
performance. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2.  Power spectral density (PSD) using MTM computed with NW=4, and 

16 and different values of K at AWGN with SNR=  5dB. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3.  Power spectral density (PSD) using MTM with NW=8, and different 

values of K at AWGN with SNR=  5dB. 
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Fig. 4.  Representative diagram of the MTM parameters optimization problem 
for 64-FFT based CR systems. 

 

Clearly, optimizing the MTM estimator performance 
requires maximizing probability of PR signal detection     for 
a predefined probability of false alarm    . Here     is the 

probability the MTM estimator decides correctly the presence 
of the PR’s signal, and     is the probability that the MTM 

estimator decides the PR’s signal is present when it is absent.   

The binary hypothesis test for MTM spectrum sensing at 

the      time is given by: 

                                         
                                                               
 

where   = 0,1,…,L-1 is OFDM block’s index,       ,       and 
     denote the CR received, noise, and PR transmitted 
samples. The transmitted PR signal is distorted by the zero 

mean additive white Gaussian noise                  
  .  

Additionally the channel between PR transmitter and CR 
receiver is subjected to flat fading. The channel gain h is 
assumed to be constant during the sensing time. The time 
instant   comes from the samples over different OFDM 
blocks; and time instant t comes from the samples from the 
same OFDM block (i.e., IFFT/FFT samples). 

  Decision DEC over time interval  , and at a specific 
frequency bin using the MTM can be formulated as: 

                                        
 

 
     

     

   

   

                          

Thus, we can reformulate the eigenspectrum in (1), using 

(4) at the     time when the binary hypothesis    is valid to be 
as follows: 

                  
                       

       

   

   

           

The decision at a specific frequency bin over the spectrum 
sensing time duration L can be rewritten using (6) to be as 
follows: 

                    

 
 

 
 

            
   

                    
          

    
 

   
   

           
   

              

   

   

 

When using the periodogram, the decision can be 
formulated as: 

                                       
 

 
    

     

   

   

                                 

By rewriting (8) using (3) and (4), the decision at a 
specific frequency bin using the periodogram when the binary 
hypothesis    is valid, is as follow: 

          
 

  
                  

       

   

   

 

   

   

 

             

The detection and false alarm probabilities at each 
frequency bin are defined as: 

                                                           
                                                         

 

The threshold  , is defined according to the noise 

variance       
 .  The decision statistics (             

         ) are calculated at each frequency bin using (4) to 
(9), and then the probabilities of detection and false alarm can 
be evaluated by comparing the decision statistic to the 
predefined threshold  over a number of realizations using (10). 

The binary hypothesis     will be examined through all 
frequency bins that don’t contain PR’ signal (i.e.,     
                  . The binary hypothesis    will be 
examined through all frequency bins that contain the PR’s 
(i.e.,             ).  

The probability of detection     over the band under 
sensing can be achieved from the averaged summation of the 
individual probability of detection        of the all the bins 
which lie within the subbands used by the PR user, and can be 
written as: 

                                           
       

     
     

  
                                  

The probability of false alarm     over the band under 

sensing can be achieved from the averaged summation of the 
individual probability of false alarm         of the all the bins 
which lie within the subbands outside the PR’s subband, and 
can be written as: 

Recom. NW: 

NW= 4 to 10 in [9]. 

NW=6 to10 in [10]. 
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where 32 represents the total number of frequency bins of the 
hypotheses     , and      of the model.   

The optimization problem here can be written simply as: 

                                                         

where   is a constant false alarm, and is assumed as 10% in 
this paper. 

The complexity of MTM estimator for producing the 
spectrum estimate at a specific frequency bin     and N-FFT 
over L OFDM-Blocks, in terms of the number of mathematical 
operations (i.e., adding, and multiplication) is defined as: 

                                                               

Using the periodogram to produce spectrum estimate at a 
specific frequency bin    , the complexity can be defined as 
follows: 

                                                                                          

IV. SIMULATION RESULTS  

 The frequency band under study is divided into three non-
overlapped subbands as shown in Fig. 1. The PR user is 
transmitting QPSK-OFDM signal using the subband between 
the frequencies    16 to     48, and with normalized 
averaged power of 1 over the whole band. The PR user’s 
transmitter uses 64-IFFT with sampling frequency 20 MHz, 
where the symbol duration    0.05µs. The CR’s node uses 
64-FFT with sampling frequency 20 MHz as well. The 
performance is evaluated using number of samples at the CR 
user’ node as                   1280, which 

corresponds to sensing time of     , that is sensing process is 
carried out every   20 OFDM blocks. In all cases of 
simulations the results are averaged over 100000 simulation 
runs. The channels considered in the simulation are AWGN 

with zero mean and variance       
 , and Rayleigh flat fading. 

The probabilities of detection for NW= 0.5, 1, and using 
different number of tapers are shown in table І. The wireless 
channel is assumed to be AWGN with SNR     dB. The 
threshold   that gives probability of false alarm 10% was 
estimated by Monte Carlo simulation using computer software 
platform. This threshold is then substitutes in (7) to (12) to 
find probability of detection and in (13) to find optimum NW 
and K. The highest probability of detection was found as 
   =98.8150%, which is achieved using NW=2 and K=3 tapers 
in the spectrum sensing.  

Fig. 5 shows the probability of detection versus the 
number of tapers when the half time bandwidth product was as 
NW= 4, 8, and 16, at the same wireless environment applied 
before. We note that each curve has three different behaviors. 
It starts from a lower point that represents the minimum 
probability of detection which is achieved by the first taper. 
Then it increases sharply to a peak point, and starts finally to 
level off. The peak point for the different NW in this case is at 
K=5 tapers. Table II summarizes the probability of detection 
for NW=4, 8, and 16 for K=1, and 5 that obtained from Fig. 5. 

The highest probability of detection is     99.7138%, which 
is achieved using NW=4, and K=5. Generally, 5 tapers is a 
good compromise between the good bias properties, and 
improved variance. However, the maximum value of     may 
vary with the wireless environment conditions Additionally, 
NW=4 is the optimal resolution that gives the highest 
performance.    

 

TABLE І.  PROBABILITY OF DEDECTION FOR NW=0.5, 
1,2  AND DIFFERENT K AT AWGN (SNR= 5dB) WHEN 

FALSE ALARM IS 10%. 

 

NW 
    (%) 

K=1 K=2 K=3 K=4 

0.5 83.233 - - - 

1 81.2166 87.7376 - - 

2 75.9459 90.7959 98.8150 98.560 

 

TABLE II.  PROBABILITY OF DEDECTION FOR NW=4,8,16 AND 

DIFFERENT K AT AWGN (SNR= 5dB) WHEN FALSE ALARM 

IS 10%. 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 
 

 

 
 

 

 

 

 

 
 

 

 
 

 

 
 

Fig. 5.  Probability of detection versus number of tapers (K) using MTM with 

different half time bandwidth products  (NW) where the probability of false 

alarm was 10% and at channel AWGN with SNR= 5dB. 

 

 

NW     (%) 

K=1 K=5 

4 73.4531 99.7138 

8 71.6678 99.2422 

16 69.1575 98.6350 
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Fig. 6 shows the probability of detection versus probability 
of false alarm for MTM with NW=4 using 5 tapers at AWGN 
with SNR   , and     dB. The results are compared with 
those obtained from the periodogram estimator to the same 
system. When the probability of false alarm is fixed at 10% 
and SNR     dB, the probability of the detection using the 
periodogram is less than that using the MTM with NW=4  and 
5 tapers by16 % . 

When the SNR is decreased to     dB, the probability of 
detection of the MTM spectrum sensing with NW=4, and 5 
tapers, is better than that for the periodogram by 
approximately 40% when the probability of false alarm is 
fixed at 10%. Consequently we can conclude that the MTM 
spectrum sensing performance is more robust than the 
periodogram at low SNR. 

Fig. 7 shows the probability of detection versus probability 
of false alarm using periodogram and MTM with NW=4 and 
K=5 tapers schemes. The wireless channel is Rayleigh flat 
fading channel and SNR     dB. We note that the 
probability of detection using the MTM, NW=4 and 5 tapers 
case is better than that using the periodogram by 8% when 
probability of false alarm        .  

Furthermore, comparing the results in Fig.7 with those in 
Fig.6, we conclude that the probability of detection is 
degraded in a flat fading channel compared to Gaussian 
channel for both schemes for the same probability of false 
alarm, NW, number of tapers, and SNR.  

Table III shows the complexity of the MTM spectrum 
sensing based on (14) for different number of tapers K with 
length  N=64 over one OFDM block(i.e., L=1). 

It is clear that, in addition to the high performance 
achieved by K=5, it requires less mathematical operations for 
computation compared to     cases. The periodogram 
complexity is found as 128 operations at the same conditions 
of MTM using (15). 

 

 

 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

Fig. 6. Probability of detection versus probability of false alarm using MTM 

with NW=4, and K=5 compared to the periodogram at AWGN with SNR= 5 

and  10dB. 

 

 

 
 

 

 

 
 

 
 

 

 
 

 

 
 

 

 
 

 

 

 

 

Fig. 7. Probability of  detection versus probability of false alarm using MTM 
with NW=4 and K=5 tapers  and   periodogram using  Rayleigh flat fading 

channel with SNR=  5dB. 
 

 

TABLE III.  MTM COMPLEXITY EVALUATION FOR 64-
FFT OVER L=1 USING DIFFERENT K. 

MTM K=1 K=5 K=10 K=20 K=31 

Complexity 193 973 1948 3898 6043 

 

V. CONCLUSION 

In this paper, we have investigated the effects of the  
system parameters, within the range suggested in the 
literature, on the performance of the MTM spectrum sensor 
for opportunistic use by OFDM-based CR users. We have 
examined the MTM parameters to find their optimality to give 
higher probability of detection at lower probability of false 
alarm, and minimal complexity. The MTM technique has been 
analyzed and simulated in AWGN, and Rayleigh flat fading 
environments.  Our primary and secondary users were 
communicating through OFDM-based systems with 64- 
IFFT/FFT. 

Although the first few tapers (Slepian sequences) have the 

best spectral leakage properties, we found that they give the 

worst performance in terms of detection and false alarm 

probabilities. We found that unwise choice of NW and K from 

the range suggested in [9] produces catastrophic false alarms 

in the system. In our chosen 64-IFFT/FFT systems, the 

optimal number of tapers was 5 for the NW=4, 8, and 16 cases, 

and the optimal half time bandwidth product is given by 

NW=4 for 10% false alarm when system is operating in 

AWGN channel with SNR=  5 dB. For cases where NW< 4, 

for example when NW=2, the bad bias properties of the tapers 

overcome the high resolution in this system. Generally, 5 

tapers, and half time bandwidth NW=4 can be considered as 

optimal parameters for different FFT-sizes, since the change in 

FFT affects only resolution. We found that the performance of 

the system using MTM estimator is better than when using the 

periodogram estimator for any number of tapers except for one 
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taper when both systems are operating at the same channel 

conditions.  
Both estimators suffer by the Rayleigh flat fading 

compared to AWGN environment. Furthermore, the MTM 
technique performance is more robust than the periodogram in 
the AWGN channel. Finally, the improvement in performance 
of the MTM estimator over the periodogram estimator comes 
at the cost of a slightly higher computational complexity. The 
additional complexity seems to be justifiable considering the 
advantages gained from using the MTM technique. 
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Abstract— The paper presents closed-form expressions for 

the detection, and false alarm probabilities for spectrum 

sensing detection based on the Multitaper Spectrum 

Estimation Method (MTM) using Neyman-Pearson 

criterion. The MTM spectrum sensing is a powerful 

technique in Cognitive Radio (CR) systems. It tolerates 

problems related to bad biasing, and large variance of 

estimates, that are the main drawbacks in the periodogram 

(i.e., energy detector). The performance of the MTM 

spectrum sensing system  is controlled by parameters, such 

as the chosen half time bandwidth product, Discrete 

Prolate Slepian Sequence (DPSS) (i.e., tapers), DPSS’ 

eigenvalues, and the number of tapers used. These 

parameters determine the theoretical probabilities of 

detection and false alarm, which are used to evaluate the 

system performance. The paper shows a good match 

between the theoretical and numerical simulation results. 
 

Keywords— cognitive radio; spectrum sensing; multitier spectrum 

estimation.  

I.  INTRODUCTION  

Cognitive radio is an innovative new technology in 

wireless communications, which was firstly proposed by 
Mitola in 1999 [1]. It allows secondary users (CRs), to 
opportunistically use the vacant spectrum subbands that are 
licensed already to primary users (PRs), at a specific time and 
geographical location. By full exploitation of the vacant 
spectrum subbands while keeping the PR users protected for 
harmful interference, CR technology provides   efficient new 
spectral opportunities for next generations of wireless 
applications. It represents a new paradigm of spectrum 
allocation that helps reduce spectrum scarcity, and 
underutilization. Additionally, it can provide communications 
anywhere at any time  [2].   

A CR system should be capable of scanning through a 
given spectrum to find vacant bands to operate. The accurate 
CR system decision about the availability of vacant bands is 
totally dependent on the quality of the sensing techniques 

used. Clearly, CR technology can only be useful if an accurate 
sensing scheme is used. 

 Although the matched filtering and the cyclostationary 
feature detector have high performance as spectrum sensing 
techniques in CR, such techniques require prior information 
about the PR signaling [3-5].  

On the other hand, the energy detector does not require 
prior information about the PR signaling and has low 
complexity. Such advantages come at the expense of moderate 
performance due to the use of single rectangular windows’ 
tapering  [6].  

Multi taper spectrum estimation (MTM) [7], uses 
orthonormal tapers; known as the Discrete Prolate Slepian 
Sequence (DPSS) [8]. It produces a single spectrum estimate 
with minimum spectral leakage and good variance. MTM is an 
approximation of the optimal spectrum estimate; the 
Maximum-likelihood method but at reduced computation [9], 
[10]. Haykin, on the other hand, suggested the use of MTM as 
an efficient method for spectrum sensing in CR [2]. 

Using Neyman-Pearson criterion [11], theoretical 
derivations of probabilities of false alarm, and detection for 
the MTM spectrum sensing optimal detector are necessary to 
evaluate its performance. Furthermore, MTM detection system 
includes parameters, such as time bandwidth product, the 
DPSS, and their associated eigenvalues that control the quality 
of the spectrum estimate. Consequentially, a set of different 
parameters and thresholds can be chosen that maximizes the 
performance of the detection. 

 Although MTM was first studied by Thomson in 1982, 
statistics and probabilistic theoretical work are still an open 
research issue. In [12], the authors derived the probabilities of 
detection and false alarm formulae based on the spectrum 
estimate characteristic function (CHF) by formulating the 
MTM spectrum detector as a quadratic function of Gaussian 
vector.  

In this paper, we present closed-form formulae for the 

probabilities of detection and false alarm for the MTM-based 

spectrum detector. The probability density function (PDF) of  
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the MTM spectrum estimate (decision statistic) is 

approximated to Gaussian. The mean and the variance of the 

PDF have been derived for both hypotheses, and used in the 

calculation of the probabilities.   

 
Our theoretical work presented in this paper, includes two 

cases: firstly, the PR signal is known as a modulated signal, 
and secondly, the PR signal is unknown and assumed as 
Gaussian random variable.  

The rest of the paper is organized as follows: Section II 
defines the model for the system under consideration and 
reviews MTM technique Section III presents the theoretical 
work of the MTM detector. Section IV presents the results and 
Section V concludes the paper. 

II. SYSTEM MODEL 

In our system model, we consider OFDM signaling 
scheme for the PR user. The PR transmitter with N subcarriers 
(N-IFFT/FFT) transmits OFDM-QPSK signal with energy    
over each subcarrier. The CR transceiver is supported by (N-
IFFT/FFT) processor as well so as to perform both tasks of 
communications, and sensing. Additionally, MTM spectrum 
detector is added to the CR receiver for spectrum sensing. 

The received PR signal, at CR receiver, is sampled to 

generate a finite discrete time samples series       
          , where t is time index. The discrete time 

samples are ‘dot multiplied’ with different tapers             

(tapers are Discrete Prolate Slepian Sequences). The 

associated eigenvalues of the    taper is         . The 

product is applied to a Fourier Transform to compute the 

energy concentrated in the bandwidth        centered at 

frequency . The half time bandwidth product is   , and the 

total number of generated tapers is    . For    orthonormal 

tapers used in the MTM, there will be    different 

eigenspectrums produced and defined as [7]:  

                      
       

   

   

                 

where,      
 

 
 
 

 
     

   

 
 are the normalized frequency 

bins. The spectrum estimate given by Thomson theoretical 
work is defined as [7]:  

                    
                

    
   

           
   

                      

On the other hand, the energy detector, when the samples 
are taken at uniform time spacing, gives the power spectrum 
density estimation as [6]: 

          
 

 
     

       

   

   

 

 

                             

 

In order to evaluate the performance of the MTM spectrum 
detector, we considered the probability of detection       , the 
probability of false alarm       , and the probability of miss 

detection          at each frequency bin     based on the 
Neyman-Pearson (NP) criterion.         is the probability that 
CR detector decides correctly the presence of the PR’s signal, 
         is the probability that CR detector decides the PR’s 

signal is present when it is absent, and         is the 
probability that CR fails to detect the PR’s signal when it is 
present. 

The binary hypothesis test for CR spectrum sensing at 
the  th time is given by: 

                     

                                                                                     
where   = 0,1,…,L-1 is OFDM block’s index,       ,       ,  
and       denote the CR received, noise, and PR transmitted 
samples. The transmitted PR signal is distorted by the zero 
mean additive white Gaussian noise              

  . The 

signal to noise ratio (SNR) is     
  

  
 .  

The time instant   comes from the samples over different 
OFDM blocks; and time instant t comes from the samples 
from the same OFDM block (i.e., IFFT/FFT samples). Thus, 
the spectrum sensing time in second is           , where   
represents symbol duration, L represents the number of OFDM 
blocks that used in sensing, and N is the number of samples 
per OFDM block (i.e., FFT size).  The decision statistic over   
OFDM blocks using MTM is defined as follows: 

                                                      

  
                           

          
    

    
   

           
   

                                       

   

   

 

III. DECISION STATISTIC PROBABILITY DENSITY FUNCTION 

For large L at low SNR, we approximate the PDF of the 
eigenspectrum absolute square         

  from chi-square to 
Gaussian, then the decision statistic (           ) is 
represented by the sum of K correlated Gaussian samples (i.e., 
eigenspectrum absolute square        

 ).  

Thus, the decision statistic using MTM detector is 
approximately normal Gaussian distributed as expected due to 
MTM linear processing.  

We now consider the mean ( ), and the variance (   ) of 
the decision statistic            for both hypotheses. (i.e., 
               ,               
   ,                   , and                    ). 

 

The probability of detection, and the probability of false 

alarm at frequency bin      
        , and   

        , 

respectively, for the decision statistic with Gaussian 
distribution are defined as: 
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The probability of miss detection can be defined as: 

 

                
                     <       

                                      
                  

                   
                                      

the term       is given by the tails of the distribution, and    

represents the threshold. Note that   can be controlled based 

on   
 . 

 
When only noise is present for    case at frequency bin   , 

and based on the linearity property of the FFT process, the 
mean of the decision statistic                  can be 
defined for   Gaussian samples as: 

                  
 

             

   

   

                 

   

    

   

   

   

   

 

                                                                             (9)                       

 where     
 

           
   

  
 

           
   

                           (10) 

It can be shown that (9) can be simplified as: 

                                              

                     
                          

   
   
       (11)                         

From the definition of the Discrete Prolate Slepian 

Sequence (DPSS), we have [8]: 

 

                 
   
                       

      

      
          (12) 

The orthonormality of the sequences can be used to 

simplify (11), when     as follows: 

 

                         
        

    

             
 

                    
       

                                    

When the PR signal is present for    case at frequency bin 

  , the mean of the decision statistic                  can 

be defined following the same steps of     as: 

                       
                   

     

   

   

 

                                  
                                          (14) 

 

where      
              , and      

      

                     
 
   

 , and                
   

We now consider the variances of the hypotheses in the 
next stage of the derivation. In order to simplify our 
derivation, we redefine (5) using decision statistic coefficients 
   ,              , as follows: 

                               

   

   

   

   

                                       

where coefficient    is defined as follows: 

                 
               

 

           
   

,                        

Then, the variance of        can be defined as follows: 

                      
  

                   
     

            
     ,                 

The variance of the      hypothesis where the noise only 
is present for  correlated Gaussian samples (i.e., 
eigenspectrum absolute square          

  )                
   ,  can be defined as follows: 

                                                 
              

   
   

   
   

                                       

                                     

                                       

                                   

                                     

                                         

                                                                                                                                                                                   

where      ,  is the correlation coefficient between   , and 

  , and since             
                  

     , for 

                applying the orthonormality in (12).  
Then (18) can be rewritten using (10) and (17) as follows: 

                                                   

   
             

 

          
      

   

   

                

   

   

                  
                  
                                
                      

                                                   

when     , and since the variance of Gaussian random 
variable W,                   , then              

  
   ,  can be defined as follows: 

                                   
 
  

 
     

         
      

   

   

 

 

        
     

     
                                                                        

Finally,                      over    can be rewritten 

using (19) and (20) as follows: 
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where   , is defined as follows: 
                                      

    
      

   

   

                                  

                                  
                                      
                                                                                           

 

When the PR signal is present-for    case at frequency 

bin   , the variance of the decision statistic 

                   is: 

 

                                       
            

when     , and since        
        in this case, and 

                      
  , then 

 

                                             
     

        
                   

      

                                   
       

                                               

Finally, (23) can be written as follows: 

 

                                      
       

 
                

 

The probabilities formulae in (6), (7), and (8) can now be 

rewritten as follow: 

 

                        
           

          
  

         
    

      

                    (26)             

                          
           

      
 

         
 
                               (27)  

                 
             

          
  

         
    

      

               (28) 

It is clear that, the main processing difference between the 
energy detector and the MTM detector is simply multiplying 
the signal by a number of orthonormal tapers; the DPSS to 
produce a single estimate, while the multiplication in the 
energy detector is by a single rectangular taper. Thus in order 
to see  the effect of this difference, we use the probabilities 
formulae of the energy detector which can be defined for the 
same system conditions  as follow [13], [14]:   

                   
          

         
  

     
    

      

                           (29)               

                           
          

     
 

      
  

                                    (30) 

               
            

         
  

     
    

      

                        (31)  

The number of OFDM blocks  , which is needed to achieve 

predefined probabilities of detection   
        , and false 

alarm    
         in the MTM technique can be written using 

(26) and (27) to be as follows: 

   

      
        

       
                  

    
       

     
         

   
 

 

        (32)            

which can be written in (dB) to be as follows: 

                 

The probabilities formulae when the PR’s signal is 
modeled as Gaussian random process are listed in the 
appendix.  

In multipath fading environment, the binary hypothesis test 
in (4) can be redefined for    to be as follows:  

                                                   

   

   

                     

where the discrete channel impulse response between the PR’s 
transmitter and CR’s receiver is represented by   ,   
         , and   is the total number of resolvable paths. 
The discrete frequency response of the channel is obtained by 
taking the N point FFT, with      as follows [14]: 

                                             

   

   

                                   

In this case, the formulae in (26), and (28) can be written 
as follow: 

          
           

            
      

  

         
    

          
    

                (35) 

           
             

            
      

  

         
    

          
    

         (36) 

The SNR can be redefined here to be as follows: 

                                     
       

   

  
 

                                               

The same steps can be followed to rewrite the formulae 
(29), (30), and (31) for the energy detector case. 

In this paper, we assume that the channel gain between the 
PR’s transmitter and the CR’s receiver is constant during the 
spectrum sensing duration, and        

   . In practice, 
       

  can be estimated priori during the time that PR’s 
transmitter occupies a specific band with specific power [14]. 

IV. SIMULATION RESULTS  

 
We evaluate our theoretical work by running a simulation 

program where the PR’s signal is QPSK with normalized 
energy equal to 1 over each subcarrier. Both CR and PR users 
employ 64-IFFT/FFT digital signal processing in their 
communications with sampling frequency 20 MHz/ 
  =0.05μs, where    represents the symbol duration, the 
MTM parameters used are NW=4, and 5 tapers, and the results 
obtained over 1000000 realizations.  Additionally, we 
compare the performance of MTM spectrum detector system 
to that of the energy detector under the same conditions.  We 
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used theoretical and simulation results for a chosen frequency 
bin at the CR FFT to examine the hypotheses   , and       

Fig. 1 shows the probability of detection        versus 
probability of false alarm     using MTM detector with NW=4 

and 5 tapers (simulation and theory) and the energy detector at 
AWGN with SNR= 10dB and      OFDM blocks. Note 
that, the total number of samples used is        
       1280, which approximately corresponds to 
sensing time                             μ . 
By comparing the theoretical to the simulation in the MTM 
case, we note that the theoretical results match well the 
simulation one. At the same system conditions, the probability 
of detection    of MTM outperforms that for energy detector 
by 30%, when the probability of false alarm is   =10%, and 

the miss detection      in MTM is lower than that in energy 
detector  case by 40%. 

Fig. 2 shows the theoretical results of the number of 
OFDM blocks     required to achieve        , and  
       at AWGN environment with different SNR using 

MTM with NW=4 and 5 tapers compared to the energy 
detector. It is clear that the number of OFDM blocks used in 
the sensing process in the MTM system is lower than that for 
the energy detector. For example, at SNR=  15dB, the   
required by the MTM is 33dB, and the energy detector is 
47dB. These two values correspond to 1995 and 5012 OFDM 
blocks for MTM and the energy detector, respectively, in the 
linear scale. Thus, the energy detector requires 2.5 times as 
many samples compared to MTM in order to achieve the same 
probabilities at the same SNR. Such a large number of the 
samples for sensing in CR system might hinder the 
opportunistic use of the vacant channels, as it is the main 
objective of the developing of CR systems. 

Fig. 3  shows the probabilities of detection     that gives 
probabilities of false alarm        ,  and 10% versus the 

SNR at AWGN using MTM with NW=4 and 5 tapers and 
    . For both of predefined probabilities of false alarm the 
probabilities of detection are almost 100% for SNR= 7dB or 
higher with unnoticeable change for       % curve, which 

is reasonable.  Both probabilities of detection curves start to 
decrease with the decrease in the SNR with noticeable 
outperforming of the        % curve. At SNR= 25dB, 

        for         curve, and        for        

curve.  

Fig. 4 shows the threshold versus probabilities of false 
alarm and detection using MTM with NW=4 and 5 tapers at 
AWGN with SNR= 7dB (i.e.,   

         ) and      . 
Such a figure presents the range of the threshold that should be 
chosen in order to meet specific probability of false alarm and 
detection at defined SNR level and L used in the spectrum 
sensing. As an example, for threshold=5, the probability of 
false alarm and detection pair (          is (           . By 

increasing the threshold level to 5.3, the pair becomes 
(          . This figure can be revaluated at different SNR 
and  L conditions using (26) and (27). 

 

 

 

 

 

 

 

   

 

 

 

 

 

Fig.  1. Probability of detection versus probability of false alarm using MTM 

with NW=4 and 5 tapers (simulation and theory) and the periodogram (energy 

detector) at AWGN with SNR= 10dB and     .   

 

 

 

 

 

 
 

 

 
 

 

 

 

 

 
 

 

Fig.  2. Comparison between the number of OFDM blocks (L) required to  

achieve        , and        at AWGN with different SNR using MTM 

with NW=4 and 5 tapers and the energy detector. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.  3. Probability of detection that meets        and 10% versus the SNR 

at AWGN using MTM with NW=4 and 5 taper and       samples for 
spectrum sensing. 
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Fig.  4. Threshold versus probabilities of false alarm and detection using 

MTM with NW=4 and 5 tapers at AWGN with SNR= 7dB and      
samples are used in the spectrum sensing. 

V. CONCLUSION  

In this paper, we have derived closed-form formulae for 
the probabilities of false alarm, detection, and miss detection 
as functions of the parameters of the MTM spectrum detector 
such as threshold, number of sensed blocks  , number of 
tapers, eigenvalues of the DPSS, PR signal power, and the 
noise power. These probabilities control the performance of 
the MTM-based spectrum sensing detector. Additionally, 
MTM probabilities can be used to choose the appropriate 
threshold that maximizes the probability of detection at fixed 
probability of false alarm.  

In the process of the derivation, we defined the PDF of the 
MTM decision theory. Statistical parameters, such as the 
mean, and the variance of the distribution have been derived 
for different PR signals. 

Comparing the performance of the MTM spectrum sensing 
detector to that for the energy detector, we found the MTM 
detector outperforms the performance of the energy detector 
by about 40% increase in the probability of detection at fixed 
probability of false alarm 10%. Furthermore the energy 
detector requires 2.5 times the number of samples to achieve 
the same probabilities of detection and false alarm given by 
the MTM detector operating at the same conditions. 

APPENDIX  

For the case when the PR’s signal      , is modeled as a 
random Gaussian variable with zero mean and variance 
  

  (i.e.,               
  ) [15]. Following the same 

derivation steps of the modulated signal case, it can be proved 
that the probabilities formulae are defined as follow: 

                            
           

       
    

  

          
    

   
                    (38)           

                                 
           

      
 

         
 
                        (39)  

                          
             

       
    

  

          
    

   
              (40) 

and the number of samples   (i.e., OFDM blocks) is defined as 

 follows: 

   
        

       
                   

    
         

         

   
  

 

         (41) 
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Abstract— Miniature Body Area Networks used in health care 
support greater mobility to patients and reduces actual 
hospitalization. This paper presents the preliminary 
implementation of a wireless body area network gateway. It is 
designed to implement the gateway functionality between 
sensors/actuators attached to the body and a host server 
application. The gateway uses the BlackFin BF533 processor 
from Analog Devices, and uses Bluetooth for wireless 
communication. Two types of sensors are attached to the 
network: an electro-cardio-gram sensor and an oximeter 
sensor. The testbed has been successfully tested for electro-
cardio-gram data collection, and using wireless communication 
in a battery powered configuration.  

Keywords-component; low power wireless sensor network; 
healthcare; ECG sensor; body area network; testbed; ASE-BAN 

I. INTRODUCTION 

The demand for health-related services in Europe is 
expected to grow in the near future, partly because of the 
relative increase in number of elders in the European region. 
Some demands will be on highly patient-centric and 
prevention-based health-related services. Technologies to 
cope with these demands are cheap real-time systems to 
monitor body functions of patients [1]. A ubiquitous 
computing network can be set up, where wireless 
technologies are applied to communicate accurate patient 
medical data to medical practitioners around the clock from 
the comfort of home; hence letting patients experience 
greater mobility and reduce hospitalization. This brings 
electronic health care support, known as m-Health in the 
literature [2], one step further. 

A wireless real-time monitoring system can be organized 
in a wireless body area network (BAN) first coined by Van 
Dam et al. in 2001 [3]. The BAN in Fig. 1 consists of a 
number of different sensors and actuators connected using 
wireless communications to the intelligent personal node 
(body gateway). The sensors could e.g. be an electro-cardio-
gram (ECG) sensor monitoring cardiovascular activity, a 
beat-to-beat sensor monitoring continuous blood pressure or 
an oximeter sensor observing the pulse and blood oxygen 
levels. An actuator could be a device stimulation muscle 
activator. The gateway communicates via a wireless link 
with a local or remote host application at a remote server. 
Such as system can provide ease in information-flow from 

the patient to the medical practitioners, in a convenient and 
secure way for the patient. 

BAN’s can acquire large quantities of patient medical 
information in real-time from the sensors. Such data should 
be communicated to the medical practitioners, in a suitable 
manner and data must be offloaded to the host for storage or 
post-processing from time to time. 

Since wireless transmission is relatively energy costly, 
the gateway should only transmit context relevant data when 
needed, to minimize energy consumption. This give rise to 
several technical challenges such as, how should the sensors 
communicate wirelessly with the gateway? When should the 
gateway communicate data to the host? What data should be 
communicated to the host? How should the data be 
communicated to the host? This paper addresses some of 
these challenges. 

 

 
 

Figure 1.  The wireless body area network. 

A number of research groups have worked on 
implementing a BAN platform, typically for dedicated 
purposes. One example is the Human++ UniNode from the 
Netherlands [13] monitoring the autonomic nervous system. 
Here the network is build from a number of sensors 
communicating directly and the body area network is not 
connected to a separate gateway. In the same manner the 
MIT Media Lab [14] and the Fraunhofer Institute [15] have 
studied emotions using different portable monitoring 
systems. Additionally in [16] a prototype bio-potential sensor 
node is presented for monitoring a multitude of bio-potential 
signals. A system consisting of three of these nodes 
packaged in a headband enables wireless sleep stage 
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monitoring. What we try to do with ASE-BAN is to create a 
flexible platform that can be use in designing dedicated low 
power sensor nodes, more complex and resource demanding 
nodes e.g. including a signaling processor directly well as the 
gateway node itself where the protocol translation and 
connectivity of the BAN to the outside takes place.  

  
 Section II gives a brief discussion of BAN architectures 

with focus on design requirements/constraints. 
Section III describes the low-cost Aarhus School of 

Engineering BAN (ASE-BAN) gateway prototype testbed, 
initially designed to monitor ECG signal and other patient 
medical signals over long time spans with no user 
intervention. This is work in progress. 

The paper finalizes with a description of the future work 
of the ASE-BAN testbed. 

 

II. THE BAN ARCHITECTURE 

 
The network outlined in Fig. 2 illustrates a BAN 

consisting of a number of sensors/actuators nodes (motes), a 
body gateway and a host. 

The motes and the body gateway are connected 
wirelessly within the body zone in a star or mesh network 
topology and relaying data (packets) to or from each other. 
Most (bi-directional) communication is between the gateway 
and the motes, but two motes could also communicate 
directly, e.g. in a sensor actuator setup where a measured 
parameter by sensor-mote-A (drop of glucose level) implies 
a consequent action to be performed real-time by actuator-
mote-B (injection of insulin). Likewise, the gateway is 
connected wirelessly to the host in a bi-directional point-2-
point connection. 

 

 
 
Figure 2.  Wireless body area network topology and components such as 
sensors/actuators (motes), body gateway and host server. 

 

A. The BAN Communication Protocol 

Challenges with the design of a BAN communication 
protocol are issues like: noisy environment (RF noise and 
interference), variable traffic loads (dynamic bandwidth 
allocation), alarm situations (data priority/interruption), 
secure and accurate transmission (privacy and trustable), 

simple installation and service (plug and play), effortless 
adding/removing of motes and long time operation with 
minimal intervention (weeks/months/years). Therefore, key 
attributes for the BAN are: Reliability, scalability, security, 
power efficient, and easy of use and configure. 

Since, single-hop communication (star topology) not 
always can be guaranteed (e.g. from front to back) and at the 
same time be power efficient, multi-hop communication 
(mesh topology) might be used to obtain optimized power 
efficient connectivity [4]. Interoperability meaning standard 
based protocols is also important to enable mote products 
from several vendors in the BAN. 

An example of a protocol satisfying these requirements is 
the Time Synchronized Mesh Protocol (TSMP) proposed in 
[5], now being integrated into the emerging IEEE 802.15.4E 
standard. Key components of TSMP are: 

 
• Time synchronized communication 
• Frequency hopping 
• Automatic mode joining and network formation 
• Fully-redundant mesh routing 
• Secure message transfer 

 
In TSMP each transmission, transacted in a synchronized 

specific timeslot, contains a single packet and 
acknowledgements which are generated when a packet has 
been received unaltered and complete. Use of frequency 
hopping reduces the impact of interferences and increases the 
effective bandwidth. Aggressive use of duty-cycle and time-
slot based principles makes the protocol very power 
efficient. A key attribute of TSMP is its self-organization 
mesh routing that makes it easy to add/remove motes. 
Finally, TSMP support encryption, authorization and 
integrity with regards to secure message transfer. 

 

B. The BAN Gateway 

A gateway (optionally two in case of redundancy) per 
BAN performs the following major tasks: 

 
• Configuration and synchronization of the BAN 
• Controlling and monitoring of the motes 
• Collection and further processing of  the sensors data 
• Forwarding of processed and aggregated data 

wirelessly to the host for further processing and 
interpretation 

• Reception of commands from the host 
 
This requires hardware that includes: a transceiver 

supporting the communication within the BAN (motes), a 
transceiver supporting the communication with the Host, a 
powerful processor including memory and storage, and a 
power supply unit including a (rechargeable) battery. 
Optional, a display could be added for “on-site” monitoring. 

The form factor and weight of the gateway should be 
tailored to be wearable with minimal impact on the body 
comfort, e.g. like a modern Smartphone or smaller.  
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Like most portable devices, the design should be 
optimized with low power consumption in mind. Weeks of 
operation without the need of recharging/replacing the 
battery would be acceptable.   

 

C. The BAN Sensors 

Sensors can be tiny patches worn on or implanted in the 
human body.  The number and types of sensors in a BAN 
depends on the application. Examples of typical ones are: 

 
• ECG sensor for monitoring heart activity 
• Blood pressure sensor 
• Oximeter sensor 
 
The key functions of a BAN sensor are: physiological 

measurement and data collection, (optional) processing and 
forwarding wirelessly to the gateway. This requires specific 
physiological sensor hardware, a processor including 
memory, a transceiver (bi-directional communication) and a 
power supply source.  

Small form factor, light in weight, and ultra low energy 
consumption are required with respect to physical comfort 
and minimal service. The latter one is with regards to 
extended battery lifetime (months or even years) without the 
need of intervention. 

Therefore, sensor hardware should be designed and 
implemented with ultra low power consumption in mind, and 
with support for communication protocol supporting such 
operations. E.g. sensors kept in sleep mode when not 
performing any active tasks. 

  Integrated energy harvesting is another possibility to 
extend the rechargeable battery lifetime, potentially ‘forever’ 
in case the harvested energy is larger than the consumed 
energy over time. In body area networks body heat and body 
vibrations are obvious sources for energy harvesting. In [6] 
an example of using body heat is described that with proper 
energy management may eliminate the use of a battery. 

 

III.  IMPLEMENTATION &  RESULTS 

This section describes the low-cost BAN prototype 
testbed. This is work in progress and only preliminary results 
will be presented. 

 

A. The ASE-BAN Testbed Model Overview 

Fig. 3 illustrates the ASE-BAN functional diagram. Here 
one module describes the actual ASE-BAN gateway and two 
additional modules implement the ECG and the oximeter 
sensors. 

In this initial version the wireless connection between the 
gateway and the host is implemented using Bluetooth 
whereas the connections (wired in this prototype) to the two 
sensor modules is only emulating the wireless channel. In the 
next version of the testbed the wireless ASE-BAN 
connections will be implemented proprietary low power 
radio communication modules. 

 

Gateway

Bluetooth 2.0

module

DSP processor 

module
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ECG sensor

3-channel

Sigma-Delta

16bit ADC

Instrumentation

Amplifier

Programmable 

Gain Amplifier
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3-channel

Sigma-Delta

16bit ADC

Instrumentation

Amplifier

Programmable 

Gain Amplifier

 
 
Figure 3.  Block diagram of the ASE-BAN gateway with an ECG and an  
oximeter sensor module. 

B. The ASE-BAN Gateway 

The testbed prototype gateway consists of two modules, 
the processor module and the communication module, as 
illustrated in the lower part of Fig. 3. The modules are 
assembled to form a sandwich structure as show in Fig. 4. 

 

 
Figure 4.  The physical ASE-BAN gateway module. The size is 13 mm x 
18 mm  x 30 mm. The weight is approximately 6 g. 

The processor module is a small foot-print Digital Signal 
Processor platform equipped with a BlackFin BF533 signal 
processor from Analog Devices [7]. This signal processor is 
a high-performance fix-point processor with two 16 bits 
multiply-and-accumulate units, capable of parallel 
processing. The processor is capable of handle clock-speeds 
up to 600 MHz. The on-chip real-time-clock is connected to 
a 32 kHz crystal. The module also includes a M25P10-A 
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serial 1 MBit data flash for program storage and a secure 
digital memory card for on-board local data storage. On reset 
the processor boots the program form the flash. The 
processor may transfer data to the SD-card using the serial 
peripheral interface. 

The wireless communication module, consist of a 
Bluetooth 2.0 module of class 2. The RF range is up to 100 
meter. It supports data transfer rates up to 3 Mbits/s. The 
module is connected to the processor module trough a UART 
interface. The module facilitates connectivity to sensors in 
the ASE-BAN and to the host, in this setup a PC or cell 
phones. The module is easy to use, but costly in terms of 
energy consumption, especially in relation to the rather low 
bandwidth need for the current set of sensors ( < 500 Hz @ 
16 bit ). The next generation will have a more energy 
efficient communication module. 

The processor platform is used to process the signals 
from the sensors. Current software runs standard adaptive 
noise removing techniques to remove hum in the ECG. The 
R-peak in the ECG signal is calculated using the Pan 
Thomkins algorithm [8] and finally classic pNN50 Heart 
Rate Variability [9] is calculated for diagnostic purposes. 
 

C. The ASE-BAN Sensors 

The current prototype supports 2 types of sensors: an 
ECG sensor and an oximeter sensor. 

The ECG sensor module measures 2 lead ECG signal on 
patients. The module includes an ECG amplifier, an analog-
to-digital converter and a power supply unit. 

Since ECG signal typically has peak to peak amplitude of 
approximately 2 mV amplification is needed prior to the 
analog to digital conversion. The amplification is done using 
the AD620 instrumentation amplifier from Analog Devices 
[10]. This amplifier has high bandwidth, low noise and 
providing high common-mode rejection, as such offers high 
quality amplification of the ECG signal. 

The AD conversion is implemented, using the AD770 3-
channel 16 bit Σ∆-converter from Analog Devices [11]. The 
sampling rate for the ECG signal is set to 500 Hz. 

The current power supply unit accepts input voltages in 
the range 0.8 – 3 V and enables warning on low battery. 

The sensor is intended to be worn for a longer time span 
without intervention; hence appropriate electrodes must be 
selected, to provide for high signal quality and patient 
comfort. The prototype uses 2 lead insulated bio-electrodes 
which provide good signal quality and reduced risk for skin 
irritation [12]. Fig. 5 shows a recorded ECG on the host 
server. The power consumption can be as small as 500 µW, 
this means a battery on 0.5 Wh will operate a couple of 
weeks given continuous operation. 

The oximeter measures the oxygen saturation in the 
patient blood. The module is being implemented in a similar 
way as the ECG module (same size etc.), but since the 
module is in the design phase no measurement results are at 
this point in time available. 

 

 
Figure 5.  A real-life ASE-BAN ECG mesurement. 

IV.  CONCLUSION &  FUTURE WORK 

In this paper an initial prototype body area network 
testbed for measuring ECG and oxygen level in blood has 
been presented. The testbed has been implemented and 
successfully tested for ECG data collection. The oximeter 
module is in the design phase so no measurement results are 
available at this point in time. 

Since this paper presents the initial implementation of the 
ASE-BAN testbed a larger number of activities have been 
postponed to further work in the near future. This work can 
be categorized in two levels, short term and long term. The 
immediate short of to implement and test the oximeter 
sensor. Additionally the short term issues are to work with 
power efficient signal processing techniques for robust 
detection of the R-peaks and accurate estimation of the heart 
rate variability for diagnostic purposes including 
compression of sensor data. In the longer term new sensor 
hardware for the body area network will be implemented to 
create low power solutions with little or no battery power. A 
number of energy harvesting techniques are being 
investigated. Additionally the gateway hardware itself will 
be optimized in terms of energy consumption. This includes 
the radio module as well as the software implementation 
which in the future will offer mechanisms to put the device 
to sleep when not necessary. Additionally the network 
communication protocol itself will be designed to reduce the 
power consumption of the BAN for continuous real-time 
monitoring. Finally the introduction of an ultra-small-scale 
IP stack in the gateway is being considered for connectivity 
to the host and further on a network infrastructure. 
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will change our society in unforeseeable ways. On the other
hand, pressing problems such as environmental protection,
energy shortages, the spread of pandemic diseases, global
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and to investigate possible technological scenarios, this paper
introduces the concept of a Body Aura, a digital extension of
the body functions of a person or a group of persons to the
environment.
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I. INTRODUCTION

The 21st century will be characterized by a number of
technical revolutions, which will not leave the ways in
which humans interact unchanged. Current scenarios on
pervasive devices and smart rooms, augmented reality, and
even the (already outdated) idea of the “cyberspace” as a
new type of human/computer interface barely scratch the
surface. New forms of interactions will change our society
in unforeseeable ways. On the other hand, pressing prob-
lems such as environmental protection, energy shortages,
spreading pandemic diseases, global crises, etc., demand
novel approaches to collect and to correlate more precisely
demographic data; and this has to be done in a secure,
reliable way, which respects issues such as privacy and trust.

Considering multiple achievements in areas such as sensor
networks, augmented reality, distributed computing, and
autonomic systems, the major question is not how to interact
technologically with the digital computing, data, and com-
munication resources, but to embed, to maintain, and, to re-
locate sufficient intelligence and functionality into pervasive
devices and networks to perceive them as a useful and trusted
extension of personal, professional, and societal spheres.
Human activities do hardly occur in isolation but in almost
all cases in relation to activities of other humans, organized
by ad-hoc communications on various layers, work-flows,
and with common as well as conflicting interests. The capa-
bility of pervasive and ubiquitous systems to perceive and
to support not only individuals but also relations, objectives,

interests, and patterns for (probably large) groups of humans
becomes crucial for their practical applicability.

To analyze this challenge and to investigate possible
technological scenarios, this paper introduces the concept
of a Body Aura, which can be defined as a digital extension
of the body functions of a person or a group of persons to
the environment, both to monitor, correlate and to effectively
understand them in relation to the physical parameters, and
to actually control those parameters, producing notifications,
performance data, and alarms if necessary.

The paper is organized as follows: Section II discusses
the general concept of a Body Aura. This notion will be
elaborated in more detail in Section III by means of a
number of examples, which are used to identify challenges
concerning the development of a Body Aura. Some technical
aspects are discussed in Section IV. Section VI draws
conclusions and gives an outlook on further work.

II. CONCEPTS

The Body Aura vision assumes that in the near future
a pervasive digitalization of the human environment (and
bodies) will take place, which involves not only various
sensors, control devices, communication facilities (wireless
technologies of various kinds), data sources (such as RFID
tags), but also storage capacities and processing power (a
trend which is already visible today by the omnipresence of
mobile devices). The notion of “processors per cubic meter”
will become a meaningful unit. The deployment of pervasive
applications and systems will become feasible, which today
cannot even imagined, going beyond visions of augmented
reality, pervasive and ubiquitous communication services. It
will be the age of intelligent matter supporting the seamless
extension of human bodies, minds, and interactions by
information and communication technologies.

A Body Aura forms a vital personal field for both in-
dividuals and groups of people to provide various direct
interactions between users and their environments, to support
human activities both on a conscious and a sub-conscious
level. A Body Aura establishes itself as a radically dis-
tributed system using resources (sensors, actuators, comput-
ing, storage, and communication) found in the proximity
of its users without centralized elements. There is no “Body
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Aura gadget” to be carried around all the time, a Body Aura
results from the ongoing interaction of those resources. User
movement results in a re-location of parts of the Aura while
maintaining both function and integrity.

Human interactions result in activities which are mean-
ingful only in the context of a group, hence the person-
centric conception of a Body Aura needs to be extended to
an activity-centric conception: Instead of monitoring (and
predicting) the current “state” of a solitary user, common
activities of a set of users need to be recognized and
represented. We refer to this transformational process to
as the emergence of new Auras. Emergent Auras will not
replace personal ones, but complement and extend them.

Body Auras can be considered as exemplificative in-
stances of systems which strongly depend on the internal
quality of self-awareness. A Body Aura needs, at any in-
stance in time, be aware of its own configuration and internal
operation as well as its relationship to its users and their
environment. Autonomic features such as self-configuration,
self-optimization, self-healing, and self-protection, but also
self-organization capabilities, are vital for the functionality
and survivability of Body Auras [1], [2].

III. EXAMPLES AND CHALLENGES

To explain the idea of a Body Aura in more detail and
to identify the accompanying challenges, let us analyze a
number of scenarios from various application areas:

A. Sports Health Monitoring

As a first basic example, consider a cyclist in training
(Fig. 1). To obtain optimal training results, his Body Aura
takes measurements of his body functions such as heartbeat,
body temperature, breathing frequency, blood pressure, etc.
To obtain a better estimate of the cyclist’s performance,
it takes also environment data such as temperature, air
moisture, etc., into account. The current position of the
cyclist is determined using GPS. A (hypothetical) actuator
controlling the resistance of the bottom bracket is used to
emulate accelerations, road conditions, etc.; data to emulate
a real racetrack are downloaded and continuously updated
via WLAN. The necessary computations are performed on
various computing nodes in the current proximity of the
cyclists. The Body Aura resides only to a certain part at
the devices carried by the cyclists or mounted on his bike;
other functions are performed by devices in this proximity.

This example illustrates the first main challenge that has
to be addressed in the Body Aura approach, namely:

Homeostasis [3] (also called meta-stability) refers to the
capability of a system to maintain its identity, function,
and structure in the presence of continuously changing
conditions. For instance, the cyclist’s Body Aura has to
continuously re-locate parts of it when its user leaves the
range of fixed devices (computing nodes, WLAN access
points) and enters the range of others. It has in particular the

Computing 
node

WLAN access
point

Temperature
& air

moisture

Resistance 
regulator

Body 
temperature

Pulse sensor

GPS

Figure 1. Health monitoring example

ability to predict the availability of resources for a certain
time frame, and to degrade its functions in a graceful way
if required resources are temporarily unavailable.

A Body Aura of a solitary person may comprise of only a
handful of devices. Scalability becomes an issue if an Aura
relates to more than one person. For instance, each member
of a diving team needs to be aware of the body conditions
of her partners, as well as of environmental conditions such
as currencies, water temperature, etc. The selection of gas
mixes and gas pressure, deceleration and acceleration speed,
diving formation, and so on, are critical parameters for a
successful and safe dive.

Context and situational perception. The above example
illustrate that a precise detection of the current situation
and context of a person in relation to other persons is
another crucial capabilities of Body Auras. It also makes
clear that contextual information can be obtained not only
from environmental sensors but also from the interaction of
several Body Auras.

B. Recreation, Entertainment, and Travel

Everybody who used to travel a lot immediately under-
stands that localized information is of high importance, e.g.,
on public transportation, locations of recreational facilities
and restaurants, current traffic conditions, and so on. Of
course, the idea of localized information has been presented
before. We use this example to identify another challenge:

Identification. How does a Body Aura identify the person
it relates to? As already pointed out, there is no Body Aura
device which allows for an authentication. If a Body Aura
is not strongly tied to the body function of a specific person
(where the actual configuration of worn sensors can be used
as authentication criterion), the maintenance of the relation
between Aura and user becomes a considerable challenge.

Consider a new class of role gaming applications where
players assume roles in real life situations, based for instance
on “spook” scenarios: Players try to investigate the pretended
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activities of other players (e.g., spy out the delivery of—
in the game—crucial information to another player). Body
Auras can be used to mediate between players, to pass
information related to the game situation. Moreover, game
opportunities and limitations depend on the particular role
a player assumes. Not all players are willing or capable
to show James Bond like mannerisms, but prefer a more
realistic style. A Body Aura hence needs not only be capable
to distinguish between game and “first life” situations, but
also needs to be able to adapt to the specifics of the role a
player tries to assume.

Adaptability and Learning. Games can be scripted, but
the specific reactions of a player to a certain game are not
predictable by the game provider, and will change gradually
over time when the player becomes more experienced.
Therefore, Body Auras need to be capable to learn about
the specifics of the person it relates to, and adapt itself
accordingly with respect to its assessment of the user’s
state, and its reactions to it, as well as its internal structure
(prioritizing of data and processes for prediction and reaction
establishment).

C. Catastrophe and Emergency Management

Consider a major emergency (a large fire, an earth-quake).
The communication infrastructure might be impaired or not
available at all, making it hard for rescue teams to locate
injured persons, coordinate and prioritize their activities.
Devices powered by batteries or local energy sources (sun-
light collectors), etc. might be still working, capable to
establish an ad-hoc communication network. Body Auras of
the rescue team, members and people to be rescued will not
only interact, collecting, and delivering crucial information,
but in effect “merge” and perform collective activities in an
expanded context.

Another example of Body Aura emergence is the detection
of the propagation of epidemic diseases. Body Auras can
provide a city- or even country-wide instrument to monitor
people’s body functions by the responsible authorities.

Emergence. We refer to the shift from the focus of a
singular person to a group of persons, together with a
reinterpretation and reassignment of Body Aura functions
(that is, data are still related to body functions, but inter-
preted in the context of different tasks) to as Body Aura
“emergence”. The emergency scenario used to introduce this
capability is of course an extreme example, in fact every
group related activity supported by the interaction of Body
Auras to provide services which make sense only in a group
context relates to Body Aura emergence.

Self-assessment. Some applications of the Body Aura
concept just require “best effort”. For instance, for the cyclist
in the first example it is not of importance if his Body Aura
stops working for a couple of seconds because the momen-
tarily available resources are insufficient. The emergency
scenario however illustrates that in some contexts best effort

is not desirable. In such situation, a Body Aura has been able
to assess their own ability to work on an appropriate level
given the current restrictions and limitations. If necessary it
has to indicate problems to a human operator.

Two additional problems are immanent:
Security. How can it be ensured that personal information

is not distributed to parties not allowed to have this infor-
mation? How can Body Auras be secured against misuse?

Scalability. Progressing from the example of a cyclist
trying to optimize his training efforts to the emergence of
a population-wide Body Aura is a considerable step which
can only be achieved if the envisioned highly distributed
architecture of Body Auras is utilized to avoid single points
of processing (and failure) and to keep state information as
local as possible.

D. Work Convenience

Consider a group of workers. Their Body Auras do not
only monitor their body functions, but also feedback infor-
mation to the workers. For instance, a worker in a dangerous
environment may get a notification about the level of her
exhaustion. But also, the work flow itself can be assisted
by providing sub-conscious interfacing functions to “smart”
environments: The room temperature and illumination may
be automatically adjusted by the Body Auras of office
workers, equipment may adjust to the worker’s preferences
and physical state, etc.

User/Environment Interaction. Body Auras are envisioned
to be more than complex measurement instruments; they
actually will perform interactions with the environment on
behalf of their users without an explicit user action. In this
way, Body Auras may be viewed not so much as tools, but
as extensions of the sensoric and haptic body functions of
their users to a computerized environment.

IV. TECHNICAL CONCEPTS

To describe the main concepts of the Body Aura idea,
consider the “high level architecture” displayed in Fig.
2. The general idea departs from the assumption that a
Body Aura can be suitable defined by a “Representation
of its Self”, which describes all aspects, which need to be
considered to perform its tasks.

Sensors both related to the Body Aura users and their
physical environment acquire raw data which are interpreted
using the self-representation as a contextual frame. User
augmentation and environment related actuators are used to
feed back information to the users, and to interact with their
environment. Additional resources for computing, commu-
nication, and storage, are integrated as additional supportive
elements.

Representation of the Self. Self-awareness of Body Auras
is a basic precondition for the establishment of functions
such as autonomic distribution, homeostasis, prediction, etc.
For that, an internal self-representation of Body Auras is

127

EMERGING 2010 : The Second International Conference on Emerging Network Intelligence

Copyright (c) IARIA, 2010               ISBN: 978-1-61208-103-8

                         135 / 138



Representation of
the Self

Body Aura Distributed Execution
Environment

Users Environ-
ment

computing

communication

storage

Figure 2. General Body Aura architecture

required which has—with regard to the challenges identified
in the previous Section III—to fulfil a number of properties
(Fig. 3): It has to “store” data about the state of the users,
their environment, and its own actual configuration (sensors,
actuators, resources). We call this the representation of
situational knowledge. Moreover, to provide for planning
and prediction, it has to comprise a causal representation of
the relevant (virtual and real-world) processes, accompanied
by known facts about users, resources, etc. We refer to this
type of information as background knowledge. Finally, a
Body Aura performs a number of tasks to support or serve
its users. These activities—defining the purpose of a Body
Aura—need to be represented within the self-representation
too (one might view them as “application layer” of a Body
Aura).

Distribution and Scalability. Due to the distributed char-
acter of Body Aura there cannot be a centralized self-
representation. Therefore, mechanisms are needed to manage
a distributed version of the Body Aura model. We propose
to use a holistic approach to represent the whole structure of
the Body Aura on each contributing entity, but on different
level of abstractions. An entity maintains model structures
concerning its own functions and capabilities to a higher
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Figure 3. Self-representation, reflexes, and operations
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Figure 4. Abstracted composition of self-representations

degree of detail then the model structures describing adjacent
entities. Body Auras are thus composed of various “knowl-
edge fragments” and pre-defined or learned abstraction op-
erations. The construction of composed representation and
the determination of an appropriate level of abstraction with
regard to a certain entity becomes an automatic process.

A comprehensive discussion of this idea of abstracted
composition of self-representation is far beyond the scope
of this vision paper; Fig. 4 provides an intuition by con-
sidering two sub-systems (devices, sensors, etc.) with self-
representations R1 and R2, respectively, which are contribut-
ing to a Body Aura. Regarding of what is important for
each of these systems to know from each other, a “filter”
αi is constructed which is used to scale down the self-
representation of the other system. Thus the composite view
of S1 to the system comprising both system consists of
R1 composed with the abstracted view to R2 according to
α1 (and similarly for S2). A formal consideration of these
mechanisms can be found in [4], [5].

Emergence of Auras is—on the level of the self-
representation—performed by the application of composi-
tion/abstraction operations to the involved Auras. Mappings
between group related activities and personal ones have to be
understood as a reinterpretations of representation structures.
This process has to be iterative: Joining of Body Auras will
result in the emergence of another Body Aura, which can
be merged with other Body Auras in a seamless process.

Reflex Establishment. Some activities of a Body Aura
occur frequently and thus may be understood as general
behaviour patterns which are applicable is several contexts.
Thus instead of computing those patterns over and over again
(including the validation of their effectiveness), “short cuts”
can be established which apply those pattern without any fur-
ther planning or analysis activities—they become “reflexes”.
We assume that the establishment of reflex patterns is likely
to increase the efficiency of a Body Aura, and thus increase
also the range of tasks which can be performed.

Context-awareness. The creation of self-representation
requires adaptive, efficient and scalable methods for the
exploitation and utilization of the information available
about the user and the actual contextual conditions. An open
system must be ready to detect relationships in a lightweight
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manner, often from raw data, about trends, frequent episodes,
timely relationships and anomalies or abnormal situations.
Another important aspect is the active extraction of predic-
tive relationships, which enables the proactive handling of
predicted near-term situations or presumptive future actions.

Learning and Adaptation. A new-born Body Aura with
its limited, default knowledge is of much less use than an
evolved, optimized one that is highly adapted to its environ-
ment and its user. Hence, mechanisms are needed to adjust
the Body Aura’s self-representation: New self-representation
fragments get “learnt”, existing ones get refined, replaced
or removed. The progress of self-representations is envi-
sioned as an automatic process, without human interaction or
intervention—based on the trends, situations, or predictive
relationships detected in the local Aura. There are several
ways to facilitate this kind of evidence based refinement
the models, for example techniques may be borrowed from
reinforcement learning [6], data mining [7] or immunology
[8]. However, the sole detection of these relationships within
the data is not enough to create self-representation frag-
ments. Cognitive aspects, higher-level decisions and goals
are also vital for a Body Aura in the process of transforming
a detected relationship into an actively utilized, executable
self-representational model. High-level aspects may simply
seek optimality (I already know a better strategy than what
this relationship suggests) or may include meta-reasons (I
don’t want to what the observations suggest because it would
hurt my environment and that’s not in line with my meta-
goals). In other words, a Body Aura needs to be able to learn
from its experience, but is not forced to use the knowledge
blindly, without control. Knowledge both emerges on the
lower level from the observations, and on the higher level,
including cognitive aspects.

Networking. Due to the non-centralized, and self-
organized character of the Body Aura system, where the
amount of conscious control is reduced radically, the classi-
cal telecommunication approaches cannot be used. The lack
of centralized entities means that the Body Aura system is
similar to an opportunistic or a delay-tolerant network in
terms of communication. However the well-known ad hoc
networking solutions cannot be adapted to the Body Aura
system, as it is not taking into account the emergence of
Body Auras, together with the regrouping process.

This means that the Body Auras (which could be repre-
sented as mobile nodes in the communication perspective)
form mobility groups, and the structure of these groupings
could heavily effect the propagation and relaying of the
information in the system. The information propagation and
the dissemination process is not only significantly influenced
by the group mobility patterns of the Body Auras but also
by the common decisions of the groups, for example which
information are important for the given group, or which
information should be disseminated to the neighbouring
groups, namely merged Auras.

Security. The Body Aura dia removes static architectural
features and in favour of heterogeneous structures, and more-
over increases the independence from the “physical layer”.
Thus, its architecture and as a consequence its security
architecture is completely detached from single hardware
instances. Due to this feature, Body Aura also allows its
distribution on multiple devices, representing a distributed
client application which acts on behalf of the body the Aura
is associated with.

In Body Aura, complete sets of devices, and several ser-
vices which are spread among potentially numerous devices
will act on behalf of a “body”. Thus, the question arise:
Who will be the principal, i.e., who authenticates what and
what does this imply for the system? Novel mechanisms
(e. g., based on biometric pattern recognition) need to be
developed to establish a trust relation between Body Auras,
users, and other involved parties.

Augmenting the Person. A Body Aura follows the activ-
ities of the person (the atomic level) or a group of persons
through passive observation. If some tasks are recognized
the Body Aura pursues all activities of the person and
compares them to corresponding activity patterns. If more
than one activity representation applies, these are treated as
competing. Some of the tasks may reduce the amount of
activity models which correspond to the current actions of
the person. In some cases the Body Aura is not able to
recognize what the user is doing and what his intention is. In
this case the Body Aura tries to interact with the user. Hence,
models for the interaction of persons with their own Body
Auras are needed. But interaction between the person and the
Body Aura is an additional load for the person and should
happen as rarely as possible. A model is required, which
describes several levels of interaction complexity (yes/no,
item selection, commands) and its form (gestures, voice,
mouse, keyboard).

V. RELATED WORK

Over the last two decades, a new understanding of the
relationship between human users and computer systems has
emerged, grounded in visions developed in the early 90’s,
of ubiquitous computing [9] (i.e. computation moving out
of the box to be pervasive in the user’s ambient), augmen-
tation of the real world [10] (i.e. enhancing physical reality
with digital interaction), and wearable computing [11] (i.e.
augmentation of humans with always-there computational
services). These original visions have largely converged in
today’s digital world, with personal mobile devices that con-
tinually support their users, pervasive devices and services
available in the ambient, and widespread technologies for
linking digital interaction to the entities and activity in the
real world (passive and active tagging [12], location systems
[13], mobile augmented reality [14]). However, in spite of
the paradigm shift that has taken place, there is a total lack of
concepts for how the intelligence that is deeply and densely
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embedded in people’s environments (in the form of sensors,
actuators, digital media, smart objects, smart materials, etc.)
can be harnessed to effectively support user activities and
needs. Key barriers are the very limited representation of
user context to the environment, and the centralized ap-
proach to interface complex computerized environments.

The distinct approach, in departure from the state of
the art, is to develop the interface between people and
complex computerized environments as a self-aware auto-
nomic system conceived as a Body Aura around the user.
In terms of high-level vision there have been precedents
of conceptual work on auras or spheres around the user,
e.g. Ferscha et al.’s Digital Aura as a thought model for
interactions in a pervasive computing world [15] and Mynatt
et al.’s Audio Aura providing serendipitous information via
background auditory cues [16], but in practically all work
on human-environment interaction, the sphere of interaction
is implicitly defined by the nature of the infrastructure
(network topology, communication range of user devices,
sensor coverage).

VI. CONCLUSION AND FURTHER WORK

In this paper, we have introduced the vision of a Body
Aura, which acts as an information technological extension
of the user’s body functions to his or her physical environ-
ment, and is capable to provide a functions for (probably
large) groups of persons as well, hence is applicable in a
large variety of scenarios.

The Body Aura vision involves a number of research areas
which cannot be addressed simultaneously. In our future
research, we will concentrate of the following key issues:

1) One of the main concepts of the Body Aura approach
is the definition and maintenance of a distributed
“representation of the self” describing all operational
aspects of a Body Aura at a “suitable degree of
abstraction”, defined by the knowledge requirements
of devices contributing to the Aura. Although some
work has been already conducted into this direction
[4], [5], further research is needed.

2) Investigations on the interpretation of behavioral rep-
resentations (UML Statecharts) of functions imple-
mented on resource limited devices [17] indicate that
it is possible to maintain computational models even
on very small devices with suitable efficiency. Future
research will address different modelling formalisms.

3) An open learning an adaptation model to systemati-
cally detect, refine and utilize relationships within the
environment, with help of data mining techniques.
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