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Intentionality vs Chaos  
Brain Connectivity through Emotions and Cooperation Levels beyond Sensory Modalities. 

Igor Val Danilov 
Academic Center for Coherent Intelligence 

ACCI 
Roma, Italy 

e-mail: igor_val.danilov@acci.center 

Sandra Mihailova 
Rīga Stradiņš University 

RSU 
Riga, Latvia 

e-mail: sandra.mihailova@rsu.lv  

Abstract—Empirical evidence shows the efficiency of 
coordinated interaction in mother-infant dyads through 
unintentional movements: social entrainment, early imitation. 
The growing body of the literature evidently shows an impact 
of arousal on group performance and spreading emotion from 
one individual to another organism, called emotional 
contagion. The emotion sharing somehow stimulates shared 
intentionality in individuals of "primary group". Although 
there is increasing evidence of consistency between some 
"motion" and "emotion" concepts, research demonstrating the 
synergy of the integrative process of all these five concepts is 
limited. This study presents a dynamic integrated model of 
motion-emotions synergy that combines and manages all the 
above-mentioned appearances–the Model of Coherent 
Intelligence. This model is supported by arguments that are 
strictly based on experimental evidence in the literature and  
24 online experiments in 2020. Primary groups show empirical 
evidence of a more significant accuracy in problem-solving in 
the coherent intelligence state. In specific, we conducted 13 
online experiments in dyads (116 subjects) with P-value < 
0.001, and 7 experiments in primary group adults (41 subjects) 
with the P-value < 0.002. Experiments with not well-known 
adults from the secondary group show the effect only within 
task UL3 (41 subjects in experiment No.12 with translation of 
unfamiliar language). Non-semantic tasks–SL3 (synthetic 
language) and US3 (two-color symbols)–did not stimulate the 
effect in 3 experiments with 207 secondary group subjects 
(unfamiliar students). The outcome demonstrates inter-brain 
connectivity through ongoing emotions and motion dynamics, 
creating cooperation levels beyond sensory modalities.  

Keywords-social cognition; coherent intelligence; embodied 
cognition; emotion contagion; imitation; interactional 
synchrony; social entrainment. 

I. INTRODUCTION 
Empirical evidence shows the efficiency of coordinated 

interaction in mother-infant dyads through unintentional 
movements: social entrainment [1][2], early imitation [3][4], 
and interactional synchrony [5][6]. The growing body of the 
literature evidently shows an impact of arousal on group 
performance [7]-[9] and spreading emotion from one 
individual to another organism [10]-[12], called emotional 
contagion. That is, emotion sharing somehow stimulates 

sharing intentionality in individuals of "primary group"[13]. 
Although there is increasing evidence of consistency 
between some "motion" and "emotion" concepts, research 
demonstrating the synergy of the integrative process of all 
these five concepts is limited.  

Recent research presented a more significant accuracy 
level when participants independently completed similar 
tasks parallel with confederates who were primed with the 
correct answer [14]. This research design stimulated their 
emotional arousal and interactional synchrony in face-to-face 
performances. The current paper presents the outcome of 24 
online experiments in 2020, which were designed following 
the Model of Coherent Intelligence (MCI). 

Section II presents the hypothesis of how ongoing social 
dynamics can create a coherent mental process in groups. 
This Model of Coherent Intelligence (MCI) argues that social 
interaction shapes organisms' intentionality. Section III 
contains research data of 24 online experiments, their 
research problem, paradigm, and procedure. Section IV 
discusses limitations and difficulties of this research. Section 
V elaborates all findings, describing their meanings. 

II. THE MODEL OF COHERENT INTELLIGENCE 
According to Danilov and Mihailova [15], the MCI 

assumes that ongoing social dynamics create a coherent 
mental process in dyads (primary group) where movement 
coordination is cyclically enhanced under ever-growing 
arousal. A supranormal environment, e.g., first hours after 
birth, stimulates supranormal sensation in dyads. This can 
push the inherited mechanism of social entrainment of 
infants to the rhythm of the mother. Both the supranormal 
sensation and social entrainment may stimulate the common 
emotional arousal. The latter is increased by the ongoing 
supranormal sensation and the occurring rhythm of arbitrary 
movements of the infant. The continuing supranormal 
sensation and ever-increasing arousal of the infant and the 
mother, along with the rhythm of the infant’s unintentional 
movements, stimulate early imitation and emotional 
contagion. How the infant captures and reproduces the 
kinematic of movements. The MCI proposes that common 
emotional arousal together with the identical rhythm create 
coherent mental processes in dyads–Coherent Intelligence–as 
it is shown in Figure 1.  

1Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-847-1
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Figure 1. The model of coherent intelligence 
 

At Stage 3 of the Model of Hierarchical Complexity 
MHC [16], organisms (such as human infants) do not 
maintain bilateral communication. According to Danilov and 
Mihailova [17], individuals are able to interact by 
distinguishing perceptual signals of identical modality by 
their significance. This is the foundation of intentionality. 
This ability can contribute to ostensive cues, categorizing 
reality. After all, this meaningless interaction modifies into 
communication when individuals imbue perceptual impulses 
with mutually implied meanings, cascading their signals in 
response to the history of relations between them. In such a 
manner, organisms at Stage 3 of the MHC development 
begin to categorize the chaos of sensory stimuli. The 
hypothesis of the MCI argues that social interaction shapes 
organisms' intentionality, promoting similar categorization of 
stimuli in intimately related individuals with shared social 
routine and interests.  

III. EXPERIMENTS 
In 2020, we conducted 24 experiments with 407 subjects 

to test the MCI hypothesis of whether this effect also appears 
online. 

A. The Research Problem 
The research problem of these 24 online experiments was 

whether or not unprimed participants show a more 
significant accuracy level when they complete the thought 
task simultaneously with confederates who are primed with 
the correct answer; if they were emotionally stimulated and 
completed the tasks without communication. Would a 
confident knowledge of the confederates on the tasks help 
target participants to solve these unintelligible problems 
without communication, when they simultaneously pass the 
same testing? 

B. Experiment Paradigm and the Procedure  
The within subjects paradigm was applied to verify the 

difference between the correct responses of the participants 
(unprimed subjects) to the "primed block" and "unprimed 

block" of tasks. Specifically, subjects (unprimed participants 
and primed confederates) with their computers joined the 
experiment through an online conference. They were also 
asked to prepare their mobile phones to complete the 
experimental tasks during the online conference by 
connecting to the experiment's website via their mobile 
phones. As soon as they all are online, experimenters divided 
subjects into two groups (participants and confederates) and 
informed them about the task.  

Then, all subjects were asked to use their mobile phones 
to contact the experiment's website for completing the test. 
As soon as all subjects were connected via their mobiles to 
the website, testing began simultaneously. The experiment 
design stimulated arousal by the experiment's unusual 
situation and rhythmically changing red/purple colors of the 
mobiles' screens. Many studies on emotion arousal in 
learning show increased participants' cortisol levels during 
experiments [15]. It is highly likely that unintelligible tasks 
also contributed to emotional excitement in subjects as well 
as the participation of strangers (experimenters) in these 
performances. Interactional synchrony in subjects was 
stimulated by rhythmically changing colors of the mobiles' 
screen (80 bpm), that was identical for all.  

During testing, the website simultaneously presented to 
all subjects 10 tasks. The all tasks design was the same for all 
subjects (participants and confederates)–all subjects saw the 
same picture with the similar mapping of the task and its 
answer options. The design of each task promoted the same 
geometrical navigation on the screen for all. The mapping of 
Unfamiliar Language (UL) task presented 10 answer options 
in one line on the screen of the mobile phones. The mapping 
of unfamiliar Synthetic Language (SL) task presented 8 
answer options located on the square's perimeter on the 
screen. The mapping of Unintelligible Symbols (US) task 
presented on the screens 4 answer options located on the 
square's corners. That is, each task had the same for all 
subjects task-options mapping design, and answer options 
were in the same place on the mobile phone screens for all 
subjects (participants and confederates). In such a manner, 
we designed the same geometrical point of the correct 
answer on the screens for all participants and confederates.  

The confederates were asked to follow hints on the right 
answers, solving tasks. They received hints on all even-
numbered tasks (2-4-6-8-10)–"primed block" of tasks. The 
unprimed tasks for the confederates were all un-even (odd-
numbered) tasks (1-3-5-7-9)–"unprimed block" of tasks. 
They did not receive instructions on odd-numbered tasks. In 
evaluating the outcome, the "unprimed block" of uneven 
tasks (1-3-5-7-9) became the baseline of the experiment. 
Unprimed participants did not receive any instruction on any 
task; both the unprimed block (1-3-5-7-9) and the primed 
block (2-4-6-8-10) were unintelligible tasks for them. That 
is, we tested whether or not unprimed participants (target 
participant) would be more accurate in solving unintelligible 
tasks when they were doing this simultaneously with 
confederates who knew the correct answer. Would unprimed 
subjects' (participants') results be better in the primed block 
than in the unprimed one? Would a confident knowledge of 
confederates on primed block tasks help unprimed subjects 
(target participants) to solve them without communication?  

2Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-847-1
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The result was estimated by two values: (1) Rb – the ratio 
between the correct responses of the unprimed participants to 
the "primed block" and "unprimed block" of tasks, (2) Rch – 
the ratio between the correct responses of the unprimed 
participants to the "primed block" and possible responses by 
chance. 

B. Experiments with Translation of Unfamiliar Language 
(UL) 
UL1: We conducted 6 online experiments with 22 dyads 

(44 person); we tested subjects who are typical 
representatives of the primary group. The task was to choose 
the correct translation of an unfamiliar language from 10 
variants from the list of 10 options. Before the experiment, 
we asked the subjects if they spoke the investigated language 
to make sure that this language was unfamiliar for them. 
Each dyad was divided into unprimed participants (a child) 
and primed confederates (her mother). They were asked to 
avoid any communication between them during testing. 
Dyads were required to translate unfamiliar foreign words 
themselves (independently) by choosing one correct 
translation from 10 variants in their native language in a 
congruent design and, with the opposite task, in an 
incongruent one. The confederates received correct answers 
on "primed block" of tasks (all even tasks 2-4-6-8-10). These 
online experiments in different languages found evidence of 
an increase of Rb=48% in a group performance between 
"primed block" of tasks and "unprimed block", and an 
increase of Rch=90% above chance in "primed block", the 
results are in Table 1. 

UL2: The same tasks under the similar procedure were 
tested with 24 adults: students and groups of friends. These 
subjects cannot be attributed as typical representatives of the 
primary group; nevertheless, many of them stay in a 
coordinated state of social entrainment with their fellow, as 
we believe. We estimated them as primary group. The 
subjects of five experiments No. from 7 (18/04/2020) to 11 
(12/05/2020) had been studying together since many years. 
These online experiments with different unfamiliar 
languages found evidence of an increase of Rb=143% in a 
group performance between "primed block" of tasks and 
"unprimed block", and an increase of Rch=216% above 
chance in "primed block", the results are in Table 1. 

UL3: We repeated the same procedure in experiment No. 
12 (12/05/2020) with subjects who were 41 second-year 
university students. They knew each other not more then two 
years and it seemed difficult to define their biological state as 
close to the social entrainment. We estimated them as 
secondary group. The results of 4 students were excluded 
from the outcome, since they speak the examined language. 
The online experiment No.12  shows evidence of an increase 
of Rb=133% in a group performance between "primed 
block" of tasks and "unprimed block", and an increase of 
Rch=380% above chance in "primed block", the results are 
in Table 1. 

C. Experiments with a Rebus from Synthetic Language (SL) 
SL1: We conducted 4 online experiments with 23 

children and 19 mothers (specifically 19 families). The task 
was to choose the correct version of the rebus from 8 options 
placed around the square's perimeter. The rebus consisted of 
unknown symbols from synthetic language created 

especially for this experiment. These online experiments 
found evidence of an increase of Rb=394% in a group 
performance between "primed block" of tasks and "unprimed 
block", and an increase of Rch=42% above chance in 
"primed block", the results are in Table 1. 

SL2: We tested the same tasks with 7 adults (M=18): 
students of the last year of high school. We believe they were 
in a coordinated state of social entrainment because of many 
years studying together under the same schedule. We 
estimated them as primary group. These online experiments 
found evidence of an increase of Rb=300% in a group 
performance between "primed block" of tasks and "unprimed 
block", and an increase of Rch=28% above chance in 
"primed block", the results are in Table 1. 

SL3: We tested the same tasks with 56 adults (M=21): 
students of the second year of university. We estimated them 
as secondary group. They knew each other for not more than 
two years, and it does not seem easy to define their 
biological state as close to social entrainment. These online 
experiments did not find evidence of Rb's increase in a group 
performance between "primed block" of tasks and "unprimed 
block". At the same time participants' outcome in both 
conditions was Rch=28% above chance, the results are in 
Table 1. 

D. Experiments with Unintelligible Symbols US 
US1: We conducted 3 online experiments with 17 

children (M=9) and 13 mothers (M=40); specifically, there 
were 13 families. Their task was to choose the two-color 
symbol related to one of the natural numbers from 1 to 5 
among four options. In each task, four answer options 
(different two-color symbols) were located in the corners of 
the square's perimeter.  These five two-color symbols related 
to a natural number from 1 to 5 were created specifically for 
this experiment. These symbols consisted of two colored 
circles (one in the other). The meanings of these unfamiliar 
symbols were unintelligible for subjects.  Experimenters 
asked subjects to solve the tasks applying different strategies. 
Participants (unprimed subjects) were asked to guess the 
correct answer intuitively. In contrast, confederates were 
asked to solve the problems rationally, following hints on the 
correct answer. These online experiments in different 
languages found evidence of an increase of Rb=123% in a 
group performance between "primed block" of tasks and 
"unprimed block", and an increase of Rch=32% above 
chance in "primed block", the results are in Table 1. 

US2: We conducted 1 online experiment with a group of 
10 friend adults: 4 confederates and 6 participants  (M=30). 
Their task was the same as of US1: to choose the two-color 
symbol related to one of the natural numbers from 1 to 5 
among four options. Their meanings were unintelligible for 
subjects.  Experimenters asked subjects to solve the tasks 
applying different strategies. Participants (unprimed 
subjects) were asked to guess the correct answer intuitively. 
In contrast, confederates were asked to solve the problems 
rationally, following hints on the correct answer. These 
online experiments in different languages found evidence of 
an increase of Rb=127% in a group performance between 
"primed block" of tasks and "unprimed block", and an 
increase of Rch=30% above chance in "primed block", the 
results are in Table 1. 
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US3: We conducted 2 online experiments with 151 
students from the first year of the university (M=19). We 
estimated them as secondary group. They knew each other 
for not more than a few days (if they knew each other, they 
did not meet because of the online university course), and it 
seems impossible to define their biological state as close to 
the social entrainment. Their task was the same as of US1: to 
choose the two-color symbol related to one of the natural 
numbers from 1 to 5 among four options. Experimenters 
asked subjects again to solve the tasks applying different 
strategies. Participants (unprimed subjects) were asked to 
guess the correct answer intuitively. 

In contrast, confederates were asked to solve the 
problems rationally, following hints on the correct answer. 
These online experiments in different languages found 
evidence of an increase of Rb=3% in a group performance 
between "primed block" of tasks and "unprimed block". 
Their results Rch were below chance, see Table 1. 

E. Results 
The 20 experiments in subjects from the primary group 

includes 13 experiments in dyads (with 58 mothers and 68 
children), and 7 experiments with 41 adults. The 4 
experiments in subjects from the secondary group with 250 
adults showed the effect only in UL3 task (a translation of an 
unfamiliar language). Other experiments in secondary group 
with the tasks SL3 and US3 did not show the effect. 

The results are presented in the Table 1. There are several 
abbreviations to note: UL – the experiments with translation 
of an unfamiliar language; SL – the experiments with a rebus 
from unknown symbols of a synthetic language; US – the 
experiments with two-color round symbols; Rb, equation (1)  
– the ratio between the correct responses of the unprimed 
participants to the "primed block" and "unprimed block" of 
tasks; Rch, equation (2) – the ratio between the correct 
responses of the unprimed participants to the "primed block" 
and possible responses by chance; Mp – mean primed; Mb – 
mean baseline (unprimed); E – estimated by chance; O – 
observed results (both Mp and Mb); P-value – the 
significance of results, rejecting the null hypothesis; and 
values of the Chi-squared distribution is χ2 . 

IV. DISCUSSION 
The limitations of the unfamiliar language task (UL) and 

synthetic language task (SL) are grounded in the life 
experience of subjects. Translation of an unfamiliar language 
(or solving a rebus) is challenging; however, subjects could 
casually hear some foreign words in the past and/or create 
associative relationships with words/symbols they already 
knew. 

100%x(Mp - Mb)/Mb  = Rb.                   (1)

100%x(Mp - E)/E  = Rch.                      (2)

Σ(O - E)2/E  = χ2.                           (3)

TABLE 1. RESULTS  OF 24 EXPERIMENTS IN 2020 

This implicit knowledge cannot be completely excluded 
from the outcome. Even though we selected unfamiliar 
foreign words (as it seemed to us) verifying this linguistic 
task with a control group, this did not exclude such cultural 
influence on subjects' results. Possible past experience and/or 
associative relationships between words/symbols could make 
an adjustment to the results. Nevertheless, it seems 
uncontroversial to say that young children acquire 
knowledge through a communication environment: language 
and other communicative signs. The current paper explores 
the modalities of social interaction that help organisms to 
assimilate knowledge. Therefore we propose to take into 
account this outcome because language is a typical 
communicative cue for children. It is possible to suppose that 
a communicative environment–symbols' domain–can 
enhance non-perceptual interaction. Principally we suggest 
mentioning this since the control group did not show any 
difference in results between even-numbered tasks and un-
even (odd-numbered) tasks, testing all of them under 
unprimed conditions. This control group outcome may mean 
that the set of foreign words was unfamiliar for the particular 
subjects of the control group and may provide hope that this 
was a spread case also for other subjects. In contrast, the 
tasks with two-color round symbols (US) could create less 
association with previous knowledge in participants. From 
this perspective, the task US could show pure non-perceptual 
social interaction. These limitations can describe the 
difference in results between UL, SL, and US tasks in 
different groups. For instance, the primary group (dyads and 
adults) perform better linguistic task UL than the tasks with 
rebus from unknown symbols SL and two-colored symbols 
US, showing in the UL better results above chance. 

It seems uncontroversial to say that the third task US 
with two-color round symbols excluded participants' 
experience (previous knowledge) from problem-solving to a 
greater extent. Comparing results between different tasks and 
groups shows the lowest increase of  the Rch coefficient – 
the ratio between the correct responses between the "primed 
block" and responses by chance. 

Group
The Ratio of Correct Responses 

Ratio
Task  

UL, %
Task  

SL, %
Task  

US, % χ2 P-value

1.  
Dyads, 116 
subjects

Rb 48 394 123
16.142 < 0.001

Rch 90 42 32

2. 
Primary 
group, 41 
subjects

Rb 143 300 127
13.493 < 0.002

Rch 216 28 20

3 
Secondary 
group, 250 
subjects

Rb – –8 3
O.083 < 0.975

Rch – 31 –9

Rb 133 – –
250.624 < 0.001

Rch 380 – –
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One of the research difficulties was to ensure the 
intentionality of the primed subjects (confederates), since the 
only following the instructions on the correct answers was 
not too exciting for them. We expected their mental 
collaboration instead of indifferent action in choosing of 
correct option. Therefore, for each experiment we created the 
special game for confederates depending on their personal 
interests. Although, in the sense of a person’s unexpected 
choice, none can be sure on what to expect from a person, 
within reasonable limits, of course. Human uncertainty 
creates the problem for any research in psychology. 
Frankness, sincerity and involvement in the experiment are 
most influent factors of the testee's impact on the results of 
research. The experimenter can never exactly know the real 
intention and involvement of the examinee. We believe that 
the difference in the outcomes of the different groups also 
shows the participants involvement in the process. 

The outcome was questioned: whether the correlation of 
results between teams of subjects (participants and 
confederates) is an evident pattern, or it happened by chance. 
The hypothesis evaluation using the P-value shows the 
significance of results in experiments with dyads and adults 
attributed to the primary group. The 20 experiments with 
subjects from primary group show: (i) the P-value < 0,001 in 
13 experiments in dyads; and (ii) the P-value < 0,002 in 7 
experiments in adults. We believe this outcome is statistically 
significant, rejecting the null hypothesis in subjects attributed 
to the primary group. 

V. CONCLUSIONS 
We conducted 24 online experiments with subjects of the 

primary group (20 experiments, 157 subjects) and subjects of 
the secondary group (4 experiments, 250 subjects). To our 
mind, the results of these online experiments support a 
hypothesis of inter-brain connectivity, which appears in 
individuals of primary groups (including dyads) at the 
beginning of cognition and lasts the entire social life. The 
unprimed subjects (participants) attributed to the primary 
group showed a more significant level of accuracy when they 
completed a thought task in the presence of confederates 
(primed subjects from the same group) who were 
simultaneously primed with the correct answer to the same 
task. We believe that the outcome of the primary group 
(dyads and adults) is statistically significant, rejecting the 
null hypothesis. The current research demonstrated inter-
brain connectivity through ongoing emotions and motion 
dynamics, creating cooperation levels within individuals of 
the primary group beyond sensory modalities. 

We did not expect the coherent intelligence effect in 
experiments with subjects of the secondary group; and we 
did not find it in the experiments with the SL3 (one 
experiment with 56 adults, M=21) and US3 tasks (2 
experiments with 151 first-year students,  M=19). 
Surprisingly, the outcome of the experiment No.12, 
12/05/2020 with the task UL3 (an unfamiliar language) was 
very high; and the Chi-squared distribution and P-value of 
this experiment are very significant. This deviation from the 
expected result for this team was 380% higher than the 
probability of a random choice. We tested these subjects 
before the experiment on the knowledge of examined 

language, and the results of 4 students were excluded from 
the outcome, since they speak it. Other subjects did not speak 
this language at all. Following the secondary group 
definition, we rated this team as the secondary group, while 
they showed results as members of the primary group. The 
result of the experiment No.12 led us to additional study the 
history of these students' relationships and the formation of 
their team. Additional information at the stage of the results 
analysis showed that these second-year students had been 
visiting university facilities daily before the pandemic in 
2020. They followed the same social rhythm during two 
academic years before the experiment. While studying at the 
university, they also completed an additional team training 
program to increase the level of inter-group cooperation. To 
our mind, the UL3 outcome means that these subjects had 
more close social cooperation between them than we thought 
at the moment of the experiment. This additional information 
may be useful for understanding why these subjects from the 
secondary group (as we thought earlier) also showed a 
significant accuracy in translating an unfamiliar language, as 
if they were members of the primary group. We believe that 
the results of the experiment No.12 (UL3) provides an 
opportunity for further research on the formation of close 
social bonds in groups that can also promote the more 
precise determination of the primary group's criteria. Further 
research on how the modality of communication can affect 
the message's understanding, even if the language of the 
message is unfamiliar to the recipient, can also develop 
knowledge about the inter-group cooperation.  

The results of other teams with subjects of the secondary 
group in the tasks SL3 and US3 supported our expectations 
that there should be no coherent intelligence effect in the 
secondary group. The unexpected result in UL3 does not 
reject the significant outcomes of experiments in dyads 
(UL1, SL1, and US1) and adults from the primary group 
(UL2, SL2, and US2). We believe that the research outcome 
supports the hypothesis that from the beginning of cognition, 
the effect of coherent intelligence allows the nervous system 
to distinguish particular sensory stimuli from chaos, 
following shared intentionality with intimately related 
individuals. This outcome is consistent with our previous 
research outcome in 2019 from 7 experiments with 104 
subjects, including 51 confederates and 53 participants [14]. 
The presented results complemented the already published 
research about 12 online experiments with 67 adults and 
children, P-value < 0,001 [19]. We believe that, future 
research should aim to understand the possible application of 
this effect to the advanced online curriculum for small 
children.  
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Abstract— One of the most intriguing questions in cognitive 
science is the Primary Data Entry (PDE) problem: where does 
social knowledge come from? After birth, an organism meets 
with reality, which is transcendental, staying beyond any 
experience and understanding of this pure reason. Basic 
approaches to the study of cognition are cognitivism, 
connectionism, and embodied dynamicism, The weakness of 
cognitivism and connectionism is the need to introduce an 
initial set of social phenomena of the specific community to 
trigger this system: the PDE problem. There is also a same gap 
in knowledge in embodied dynamicism approach, this 
interpretation of a dynamic system is not accurate. The current 
paper presents the Model of Coherent Intelligence (MCI) and 
its neural foundation. The analysis of recent empirical data 
proposes new insights on the origin of intentionality: (i) 
cognition begins from separating sensory stimuli: Long-Term 
Potentiation can be induced in neurons of particular Modality-
Specific gateways (ignoring other stimuli)–selective induction 
promotes selective sensitivity to the chaos of stimuli. (ii) 
Neurons can learn spike-timing-dependent plasticity in social 
interaction: immature neurons learn the timing code to 
modulate certain synaptic strength, which triggers either 
Long-Term Potentiation or Long-Term Depression. The 
hypothesis of the MCI argues that social interaction shapes 
organisms' intentionality, promoting similar categorization of 
stimuli in intimately related individuals with shared social 
routine and interests. This approach provides a wide range of 
possibilities for developing a human-computer interface.  

Keywords-coherent intelligence; emotional contagion; 
interactional synchrony; social entrainment; embodied cognition 

I. INTRODUCTION 
The academic knowledge on the study of mind 

historically and conceptually has settled three main 
approaches within cognitive science: cognitivism, 
connectionism, and embodied dynamicism [1]. Many 
theories of mind combine all three approaches, where they 
co-exist in various hybrid forms. The more interesting of 
them are the Embodied dynamic system [1], the theory of 
innate intersubjectiivity and innate foundations of neonatal 
imitation [2], the theory of natural pedagogy [3], and the 
theory of sensitivities and expectations [4]. All these theories 
are plausible; the current paper observes different views to 
engage a gap in knowledge. 

According to Thompson [1], cognitivism (the metaphor 
is the mind as digital computer) and connectionism (the mind 
as neural network), in different ways, appeal to the same 
computational principle of cognition. This principle based 
upon processing a signal within neural networks. This 
computational principle certainly requires the primary data 
entry as a necessary initial condition to launch processing. 
None algorithm and/or a sequence of instructions may 
perform the computation of any process without 
corresponding to the specific situation inputs, that should 
substitute variables and parameters of the formulas. The 
algorithm remains just a set of mathematical variables 
without this input. This argument may mean the necessity to 
input an initial set of social phenomena of the specific 
community to trigger this system – the Primary Data Entry 
(PDE) problem [5].  

According to embodied cognitivists, the mind is an 
autonomous system by its self-organizing and self-
controlling dynamics, which does not have inputs and 
outputs in the usual sense, and determines the cognitive 
domain in which it operates [1][6][7]. This approach is 
grounded on the dynamical hypothesis [8]. However, this 
interpretation of a dynamic system is not accurate. Why does 
the dynamic system need PDE: 

Argument A. According this approach embodied features 
of cognition deeply depend upon characteristics of the 
physical body. If the agent's beyond-the-brain body plays a 
significant causal role, then the primary data yet makes 
sense. 

Argument B. In mathematics, a dynamic systems model 
is a set of evolution equations. It means that entering primary 
data is required. The dynamic system may not begin its life 
cycle without introducing initial conditions corresponding to 
specific situation inputs and parameters. 

Argument C. The dynamical system hypothesis [8] have 
not claimed the lack of initial conditions. Dynamicists track 
primary data less than dynamic changes inside. However, it 
does not mean that primary data do not exist and do not 
necessary.  

Given these above arguments, the PDE problem must be 
considered in the onset of cognition. The embodied dynamic 
system approach tends to solve the above-noted gap by 
introducing the notion of dynamically embodied information 
[1]. Although, to introduce this concept, it is necessary to 
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explain the categorization of reality through intentionality. 
According to embodied cognition approach, symbols encode 
the local topological properties of neuronal maps [1], a 
dynamic action pattern. The sensorimotor motor network 
yields pairing of the binary cue stimulus with the particular 
symbol saved in the structures and processes that embody 
meanings. 'Representational “vehicles” are temporally 
extended patterns of activity that can crisscross the brain-
body-world boundaries, and the meanings or contents they 
embody are brought forth or enacted in the context of the 
system’s structural coupling with its environment [1, p.36].' 
This idea requires introducing the nature of intentionality. In 
a multi-stimuli environment, the stimulus-consequence pair 
is unpredictable due to the many stimuli claiming to be 
associated with the embodied dynamic information 
randomly. The bond of stimulus-consequence pair of a social 
phenomenon in the sensorimotor network requires 
categorizing reality by the nervous system before applying 
the innate reflex about this social phenomenon to a specific 
case. Therefore, dynamically embodied information can be 
useful if intentionality is already in place. Meanwhile, the 
embodied dynamic system introduces intentionality without 
a biological and / or physical basis. The theory of natural 
pedagogy [3], and the theory of sensitivities and expectations 
[4], as well as many others may not solve the problem of 
PDE [9].  

According to Trevarthen and Delafield-Butt [10], primary 
consciousness develops in embryogenesis and is the first 
operative in early fetal life. 'Consciousness as "acting with 
knowledge" requires a nervous system that regulates 
prospective perception in intentional engagement with the 
world [10, p. 22]’. In the first trimester, patterns of sensory 
regulation of movements of the fetus' body and limbs gain 
affective evaluation and sensitivity for sounds and rhythms 
of other human presence [10]. It means that the pure nervous 
system should already possess intentionality as well as initial 
knowledge about social reality: human sounds and rhythms 
also yield meanings. Even if fetuses can hear different 
sounds and feel rhythms from outside of the womb, this does 
not mean that they alone (independently) can process their 
meanings. 

Searle et al. [11] argued that intentionality is the mental 
power of minds to represent or symbolize things, properties, 
and states of affairs. According to Crane [12], mental states 
or events or processes which have objects in this sense are 
traditionally called 'intentional,' and 'intentionality' is, for this 
reason, the general term for this defining characteristic of 
thought. The meaning of directed action implies the purpose 
of the action, which first requires the categorization of 
reality. It's a dichotomy of what happens first. Current 
knowledge does not solve it. 

Tomasello [13], through the study on ontogenesis and 
phylogenesis, introduced the hypothesis of gradually 
increasing social bond development in children referred to 
time slices: (1) emotion sharing from the birth, (2) joint 
intentionality from the nine-month revolution, (3) collective 
intentionality at around three years of age, (4) reason and 
responsibility. Tomasello [13] introduced the beginning of 
cognition  through the newborns' basic motive force of 
sharing intentionality. However, the mechanism of such 
emotion coordination is not clear because it is grounded on 

emotion sharing [13]. Whether or not protoconversations 
imply understanding emotional states. Many researchers, 
including the authors, believe that the hypothesis about the 
universality of emotional expressions is formed by limited 
experimental methods, since other research designs show the 
opposite outcome [14]-[18]. There is no evidence of a 
genetic mechanism that can link meaning in mind with 
certain social reality to apply an appropriate emotional 
pattern to a specific situation. Even if one assumes that the 
hypothesis of universal emotional expressions proves innate 
emotional patterns together with their meanings; even if 
newborns may alone recognize the basic facial expressions 
of caregivers and the specific situation to apply them; but in 
this case, newborns do not have time for such a "training 
course", because they demonstrate their achievements 
already in the first hours of life [19]. If there is no innate 
mechanism, then, apparently, emotional contagion can occur 
between individuals without their awareness [9][19][21]; it 
can happen even without awareness of the emotional stimuli 
existence [21]. Section II discusses the hyperscanning and 
near-infrared spectroscopy studies' outcome, showing brain-
to-brain synchronization. Section III presents, for the first 
time,  the hypothesis of the neural foundation of shared 
intentionality. Section IV elaborates all findings, describing 
their meanings.  

II. PROBLEM: HOW DOES SOCIAL INTERACTION 
ENCOURAGE COGNITION 

Brain-to-brain relationships shape the mind during 
moment-to-moment interactions [22]. The dichotomy of 
newborns' succeed in beginning knowing and their 
communicative disability challenges our knowledge on 
social interaction modalities [19]. We believe that 
understanding the problem of the intentionality emergence in 
an organism at the beginning can explain the problem of 
PDE and the onset of consciousness. This knowledge can 
contribute to the study of cognition because obviously if and 
as soon as this implicit modality occurs it continues the 
whole rest of life. We believe that the caregivers' 
intentionality forms the intentionality in newborns. Fetuses 
and newborns are not able to behave intentionally on their 
own due to the lack of meaningful (informative) sensory 
interaction at the beginning [5][19][23]. We predict an 
implicit modality of social interaction that provides shared 
intentionality at the beginning. Cooperation in a group 
enhances intentionality, providing categorization. 

According to Valencia and Froese [22], their review of 
studies based on EEG- and fNIRS hyperscanning 
me thodo log ie s shows ev idence o f i n t e r-b ra in 
synchronization in the fastest frequency bands, supporting 
the possibility of extended consciousness. Among 
hyperscanning studies, we have chosen 4 studies conducted 
without explicit interaction between subjects. These studies 
compared differences of brain-to-brain synchronization in 
subjects when participants solved tasks together as 
confronting to the condition in which: (i) the subjects solved 
them individually [24][25]; (ii) the same task when 
interacting with a machine [26]; (iii) the individuals from 
another team solved the same problem [27]. These studies 
declared an exclusion of sensory interaction between 
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subjects. However, it should be noted that the subjects of all 
these studies knew about social encounters during the 
experiments. Therefore, instead of mental collaboration their 
results may simply mean an increase of brain activity due to 
similar emotional arousal in participants stimulated by the 
social encounter. 

The near- infrared spectroscopy s tudy (non-
hyperscanning) on asleep newborns shows an increase of the 
neural response to a familiar (English language) versus 
unfamiliar language (Tagalog, a Filipino language) spoken 
by strangers in both conditions [28]. The language stimuli 
(the identical low-pass filtered sentences) were played 
through two speakers approximately 1.5 m from the infants’ 
head. According to May et al., [28], this findings show that 
the newborn’s neural processing of language is influenced by 
early language experience due to neonate brain responds to 
familiar versus unfamiliar language. To our mind, this 
outcome may lead to evidence of another inference. This 
experiment was not a hyperscanning technique. However, 
subjects were in pairs with their caregivers. Neonates 
classified these sound stimuli without the ability to perceive 
them. Sleeping newborns' brains reacted to sound stimuli that 
their sensing could not provide due to their brains' sensory 
isolation to meaningless and unfamiliar sounds. Sleepers 
seem to enter a standby mode, allowing them to balance the 
monitoring of their surroundings with sensory isolation [29]. 
Sleepers are sensitive to the semantic content of an auditory 
stream [29]-[31] and amplify relevant, meaningful stimuli 
[29][31]. The sleeping brain retains some residual 
information processing capacity, which, however, does not 
form enduring memories [32]. Neonates are not able to 
understand even Mother's speech although her sound is 
familiar. Given all these, any speech for neonates is 
meaningless, and asleep newborns may not be sensitive to 
the sounds even their native tongue (the language spoken by 
the mother during pregnancy) in experiments when these 
sounds were pronounced by outsiders. However, they were 
sensitive to them. Sleeping newborns' brains reacted to sound 
stimuli that their sensing could not provide due to their 
brains' sensory isolation to meaningless and unfamiliar 
sounds. We believe that this outcome may mean the implicit 
modality of newborns' interaction with caregivers since any 
other explanation of this outcome is excluded.  

Whether or not social interaction contributes to the 
increase in results of a group mental activity? Whether or not 
dyads maintain non-perceptual interaction? What are the 
neurobiological grounds of intentionality? 

III. NEURAL  FOUNDATION OF COHERENT INTELLIGENCE 

A. Experiments on Problem-Solving in Groups 
Recent research of 24 online experiments presented that 

unprimed participants show a more significant accuracy level 
when they complete the thought task simultaneously with 
confederates who are primed with the correct answer; if they 
were emotionally stimulated and completed the tasks without 
communication [9]. Primary groups [33] show empirical 
evidence of a more significant accuracy in problem-solving 
in the coherent intelligence state. In specific, we conducted 
13 experiments in dyads (116 subjects) with P-value < 0,001 
(probability-value in null hypothesis significance testing), 

and 7 experiments in primary group adults (41 subjects) with 
the P-value < 0,002. Experiments with 43 secondary group 
subjects (unfamiliar adults, M=20) show the effect only with 
the task of unfamiliar language translation. Non-semantic 
tasks–with synthetic language and two-color round symbols–
did not stimulate the effect in 2 experiments with 207 
secondary group subjects (unfamiliar). These results are 
consistent with research Danilov et al. [34]. 

B. The Model of Coherent Intelligence 
According to Danilov and Mihailova [23], a supranormal 

environmental case–e.g., first hours after birth–stimulates 
supranormal sensation in dyads. This can push the inherited 
mechanism of social entrainment of infants to the rhythm of 
the mother. Both the supranormal sensation and social 
entrainment may stimulate the common emotional arousal. 
The latter is increased by the ongoing supranormal sensation 
and the occurring rhythm of arbitrary movements of the 
infant. The continuing supranormal sensation and ever-
increasing arousal of the infant and the mother along with the 
rhythm of the infant’s unintentional movements stimulate 
early imitation and emotional contagion. The problem is how 
the infant capture and reproduce the kinematic of 
movements.  

The MCI proposes that common emotional arousal 
together with the identical rhythm create coherent mental 
processes in dyads–Coherent Intelligence (Figure 1). At 
Sensorimotor Stage (by Piaget, or Stage 3 of the Model of 
Hierarchical Complexity MHC [35]), organisms do not 
maintain bilateral communication. According to Danilov and 
Mihailova [23], individuals are able to interact by 
distinguishing perceptual signals of identical modality by 
their significance. This ability can contribute to ostensive 
cues. After all, this meaningless interaction modifies into 
communication when individuals imbue perceptual impulses 
with mutually implied meanings, cascading their signals in 
response to the history of relations between them [23]. 

Figure 1. The Model of Coherent Intelligence. 
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C. Neural Foundation of this MCI 
Leaving aside semantic constraints, it seems consistent to 

say that intentionality manifests itself in intention. Specific 
brain regions may be engaged in shared sensory/cognitive 
processes irrespective of the feedback's valence and in 
encoding the subjective relevance of the feedback [36][37]. 

Outside areas involved in this processing, additional 
brain areas are specifically engaged according to the 
particular communicative modality [38]. According to 
Tettamanti et al. [39], Intention Processing Network (IPN) 
involves the medial prefrontal cortex, precuneus, bilateral 
posterior superior temporal sulcus, and temporoparietal 
junctions. Depending on different social interaction 
modalities, the IPN is complemented by activation of 
additional brain areas, reflecting different Modality-Specific 
(M-S) input gateways to the IPN [39]. The M-S gateways 
mediate the structural and semantic decoding of stimuli and 
provide M-S information [39]. Sensory inputs of a specific 
modality can activate the precise association of certain 
sensorimotor networks with specific brain emotion circuits 
[40].  

We believe that this emotion-motion coherence can 
involve the particular cognitive process of a high order. 
When two or more organisms are in common emotional 
arousal and simultaneously in the interactional synchrony, 
then these two different experiences may meet each other in 
high-order cognitive processing. Emotional arousal can 
trigger evolutionarily old brain circuits, which interact with 
high-order cognitive and linguistic processing [40]. It seems 
uncontroversial to say that infants' pure nervous system may 
experience emotions, but only primitive ones related to 
survival, such as those associated with hunger and pain. 
However, newborns cannot express emotions themselves 
appropriately to a specific social case on their own, even 
though they possess inherited neuronal patterns of primitive 
emotional impressions. They also cannot understand the 
expression of others' emotions (as is discussed above). They 
are only able of experiencing primitive emotions. Research 
on insects–organisms in stage 3 of MHC [35] like human 
newborns–assumes that they also experience emotions [41]. 
Researchers argued that agitated honeybees exhibit 
pessimistic cognitive biases: 'Whether animals experience 
human-like emotions is controversial and of immense 
societal concern. The next reason is that animals cannot 
provide subjective reports of how they feel, emotional state 
can only be inferred using physiological, cognitive, and 
behavioral measures. In humans, negative feelings are 
reliably correlated with pessimistic cognitive biases, defined 
as the increased expectation of bad outcomes. Recently, 
mammals and birds with poor welfare have also been found 
to display pessimistic-like decision making, but cognitive 
biases have not thus far been explored in invertebrates [41].' 

In parallel, interactional synchrony stimulates a 
sensorimotor network engaging neural networks responsible 
for communicative intention processing (including high-
order cognitive and linguistic processing)[38]. Neural 
networks of emotional excitation and the sensorimotor 
networks are separately connected to many different M-S 
gateways. Meanwhile their coherence intersects in certain 
M-S gateways of each organism depending on (i) pattern of 

neural circuit engaged through emotional excitation and (ii) 
pattern of the sensorimotor network [38].  

We propose a rough hypothesis of how Long-Term 
Potentiation (LTP) can be induced only in particular M-S 
gateways, retaining information about the certain received 
stimulus. Different areas of the brain exhibit different forms 
of LTP, their types depend on a number of factors, such as 
age and the neuron's anatomic location. However, the 
common processes are the same for all. The simple nature of 
Hebbian learning, based only on the coincidence of pre- and 
post-synaptic activity, LTP is persistent, lasting from several 
minutes to many months, and it is this persistence that 
separates LTP from other forms of synaptic plasticity [42]. 
Spike-timing-dependent plasticity (STDP)–that involves the 
pairing of pre- and postsynaptic action potentials (APs)–
causes a variation of LTP or Long-Term Depression (LTD) 
[43]. The timing between pre- and postsynaptic APs 
modulates synaptic strength, triggering LTP or LTD [43]. 
The sign and magnitude of the change in synaptic strength 
depend on the relative timing between spikes of two 
connected neurons (the pre- and postsynaptic neuron) [43]. 
The structural organization of excitatory inputs supporting 
STDP remains unknown [43]. Even though the ensemble of 
emotion-motion integrated networks weakly stimulates the 
intersected neurons in their junction with M-S gateways. If 
all M-S gateways also simultaneously receive weak 
stimulation from the receptors (due to the chaos of stimuli 
received by the pure nervous system), then this multi-signal 
contributes to LTP in the neurons of particular M-S gateway 
at the junction of this emotion-motion ensemble due to the 
effect of the synaptic cooperativity, because of the following. 
LTP can be induced either by strong tetanic stimulation of a 
single pathway to a synapse, or cooperatively via the weaker 
stimulation of many. Neurons from the gateways in the 
connections of these networks receive cooperative 
stimulation. Induction of cooperativity can ensure LTP.  

According to Tazerart et al. [43], the synaptic 
cooperativity of only two neighboring synaptic inputs onto 
spines in the basal dendrites of L5 pyramidal neurons 
extends the pre–post timing window that can trigger 
potentiation. The engaged M-S gateways retain a certain 
stimulus, while other M-S gateways (also of the same 
sensory modality) remain depressed without keeping 
information of other stimuli. Therefore, specific M-S 
gateways are sensitive, and all these organisms respond to 
specific sensory modalities. Figure 2 shows a schematic 
picture of this process. The induced emotion and 
sensorimotor networks (they are red in the picture) together 
activate certain M-S gateway even with weak stimulation of 
sensory input. The different colors of M-S gateways refer to 
different sensory modalities. At this point, the analysis 
encounters the ground of the PDE problem of how immature 
neurons learn the timing code to modulate certain synaptic 
strength, which triggers either LTP or LTD. Because the 
structural organization of excitatory inputs supporting STDP 
remains unknown [43]. 

The study of the PDE problem leads to the analysis of the 
axiomatic foundations of Psychology, Sociology, and 
Neuroscience–the basic notions that form these sciences–
from the perspectives of the actual scientific paradigm.  
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Figure 2. The Scheme of  M-S Gateway Activation. 

The question of "how can the blank mind begin to learn 
from social interaction" is reduced to "how immature 
neurons learn the timing code to modulate certain synaptic 
strength, that triggers either LTP or LTD". The sign and 
magnitude of the change in synaptic strength depend on the 
relative timing between spikes of two connected neurons (the 
pre- and postsynaptic neuron). How can neurons of an 
immature organism (even a newborn) learn the structural 
organization of excitatory inputs that support STDP? The 
further arguments show why we believe that the 
entanglement state of neurons can contribute to simultaneous 
LTP in neurons. 

The daily routine develops neural patterns of primitive 
emotions and sensorimotor neural patterns in infants. Their 
everyday coherence with the social world forms various 
integrated neural patterns of different emotions from the 
existing ensemble of emotion scripts in their community. We 
believe that caregivers contribute to the formation of emotion 
scripts and, consequently, shaping of specific neural patterns 
in infants. Obviously, adults experienced intentionality 
before their coherent mental process began with newborns. 
Life experience taught them particular emotion scripts and 
defined their precise motion kinematics, that formed more 
elaborated sensorimotor patterns. In routine cooperation with 
newborns, a caregiver enters in interactional synchrony with 
a newborn, under the influence of supranormal stimuli, being 
in social entrainment. Therefore, the similar M-S gateways 
are excited in the dyad. Meanwhile, the adult's current 
intentionality has already triggered a particular network that 
includes current emotion patterns and sensorimotor patterns. 
Part of it corresponds to a primitive complex emotion-
sensorimotor network in the newborn with similar M-S 
gateways. This newborn's primitive network is less 
developed, although it is similar to the part of the adult's 
integrated complex network. It can be assumed that the 

neurons in the connections of different excited emotion 
patterns and sensorimotor patterns go into the entangled state 
because they receive LTP, being induced cooperatively via 
many stimulations. In such a manner, the adult and infant 
neurons behave as a single unit. Therefore, specific M-S 
gateways are sensitive in dyads, and these organisms equally 
respond to specific sensory modalities. The induction of t-
LTP and t-LTD in single spines follows a bidirectional 
Hebbian STDP learning rule [43]. Hebbian theory claims 
that an increase in synaptic efficacy arises from the learning 
process. The PDE problem in a chaos of stimuli requires a 
teaching mechanism from the beginning. The entanglement 
state of neurons is a possible option of how infants' neurons 
learn spike-timing-dependent plasticity. In the entanglement 
state, the behavior of the neurons of a mature organism 
determines and trains the neurons of a newborn. 

Emotion sharing indicates implicit modality of social 
interaction. The entanglement state of neurons in the certain 
M-S gateways is a possible option of how infants' neurons 
learn STDP. This involvement of similar networks and the 
sensibility of the certain M-S gateways lasts as long as is 
necessary to teach the immature nervous system. The 
entanglement state of these neurons ensures their immediate 
response to the specific stimulus, regardless of the spatial 
division of organisms. Therefore, specific M-S gateways are 
sensitive, and these organisms equally respond to specific 
sensory modalities. 

Knowledge about consciousness is being developed by 
studying the interaction of neurons, whose dimensions are 
similar to objects studied from the perspective of quantum 
mechanics scale. Knowledge about their behavior may 
complement the set of social interaction modalities. The 
generation of entanglement between increasingly 
macroscopic and disparate systems is an ongoing effort in 
quantum science [44]. Recent studies have shown that the 
behavior of objects 15 micrometers in size is consistent with 
the quantum world's laws, such as the phenomenon of 
quantum entanglement [45]-[47]. An entangled state was 
generated even between a millimeter-sized dielectric 
membrane and an ensemble of 109 atoms [44]. In 
comparison, a neuron's nucleus has a diameter of 3 to 18 
micrometers, and a neuron has a size of 4 to 100 
micrometers. The quantum entanglement state of particles is 
not something rare in Nature. Quantum systems can become 
entangled through various types of interactions, for the 
moment we know: (a) light's polarization. One of the most 
commonly used methods is spontaneous parametric down-
conversion to generate a pair of photons entangled in 
polarization; (b) decay cascade of the bi-exciton. Fiber 
coupler to confine and mix photons, photons emitted from 
decay cascade of the bi-exciton in a quantum dot; (c) Hong-
Ou-Mandel effect; (d) in the earliest tests of Bell's theorem, 
the entangled particles were generated using atomic 
cascades. An exciting question is how to create a quantum 
entanglement state of living cells. According to Marletto et 
al. [46], experiments show entanglement between living 
sulfur bacteria with quantized light. Whether or not neurons 
of different organisms become entangled through similar 
stimulation of their emotion networks? 

Entanglement is an essential property of multipartite 
quantum systems, characterized by the inseparability of 
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quantum states of objects regardless of their spatial 
separation [44]. Recent study tested quantum entanglement 
over unprecedented distances, beaming entangled pairs of 
photons to three ground stations across China—each 
separated by more than 1200 kilometers. 'Yin et al. used the 
Micius satellite, which was launched last year and is 
equipped with a specialized quantum optical payload. They 
successfully demonstrated the satellite-based entanglement 
distribution to receiver stations separated by more than 1200 
km [45]'. 

We believe that these findings may contribute to an 
advanced curriculum, specifically in facilitating the teaching 
of young children. 

IV. CONCLUSIONS 
The analysis of recent empirical data yields a hypothesis 

of beginning cognition–the Model of Coherent Intelligence 
and its neural foundation of how the pure nervous system 
distinguishes sensory stimuli. This hypothesis postulates two 
new ideas of the PDE basis: (1) cognition begins from a 
separation of sensory stimuli: LTP can only be induced in 
neurons of particular M-S gateways (not all)–selective 
induction promotes selective sensitivity to the chaos of 
stimuli. (2) Neurons can learn STDP in social interaction by 
repeating the timing code of other organisms' mature neurons 
to modulate certain synaptic strength, which triggers either 
LTP or LTD. We believe that the MCI shapes intentionality 
in intimately related individuals. Coherent Intelligence is the 
integration of M-S gateways of particular brain areas, which 
contributes to different organisms' sensibility to similar 
sensory inputs. The 24 online experiments show empirical 
evidence of the MCI. We believe that this approach may 
contribute to study the mind and, in specific, to 
understanding the appearance of intentionality and the 
Primary Data Entry problem. We believe that these findings 
may contribute to an advanced curriculum, specifically in 
teaching 2- to 3-year-old children. Further research should 
also examine whether the MCI can provide a contactless 
interaction of the computer with neuronal circuits, in which 
the computer would become a part of extended mind. This 
approach provides a wide range of possibilities for 
developing a human-computer interface. 
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Abstract—We show here that what we call ‘visual space of 
consciousness’, the space of what we see, is a specific space 
different from the purely physical one and that its properties 
imply that it cannot be reduced to or deduced from physical 
laws. Some biological points are also briefly considered. The 
arguments are of logical, mathematical and physical character; 
although elementary they require a careful reading (A first 
shorter version of this paper appeared in a hardly accessible 
Journal [1], and presented at the International Congress of 
Logic, Methodology and Philosophy of Sciences, in Beijing, 
August 2007). There is no need to define consciousness; we 
only observe some of its properties, namely geometric and 
topological properties of visual consciousness, and show that 
these properties cannot be based on physics only. Now, if a 
part of consciousness cannot be grounded on physics only, it is 
the same for consciousness as a whole and we speak of the 
irreducibility of consciousness to physical data. We do not 
consider philosophical questions or issues; in a simple physical 
and mathematical frame we give a logical proof of this 
irreducibility. Elements for a formal mathematical, logical 
proof are mentioned at the end of the paper. The idea of non 
reducibility of consciousness to physical properties creates a 
theoretical foundation of a new approach to study possibilities 
of contact-less brain-computer interface. 

Keywords-consciousness; vision; physics; reality; continuity; 
logic. 

I. INTRODUCTION 
The main purpose of this work is to give a proof of the 

non reducibility of consciousness to physical data. In order 
to treat the problem precisely and have clear definitions we 
essentially limit the question to the visual space i.e., to the 
space we see (when looking at something), so that we need 
not define consciousness. If a part – the visual one – of 
consciousness cannot be founded on physics only, it is the 
same for consciousness as a whole and we speak of the 
irreducibility of consciousness to physical data. In Sections 
II and III, notions of visual space and irreducibility are 
respectively defined; then we study two main properties of 
the visual space, namely its continuity (Section IV) and 
unity (Section VI). Since regarding unity the biological level 
is concerned, this point is briefly discussed (Section VII). 
The last Section gives elements for a formal mathematical 
and logical proof (which is out of the scope of this paper). 
Finally, we conclude with a short historical perspective. The 

strictly scientific approach of this work gives possibly new 
ways to study the contact-less brain and computer interface. 

II. THE CONSCIOUSNESS SPACE 
For a given observer, let A be the space of ‘physical 

reality’ as known by physics, the ‘real’ space of matter with 
what is included in it: moving atoms, particles and waves; 
and let B be the observer’s brain regarded as a space, with 
its physiological and neuronal activity (of course B ⊂ A); 
then let C be the space of the observer’s perceptive 
consciousness: what he sees, hears, touches, etc. considered 
as a space. There are of course further levels of 
consciousness, in particular a witness consciousness: the 
one that sees, hears, etc (not to speak of the thinking one). 
But here we consider only perceptive consciousness, what is 
seen (heard, etc), and, more precisely, the visual space in the 
case of vision (resp. the spaces of what one hears, touches, 
etc. for the other senses). For simplicity and because of its 
obvious geometric appearance, we confine our remarks 
mostly to the visual space, but the same points can be made 
about other spaces of perception (For a very interesting 
approach of consciousness of sound, see [2] and [3]). In 
what follows we will speak of A, B, and C also as being 
respectively the ‘real’ or physical space, the brain space and 
the consciousness space with its visual sub-space. 

Between a part of A – B (elements of A that are not in 
B) and B there is a map, say ƒ, which to physical events in 
this part of A – B, through the perceptive channels, 
associates reactions in the brain space B. For instance, a 
photon flux received by the eyes creates an activity in the 
optical nerve and then in the brain. To this activity at the 
level B corresponds in general a representation in C; let g be 
this correspondence between brain activity and its 
representation (image) in the consciousness space. There is, 
therefore, a correspondence from A to C defined by  
h= g [ƒ]. We have the following diagram (Figure 1). 

If we limit C to perceptive consciousness – as we are 
doing here – we could expect to have g [ƒ(A – B)] = C, but 
this is not the case since we are going to show that there are 
properties of C which do not proceed from properties of A. 
Note that ƒ is not injective, since different points in A 
cannot always be distinguished in B, and even less in C. 
One might discuss, of course, the precise domains of 
definition of ƒ and g – since there are not, for all events in A 
or in B, corresponding reactions or representations in B or 
C,  respectively,  but this is of no importance here.  Also we 
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Figure 1. Spaces A, B, C as presented in the text. 
 

did not give a precise mathematical definition of the maps 
since it is not even clear what the elements in A, B and of 
course in C are; one should probably rather speak of a map 
between some subsets of A and subsets of C, or even better 
in the language of categories; for an approach of some 
properties of consciousness in terms of categories, see [4] (I 
am thankful to the mathematician G. Choquet who 
mentioned this remarkable work). For sake of simplicity, we 
keep the elementary formulation in the language of set 
theory, also because we shall have a logical approach 
referring to some axioms of set theory. The given 
correspondences f and g are however clear enough to say 
that h gives a representation or an image of the reality A in 
the consciousness space C. For instance: to a subset T of  
A – B, a subset of particles reflecting a flux of photons, is 
associated, through the brain space B, a representation h(T) 
of T, in C, say a table; this table is a representation of 
external physical data (the set of all particles, waves, etc. 
concentrated in the given space we call table). We are going 
to study some properties of the space of such 
representations, what we call the consciousness space C. 

 
Proposition 1. The space C is a specific space in itself, 

different from A and B. 
 
Proof. We have C ≠ A, since the representation of A – B 

in C depends on B (and g), whereas A – B does not. For 
example if B is disturbed or injured, clearly so will be C (for 
instance a person sees two tables or none), while A – B has 
not changed (there is still one table). But also C ≠ B. What 
we see is not the brain, nor the activity of the brain. The 
same arguments show, moreover, that C ∩ A =  and  
C ∩ B = . Stated otherwise, the proposition says that 

the consciousness space is different from the real 
physical space and from the brain space. 

Given an object X in A, we do not see X in itself but 
only the result in C of a physiological and neuronal activity 
in B created by photons coming from X. This is well 
known, but the unconscious identification of h(X) with X, 
of what we see with the material physical world, is so strong 
and so widespread – even for those who have read Kant – 
that it is necessary to restate clearly: there is a proper space 
of consciousness and the picture that one sees is not the 

physical world. It is merely a representation of a set of 
particles and waves in the consciousness space; it does not 
mean, however, that this space is itself a ‘set of particles’: 
this is the point, the visual space is a proper non discrete 
space (see below). 

An interesting question is that of the dimensionality of 
the consciousness space. For the visual space, one usually 
counts three spatial dimensions and three dimensions for 
colours. But we do not see a mixture of three colours; we 
see at least seven colours and their varieties and mixtures 
(For a topological approach of visual and colour spaces, see 
[5], [6], [7]). And what about the dimensions of the spaces 
of what we hear [3], smell or touch? Here, however we do 
not consider this question. 

III. ON  IRREDUCIBLE PROPERTIES OF THE 
CONSCIOUSNESS SPACE 

It is clear that the consciousness space has properties 
that are not as such in the physical space: this is the case, for 
instance, for colours, which are indefinable without the 
direct experience of seeing them (a person blind from birth 
can have no idea of what green means, though he might 
associate other feelings with this word). However, although 
the qualities (qualias) of a colour cannot be given 
physically, they do correspond to physical data: a green 
object reflects the light waves with a frequency that we see 
as ‘green’. We say that this property of being green can be 
reduced to physical properties. 

The question then arises whether there are properties of 
the consciousness space that cannot be reduced to real 
physical ones. If so, we speak of irreducible properties. 

IV. CONTINUITY OF THE CONSCIOUSNESS SPACE 
A remarkable property of the visual space (but it is true 

also of other perceptions, although the matter is more 
difficult to formulate) is its continuity. We understand 
continuity in the mathematical sense, but the following 
elementary definition is sufficient here: in the visual space, 
there are no gaps or moving separate points; e.g., an 
ordinary white sheet of paper appears uniformly, 
permanently white and still, for at least a while. In contrast, 
physical reality at the atomic level is essentially discrete, 
non uniform, never motionless, and full of collisions; it 
doesn’t mean that there are holes of energy or whatever, but 
we number atoms, electrons and various particles. With 
modern laser and other technologies, an isolated electron 
can be observed [8], [9], and with the NV (Nitrogen 
Vacancy) nanotechnology it is possible to produce sources 
of isolated photons [10]. Moreover, particles and waves are 
in perpetual movement. Of course, at our macroscopic level, 
we can use a magnifying glass and discover other aspects of 
what our eyes and consciousness did not see before, but the 
image remains continuous; there are no holes in the space of 
visual consciousness. Thus we have the question: how can a 
discrete moving atomic reality be represented in a 
continuous way (both in space and time)? The usual 
explanations about such questions concern the macroscopic 
level of perception. A typical example is given by the 
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continuous appearance of a discrete pile of stones seen from 
a distance: it seems to be a white continuous spot. The usual 
argument is that the discreteness is too subtle to be 
perceived. The question then arises: to be perceived by 
what? And where? Indeed this gives no explanation at the 
atomic level, since the perceptions are transmitted and 
received (if we remain in a purely physical world) by 
discrete processes of particles and moving waves, 
particularly photons, and charges. How does this produce a 
continuous image, and where does this image appear? 
Certainly not in a physical space of particles, nor in the 
neuronal brain; the neurones transmit physical information 
up to consciousness which produces the continuous image 
we see; this is also a proof that C in no way belongs to the 
physical or brain space, and is a specific space of non-
material, non-physical nature. Something to be perceived 
needs a perceiver and here the perceiver’s visual continuous 
space cannot be reduced to physics because of the argument 
above. If everything were created, transmitted and received 
by physical spaces, it would remain permanently moving 
and discrete. As we say in French, ‘the most beautiful girl in 
the world cannot give more than what she has’: physics 
gives no more than physics. 

 
Proposition 2. The property of continuity of the 

consciousness space C is not reducible to or even 
explainable in terms of physical reality. 

 
Against this statement, there is also the argument that if 

there were holes in the visual space we simply would not 
see them, since we obviously can’t see what we do not 
see (!). The discrete structure therefore cannot be perceived. 
However this argument again supposes that something is 
perceived and already presupposes a perceiver: who is the 
we in the sentence above and who or what is seeing? In such 
answers it is assumed that something (somebody) already 
sees or doesn’t see; and the question remains how, in the 
final analysis, a ‘continuous’ space of vision can exist and 
where it can be located. Since it cannot be based on physics 
only, the conclusion is straightforward: continuity is a 
creation of consciousness. And here we come to a purely 
mathematical and logical consideration: continuity is not 
definable from discreteness and finite considerations, and 
cannot exist in a finite numbered domain. But physical 
reality – in a bounded domain at least – is finite. The 
property of continuity is, therefore, indeed irreducible to any 
physical reality, unless the notion of continuous field be 
introduced, which is a very theoretical and problematic 
notion that we discuss below. 

A. Commentary 
One can discuss whether the property of continuity is 

needed to characterize the visual space; for instance, isn’t 
the property of density sufficient (as for the line of rational 
numbers)? Let us recall that density means that between two 
points there is always a third one. The above irreducibility 
argument remains in force even if we assume density; since 
density implies infinity, even in an interval or bounded 
space; indeed the fact that between two points there is a 

third one implies that between these two there is an infinity 
of points. An absolute proof of the continuity of the visual 
space in the strong mathematical meaning is certainly not 
possible because it requires high technical considerations of 
infinite character – let us recall that the continuity of a space 
implies that its infinity is not countable, which means that it 
is bigger than the infinity of the set of integers (it is said to 
have the power of the continuum). Such considerations are 
purely theoretical and certainly beyond any experience. But 
there is another strong epistemological argument for 
attributing continuity to the visual space. This argument 
comes from answering the question: how did the concepts of 
geometrical (Euclidian) space and precisely of continuity 
appear? How the geometrical line was and is understood to 
be continuous? 

The notions of geometrical space and line appear of 
course in and from our visual space and visual experience 
(connected with that of movement and touch for three-
dimensional awareness). Moreover, all our intuition of space 
geometry in the plane comes essentially from our visual 
space which, as we know, until the discoveries of Relativity 
Theory, was considered in its Euclidian formulation to be 
absolute (from the physical point of view at least). The 
notion of continuity proceeds as well from our visual 
experience, the best notion of a continuous line or surface 
being probably given by a surface of water: there are no 
holes or separations. That a segment of a straight line has 
infinitely many points (because it is dense) is readily 
understood and has been understood since Antiquity as well 
as the (intuitive) continuity of the line. And it is most 
remarkable that children, from visual experience, easily 
understand the notion of a (straight) line as well as its 
potential infinity and its continuity as being with ‘points 
everywhere’ so that there are no holes left. Of course the 
notions of closeness, or of going through are also related to 
our experience of movement and touch, but, finally it is by 
reasoning on the geometric line, which belongs to and 
comes from our visual space (so that it can be drawn), that 
the theory of this geometric line has been worked out. Also 
let us note that in our visual space all (necessary 
macroscopic) movements are continuous: it is impossible to 
join two points without passing somewhere in-between, 
while this is not the case at the atomic quanta level. It is 
therefore quite reasonable to consider that our intuition and 
understanding of the visual space demonstrate it to be a 
continuous space. 

What we said about spatial continuity can be repeated 
concerning the continuity of the visual space in time (and, 
more generally, of perception in time). The visual space 
lasts in a continuous way as does a continuous movement; 
while at the atomic level, in duration, there is no continuity 
at all. However our perception of time is continuous and has 
led to a theoretical treatment of time which identifies it with 
the geometric line (for a study on time based on a distinction 
of physical and mind levels, see [11]). This continuity in 
time is closely related to what appears to be an even more 
remarkable property of consciousness and particularly of the 
visual space, namely its unity (see below, Section VI). 
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B. The consciousness space as a field 
The only physical approach to continuity is given by the 

notion of field. For instance, an electromagnetic or 
gravitational field is assumed to be defined and active 
everywhere in the physical domain where it acts, and this 
everywhere is understood to be continuous since the space 
where the field is active is mathematically considered to be 
the three-dimensional space R3. This is a purely 
mathematical and theoretical formulation: we can only 
verify that the field acts on every particle or object 
appearing in the domain, and experience can show no more. 
But to assume continuity and R3 allows us to use the 
mathematical infinitesimal calculus with all its tremendous 
power. However, we claim, after the discussion above, that 
this geometrical approach is a creation of consciousness and 
particularly of consciousness of the visual space, since there 
is no other evidence for such a geometrical and topological 
continuous conception. It is not and cannot be given by 
direct physical experience which is finite. For us, therefore, 
this geometry is not in A, but in C, and then induced from C 
to the theoretical, mathematical treatment by using the space 
R3 containing a theoretical model of A. 

But since this notion of continuous field actually exists 
in physics – be it created by and conceived from visual 
consciousness – we may say that consciousness is indeed a 
field. And just as a movement of electrons creates an 
electromagnetic field, we may conjecture that intense brain 
activity – of purely physical character at the atomic level of 
particles and waves – creates a field of consciousness: the 
greater the brain activity, the richer the field of 
consciousness. This field is, of course, not physical, since 
A ∩ C =  as we have seen, the space C being a specific 
one. Nor it is simply reducible to a known physical field, 
since in visual consciousness, we can isolate forms, colours, 
objects, etc., while even if there are different wave lengths, 
etc. in physical fields, it is consciousness that extracts the 
mentioned properties or elements from the visual space we 
see. There is nothing analogous or even expressible 
concerning physical fields. The property of seeing separate 
objects in the unity of the whole visual picture corresponds 
to the Comprehension Axiom of set theory: given a set E and 
a property P, the subset of elements of E verifying the 
property P, exists. It cannot be deduced from physics. It 
seems to be a fundamental property of consciousness related 
to the a priori capacity of consciousness to pay attention. 
Moreover, if we consider the whole perceptive 
consciousness, there is no homogeneity between visual 
pictures, acoustic perception or touch. 

If we consider the spaces of what we see, hear, smell, 
taste or touch, as different subspaces of the whole 
consciousness space, the non-homogeneity of these 
subspaces is a quite peculiar fact, bearing in mind that they 
are all produced by the same kind of neuronal activity, since 
there seems to be no difference between the neurones of 
different perception areas in the brain. How can the same 
kind of neuronal activity produce such different worlds of 
perception? This question could yield another proof of the 
irreducibility of the consciousness space to the physical one. 

Of course the scales of various physical data producing the 
perceptions are quite different e.g., the scales of light waves, 
molecules (for the smell) or sound waves, but this does not 
explain the complete non-homogeneity of the corresponding 
subspaces of consciousness, whereas they are held together 
in a remarkable unity: I smell the rose that I see. This is a 
specific property of consciousness. 

But since the emergence of space consciousness comes 
mostly from an intense brain activity of quantum 
electromagnetic nature, the relationship between such a field 
and the field of consciousness has to be investigated not 
only for isolated phenomena (for instance the fact that 
different frequencies of light produce different colours in 
the visual consciousness) but in the whole. Why would not a 
special intense physical activity – in the brain – create a 
field of different – non-physical – nature? Clearly, the 
intermediate biological level appears as an essential one. 

V. THE OBJECTIVITY OF THE CONSCIOUSNESS SPACE C 
A peculiarity of the consciousness space is that it can be 

studied essentially only from inside, by itself: only 
consciousness knows consciousness. And “if you want to 
know my consciousness, look in yours” sounds as a wise 
saying. Thus we come to this important statement: 

 
Proposition 3. The properties of C can be seen by 

everybody: its study is therefore perfectly objective. 
 
Note that here the word objective has the same meaning 

as in natural sciences, e.g., physics, since everything we 
know is known from our perceptive consciousness, and 
everything we look at – for instance the position of a needle 
in a measuring apparatus – is seen in our visual 
consciousness, that is in C. If two persons see the same 
object (the needle at a given position) it is because it is the 
‘same’ object in their respective visual spaces. Although the 
meaning of the word same cannot be explained; this 
meaning is based on a universal understanding without 
which no communication would be possible. Here, appears 
the common but meaningless question whether we all really 
see the same colours or objects: is the red that I see the same 
as the one you see? The question is meaningless because it 
cannot be verified, but the simpler the hypothesis, the better 
it is, and the simplest is to consider that indeed we have 
essentially the same consciousness. But as mentioned 
above, philosophical discussions are not considered here. 

VI.  UNITY OF THE VISUAL CONSCIOUSNESS SPACE 
One of the most remarkable properties of consciousness 

space – and moreover difficult to understand – is its unity, 
that is the capacity that consciousness has to gather 
perceptions as a whole; from a multiplicity of independent 
nervous impulses and neuronal processes consciousness 
produces a unified whole. We do not have consciousness of 
separated elements, but always of a coherent whole, even 
when looking at an isolated object. 

This unity principle is the following: given separate 
elements x1, …, xn, it is the actual capacity to conceive their 
totality i.e. the set {x1, …, xn}. It is remarkable that this 

17Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-847-1

COGNITIVE 2021 : The Thirteenth International Conference on Advanced Cognitive Technologies and Applications

                            25 / 56



 

 

corresponds to an axiom of set theory; logically this 
property is not reducible. It cannot be deduced simply from 
the existence of x1, …, xn as separate elements. Therefore, it 
is not physically explicable, unless of course it is implicitly 
assumed (which is often the case, for instance when one 
assumes that things are somehow and somewhere 
‘observed’ before any consciousness has been introduced). 
In particular, the argument that unity results simply from the 
simultaneity of neuronal processes in some centre of the 
brain is doubly inconsistent. First because the notion of 
simultaneity is meaningless without the notion of now or the 
notion of at the same time as, which presupposes a reference 
and a clock and therefore an observer, i.e. a consciousness 
that grasps this simultaneity, this very notion introduces 
already an observer, it is not an absolute notion. And the 
second inconsistency is that simultaneity presupposes 
certainly the comparison of at least two elements and hence 
the notion of totality, be it only of the set {x1, x2} as a 
whole. Therefore, to have the notion of simultaneity we 
already need that of unity; it is impossible to avoid 
circularity. The simultaneity of physical events is perhaps 
necessary for consciousness of unity but not sufficient to 
explain it. 

But even if the notion of simultaneity is given, the 
probability that all the possible visible ‘dots’ of our visual 
neurology (e.g., retina) are grasped together in a coherent 
unity (their number can be estimated of the order of 107), 
this probability is of order of 2       (2 to the power of 10 to 
the power 7), which is well beyond any physical meaning 
even at the level of light-wave length. Unity cannot emerge 
‘by chance’; moreover, it is permanent, continuous in time. 
The probability for this continuing unity is physically 
without meaning. 

This capacity of totalization, this gift of perceptive 
consciousness, is certainly one of its most important 
properties and unity may be the most characteristic property 
of consciousness. Consciousness unifies elements that 
otherwise are not related; from this comes what is called 
meaning. But we are not discussing this here any further. 

As we have seen, the unity principle has, of course, no 
equivalent in physics; theoretically, it has to be borrowed 
from logic. The property of unity, say of visual 
consciousness and of the space C, is thus irreducible. 

 
Proposition 4. The unity of consciousness is not 

reducible to physical properties. 
 
The question then arises how far logical arguments can 

be used in physics, biology and matters of consciousness. 
But if one looks at a deductive science, rigorously founded, 
the logical and mathematical arguments are hitherto 
unavoidable. Of course a science can be very rich as a 
descriptive one, but the claim is now: is it possible to 
‘explain consciousness’ by neuronal and finally from purely 
physical processes? Since in our attempt, explain means 
deduce or reduce, the argument needs to avoid circularity, 
therefore a careful logical examination is needed, which we 
have attempted above: the unity of the visual space cannot 

be reduced to or explained by physics without circularity 
since a notion of unity is needed beforehand. 

VII. BIOLOGICAL UNITY 
If at some level the property of unity is needed and has 

to be introduced as such, then, it could be given already at a 
different level. It is natural to assume this unity, as we have 
seen, as one of the characteristic properties of 
consciousness, but it could be attributed already at the 
biological level. One often speaks of the ‘unity of the cell’. 
Is it not at this elementary biological level that a principle of 
irreducible unity has to appear? 

That such unity is necessary as a global principle in 
biology is simply shown by the same argument as the one 
given for the impossibility of a random unity of the visual 
space. Suppose a biological organism of about 109 (of about 
10 to the power of 9) components (e.g., molecules); the 
probability that all these components should behave 
together in the right way in order to constitute a biologically 
viable unity, this probability is at least of the order of  
2       (2 to the power of 10 to the power of 9), which is, as 
we have seen before, beyond any physical meaning even at 
the atomic level: the age of the universe would not be 
sufficient for even one cell to have a chance to exist, not to 
speak of a more complex organism. 

However, even if a biological property should normally 
appear and be stated before properties of consciousness (and 
moreover could explain some of its aspects), we have a 
knowledge of the visual space, of its continuity and unity, 
certainly clearer, at least in its immediacy, than an as yet 
unformulated principle of unity in biology. 

 

VIII. FORMAL APPROACH 
For a formal, strictly deductive logical approach, we 

need different levels of axioms, laws and data, so that the 
following levels have to be distinguished. 

1. The Logical level needed for mathematics. This 
introduces axioms e.g., the Axiom of Totality: given 
x1, …, xn the set {x1, …, xn} exists. The 
Comprehension Axiom: given a set E and a 
property P, the subset of elements of E verifying 
the property P, exists. And finally an Axiom of 
Infinity. 

2. The Mathematical level: theory of Real Numbers 
and Analysis. Logical axioms are intended for 
mathematical notions and reasoning. 

3. The Physical level with its proper axioms and laws. 
The notions of continuity etc. are borrowed from 
the level 2. 

4. The Biological level (this level is not really needed 
here). 

5. The Consciousness level. 
 
It is important to stress that we need not define 
consciousness (which would be a big challenge since 
consciousness is irreducible to other levels); we only 
observe some properties of visual consciousness, i.e. of 

(109 ) 

(107 ) 
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what we see. But for continuity, unity and 
consciousness of seeing various objects, we need 
axioms analogous to the axioms above; these axioms 
are necessary to explain the mentioned properties of the 
visual space, and necessary for a deductive construction 
showing rigorously the irreducibility of consciousness 
to other levels. Since these axioms are not given by 
physics, clearly the level of consciousness is not at the 
physical level and cannot be deduced from physics. The 
careful scientific approach presented here may open 
new possibilities for studies concerning a contact-less 
brain and computer interface [18]. 

IX. CONCLUSION 
That consciousness space is relatively independent from 

external physical reality is a classical statement. For Plato, 
Consciousness precedes Matter (as we learn from the 
Timaeus, 34c), the same for Indian classical religious 
philosophy; Kant’s thoughts on this topic are well known 
(Kritik der reinen Vernunft), but it is worth quoting 
Berkeley: “The proper objects of sight not without the mind; 
nor the images of anything without the mind” and also 
“Images in the eye are not pictures of external objects” [12]. 
Here, we have simply shown that this relative independence 
of the consciousness space and its specific nature can be 
proved convincingly.  
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Abstract—This paper aims to propose a new type of
information-theoretic method to control information content
stored and transmitted in neural networks. To make the meaning
of information concretely interpretable, we introduce the selec-
tive information and a method to control it, called “selective
information-driven learning”. The new method is more suited
for modeling neural learning than conventional information-
theoretic measures, such as mutual information, because we
can easily maximize and minimize the information, and we
can interpret the meaning of information more concretely. The
method was applied to the well-known wine data set. The
experimental results show that the selective information could
be maximized and minimized, and we could easily interpret
the meaning of information in terms of the number of strong
weights. In addition, the partial compression of multi-layered
neural networks revealed that maximum information tended to be
focused on output information, while minimum information tried
to consider input information in addition to output information.
Finally, collective weights, averaged over all compressed weights
obtained in learning, were similar to the original correlation
coefficients between inputs and targets, meaning that the selective
information can disentangle complicated connection weights into
simple, linear, and independent ones to be easily interpreted.

Keywords-Selective information; mutual information; partial
compression; collective interpretation; correlation coefficient

I. INTRODUCTION

Due to the requirement of right of explanation [1], many
attempts have been made to explain how neural networks try
to produce outputs. Because the inner mechanism of neural
networks is far from being clarified, the black-box property has
been taken into granted, in particular, in practical applications
such as medical ones [2]. In those applications, the black-box
has been considered to be not so critical as has been expected,
because even the human body is a kind of black-box. The
most important thing for application lies in the usability and
prediction performance of adopted models. Though in neural
networks, as well as machine learning, there have been many
different types of methods to explain the network behaviors,
they seem to suppose implicitly or overly this type of black
box model. For example, in the field of convolutional neural
networks, the majority of methods for interpretation, have been
focused on the explanation of network behaviors with implic-
itly supposed black-boxed models. Since it is impossible to
clarify the inner mechanism at the present stage, all we can do
is to check how outputs can be changed in accordance with the

inputs, namely, external explanation. The well-known methods
such as the activation maximization, surrogate functions, local
perturbations, layer-wise relevance propagation, and so on [3]–
[7], seem to detect features, corresponding to the specific
inputs. Though they try to make the maximally informative
explanation [8], they seem to suppose implicitly the black
boxed properties of inference mechanism. Those methods have
been very effective in practical applications, in particular, in
the cases of image data sets, because it is easy to understand
intuitively the meaning of features detected by those methods.
However, even though those methods with strong visual power
can show how some important features can be detected in
multiple layers in neural networks, it is far from understanding
the inner mechanism of our intelligence [9].

In addition, when we try to deal with data sets whose
meaning cannot be easily understood such as business data
sets, more interpretable models to make the black-box whiter
are needed [9], [10]. Even in the seemingly interpretable image
data sets, the well-known Clever Hans phenomena [11] cannot
be easily explained without understanding the overall context
in the prediction. Naturally, there have been also some attempts
to interpret the main and inner mechanism of human nervous
systems, as well as human cognitive processes, dating back
to the so-called “connectionism” approch to human cognition
[12]–[14]. However, those attempts could not necessarily
clarify the inner structure by which complicated cognitive
processes can be explained [15].

Parallel to this connectionism approach to human cognition,
there were important attempts to interpret the inner structure
from the information-theoretic points of view. Linsker’s max-
imum information preservation had an impact to the studies
to understand and explain visual information processing, as
well as human information processing in general [16]–[19].
Linsker’s approach was a trigger to produce many different
types of information-theoretic methods in neural networks
[20]–[26]. Though the attempts may be promising in ex-
ploring the general information processing properties behind
neural networks, the complexity of information measures,
such as mutual information in computation have prevented
those information-theoretic methods from being widely used
in neural networks. In addition, we have another problem of
difficulty in understanding the meaning of final internal repre-
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sentations. Ironically, by introducing the information-theoretic
methods, the inner structure has become uninterpretable due to
the abstract properties of those information-theoretic measures.
Thus, we can say that the abstract property of information
measures, such as mutual information made the information-
theoretic methods themselves black-boxed, though they tried
to understand and explain the inner mechanism of human
information-theoretic processing.

In this context, the present paper tries to make the concept
of information as concrete as possible and as interpretable
as possible in terms of components of neural networks. We
suppose that the information content can be described in terms
of selectivity of components of neural networks. When the
selectivity of components increases, they tend to have more
information content. The research on the selectivity have been
well discussed in neuro-sciences [27]–[33]. In addition, in
the interpretation methods in the field of convolutional neural
networks, many interpretation methods have actually focused
on the detection of selectivity of some parts of neural networks
to the coming inputs [34]–[39].

We here represent information content stored in neural
networks in terms of selectivity of components. When the
selectivity increases, more information can be stored. Thus,
the information dealt with in this paper is called “selective
information”, and a learning method by using this selective
information should be called “selective information-driven
learning”. Because we can maximize completely this concrete
selective information and at the same time minimize it, we
can interpret states with maximum and minimum information
by which we can infer the actual internal representations with
intermediate information content.

The paper is organized as follows. In Section 2, we first
define the selective information and how to increase and
decrease this selective information in the name of selective-
information-driven learning. Then, we briefly explain how to
compress connection weights partially and step by step to
examine the information flow in multiple layers of neural net-
works. In Section 3, we present the results on the well-known
application to the classification of wines. We first explain that
the selective information could be maximized and minimized,
producing different connection weights. When the selective
information increases, more individually separated weights
appeared, while more collective behaviors of several neurons
appeared when the selective information decreased. Finally, we
show that generalization and selectivity-based interpretation
may be contradictory to each other, but the contradiction can
be solved by supposing two types of information for different
levels.

II. THEORY AND COMPUTATIONAL METHODS

We here explain the concept of selective information and
how to compute it for multi-layered neural networks. In
addition, we present how to compress partially multi-layered
neural networks to examine the outputs from hidden layers.

A. Selective Information-Driven Learning

Now, let us begin with the definition of selectivity and
selective information. For simplicity’s sake, we compute the
selectivity between the second and third layer denoted by the
notation (2,3) in Figure 1. For the first approximation, we
suppose that the strength of connection weights can be ob-
tained by their absolute values. When the strength of absolute
values of weights are larger, neurons connected with these
weights are more strongly connected. As shown in Figure
1(a), in an initial stage of learning, all connection weights
are randomly connected in all layers. When, the selective
information is maximized, only one connection weight is
connected with the corresponding neuron. When the selective
information is minimized, we can have different types of states
with minimum information. For example, as shown in Figure
1(c), all connection weights have equal and strong absolute
values. Stronger connection weights may cause troubles in
improving generalization and interpretation, we decrease the
strength of connection weights as much as possible as shown
in Figure 1(d). In this paper, we try to decrease the strength
of connection weights when we try to minimize the selective
information.

Then, we can obtain the absolute values of original weights
from the second to the third layer,

u
(2,3)
jk =| w(2,3)

jk | (1)

where the notation (2,3) denotes the transition from the second
to the third layer. Then, we normalize these values by their
maximum one, which can be computed by

g
(2,3)
jk =

u
(2,3)
jk

maxj′k′u
(2,3)
j′k′

(2)

where maximum operation is over all connection weights
between two layers.

Now, by using this normalized strength, selective informa-
tion for the second to the third layer (2,3), can be computed
by

G(2,3) = n2n3 −
n2∑
j=1

n3∑
k=1

g
(2,3)
jk (3)

where n2 and n3 denote the number of neurons in the second
and the third layer. Then, we try to increase or decrease this
selective information, and in particular, we actively control this
information to produce appropriate internal representations.
When only one connection weight has some strength, while
all the others are zero, the selective information is maximized
(n2n3 − 1). On the contrary, when all connection weights
have the same strength, the selective information become
zero. In the extreme case, when no connection weights exist
between two layers, the selective information is minimized
by definition, because all connection weights have the same
strength of zero.

To maximize the selective information, we must control the
normalize strength gjk. However, when we try to decrease
this selective information, we need to reduce the strength
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for all neurons between the layers. For this, we introduce an
complement case of the original normalized strength

ḡ
(2,3)
jk = 1− g(2,3)jk (4)

This means that, when the strength increases, this inverse
one decreases. This inverse equation have an effect to reduce
the strength of larger connection weights. When the strength
becomes larger, the corresponding connection weights are
forced to be smaller. Then, by combining those two, we have
a unified one

h
(2,3)
jk = αg

(2,3)
jk + ᾱḡ

(2,3)
jk (5)

where the parameter α ranges between zero and one. Then,
the connection weights at the t + 1th learning step is simply
computed by

w
(2,3)
jk (t+ 1) = h

(2,3)
jk w

(2,3)
jk (t) (6)

When the parameter α increases, weights tend to be more
affected by the force to increase the strength. On the contrary,
when the α decreases, the weights are more strongly affected
by the force to decrease the strength as shown in Figure 1(d).
When the information is maximized, only one connection
weight is used to connect one with the other, while in the
minimum state, all neurons are equally connected with each
other. Usually, the learning starts with randomly initialized
weights, corresponding to an intermediate information state.
From this intermediate state, we can increase and decrease
information flexibly, and we interpret the meaning of informa-
tion in terms of the number of strong weights. On the contrary,
information, for example, even when mutual information can
be defined for the connection weights, it is extremely difficult
to understand the actual meaning in terms of components of
neural networks. However, the selective information, though
defined very simply, can represent the content of mutual
information concretely in terms of the number of strong
connection weights.

1) Partial Compression : To examine information flow in
multiple hidden layers, we here use the partial compression in
which a multi-layered neural network is compressed gradually
up to the simplest one without hidden layers in Figure 2.

Let us show how to compress a multi-layered neural net-
work gradually from the input to the output layer. For this,
we suppose that the number of neurons in all the hidden layer
is the same. This does not necessarily exclude the variable
number of neurons. Actually, the number of neurons can be
reduced by the effect of selective information maximization,
where the number of strong connection weights can be in-
creased or decreased.

The first partial compression in Figure 2(b) lies in connect-
ing the input and output layer

w
(1,2,7)
ir =

n6∑
q=1

w
(1,2)
iq w(6,7)

qr (7)

where the notation (1,2,7) represents compressed weights up to
the second layer, and n6 is the number of neurons in the sixth

(2) j (3) k (4) l

(1)

(6)(5)

(7)

(2) j (3) k (4) l

(1)

(6)(5)

(7)

(a)  Maximum selectivity

(c)  Minimum selectivity 

(2) j (3) k (4) l

(1)

(6)(5)

(7)

(d)  Minimum selectivity 

(2) j (3) k (4) l

(1)

(6)(5)

(7)

(a)  Initial state 

Fig. 1. Network architecture with seven layers, including five hidden layers
(a) for active information maximization (b), information minimization No.1
(c) and selective informaiton minimization No.2 (d).

layer. The second partial compression in Figure 2(c) begins
with connecting the first two connection weights

w
(1,2,3)
ik =

n2∑
j=1

w
(1,2)
ij w

(2,3)
jk (8)

where the notation (1,2,3) denotes compression up to the
second layer. Then, by combing it with weights to the output
layer, we have the second partial compression

w
(1,3,7)
ir =

n6∑
q=1

w
(1,3)
iq w(6,7)

qr (9)

where the notation (1,3,7) shows the compression up to the
third layer with the weights to the output layer. In the same
way, we gradually combing the remaining connection weights,
and finally, we can compress all connection weights

w
(1,6,7)
ir =

n6∑
q=1

w
(1,5,6)
iq w(6,7)

qr (10)

where the notation (1,6,7) denote compression up to the sixth
layer with the seventh layer or output layer, and (1,5,6) denotes
compression up to the fifth layer.

III. RESULTS AND DISCUSSION

We applied the method to the well-known wine data set
to show how well the method could maximize and mini-
mize selective information, and we could easily interpret the
meaning of connection weights. In addition, the method could
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(a) Original network
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(b) Partial compression 

(b) (1,2,7) (c) (1,3,7) (b) (1,6,7)

i

j

Fig. 2. Network architecture with seven layers, including five hidden layers
(a) to be compressed gradually and partially into the simplest ones (b).

produce weights, which was close to the original correlations
between inputs and targets. This means that the method could
disentangle complicated relations into the simple ones.

A. Experimental Outline

The experiments aimed to predict red and white wine from
the north of Portugal [40], based on twelve input variables.
The number of patterns was 4898 white and 1599 red wines.
As shown in Figure 3, the number of hidden layers was ten
with ten neurons for each layer. We compressed multi-layered
neural networks partially (b) and fully (c) for interpreting
the information flow in multiple layers. The parameter α
decreased from 1 to 0, which means that the selective infor-
mation could be maximized and minimized. The number of
learning steps was 100, and within each learning step, there
were several sub-steps to assimilate the effect of selective
information, ranging from 5 to 10. Though we can completely
maximize and minimize the selective information, the selective
information minimization was accompanied by the weight
strength reduction, making the learning impossible when the
information becomes closer to a minimum state. Thus, we
made the effect of selective information minimization weaker
for the stable learning. We should note that without consider-
ing the stability of learning, we could completely minimize the
selective information. We used the scikit-learn neural network
package with all default setting except the number of learning
steps (epochs) and tangent-hyperbolic activation function, and
naturally, connection weights were modified by the composite
function to control the selective information. Those default
values were used to make the reproduction of the present
results as easy as possible.

B. Selective Information and Mutual Information

First, we try to show that the selective information can
be controlled flexibly, reducing the strength of connection
weights. In addition, the selective information can be easily
understood in terms of the number of weights, while mutual
information cannot give concrete meaning to the final results.

(1) (2) (3)

(12)

Forward

12 10 10

(4)

Forward

10

(5)

Forward

10

(6)

Forward Backward Backward Backward Backward

10

(7)

10

(8)

10

(9)

10

Backward

(10)

10

(11)

10

(c)  Full compression

(a) Original network

(b) Partial compression

(1)

14 (11)

(1)

14 (11)

(1)

14 (11)

(1)

14 (11)

Fig. 3. Network architecture with 12 layers (10 hidden layers) in which
each hidden layer has 10 neurons, a series of partial compression (b) and full
compression (c) for the wine data set.

Figure 4 shows the selective information (left), mutual
information (middle) and averaged absolute weight strength
(right), when the parameter α decreased from 1(a) to 0(e).
As shown in the leftmost figure of Figure 4(a), the selective
information increased rapidly and close to its maximum value
(10 by 10 by definition) in the end. Then, when the parameter
decreased from 0.7(b) to 0(e), the selective information de-
creased gradually. When the parameter was zero in the leftmost
figure of Figure 4(k), the selective information became slightly
larger than that obtained when the parameter was 0.2 in Figure
4(j). As mentioned, to stabilize the learning, we reduced the
effect of selective information when the parameter decreased
and in particular, close to zero. Without this constraint on
the selective information minimization, it could be reduced to
almost an minimum point of zero. Thus, when the parameter
decreased, the selective information was forced to be smaller
as can be expected. In the same way, the figures in the
middle shows mutual information, where mutual information
increased immediately up to almost its maximum value. Then,
when the parameter decreased, mutual information decreased
gradually, and final close to zero. Then, the rightmost figures
show the average strength of absolute weights, which were
forced to be smaller by decreasing the parameter α.

As above mentioned, we can easily interpret the values
of selective information. When the selective information is
higher, the number of stronger weights becomes smaller. On
the contrary, when the selective information is smaller, the
number of stronger weights connecting with specific neurons
becomes smaller, and all the weights become equal in their
strength. At the beginning of learning, the random initial
states are usually given, and the selective information in this
case should be close to the middle of 50, meaning that the
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Number of steps Number of steps Number of steps

(a) 1

Number of steps Number of steps Number of steps

(d) 0.7

Number of steps Number of steps Number of steps

(f) 0.5

Number of steps Number of steps Number of steps

(i) 0.2

Number of steps Number of steps Number of steps

(k) 0

Fig. 4. Selective information (left), mutual information (middle) and averaged
weights (right) when the parameter α decreased from 1(a) to 0(k) for the wine
data set.

fifty percent of all connection weights should have stronger
weights, though the strength of weights are different from
each other. Then, when the selective information increases, the
number of stronger weights becomes smaller and smaller and
in the end when the maximum information state is reached,
where only one connection weight becomes strong, while
all the others are zero. On the contrary, when the selective
information becomes smaller, the number of strong weights
becomes smaller, and all weights become equally small. In
the extreme case, all connection weights becomes zero, which
is also a minimum selective information state by definition.

Then, we should examine how connection weights changed
when the parameter also changed. Figure 5(a) shows con-
nection weights when the parameter was one, namely, when
only selective information maximization was applied. As can
be expected, only a small number of connection weights
among many became stronger, while all the others became

very small. When the parameter decreased to 0.7 in Figure
5(b), a neuron connected with many neurons appear, which
could be seen over weights close to the input and output
layer. When the parameter was 0.5 in Figure 5(c), we could
have an explicit pattern that all neurons in the precedent layers
tended to be connected with many neurons in the subsequent
layers, and vice versa. When the parameter was decreased
to 0.2 in Figure 5(d), this tendency was further enhanced,
and all neurons were explicitly connected with all the other
neurons. Finally, when the parameter was set to zero, and only
selective information minimization was applied, the tendency
became slightly weaker. This can be explained by the fact
that we made the effect of selective information weaker for
the stability of learning. These results show that when the
selective information increases, individual connection weights
tend to behave independently of other weights. Then, when
the selective information becomes smaller, connection weights
behave collectively, and a neuron tend to be connected with
many other neurons.

C. Partial Compression

Then, we tried to examine how information from the inputs
and outputs were transmitted in multiple layers. The results
show that the selective information maximization tried to
capture output information mainly, while information min-
imization tried to take into account input information in
addition to output information.

Figure 6 shows partially compressed weights when the
parameter decreased from 1 (a) to 0 (e). When the parameter
was one in Figure 6(a), and the selective information is
maximized, partial compressed weights in the intermediate
layers, were very weak in their strength, and only in the final
compression state, namely, in the full compression, the weights
became stronger. This means that information on the outputs
should be necessary to form the compressed weights. When
the parameter decreased from 0.7 (b) to 0.2 (d), gradually,
in the initial stages of partial compression, located on the left
hand side, connection weights became relatively stronger. This
means that when the selective information becomes smaller,
information on inputs was taken into account. Finally, when
the parameter became zero, namely, when only the selectivity
minimization was applied, the states of partial compression
became similar to those by the selective information maxi-
mization only used in Figure 6(a).

For more clearly presenting this tendency, we computed
the standard deviation of absolute connection weights of
partially compressed weights in Figure 7. For example, Figure
7(a) shows the standard deviation of compressed weights
when the parameter was one, and only selective information
maximization was used. As can be seen in the figure, the
standard deviation of weights from the first compression to
the ninth compression was very small. When only all weights
were compressed fully, the standard deviation became larger,
meaning that the final connection weights played important
roles to form the appropriate compressed weights. Then, when
the parameter decreased from 1 (a) to 0.1 (j), gradually,
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(a) 1

(b) 0.7

(c) 0.5

(d) 0.2

(e) 0

Fig. 5. Weights of hidden layers when the parameter α decreased from 1
(a) to 0 (e) for the wine data set.

the standard deviation of absolute weights of initial stages
of partial compression became stronger, though those com-
pressed weights were still weaker. This means that when
the selective information is decreased, connection weights
in the intermediate layers tended to have some information,
probably, on inputs. Finally, when the parameter was zero in
Figure 7(k), the partially compressed weights became similar
to those obtained when the parameter was one. This cannot
be easily interpreted, but we infer that input information
acquired in the intermediate layers, can be obtained only when
selective information maximization and minimization effect
are combined with each other. Or, as mentioned, we made the
effect of selective information weaker, which may be the main
cause of this state with the zero parameter.

D. Compressed Weight Comparison

We here compare the compressed weights with those by
the other conventional methods. The results show that the

(a) 1

(b) 0.7

(c) 0.5

(d) 0.2

(e ) 0

Fig. 6. Partially compressed weights when the parameter α changed from
1(a) to 0(e).

final compressed weights were quite similar to the original
correlation coefficients between inputs and targets. This means
that the selective information has an effect to disentangle
connection weights to have simpler, linear and independent
relations between inpts and outputs.

Figure 8(a) shows the correlation coefficients between in-
puts and targets of the original data set. When the parameter
was one in Figure 8(b), the correlation between the original
correlations in Figure 8(a) and compressed weights was 0.673.
When the parameter decreased to 0.7, 0.5, 0.2, the correlation
increased to 0.953, 0.946 and 0.958, which were almost perfect
correlations. Those correlations were higher than 0.937 of
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(a) 1 (b) 0.9 (c) 0.8

(d) 0.7 (e) 0.6 (f) 0.5

(g) 0.4 (h) 0.3 (i) 0.2

(j) 0.1 (k) 0

Fig. 7. Standard deviation of partially compressed weights when the
parameter α decreased from 1 (a) to 0 (k) by 0.1 for the wine data set.

(a) Original Correlation (b) 1(0.673) (c) 0.7(0.953)

(d) 0.2(0.958)(c) 0.5(0.946)

(f) Conventional(0.531)

(e) 0 (0.704)

(g) Logistic(0.937) (h) Random forest(-0.084)
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Fig. 8. Correlation coefficients (a), compressed weights for α=1 down to 0
(b)-(e), compressed weights by the conventional method (f), and the regression
coefficients by the logistic regression analysis (g) and prediction importance
by the random forest method (h) for the wine data set.

conventional logistic regression analysis in Figure 8(g). By
the conventional method without selective information, the
correlation was only 0.531 in Figure 8(f), and in addition,
the random forest produced the worst correlation of -0.084 in
Figure 8(h).

Finally, we examined relations between correlations and
generalization. The results show that the interpretation and
generalization were inversely correlated. Thus, we need to
make an attempt to unify improve interpretation and general-
ization. Figure 9(a) shows the correlation coefficients between
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Fig. 9. Correlation coefficients (a) and generalization accuracy (b) for the
wine dat set.

the correlations of original data set and compressed (final)
and collective weights (collective). The compressed weights
were ones, obtained when the learning steps was the final one,
namely, 100 step in this case. On the other hand, the collective
weights were obtained by averaging all compressed weights
for all intermediate learning steps. As shown in the figure,
the collective weights produced always higher correlations
than the compressed weights. This means that the simple
average of all compressed weights in learning can increase the
correlation between the original correlation and compressed
weights. Figure 9(b) shows generalization accuracy and F-
measure, where the accuracy was always larger than the F-
measure. Comparing Figure 9(a) and (b), we can conclude that
the correlations were inversely related to generalization per-
formance, though decrease in generalization was considerably
small. This can be easily interpreted by using the selectivity
of neurons and connection weights. When the selectivity of
components of neural networks increases, and they tend to
respond to the inputs very specifically, they cannot deal with
less specific inputs naturally. Thus, we make a compromise
between selectivity and generalization or interpretation and
generalization. At the first glance, it seems to be impossible to
make this kind of compromise between them, but this type of
contradiction can be easily be solved by supposing selective
information maximization and minimization operating in two
different contexts or levels. We should explore this possibility
of contradiction resolution as a future study of this paper.

IV. CONCLUSION

The present paper aimed to propose a new type of
information-theoretic method called “selective information-
driven learning”. The selective information is introduced to
measure the selectivity of components in neural networks to
replace conventional mutual information, because it can easily
be interpreted in terms of the number of strong weights, while
conventional mutual information can not be easily interpreted
in terms of components of neural networks. The new method
was applied to the well known wine data set. The experimental
results showed that the selective information could be maxi-
mized and at the same time minimized within the same frame-
work. The interpretation can be possible in terms of number
of strong connection weights, which is easier to understand,
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compared with the conventional mutual information. In addi-
tion, by partially compressing multi-layered neural networks,
we could find that the selective information maximization is
focused on output information, while the selective information
minimization tried to detect input information as well.

The results confirmed that the explicit interpretation of
internal representations is possible by the present method.
However, it was observed that better interpretation is not
necessarily followed by improved generalization. This is be-
cause the selectivity for improve interpretation may be harmful
to improved interpretation, needing an ability to responding
well non-specific and ambiguous cases. Thus, we need to
make further studies on unifying improved interpretation and
generalization.
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Abstract—Meme is a type of behavior that is passed from one
member of a group to another, not through the genes but by
other means. This paper claims that the concept of resonance
should play an important role in the propagation of memes among
group members and the development of meme in individual
members. Dinet et al. pointed out that the concept of resonance
originally issued from physics that has been successfully applied
to cognitive processes for behavior selection; the Model Human
Processor with Real-Time Constraints (MHP/RT) model proposed
by Kitajima and Toyota is a unique model that incorporates
a resonance mechanism to connect perceptual-cognitive-motor
(PCM) processes that work synchronously, and memory processes
that work asynchronously with the environment. This paper
elaborates the resonance mechanism implemented in MHP/RT
and its associated multi-dimensional memory frames from three
perspectives: how resonance works in a single-action selection
process; what types of memes can exist in multi-dimensional
memory frames; how PCM processes and memory develop from
birth to the end of adolescence in terms of the detailed workings
of resonance. This paper concludes with the implications of the
mechanistic understanding of the role of resonance, the effect of
resonance malfunction and the effect of the existence of memory
that does not resonate with the real environment.

Keywords–Resonance; Meme; MHP/RT; Development.

I. INTRODUCTION

At the 0-th order approximation, a person interacts with
the environment by running an endless stream of perceptions
involving the external and internal environments through the
five senses, i.e., taste, sight, touch, smell, and sound, via
sensory neurons as parallel processing, and acting in response
to the external environment using body parts, e.g., limbs, eye
balls, and so on, via motor neurons using serial processing (see
Figure 1). As s/he perceives the results of movement of his/her
body parts as well as the changes in the external environment
with the passage of time, the next cycle of perceptual-motor
processes occur. Interneurons between the sensory neurons
and motor neurons convert the input patterns to the output
patterns – this constitutes a Perceptual-Cognitive-Motor (PCM)
process.

Starting from this basic cycle (see Figure 1), Kitajima
and Toyota [3][4] constructed a comprehensive theory of
action selection and memory, Model-Human Processor with
Real-time Constraints (MHP/RT), that provides a basis for
constructing any models for an acting person (see Figure 2).
MHP/RT is an extension of Model Human Processor proposed
by Card, Moran, and Newell [5] that can simulate routine goal-
directed behaviors. The processes involved in action selection
is a dynamic interaction that evolves in the irreversible time
dimension. The purpose of MHP/RT is to explain the fol-
lowing three facts: 1) the fundamental processing mechanism
of the brain is Parallel Distributed Processing (PDP) [6],
which is referred to as Organic PDP (O-PDP) system in the

Figure 1. Continuous cyclic loop of perception and
movement ( [9, Figure 1]).

TABLE I. NEWELL’S TIME SCALE OF HUMAN ACTION. (ADAPTED FROM
NEWELL [10, PAGE 122, FIG. 3-3]).

Scale Time Units System World
(sec) (Theory)
107 months
106 weeks SOCIAL
105 days BAND
104 hours Task
103 10min Task RATIONAL
102 minutes Task BAND
101 10sec Unit Task
100 1sec Operations COGNITIVE
10−1 100ms Deliberate Act BAND
10−2 10ms Neural Circuit
10−3 1ms Neuron BIOLOGICAL
10−4 100µsec Organelle BAND

development of MHP/RT; 2) human behavior emerges as a
result of competition of the dual processes of System 1, fast
unconscious processes for intuitive reaction with feedforward
control that connect perception with motor movements, and
System 2, slow conscious processes for deliberate reasoning
with feedback control; this is called Two Minds [7]; 3) human
behavior is organized under happiness goals [8].

MHP/RT consists of two parts. The first part comprises
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WMD (Word MD)-frame is the memory
structure for language. It is constructed on
a very simple one-dimensional array.
RMD (Relation MD)-frame is the memory
structure associated with the conscious in-
formation processing. It combines a set of
BMD-frames into a manipulable unit.
BMD (Behavior MD)-frame is the memory
structure associated with the autonomous
automatic behavior control processing. It
combines a set of MMD-frames into a ma-
nipulable unit.
PMD (Perceptual MD)-frame constitutes
perceptual memory as a relational matrix
structure. It incrementally grows as it cre-
ates memory from the input information and
matches it against the past memory in par-
allel.
MMD (Motion MD)-frame constitutes be-
havioral memory as a matrix structure. It
gathers a variety of perceptual information
as well to connect muscles with nerves us-
ing spinals as a reflection point. In accor-
dance with one’s physical growth, it widens
the range of activities the behavioral action
processing can cover autonomously.

Figure 2. MHP/RT and the distributed memory system implemented as multi-dimensional memory frames (modified from [4, Figure 3]).

cyclic PCM processes (see Figure 2, left), in which PDP for
these processes is implemented in hierarchically organized
bands with characteristic times for operations by associating
relative times (not absolute) to the PCM processes that carry
out a series of events in synchronous with changes in the
external environment. Table I shows the bands, i.e., biological,
cognitive, rational, and social bands, as defined by Newell [10].
It should be noted that there is a gap between two adja-
cent bands; these two bands are non-linearly connected and
therefore it is inappropriate to understand the phenomena that
happen across these bands by constructing a linear model. The
phenomena occur by connecting what happens in a band to
what happens in its adjacent band non-linearly. A mechanism
is required to connect the phenomena; MHP/RT suggests that
this connection is provided by the resonance mechanism.

The bottom left and middle portions of Figure 2 show the
autonomous memory system consisting of multi-dimensional
memory frames of perception, motion, behavior, relation, and
word. These memory frames store information associated with
the corresponding autonomous processes defined in the PCM
processes. The middle portion of Figure 2 shows the five
memory frames and their relationship with the PCM processes.
The right portion of Figure 2 provides brief explanations
of the respective memory frames. The important feature of
the memory system is that it works asynchronously with the
external environment. MHP/RT assumes that the synchronous
PCM processes, including the perceptual system, System 1,
System 2, and the motor system, and the asynchronous mem-
ory system communicate with each other through a resonance
mechanism. The concept of resonance has been borrowed
from physics to describe the linkage between the asynchronous
memory system and the synchronous PCM processes. As Dinet
et al. [1] suggested, apprehension of psychological phenomena
using concepts issued from physics is useful because the
majority of the interactions, including psychological interac-
tions, between humans and the environment (social or physical
environment) can be derived from physical processes.

The PCM process cycle in a human being continues from

his or her birth until death in the ecological system that consists
of the self and the environment. The linkage between the
memory system and the PCM processes through resonance
supports the development of the PCM processes. At the same
time, the PCM processes are accompanied by changes in the
connections of neurons that constitute the multi-dimensional
memory frames. The purpose of this paper is to understand
the development process from the viewpoint of the memory-
PCM linkage through resonance.

This paper is organized as follows. Section II focuses on
the role of resonance in the use of memory and its relationship
with the changes in memory when a human being interacts
with the environment. Section III extends the snap-shot view
of resonance explored in the previous section in the time
dimension to understand the nature of external objects that
generate sustainable resonance. We define these sustainable
objects as “memes” and this section describes how memes
propagate over time and space. Section IV describes the
development of the PCM processes and the multi-dimensional
memory frames from birth to the end of adolescence. Section V
concludes the paper by summarizing the contents and pointing
out implications derived from the considerations of the role of
resonance described in this paper.

II. MEMORIZING THE RESULTS OF RESONANCE

The network of sensory neurons, motor neurons, and
interneurons shown in Figure 1 develop as a human being
interacts with the external environment in time. This section
starts by describing a general feature of the development
process in Section II-A, followed by the descriptions of
what is memorized in Section II-B, and how the resonance
mechanism relates to memory usage and memory formation
in Section II-C.

A. Forming an O-PDP System
Life emerges in a preexisting structure, which is the global

environment that surrounds the human being who is born, and
exists as a system that operates under the mechanism of PDP.
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Life has evolved through adaptation to the global environ-
ments, which are characterized by the following preexisting
structures:

• Atmosphere: fluctuates at the meteorological scales
showing chaotic behavior,

• Sea: has tidal currents and the surface layer is affected
by the atmosphere showing chaotic behavior,

• Periodic circular structures: stable periods of ro-
tation and revolution around the sun with a close-
circular orbit as a planet of the solar system,

• Gravity: upper vs. lower directions, defined by the
earth’s gravity, and

• Energy: future vs. past directions, defined by the
direction of energy flow as the dissipative structure
of the earth.

Life is formed under these preexisting structures and the
direction of the evolution of life is determined by the pressure
caused by these structures. Under the dissipative structural
space, i.e., the earth, the fundamental structural pressure is
a prerequisite to life, which is born and active in it, and
prescribes the direction of life evolution. Life is formed as an
adaptive body with the functional and structural features that
work most efficiently in the environment having the features
best conceived by the four concepts of Goals, Operators,
Methods, and Selection rules (GOMS) [5].

In the global environment before life occurred, there
existed multiple-layered structures equipped with means of
communicating information in a multi-dimensional space, in-
cluding such physical and chemical entities as light, sound,
heat, ion, etc. Under these preexisting conditions, life emerged.
Life interacts with the multi-dimensional environment by using
perception and motion as interfaces to it. Assuming the size
of dimension of perception and that of motor to be M and
N , respectively, the function of interface is represented as
mappings in the M ⊗ N space. Specific numbers of M and
N reflect the preexisting conditions of the environment.

B. Interneurons to memorize effective M ⊗N mappings
Table I shows that human actions are hierarchically or-

ganized in four bands. In general, in-band closed processes
are executed in feedforward. Processes carried out in the
upper bands provide feedback to the processes carried out
in the lower bands. Life activities perform mappings of
M -dimensional perceptual input (Biological band) to N -
dimensional motor output (Biological band) by the system of
interneurons that belongs to the Cognitive band. Activities at
an upper band emerge, each of which is associated with a
part of the entire sequence of activities, i.e., a sub-sequence,
performed at a lower band. The action sequence belonging to
the lower band is segmented into sub-sequences, each of which
corresponds to one of activities in the upper band; due to the
fluctuations in processing times of the upper-band activities,
relativization of processing times and functionalization of sub-
sequences occur. It is possible to establish an association
between the processing in the upper band activity (Cognitive
band) with an effective sequence of M ⊗N mappings in the
lower band (Biological band) to form a hard-wired circuit of
interneurons that is characteristic of this processing, which is
the process of memory formation and development. Once the
memory is formed, life activities perform mappings of M -
dimensional perceptual input to N -dimensional motor output
by using the memory stored in the system of interneurons.

Sensory 
Neuron

Motor 
Neuron

Interneuron

Perceptual 
Development

Motor 
Development

Action 
Selection

Figure 3. Development of the sensory nervous system and the motor nervous
system, and interneurons connecting them with action selection process.

( [11, Figure 1]).

In addition, trajectories of the life activities fluctuate, which
provides opportunities to the O-PDP system to develop by
adaptation.

The genealogy of DNA of vertebrates suggests that
Perception, Interneuron, and Motion as the basis for develop-
ment. Figure 3 shows that PIM is the basis of the formation of
the concept of the body based on neural circuits and the whole
is formed as PIM develops. Perception (P) captures various
kinds of environmental changes via the sensors with different
properties (M-dimension). Motor movement (M) is carried
out continuously and cyclically from one’s birth with gradual
development via the accuracy and strength (N-dimension).
Interneurons (I) memorize effective interlocked relationships
between P and M to form neural circuits naturally in the form
of feedforward (System 1) and more complex feedback to
increase the effectiveness of reactions (System 2). PIM devel-
ops by expanding behavioral-ecological bandwidth. Behavioral
ecological categories of vertebrates such as acquiring food,
raising children, and so on, are almost identical and within a
limited range. Everyday human life is performed cyclically in a
behavioral ecological band, which is expanded by performing
new actions to realize a goal within the limited behavioral
ecological categories and adding these to the existing band.

Actions are realized as an ad hoc adaptive combination
of various elements of the O-PDP system each time. Quasi-
stable relationships between elements are generated by local
relativization of the time relationship between the participating
elements and added to the existing band. Since each process of
performing actions is autonomous, it is possible for multiple
processes to be initiated in a certain environment, resulting
in coincidental parallel activities. Even if the timing of the
execution of two or more parallel processes changes, it is
possible for all of the processes to be completed within a
certain time range with or without any relationships in the
results. If the overall results are good, behavior selection
in the future might be changed by this memory associated
with rewards. Arbitrarily activated processes through conscious
System 2 thinking, which may or may not be directly related
to the current on-going external situation, can become a part
of these expanded memories. Conscious thinking facilitates the
expansion of memory.
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C. Conscious/Unconscious Processes Before/After an Event
MHP/RT maps M ⊗ N with the help of memory (Fig-

ure 2, left). It assumes the multi-dimensional memory frames
and the resonance mechanism for incorporating memory, i.e.,
interneurons, in the mapping process. Perception with the M -
dimensional perceptual information resonates with the contents
in the PMD-frame. The activation in the PMD-frame spreads to
the other memory frames. The activated portions of memory
frames resonate with the System 1 and System 2 processes
and are included in these processes. In the left portion of
Figure 2, the resonance processes are shown graphically by
•——•. It is suggested that the mirror-neuron system is
the physical/neurological support for the resonance in human
behavior [1] that can be regarded as the process of M ⊗ N
mapping. The mirror system is thought to directly match visual
input from an observed action with a stored motor program for
the same behavior (e.g. [12][13][14]). If that motor program
is then executed, the result is imitation.

MHP/RT assumes that actions are carried out by feedfor-
ward processes (System 1) or feedback processes (System 2)
with the help of the resonance mechanism for utilizing existing
memory. The processing principle of MHP/RT is that it should
work in one of four different modes when one looks at it
from a particular event that occurred at the absolute time
T [15]. These modes are called Four-Process in the MHP/RT
architecture. In Figure 2, these four modes are indicated where
appropriate to show how they are supported by the resonance
mechanism to utilize the contents stored in memory (System 1
and System 2 Before modes), and how they affect in forming
memory (System 1 and System 2 After modes) as described
below.

1) Rise of Resonance: Two modes work before the event.
In the time range of T−β ≤ t < T−β′, MHP/RT uses memory
for consciously preparing for what would happen in the future
(System 2 Before Mode), and in the time range of T − β′ ≤
t < T , it unconsciously coordinates motor activities to the
interacting environment (System 1 Before Mode), where β′ ∼
500msec and β ranges from a few seconds to hours, and even
to months. In these two modes, the part of memory activated
through resonance in response to perceptual processing could
resonate with System 1 processing and System 2 processing
(see Figure 2, left).

2) Convergence of Resonance: The other two modes work
after the event. In the time range of T < t ≤ T +α′, MHP/RT
unconsciously tunes the connections between sensory inputs
and motor outputs for better performance for the same event in
the future (System 1 After Mode), and in the time range of T+
α′ < t ≤ T +α, it consciously recognizes what has happened
and then modifies memory concerning the event (System 2
After Mode), where α′ ∼ 500msec and α ranges from a few
seconds to minutes, and even to hours. In these two modes, the
results of action selection for the event at T would be reflected
in the network connections of the respective multi-dimensional
memory frames (see Figure 2, middle).

III. MEME PROPAGATION BY MEANS OF RESONANCE

Memory is represented as a network of neurons. It is
initially activated through an M -dimensional multimodal sen-
sory input through a resonance mechanism, a large part of
which originates from the other human beings or artifacts
they have created; then the activation spreads in the connected
memory regions. The information generated by human beings

propagates among them by means of imitative behavior in
which resonance connects memory and the PCM processes
to carry out imitation. This raises the question of what causes
resonance to be maintained in humans. This section introduces
the Structured Meme Theory [16] which provides an answer
to this question.

A. What Can Resonate
The O-PDP system that defines a human being interacts

with the environment, which consists of not only inanimate
objects but also other O-PDP systems (people who interact
with him/her). Resonance is the mechanism by which action
is taken at appropriate times. Resonance increases when the
organism is in System 1 and 2 Before Modes of the MHP/RT,
but converges when in the System 1 and 2 After Modes
which effectively update the internal neural networks for future
resonance. This section describes what resonates in an O-PDP
system. The resonance mechanism, which is implemented by
means of mirror neurons [1] in the human brain, is incorpo-
rated in the MHP/RT as the mechanism for making available
the part of memory activated by perception in System 1 and
2 (see Figure 2, left).

The cyclic loop of perception and movement shown in
Figure 1 carries out continuous updates of network con-
nections of constituent neurons during the convergence of
resonance period in the MHP/RT. Human behavior is struc-
tured in four bands (biological, cognitive, rational, and social
bands) [10], and memory is constructed as five distinctive
multi-dimensional memory frames (see Figure 2, middle). This
suggests that the information is coming from an environment
where the informant could either be other humans or inani-
mate objects. This information will generate resonance in the
recipient of the information in a specific way that reflects the
states of the development of the multi-dimensional memory
frames. For a set of given external stimuli, a human being
generates resonance by using the current memory for carrying
out the next action and updates it. On the one hand, the
PCM processes utilize the resonance mechanism to create the
subsequent actions. On the other hand, the external entities,
that make resonance generate internally, are created ultimately
by humans. Human action associated with a band of the
Newell’s time scale could be associated with the part of
memory that participates via the resonance mechanism.

From the above argument, it is plausible to assume that a
human could create an entity that makes the others generate
resonance for performing the subsequent actions and vice
versa. This assumption represents what was meant by the term
“meme” that Richard Dawkins [17] coined in the 1970s, which
was conceptual and was not defined clearly. The Structured
Meme Theory (SMT) proposed by Toyota et al. [16] defines
memes as entities that represent the information associated
with the objects that the brain can recognize.

Figure 4 depicts how memes propagate in the reality field.
The process of propagation is facilitated by symbolization.
A symbolized meme enables human beings to think at ab-
stract levels. Suppose that Object-O1, Object-O2, or Object-O3

appear in the environment. Each of these resonates with
memory by using patterns stored in the PMD-frame and causes
activation of RMD-, BMD-, and MMD-frames. The part of
memory that is activated, Pattern-Pa (see Figure 4, bottom),
will be used in action selection through resonance. Any entities
in the environment that match Pattern-Pa are treated in the
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Figure 4. Propagation of Meme

same way in the action selection process as Object-O[Pa].
Pattern-Pa will be given a unique name Symbol-Sa and it
will be stored in WMD-frame. In the future, when Symbol-Sa

appears in the environment in someone’s utterances, it might
resonate with Pattern-Pa. Symbol-Sa could be associated with
Object-O1, Object-O2, or Object-O3. Therefore Symbol-Sa

effectively functions as its abstraction, AbstractSymbol-ASa,
when it is used in communication. It is reasonable to assume
that the higher the resonance level of Symbol-Sa becomes, the
longer AbstractSymbol-ASa is maintained and inherited as an
effective communication medium.

B. Structured Meme
The recent consensus is that the range of information inher-

ited by the genes is limited to physical functions and infantile
behavior. Human beings need to acquire basic behavioral skills
and communication skills through the experience of acting in
the environment. As described in Section III-A, memes that
can cause resonance constitute an important part of experience.
This section explains that memes are structured in such a way
that the memory is structured in multi-dimensional memory
frames.

Figure 5 expands Pattern-Pa, that appears at the bottom of
Figure 4, and the processes shown in Figure 5 as “Mapping
Patterns on Brain” and “Mapping Patterns on WMD-frame”
in order to show which portions of the neural networks
would participate while a human being utilizes the WMD-

frame in communication. As shown by Figure 4, symbols
in the WMD-frame are gradually incorporated into the en-
vironment in the form of a thesaurus, i.e., lists of words in
groups of synonyms and related concepts, languages used for
person-to-person communication (individual language), which
might include not only direct but also metaphorical uses, and
languages used in cultural contexts (cultural language), in
which appropriate understanding of common sense that has
been established in the specific community, is essential for
successful communication. Thesauruses, individual languages,
and cultural languages increase their complexity in this order
in terms of the patterns they are linked with the objects in
the environment. Thesauruses are associated with the objects
in the environment that are encoded in the neural networks
in the initial development stage from the birth to 3 years.
Individual languages are associated with not only the objects
in the environment but also the symbols that have already been
incorporated in the environment. The same is true for cultural
languages.

The process of “Mapping patterns on symbols in WMD-
frame” shown in Figure 4 can be subdivided into three
processes based on the degree of complexity of mapping.
The patterns that were mapped on the thesauruses, individual
languages, and cultural languages are shown as Action-Level
Meme, Behavior-Level Meme, and Culture-Level Meme (see
Figure 5), respectively, that were introduced in the Structured
Meme Theory proposed by Toyota et al. [16] . The mechanism
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Figure 5. Structure of meme

by which the three levels of memes and genes inherit infor-
mation is analogous to an information system. Genes serve
as firmware that mimics behavior-level activities. Action-level
memes serve as the operating system that defines general pat-
terns of spatial-temporal behavioral functions. Behavior-level
memes represent middleware that extends the general patterns
to concrete patterns. Culture-level memes act as application
tools that extend the concrete patterns to the ones that work
in a number of groups of people.

The relationships between the three levels of memes and
multi-dimensional memory frames are as follows:

• Action-level memes represent bodily actions stored in
the MMD-frame;

• Behavior-level memes represent behaviors in the en-
vironment stored in the BMD-frame; and

• Culture-level memes represent culture stored in the
RMD-frame and the WMD-frame.

IV. DEVELOPMENT OF PIM AND MULTI-DIMENSIONAL
MEMORY FRAMES

In Section II, we described the mechanism by which PIM
develops with the Four-Process by utilizing the resonance
mechanism. Section III described how the contents of multi-
dimensional memory frames, which could resonate with the
PCM processes running synchronously with the environment,
are maintained among human beings through communication.
This section describes the changes in the contents of PIM and
multi-dimensional memory frames over time as human beings
grow up from birth to the end of adolescent. This explains

human development in terms of PIM and multi-dimensional
memory frames (Figure 5, bottom).

This section elaborates the four stages in PIM develop-
ment as described in [9]. Table II shows the age range, rate
of autonomous development of perception and motion, and
the method of connecting sensory and motor neurons via
interneurons and the resultant control method. Figure 6 depicts
schematically the development of PIM (the sensory nervous
system and the motor nervous system characterized by the
functioning of interneurons connecting them (Figure 3)) and
the development of multi-dimensional memory frames that
shows the structured inter-connections of interneurons along
with each stage (Figure 2, center). The multi-dimensional
memory frames that develop at a particular stage are shown
by adding shades.

A. Stage 1
At 0 ∼ 6 years of age, feedforward loops are the dominant

control mechanism and these establish fundamental relation-
ships between MMD- and BMD-frames by means of “uplink-
ing.” In the first half of this period, at 0 ∼ 3 years of age, sen-
sory and motor neurons experience rapid autonomous develop-
ment. Interneurons connect them by subordinate-intervention,
resulting in feedforward control (Figure 6-1A). During this pe-
riod, human beings establish inter-connections between PMD-
and MMD-frames, and PMD-, MMD-, and BMD-frames. The
former is related to action-level memes and the latter, to
behavior-level memes. These make integrated movements of
bodily actions possible on the basis of the relationships be-
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TABLE II. PIM DEVELOPMENT PROCESS

Speed of Autonomous Development Method for Establishing Connection Resulting Control Mechanism
Stage Age Perception Motion Interneurons

1 0∼ 3 Rapid Rapid subordinate Feedforward control
2 4∼ 7 Fast Fast memory-mediated Limited feedback control
3 7∼ 12 Stable Stable memory-mediated-proactive Wide feedback control
4 13∼ 18 Settled Settled memory-mediated-autonomous Extended feedback control

tween the input from the perceptual system in the PMD-frame
and the output expressed as reflexive movements in the MMD-
and BMD-frames, for example, simple utterances (Figure 6-
1B).

B. Stage 2
In the latter half of this period, at 4 ∼ 6 years of age,

there is rapid autonomous development of sensory and mo-
tor neurons. Interneurons connect these by memory-mediated
interventions, resulting in feedback controls (Figure 6-2A).
During this period, human beings acquire the skill of behaving
in relation with other persons and the methods for conversing
with others such as the ability to explain using simple syntax.
Acquisition of utterances and combined motor movements
become possible by using the RMD-frame that connects simple
syntax of symbols in the WMD-frame by linking PMD-, BMD-
, and MMD-frames. At this stage, the conscious processes
of System 2 Before and System 2 After that make feedback
controls possible are initiated (Figure 6-2B).

C. Stage 3
Later, at 7 ∼ 12 years of age, parallel distributed activities

are almost complete. There is stable autonomous develop-
ment of the sensory and motor neurons. Interneurons connect
them by memory-mediated proactive interventions, resulting
in wider feedback controls (Figure 6-3A). During this period,
human beings acquire the skill of first-order logical thinking
by using letters or symbols and that of cooperation with
other persons. These activities facilitate the development of in-
terconnections among the multi-dimensional memory frames,
resulting in very complex networks. Figure 6-3B) shows the
development of interconnections in the RMD- and WMD-
frames. The key is the presence of symbols that intervene be-
tween the various input and output connections; these symbols
are related to culture-level memes.

Structural development precedes procedural development.
The former refers to the development of connections between
PMD- and MMD-frames with the support of the BMD-frame.
The BMD-frame stores repetitive sequences of motor actions in
the MMD-frame as single units; therefore, the action sequences
in the BMD-frame can be carried out unconsciously. The
latter refers to the development of connections between WMD-
and RMD-frames. The connections start from spoken informal
language to more abstract structural representations of formal
language. The WMD-frame stores sequences of symbols as
language dissociated from the real world; the RMD-frame
stores a set of BMD-frames into a manipulable unit. The
connections between the contents in the WMD-frame and those
in the RMD-frame give reality to the contents in the WMD-
frame. Structural development and procedural development
interact with each other in the RMD-frame occasionally and

proceed in parallel. Procedural development in the RMD-frame
is critical to extend the range of behavior. Once elements in
the RMD-frame are compiled in the System 2 After mode, the
compiled rule can be used to initiate a behavior with longer
action steps.

D. Stage 4
Finally, at age 13 ∼ 18 years, parallel distributed activities

are complete. There is settled autonomous development of
sensory and motor neurons. Interneurons connect these using
memory-mediated autonomous intervention, resulting in even
wider feedback control (Figure 6-4A). During this period,
feedback loops are established; these are used to form language
processing circuits in a single-layer, WMD-frame. During this
period, the ability of logical writing and the generation of
grammatically correct sentences by using ordinary language
affects significantly the development process. The WMD-
frame can evolve autonomously and extensively; part of the
WMD-frame is associated with the BMD-frame and ultimately
connected with the real world but the rest of the WMD-frame is
dissociated from the real world because there is no connection
between the WMD-frame and RMD-frame (Figure 6-4B).

V. CONCLUSION

Resonance connects remote systems enabling them to work
jointly. Human beings act in the environment by using two
systems: a cyclic PCM system that works in synchronization
with the environment and an autonomous memory system
that operates asynchronously with the environment. Based on
MHP/RT, this paper describes the hypothesis that the PCM
system and the memory system interact with each other via
a resonance mechanism. First, this paper shows that a single
action selection carried out by the PCM system was conceived
as a mapping of the input from the environment represented in
M -dimensional information in the PMD-frame on the output to
the environment represented in N -dimensional motor actions
in the MMD-frame, connected with the BMD- and RMD-
frames, and discusses the role played by resonance in the
PCM processes defined by the MHP/RT and updates of the
memory represented by the multi-dimensional memory frames.
Second, in situations where the environment comprises objects
created by humans, i.e., artifacts such as symbols, manners,
language, and culture, this paper discusses how artifacts are
maintained over time and space with the help of resonance. A
necessary condition for the survival of artifacts is that they
resonate with human beings. This paper introduces action-
level, behavior-level, and culture-level memes to represent
resonating entities stored in memory. Third, we also described
the human development process from birth to the end of
adolescence in terms of the changes in PIM and memory,
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taking into account the changes in memes that human beings
develop in memory as they grow older.

The argument this paper has profound implications for
cases where there is malfunction of resonance, and where
memory that fails to resonate as reality develops.

An example of the first case is Autism Spectrum Disorder
(ASD). Is ASD a resonance problem? Imitation is a potentially
crucial aspect of social cognitive development [18] because
imitation is an efficient tool for two main adaptive functions:
learning and communication. Imitation-based communication
is possible through the use of the two aspects of imitation:
imitating and being imitated [19]. These two aspects give rise
to two roles that partners can exchange by taking turns while
they synchronize matched activities. Neuroimaging studies
of interactive imitation have shown that such communicative
systems involve a coordination of bottom-up and top-down
processes. In accordance with some authors (e.g. [20]) and
based on the MHP/RT model, we hypothesize that perceptive-
motor resonance plays a more central role in imitation in
infancy than does a rational evaluation of the observed action.
Thus, because individuals with ASD have difficulties with
imitation, the nature of which remains unclear, it is plausible
to postulate that one of the main problems of ASD is related to
difficulties with the mechanisms underlying resonance. Several
studies have shown that very young children with ASD (M
Age < 48 months; for a synthesis: [21]) used imitation less
often when copying the actions of others, spent less time
looking at others’ faces and more time looking at the actions
of others; attentional, social and executive factors underlie
different aspects of imitation difficulties in this population.
In other words, ASD is characterized by a deficiency in
the development of imitation capacity, and this deficiency
implies a deficit in mapping neural codings for actions between
sensory and motor modalities, rather than in motivation or
executive function [22]. Thus, ASD could be characterized by
abnormal development of these mappings and that of resonance
mechanisms.

Another important implication of our hypothesis is related
to the autonomous development of the WMD-frame at the
later stage of development. This paper showed that part of the
contents in the WMD-frame do not necessarily have reality,
which is established by linking the WMD-frame with the chain
of RMD-, BMD-, and MMD-frames. Systematic and logical
knowledge as a group norm could become part of the WMD-
frame through education. It could resonate with the symbols
that refer to the knowledge but would not resonate with real
objects in the environment. The larger the non-resonant part
of memory, the less the person will resonate with reality in the
environment.
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Figure 6. Development of PIM and multi-dimensional memory frames
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Abstract—Radicalized communities are actively using the in-
ternet to preach their ideas within society. Hence, it is crucial
to research the content of such communities to understand their
agenda and potentially take actions. The discussion is spread
out in different forums on the Internet, but in this study, we
used natural language processing technologies for revealing topics
discussed in the oldest right-wing forum StormFront. As a result,
we found the co-occurrence of discussed topics and real-world
events, which means that the method can be used to track the
agenda and changes in the community.

Keywords-StormFront; topic model; information extraction;
NLP; LDA

I. INTRODUCTION

Although most of the population uses the internet in a
benign manner, there are groups, like political extremists of
any conviction, that (ab)use the internet in order to facilitate
the organization of violent events. In addition to simple
coordination, extremists have been found to use the internet
for all manner of benefits to their group, such as information
provisioning, financing, networking, recruitment and informa-
tion gathering [1]. Recently, there has also been evidence of
some violent political extremists and terrorists being online
immediately prior to their attacks [2], such as the Christchurch,
New Zealand shooter in 2019 who, before live-streaming his
attack on two mosques, posted his manifesto and shooting
intentions on the imageboard “8chan” [3]. Further studies
have also shown that, especially in extremist communities,
online education, communication, and training are much more
prevalent [4]. For example, of the extremists who plotted to
attack government targets (as opposed to civilian targets) 83%
“displayed traits of online learning”, and in the context of
violent extremism using Improvised Explosive Devices (IED),
those who plotted to use the IEDs were 3.34 times more likely,
while those who actually used IEDs were 4.57 times more
likely, to use online sources for their information [4]. Clearly,
extremists in general, make extensive use of the internet for
their preparations.

As empirical research is suggesting that online resources
are increasingly playing important roles in mobilizing extrem-
ists to violence, and that groups and movements mobilize
themselves online, law enforcement agencies are increasingly
recognizing the need to better understand these online mobi-
lization efforts [5]. Online indicators of malicious behaviour
are being developed by multiple law enforcement agencies
(for an example, see [6]) to try to detect imminent dangers,

by looking for specific actions by users, such as the posting
of martyrdom videos or statements, attempting to mobilize
others, or engaging in ideological discussions.

These indicators of imminent dangers are highly qualitative
and difficult to detect. They are usually simple posts on online
discussion forums or social media. One way to detect such
dangers is to look for shifts in patterns in discussion. For ex-
ample, a sudden shift from election to a discussion around the
topic of “attacks” and “shooting” could be interesting. These
sudden shifts in topics of discussion could indicate that the
community is suddenly aware of a new trend or topic, which
could be of interest to law enforcement. Thus, by monitoring
online discussion forums, establishing baseline measures, and
then comparing sudden changes in topics of interest, it should
be possible to detect emerging threats. This is already in
action in other domains, such as Google Trends [7] or Twitter
Hashtag Trends [8] being used to model the emergence of
news. In this paper, we evaluate the viability of using a similar
approach using Natural Language Processing (NLP) to detect
emerging trends within the online right-wing discussion forum
StormFront with the eventual goal of creating a near-real-time
monitoring system capable of identifying trends in discussion
forums, as they emerge, giving law enforcement and security
organizations the awareness capability to act as something is
unfolding, rather than forensically after-the-fact.

In Section 2, we present a review of previous approaches to
researching StormFront and its agenda. Section 3 introduces
the method used to achieve the goal of the study. Section 4
provides a discussion on data exploration and data preparation.
In Section 5 we review results of the study and finally in
Section 6 we conclude the paper.

II. LITERATURE REVIEW

Communities like StormFront can be analysed for the
purpose of extracting information that help to describe them,
to understand their motivations and progression. A traditional
avenue of research is the manual gathering and processing
of information. Dentice [9] performed a manual approach
conducting interviews with representatives of different groups
related to right-wing communities and by manual exploration
of web resources, including the StormFront forum. The re-
search provided an understanding of right-wing communities
in Canada. Another manual approach analysed discussions
from StormFront to reveal the understanding of the forum
members’ behaviour [10].
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Manual approaches provide interesting and verifiable re-
sults, but the main drawback is the poor scalability in terms of
high frequency data and the large volume of posts. Resource
allocation provides a limit to manual research for analysing
social media post en mass and may hinder the analysis of
communities were the number of posts may be in the millions.
One way to overcome this is to perform processing based on
machine learning of the community data.

In one study, the effects of intergroup conflicts on Storm-
Front and the behaviour of members were analyzed using NLP
techniques (including sentiment analysis and word frequency)
[11]. Another study described right-wing communities’ be-
haviour using sentiment analysis on data from the StormFront
forum [12]. Yet another approach used NLP and support vector
machine to classify the StormFront posts depending on the
rhetorical change in the posts [13]. However, the results of
these studies provide a general description and understanding
of right-wing communities; they do not provide the specifics of
discussion topics and their temporal shift. We address this gap
in our study of right-wing posts and detail a topic modeling
approach and trend analysis for StromFront forum discussions.

III. METHOD

Topic modelling is an NLP task to discover abstract topics
in a collection of documents. It assumes that each document in
a set of documents (corpus) contains one or more topics that
humans can understand; usually, those topics can be described
by a set of interrelated keywords.

Latent Semantic Analysis [14] is a statistical approach
that studies semantic distributions, relations between sets of
documents and words that form concepts. The assumption is
that closeness in meaning is related to closeness in textual
distance. Latent Dirichlet Allocation (LDA) [15] is a topic
modelling method, which is an extension of Probabilistic
Latent Semantic Analysis (PLSA) [16]. LDA uses Dirichlet
priors for the document-topic and word-topic distributions,
which creates an improved generalisability compared to PLSA,
i.e., it performs better on new data.

LDA and PLSA are both based on the assumption that each
document in a corpus is a mixture over K topics, each topic,
in turn, is a mixture over all the words from the dictionary.

LDA is a generative model. Generative models work by first
determining the input and output distributions and then uses
these distributions to generate additional synthetic input data.
Then, the algorithm determines if the generated data represents
the given data with an acceptable level of confidence. If the
confidence level is not acceptable, then the model generates
new data. This process runs in a loop.

In our case, the model generates bag-of-words distribution
using topics per document distribution Θ and words per topic
distribution ϕ. Θ and ϕ, in turn, are generated from a Dirichlet
distribution with the parameters α and β.

Figure 1 shows the graphical representation of this process
[15], where Z is topic-word and W word-document identities
for a particular word in a document. M and N are a number of

documents and a number of words in a particular document,
respectively.

Figure 1. Graphical representation (plate notation) for LDA [15].

The next step is the estimation, whether the generative
process has generated data close enough to the given data.
There are various ways of performing this task. The LDA
implementation, which we used, does it with the variational
Bayes algorithm.

LDA takes a ”bag of words” text representation as an input,
which is a drawback of LDA because a large vocabulary
grows the dimensionality, and as a result the computational
performance of the method. LDA takes at minimum one hyper-
parameter, the number of topics. The optimal number of topics
can be determined with perplexity as a metric. Perplexity is a
measurement of how good a probability distribution predicts
a sample.

IV. DATA

The goal of this paper is to identify emerging trends within
online right-wing communities to detect possible new events
and/or problems. A number of different right-wing online
forums exist online, and for this paper a specific right-wing
site, the online community StormFront, was chosen.
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Figure 2. Distribution of posts by year.

The forum is the first dedicated to, and one of the most
popular, right-wing online discussion forums [17]. The posts
from the forum were collected using The Dark Crawler [18],

38Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-847-1

COGNITIVE 2021 : The Thirteenth International Conference on Advanced Cognitive Technologies and Applications

                            46 / 56



TABLE I
TOP TEN LANGUAGES IN THE FILTERED DATASET

Language Number of posts
English 2,036,430
Italian 25,020
French 15,275
Spanish 14,192
Serbian 12,309

Portuguese 12,187
Croatian 5,091
German 3,187
Russian 2,111

Serbo-Croatian 943

and contain approximately 12 million posts spread over 1
million threads by almost 360,000 users. The full dataset
consists of posts from the Stormfront forum from the 28th
of August of 2001 to the 29th of April 2020. The dataset
captured contains all thread and post information, containing
post-date, author of the post, post content, thread and sub-
forum information. Figure 2 illustrates the distribution of posts
by year.

In this study, only data from 2015 onwards were con-
sidered. All posts containing only links, emojis, and those
with less than five words were excluded since they do not
tend to represent any topic but instead provide sentiments.
Furthermore, the dataset contained posts created in several
languages. Various languages in a corpus can confuse almost
all the vocabulary-based NLP models because each language
significantly enlarges a corpus’s vocabulary. Therefore for each
post from the resulting dataset, the language was identified
using the fasttext model [19] [20]. Table I shows the top ten
languages and corresponding numbers of posts written in each
language. Only posts in English were used, resulting in a final
total post count of 2,036,430.

V. RESULTS

A. Determining the number of topics

One of the hyperparameters for Latent Dirichlet Allocation
is the number of topics. To find the best value, the perplexity
metric was used. Perplexity for a topic modelling model shows
an ability to generalise the results, that is, it shows how a
model performs if it were to be applied to data, which was
not used for training. For the experiment, the data were split
into training and testing data sets, 75% and 25% respectively.
Then LDA was trained on the training data, and applied to
the test data with the following numbers of topics 5, 10, 30,
40, 50, 70, 100 and 200, we calculated perplexity for each of
these values on the test set. The lowest perplexity value was
for 40 topics, and thus was the value that was used in the
following analysis.

B. Topics between January 2015 and April 2020

Once the model is trained and the hyperparameter value
was selected, an exploratory analysis was performed to get
preliminary insights from the matrix of the probability distri-
bution of topics for each document. Each value in this matrix

is the probability that the document belongs to the topic.
Figure 3 demonstrates the average probability for each topic.
The top three values of the average probability are for topics
30, 33 and 38, meaning that more posts tended to belong to
these topics. Consequently, these topics are discussed more
often than others in the forum. Table II shows the top fifteen
keywords for these topics.
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Figure 3. Average monthly topic probabilities.

TABLE II
TOP FIFTEEN KEYWORDS FOR TOPICS 30, 33 AND 38

Topic Keywords
guy thing didn yeah lol thought

30 negro crap guess hell white
gay sick big funny

forum stormfront site find posting
33 link comments didn google doesn

internet article made lot comment
political party movement nationalist

38 left support hope years real wn public
members media politics change

The general picture about topic distribution showed how
topics are distributed against each other, we wanted to identify
individual topics and determine if they can be used to detect
events, which happened from 2015 to 2020. Thus, monthly
average probabilities were calculated for each topic. It was
found that, as a way of presenting the level of discussion of a
particular topic, if the average probability of a topic is higher
in one period than in another then that topic was discussed
more during that period. In other words, posts had a higher
chance of belonging to this topic than to others; consequently
it means that the topic appeared more frequently in this period.
Figure 4 shows the comparison monthly average probabilities
of the most discussed topic (number 30) and the least discussed
(number 36). As shown on the plots, one line is higher than
the other in all the points, meaning that topic 30 was always
discussed more than topic 36 since 2015. Words on the top of
each plot are the top keywords for the topic.

For example, a randomly selected post from topic 30 stated:

39Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-847-1

COGNITIVE 2021 : The Thirteenth International Conference on Advanced Cognitive Technologies and Applications

                            47 / 56



2015 2016 2017 2018 2019 20200.00

0.02

0.04

0.06

0.08

0.10

A
ve

ra
ge

 m
on

th
ly

 p
ro

ba
bi

lit
y

guy thing didn yeah lol thought

2015 2016 2017 2018 2019 20200.00

0.02

0.04

0.06

0.08

0.10
israel israeli jewish minister president prime

Year

Figure 4. Average monthly topic probabilities for topics 30 and 36.

I was on my way back from the gym today when I could see
two negro boys walking towards me. I knew, but absolutely
knew, they were going to say something to me. As soon as
they get within five feet of me they start grunting and looking
at my shirt and reading the letters on it out loud. What is it
with Negro kids? Whites never seem to do that kind of thing.
It’s like the Negro can’t let anyone walk in peace. They HAVE
to be noticed or affirmed. Even if it means embarrassing a
complete stranger.

While a randomly selected post from topic 36 stated:
Quote: Bolivia plans to ask for a public meeting of the

United Nations Security Council after U.S. President Donald
Trump announces on Wednesday that the United States rec-
ognizes occupied Al-Quds (Jerusalem) as the capital of the
Zionist entity and will move its embassy there. Bolivian U.N.
Ambassador Sacha Sergio Llorentty Soliz said it would be a
“reckless and a dangerous decision that goes against inter-
national law, the resolutions of the Security Council, it also
weakens any effort for peace in the region and also upsets the
whole region.” Bolivia to Seek UN Security Council Meeting
on Al-Quds (Jerusalem) Status – Al-Manar TV Lebanon

The probabilities of some of the topics have spikes, which
indicate that it is likely that some disruption occurred around
that time, reflecting the events in the real world. For example,
Figures 5 and 6 show spikes in the second half of 2016, and it
is likely that both topics are related to the 2016 United States
presidential election [21], meaning that in the second half of
2016 the election-related these topics were being discussed a
lot. This is a completely expected result, which validates the
methods presented here.

Topic 16 contained a series of health-related keywords (ex:
drug, medical, disease). Throughout 2015-2020, this topic was
relatively consistent, and a relatively minor topic. However, at
the beginning of 2020, discussions around this topic increased
five-fold (Figure 7), exactly coinciding with the emergence of
the COVID-19 pandemic [22].

In August 2017, the Stormfront website was banned by
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Figure 5. Average monthly topic probabilities for topic 2

2015 2016 2017 2018 2019 2020
Year

0.00

0.02

0.04

0.06

0.08

0.10

A
ve

ra
ge

 m
on

th
ly

 p
ro

ba
bi

lit
y

hillary vote obama clinton news election

Figure 6. Average monthly topic probabilities for topic 24

40Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-847-1

COGNITIVE 2021 : The Thirteenth International Conference on Advanced Cognitive Technologies and Applications

                            48 / 56



2015 2016 2017 2018 2019 2020
Year

0.00

0.02

0.04

0.06

0.08

0.10
A

ve
ra

ge
 m

on
th

ly
 p

ro
ba

bi
lit

y
health drug medical drugs care disease

Figure 7. Average monthly topic probabilities for topic 16

its registrar. Figure 8 demonstrates the forum reaction to the
event, where a very strong spike can be seen for the topic
related to discussions around keywords “forum, Stormfront,
site” in August 2017 [23].
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Figure 8. Average monthly topic probabilities for topic 33

Several other topics also had spikes in August 2017; there-
fore, they were analysed in more detail to check if there is a
relationship among them. Figures 9 and 10 show the weekly
data for 2017 for two topics; both of which increased in August
2017. The spike for the topic with keywords ”car shot dead
fight” happens around week 33 (corresponding to the week
of August 13, 2017) and most probably reflects discussions
around Barcelona’s crowd rammings, which occurred August
17, 2017 [24]. Another topic with keywords ”hate speech
media university” has posts related to the Unite the Right rally
in Charlottesville, Virginia in August 2017 [25] and the Annual
Stormfront Smoky Mountain Summit in September 2017. All
the spikes in August-September 2017 have different natures,
and thus it was concluded that the spikes are not related to

each other.
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Figure 9. Average weekly topic probabilities for topic 3 in 2017

0 10 20 30 40 50
Week

0.00

0.02

0.04

0.06

0.08

0.10
A

ve
ra

ge
 w

ee
kl

y 
pr

ob
ab

ili
ty

hate speech media university news students

Figure 10. Average weekly topic probabilities for topic 19 in 2017

C. Weekly topics in 2019

The analysis of long periods is essential because it
shows the general patterns, but the detection of smaller-scale
events would allow security organizations to potentially detect
quickly emerging threats or problems. Therefore data from
January 2019 to May 2020 (non-inclusive) was selected, and
the same trained model was applied. When all the topics were
returned, the weekly average probabilities for each topic were
calculated.

Figure 11 demonstrates the topic’s results with keywords
”military syria isis iran security” the peak in January 2020
coincides with a United States drone strike near Baghdad
International Airport, resulting in an assassination of the major
general Qasem Soleimani [26].

Figure 12 shows the topic with top keywords ”trump
president donald republican america campaign”, the sudden
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Figure 11. Average weekly topic probabilities for topic 23 from Jan 2019 to
Apr 2020
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Figure 12. Average weekly topic probabilities for topic 2 from Jan 2019 to
Apr 2020

increase in June 2019 is likely related with Trump’s launch
of his 2020 re-election campaign in Orlando, Florida [27].
Moreover, two peaks, at the beginning of July 2019 and end of
September, coincide with his July 4th speech and with the 74th
Session of the United Nations General Assembly, respectively.

VI. CONCLUSION

The models’ and further analysis’ results demonstrate that
there is a correlation between real events and topics discussed
on the forum; however, correlation does not imply causation,
and thus we do not claim that the topics within the discussions
lead to actions. We can see what specific topics have peaks at
the time when something happens.

The distribution of topics (the vector of average probabilities
of each topic within a certain period) can represent a snapshot

of the community agenda, which in turn shows a general
picture of the community members’ attention. The model and
further analysis of its results can show how the community
reacts to the events - if it is a brief blimp, quickly reverting to
average, then it disappeared from the agenda pretty quickly,
see Figure 8, or if there is a sudden surge gradually decreasing
to average after the event then it was an impactful event of
great interest within the community, see Figure 5.

However, the proposed work has several areas of improve-
ment. First of all, it is based on a bag-of-words representation
of text, it works well for English because it is an analytical
language, but if the intention is to use the model with more
synthetic languages, for example Finnish, then changes are
required, which help to reduce vocabulary of the corpus
(for example, lemmatisation). Further, the model should be
retrained from time to time to stay relevant, and finally, the
model depends on some random processes so results can differ
from run to run.

In conclusion, we can claim that anyone who analyses
large-scale communities like StormFront - researchers, law
enforcement, and security organisations - can use the proposed
methods to detect changes in discussion topics, and detect new
topics of interest.
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Abstract—We propose here a meta-model based on the enactive
and autopoietic theory for the description of social and language
processes by Multiagent Systems (MAS). Our meta-model is a
four-quadrant map, which describes, according to the concepts of
structural couplings and organizational and functional closure,
the architecture of the agents, as well as their social practices and
the formation of social organizations. We propose a social cycle
in which the architecture of agents evolves according to their
practices, uses and social groups, the basis on which language
evolves. Our meta-model was developed from two sources: a) the
enactive and autopoietic theory of cognition, with an emphasis on
social phenomena and the linguistic domain; b) a four-quadrant
map, which describes MAS from an integral view. The motivation
for the proposal of a new meta-model for the description of
MAS and the emerging language in agent-based systems was the
incompatibility between Wilber’s integral view and that of the
enactive theory about psychosocial processes. The central point of
the enactive criticism that we carried out here was the concepts
of interiority and individuality present in Wilber’s theory.

Index Terms—Cognition; Socio-cognitive processes; Enaction;
Meta-model; Language; Multi-agent model

I. INTRODUCTION

Meta-models are of great help in building models that in-
volve very complex frameworks, typical in the study of socio-
cognitive relations among agents and the environment, serving
as scaffolding for the development of simulation architectures.
The purpose of this article is to introduce a meta-model for the
description of Multiagent Systems (MAS) and the emergence
of language in artificial agents.

The proposed meta-model is derived from two other meta-
models: a) that of the enactive and autopoietic theory of
cognition, which describes language as a social phenomenon
and the linguistic domain as coordination of behavior and
consensual coordination of behavior [12]; [13]; [14]; b) the
four-quadrant map based on the theory of Wilber [18], where
each quadrant of the meta-model indicates a perspective in
which artificial agents, their practices, collective actions and
social organizations can be described and discussed [1]; [6];
[7]; [15]. The meta-model described by Maturana [12] and the
meta-model describing an integral view on MAS, proposed
by Ferber [6] both emphasize the description of language
and other social processes as an emerging social practice in

complex social organizations. However, the differences be-
tween the enactive and autopoietic view compared to Wilber’s
integral view [18] cannot be made compatible, as we will
argue. The central point of our conceptual analysis rests here
on the concepts of interiority and individuality present in
Ferber’s meta-model [6] that demanded an intense conceptual
review from the enactive perspective, which resulted in the
proposal of our meta-model for describing socio-cognitive
processes, from a strictly enactive perspective. The concepts
of interiority and exteriority have been reduced and replaced
by the concepts of organizational and functional closure and;
the concepts of individual and collective were analyzed, as is
traditionally done in the enactive and autopoietic perspective,
from the concept of structural coupling orders – levels – (first,
second and third order structural couplings).

The paper is organized as follows: Section II presents
the enactive and autopoietic theory of social and language
phenomena. Following, section III presents the quadrangle
map that describes the four aspects of a MAS, derived from a
decomposition: Individual / Collective and Interior / Exterior.
Section IV then presents our proposal for a meta-model to
describe cognitive processes, such as language as a social
phenomenon, using a four-quadrant map.

II. ENACTIVE AND AUTOPOIETIC THEORY OF SOCIAL AND
LANGUAGE PHENOMENA

Enaction is bring forth a world, an experiential world. In
Enactive Cognitive Science, we argue that the realization of
the experience occurs within the organizational and functional
closure of structurally coupled living machines [12]; [13].
The figure 1 illustrates the history of recurring interactions of
living beings, A and B, in the medium C. Maturana considers
these recurring interactions as recursions, and not as simple
repetitions in a sequence [12]. He gives an example of such
recursive function:

√
a = a′;

√
a′ = a′′;

√
a′′ = a′′′.

Then we say that A and B are organizationally and func-
tionally closed. In biological systems, the organization of A is
represented in the Maturana meta-model above and refers to
the process of self-organization of the physiological domain.
It is also said that A is functionally closed to medium C,
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Fig. 1. History of interactions in a medium. A, B and C named as
different systems by an observer change depending on their interactions while
remaining congruent with themselves in the forms A’, B’ e C’. (Adapted from
[12], p. 82)

altering the medium by its conducts and suffering medium
disturbances. This is the domain of the behavior of system A.
In the position of A, systems B and C are part of the medium.
For B, the medium consists of A and C. Systems that self-
produce structurally coupled to the medium, such as A and B,
are said ontogenic phenotypes [12]. Notice that A, B and C
change along the course of interactions, undergoing a set of
transitions, collectively denoted T. The functional closures of
A with B, A with C and B with C, result under T, respectively
in the functional closures A’ with B’, A’ with C’ and B’
with C’. According to Maturana [12], the observer notes this
organizational change of A in A’, B in B’ and C in C’. Recur-
ring interactions that occur in the contingencies of structural
changes in the environment, undergo also structural changes
due to their coupling to their respective local media. While
dealing with living beings, the observer reckons a history of
transformations (T) in the conducts, which constitute recurrent
interactions. In a history of transformations, it is possible that
there will be an expansion of dominance in the contingencies
of changes. Consensual coordinations of conducts inaugurate
the linguistic domain [12]; [13]. An example of language
coordination is the situation that occurs when a couple starts
their living with a first baby, and some friend visiting the
house notices, as an external observer: ”Wow, the dynamics
of this house have completely changed!” The parents and
the baby initiate a history of recurring interactions where the
coordination of conduct between family members and the baby
undergoes changes in their environment as a result of that
history. A domain of consensual behavior is then established,
as it was easily noticed by an observer.

Maturana emphasizes that language appears in this type of
”co-drift story”, ”as an inevitable condition of the history of re-
curring interactions”. The language emerges as “coordination
of behavior and consensual coordination of behavior” ( [12], p.

85), as a set of normative social practices [2]; [9]. An example
of behavior in the linguistic domain is the friend’s speech when
visiting the newborn. It is classically highlighted in enactive
and autopoietic theory that the emergence of language does
not demand anything special, such as internal mental content
or intentional representation, these concepts are reduced and
eliminated by the concepts of functional closure [2]; [9].
Chalmers, also, highlights this point in his functional theory
of language [4].

In the following section, we will go on to describe an
integral view of MAS using a quadrants-based meta-model.
In the section IV we will present the meta-model from an
enactive perspective for describing MAS and the realization of
social processes, like the emergence of language in MultiAgent
Based Simulation (MABS).

III. MULTIAGENT SYSTEMS IN AN INTEGRAL VIEW:
LANGUAGE AS NORMATIVE SOCIAL PRACTICES

In order to describe different aspects of Multiagent systems,
Ferber [6] leaned on Wilber’s theory [18], who describes
in four quadrants an integral view for psychology based on
the concepts of subjectivity, objectivity, interobjectivity and
intersubjectivity. The subjectivity quadrant is obtained by the
Individual / Interior composition (I-I). The objectivity quadrant
is obtained by the Individual / Exterior composition (I-E).
The interobjectivity quadrant is obtained by the Collective /
Exterior composition (C-E) and the intersubjectivity quadrant
is obtained by the Collective / Interior composition (C-I).

Fig. 2. Analysis of MAS according to an integral view ( [6], p. 15).

A series of psychological and social aspects are described
in the meta-model, serving as a basis for understanding the
investigated phenomena for the design of agent and MAS ar-
chitectures. In Wilber’s integral view, mental states, emotions,
beliefs, desires, intentions and even cognition are described
as subjective phenomena or as inherent to the interiority of
individuals [18]. In this quadrant everything that concerns
to the “I” (the “self”) would be comprised. Behaviors of
agents, of objects, observable processes and the bodies of
agents are described as objectives or external things. In an
emblematic way, this quadrant is described as being in the
order of “It” or “This”. In the integral view, facts and social
structures are subject to reification. Organizations, forms of
interaction and the environment as a space for interaction are
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described as interobjective phenomena or as of the order of
the “Sociosphere”. In this quadrant everything that is of the
order of ”Them” or ”All This” would be comprised. Shared
knowledge and collective knowledge, ontologies, social norms
and conventions, language and semantics are described as
intersubjective or of the order of the “Noosphere”, which is
all about ”We” or ”us”.

In our view, quadrants are an interesting tool for the
schematic understanding of popular descriptions of psycho-
logical and social phenomena. Mapping these descriptions is
useful to transpose notions expressed about a psychosocial
theme in models and simulations based on agents. Never-
theless, Wilber’s view is not compatible with the enactive
and autopoietic theory of psychosocial phenomena [18]. In
both meta-models, from Maturana [12] and Ferber [6], we
find a description of language as social norms and practices.
However, fundamental differences do occur, which we will be
explored in the next section.

IV. A MULTIAGENT META-MODEL FOR THE DESCRIPTION
OF SOCIO-COGNITIVE PROCESSES

The central point of our conceptual analysis rests on the
concepts of interiority and individuality present in Ferber’s
meta-model [6] that demanded a conceptual review from an
enactive perspective, which resulted in the proposal of our
meta-model below for describing MAS. From an enactive
perspective, the concepts of interiority and exteriority are
reduced and eliminated by the concepts of organizational
and functional closure and; the concepts of individual and
collective were analyzed as is traditionally done in the enactive
perspective from the concepts of structural coupling of second
and third orders.

Traditionally, agents are described as autonomous units of
information processing, notion that derive from a cognitivist
perspective [3]. According to Ferber, however, the agent is a
computational entity, a process, located in a virtual or real
environment [6]. Starting from the theoretical framework of
the enactive and autopoietic theory, we defend that an artificial
agent is defined first of all by its organization and then by
its functioning in the environment. Thus, the agent is an
organizationally and functionally closed unit, and artificial
agents have, as designed by the human being, their initial
organization and thus, an initial mode of functioning in the
environment.

In the proposed meta-model it is intended to situate very
common concepts in the domain of MAS. The agent and its
architecture, which may or may not have a semiotic structure
[10]; [11]; [16]; [17], is described as an organizationally closed
unit, which when concretely implemented (as it is commonly
said), will be structurally coupled by a human designer in a
physical (material) level of the natural organization. In this
sense, robots like Sophia from Hanson Robotics, are designed
with such a body structure that enables it to be inserted in a
certain way in the social dynamics of human relationships.

Starting with the upper-left quadrant of figure 3, from
the composition “Structural coupling level n / Organizational

closure” (SCn-OC), we describe the concepts of agent, agent
architecture and semiotic structure of agent architecture. Fol-
lowing to the upper-right quadrant, from the composition
“Structural coupling level n / Functional closure” (SCn-FC),
we describe the behaviors of agents in the environment, the
concepts of situated agent and embedded agent. These first
two quadrants are central to the so-called Agent Centered
Multiagent Systems (ACMAS) approach.

Fig. 3. Analysis of MAS according to an enactive vision. The figure
illustrates language in artificial agents occurring from a semiotic structure,
situated behaviors, social practices and a social structure of language, that
is; as “coordination of behaviors and consensual coordinations of behaviors”.
Social practices occur as behavior coordinations, but consensual coordinations
depend on the formation of social organizations; social norms and conventions
and, then, the emergence of a social structure of language.

The following two quadrants at the bottom of figure 3,
describe fundamental characteristics in the so-called Orga-
nization Centered Multiagent Systems (OCMAS) approach.
In this case, the concept of emergent organization takes the
focus of the design and implementation of the MAS [6].
From the composition “Structural coupling n+1 / Functional
closure” (SCn+1-FC), there is a series of emerging phenom-
ena. Classically, it is understood that micro-behaviors (at
level n) can lead to macro-behaviors (at level n+1). We then
describe in the bottom left quadrant social practices, uses,
the semantics as uses, the language as coordination of the
practices of agents in their environments and the environment
as a space modifiable by interactions. In the last quadrant,
at bottom right, we zoom in again on the internal dynamics
of the system, highlighting the formation of social groups,
with a social organization being a group of at least one social
group [6]. At this level of the organization of the system we
describe social organizations, social norms and conventions
and also the structure of language. It is emphasized that these
phenomena cannot be reduced to the processes described in
the architectures of the agents. The social processes in their
organizations provide normative patterns of disturbances on
the structure of the agent, which may lead to the evolution of
their architecture. The following meta-model in the figure 4
presents the evolution of these ontologies described above.

With the modification of the agent’s architecture due to the
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Fig. 4. Evolution of MAS according to an enactive vision.

emergence of normative social practices embodied in social
organizations, a new cycle begins in the MAS. Thus, the
new architecture will provide for the emergence of behaviors
in the system, social practices will evolve together with the
environment, leading to the evolution of language and seman-
tics (emergent uses in MAS). Finally, the social organization
itself also evolves as a result of these collective practices,
with the possibility of forming new social groups, norms and
conventions, and thus also of the social structure of language.
We understand that language variation occurs fundamentally
with the formation of different social groups, it occurs as
variations in the norms of social practices.

We understand to capture here the essentials of Maturana
and Varela views about language as “history of co-drift”, “as
an inevitable condition of the history of recurring interactions”.
The language emerges as “coordination of behavior and con-
sensual coordination of behavior” [12]; [13]; [14], as a set
of normative social practices. The realization of language in
artificial agents is the result of several recurring functions in
MAS defining the agent architecture, as well as the MAS ar-
chitecture. The organizational and functional closure embodied
in certain structural coupling level leads to coordinations of
behaviors (collective practices), and consensual coordinations
of behaviors (normative social practices), occurring from an
agent architecture (that can have a semiotic structure), situated
behaviors, social practices and a social structure of lan-
guage. Social practices appear from coordinations of behavior,
however, consensual coordinations require the formation of
social organizations, with social norms and conventions and,
then, with the realization of the social structure of language.
However, a challenge is imposed in the design of semiotic
architectures of agents from an enactive perspective. As a
requirement, it is necessary that the semiotic structure of
the agents can be self-developed by the system, not directly
implemented by the programmer.

V. FINAL CONSIDERATIONS

The objective of this article was to describe social processes
and among them language in particular, based on: a) the

enactive and autopoietic theory of cognition, which describes
language as a social phenomenon and the linguistic domain as
processes of communication over communications [12]; [13];
[14]; b) the Ferber’s meta-model [6], which describes MAS
from a view based on Wilber’s [18], where each quadrant
of the meta-model describes psychosocial processes from the
subjectivity and objectivity dichotomy. Fundamental aspects
of MAS, such as the architecture of agents, the formation of
artificial organizations and the emergence of language were
presented from this meta-model [1]; [6]; [7]; [15].

However, even though the enactive theory and the integral
view describe language as a social process, occurring in social
organizations, based on social structures and processes, there
are incompatible differences between the enactive view and the
Wilber’s integral view. Fundamental ontological differences
were pointed out, which led us to propose a meta-model to
describe MAS and the realization of language in artificial
agents in a strictly enactive perspective, using a four-quadrant
map. The central point of our conceptual analysis highlighted
that the concepts of interiority and individuality present in
Ferber’s meta-model [6] are liable to be reduced and replaced
by the concepts of organizational and functional closure and
that, the concepts of individual and collective were analyzed
as it is traditionally done in the enactive perspective from the
concepts of structural coupling of second and third orders.

We conclude with the understanding that our meta-model
of description of MAS under an enactive vision captures the
essentials of Maturana and Varela about language as a history
of co-drift [12]; [13]; [14], “as an inevitable condition in the
history of recurring interactions” (p. 85). We emphasize that
language emerges as “coordination of behavior and consensual
coordinations of behavior” ( [12], p. 85), as a set of social
practices in different forms of social organizations. However,
a challenge is imposed in the design of semiotic architectures
of agents from an enactive perspective because it is necessary
that the semiotic structure of the agents architecture can be
self-developed by the Multiagent system and not directly
implemented by the designer, which is a target for a future
work.
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