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COGNITIVE 2016

Forward

The Eighth International Conference on Advanced Cognitive Technologies and Applications
(COGNITIVE 2016), held between March 20-24, 2016 in Rome, Italy, targeted advanced
concepts, solutions and applications of artificial intelligence, knowledge processing, agents, as
key-players, and autonomy as manifestation of self-organized entities and systems. The
advances in applying ontology and semantics concepts, web-oriented agents, ambient
intelligence, and coordination between autonomous entities led to different solutions on
knowledge discovery, learning, and social solutions.

The conference had the following tracks:

 Brain information processing and informatics

 Artificial intelligence and cognition

 Agent-based adaptive systems

 Applications

Similar to the previous edition, this event attracted excellent contributions and active
participation from all over the world. We were very pleased to receive top quality
contributions.

We take here the opportunity to warmly thank all the members of the COGNITIVE 2016
technical program committee, as well as the numerous reviewers. The creation of such a high
quality conference program would not have been possible without their involvement. We also
kindly thank all the authors that dedicated much of their time and effort to contribute to
COGNITIVE 2016. We truly believe that, thanks to all these efforts, the final conference
program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations and sponsors. We also gratefully thank the members of the COGNITIVE 2016
organizing committee for their help in handling the logistics and for their work that made this
professional meeting a success.

We hope COGNITIVE 2016 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in the area of
cognitive technologies and applications. We also hope that Rome provided a pleasant
environment during the conference and everyone saved some time for exploring this beautiful
city.
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Interface for Communication Between Robotic and Cognitive Systems
Through the Use of a Cognitive Ontology

Helio Azevedo(1,2) Roseli Aparecida Francelin Romero (1)

(1) ICMC-USP / University of São Paulo
(2) Center for Information Technology Renato Archer (CTI)

São Paulo , Brazil
Email: hazevedo@usp.br , rafrance@icmc.usp.br

Abstract—The demand for socially interactive robots has in-
creased annually. In particular, service robots have invaded homes
and worked directly with humans who, in general, are not
familiar with such devices. Their acceptance is conditioned to
the evolution of research in the area of human-robot interaction.
This paper contributes towards this acceptance process presenting
an ontology that accelerates the implementation of cognitive
systems in robots and enables the reproduction of experiments
associated with cognitive models and comparison among different
implementations. The specific objective is the definition of an
ontology that provides a protocol for communication between
cognitive and robot part systems.

Keywords–cognitive model; robot; ontology.

I. INTRODUCTION

The growing use of robots in the modern society is a
reality [1]. Only a few decades have passed from a beginning
restricted to production environments to the use of service
robots in homes. Inside a residence, robots must use similar
interaction processes to interact directly with humans.

Such dissemination of robots requires a growth in research
on Human-Robot Interactions (HRI), particularly in the sub-
area defined by Fong [2] as Socially Interactive Robots (SIR).
Therefore, the evolution of research into cognitive systems
is one of the basic conditions for the consolidation of SIR.
However, such research is hindered by the existence of multiple
robot platforms, of which many are proprietary, a fact that
minimizes the exchange of knowledge and skills among re-
searchers. Moreover several programming frameworks exhibit
different architectures and interfaces, which cause the subtrac-
tion of resources and delay in the achievement of results.

SIR applications demand more flexible solutions than those
offered by hierarchical, reactive and hybrid classical robotic
architectures [3]. On the other hand, cognitive architectures
have emerged for modeling the cognitive aspects present in
processing systems required by the society. They offer an
interesting approach. However, there is a question concerning
the facilitation of communication between the systems present
in these two ”worlds“: robotic and cognitive.

Before delving into such a question, let us recall some
definitions. A robot is an agent that acts in the physical world
to accomplish one or more tasks. In this work, we assume
the robot processing system is organized into two hierarchical
systems. The first, named ”cognitive system“, models the

cognitive architecture [4], whereas the second, named ”robot
part system“, controls the devices attached to the robot [5].

Our hypothesis is there is a gap of communication between
the cognitive model and the system that controls the sensors
and actuators of robots. As an approach to reduce this gap, we
propose defining a set of formally related terms that enables
this communication. The strategy for the achievement of such
a formalization is the definition of a cognitive ontology, named
”OntCog“, whose benefits involve:

• establishment of a standardized interface between the
”cognitive system“ and the ”robot part system“,

• facilitation of the development of cognitive robotic
simulators,

• minimization of laboratory costs for research on cog-
nitive science applied to robotics, and

• facilitation of the construction of reference environ-
ments for the development, evaluation and comparison
of the performance of cognitive applications.

Few studies have prioritized the development of a protocol
for the modeling of cognitive aspects. Novikova et al. [6]
designed a platform, named SIGVerse, for the modeling of
a robot agent in a 3D environment that interacts with a human
avatar controlled by Wii, Kinect and Oculus Rift interfaces.
Wii controls the walking movements, Kinect controls the trunk
that enables the avatar to pick up objects and perform gestures,
and Oculus Rift increases the effect of interaction with the
3D environment. The cognitive aspect is achieved through the
recognition of two emotions in interaction, namely surprise
and happiness.

On the other hand, some studies have attempted to sim-
ulate cognition in humans instead of robots. Faber et al. [7]
performed a planning of assembly tasks in a manufacturing
system considering the knowledge of human operators. This
knowledge is initially absorbed by the analysis of the strategies
used by operators during the assembly of mechanical compo-
nents and then employed in the construction of a knowledge
base (production rules) used in the manufacturing planning.

This paper is organized as follows: Section II presents
the cognitive ontology proposed and highlights questions that
are research subjects; Section III describes the strategies for
the validation and verification process of the ontology; finally,
Section IV summarizes the conclusions.

1Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-462-6
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II. COGNITIVE ONTOLOGY

This study aims at a protocol for the transfer of information
at a higher cognition level. Below are questions that naturally
arose in the proposal:

• What is the desired cognition level?: The spectrum
of cognitive information is wide and ranges from
sensations to memory, emotions and creativity. Our
initial hypothesis states that the protocol is used as an
interface between the cognitive and robot part systems.
In this scenario, our interest is on the senses, i.e.,
sight, hearing, touch, taste and smell. We assume the
other abstration levels of cognition are generated by
the cognitive system, therefore, the representation of
such information in the protocol is not required.

• How can this information be represented?: Data
stream should not be used in the representation of
senses obtained directly from sensors, but rather, a
more high-level must be considered. Regarding the
”hearing sense“, the information would be words,
sirens, birds, music, etc. A point for discussion con-
cerns the way ”attention focus“ information should be
aggregated to the message.

The natural way of describing this protocol is by using
ontologies. An ontology formally describes objects and their
relationships in a knowledge domain and its main advantages
include [8]:

• offer of a formally defined vocabulary,
• implementation as a semantic data model,
• possibility of data integration and exchange of infor-

mation among agents, and
• supply of consistency check tools.

Over the past few years, several ontologies have been pro-
posed for robotic applications, however, according to Prestes
[9], they are not generic enough to fully meet the needs of
robotics and automation areas. The IEEE offered the 1872-
2015 - IEEE Standard Ontologies for Robotics and Automation
[5] in 2015 and defined four ontologies, namely CORA, a
core ontology targeted to robotics and automation, Corax,
which presents common concepts in robotics and automation,
RPARTS, which defines concepts that represent parts of the
robot, and POS, which defines general notions of position and
orientation.

We are particularly interested in CORA, as it represents the
highest level of abstraction under which other groups develop
specific ontologies. The ontology proposed in this paper is
adherent to CORA, as adherence to international standards
minimizes the development efforts and provides better results.

A. Senses Axioms
Our perception of the environment is generated from infor-

mation gathered by the senses. Sense Axioms (Figure 1) define
the objects, properties and relations present in robot sensory
information.

The first open question on this topic regards the type of in-
formation, i.e., whether it is symbolic or numeric. Concerning
the taste sense, the robot sensory information can be classified
as sweet, bitter, sour and salty (symbolic types) or ph level
(numerical type). Another question is related to the cognitive

information composition that must travel on the established
interface. As an example, rather than notifying the taste and
smell perception, we could use flavor.

The treatment to be given to information present only
in robots, but not in humans, as magnetism, radioactivity,
infrared, etc, must also be taken into account. The ontology
modeling can range from a super class definition, named
Generic, to the inclusion of a class for each sensor type or
distribution of information between basic senses. For example,
the infrared might be bonded with sight.

Figure 1. Senses Subclasses.

B. Act Axioms

Another group of information defined in the protocol
represents messages from a cognitive system to a robot part
system (Figure 2). In this group the central question is at what
level of detail should the action be described?. For example,
the action of picking up an object in the robot visual field can
be broken down into the following steps: determination of the
object position, size analysis, calculation of mass, identification
of the motion sequence of the actuator arm, verification of
obstacles in the path of each junction, execution of movements
and capture of the object. Another possibility would be the
simple sending of a message with the following content: ”Get
object X in position Y“.

III. VERIFICATION AND VALIDATION

After the ontology definition, the results must be ver-
ified and validated. The verification (Are we building the
product correctly?) is based on the OntoClean methodology
[10], which provides a formal basis for the validation of the
ontological adequacy of taxonomic relationships. The strategy
is to aggregate a set of meta information (Rigidity , Identity,
Unity, and Dependence) to the ontology classes and iteratively
refine the original taxonomic structure.

Validation (Are we building the right product?) is carried
out through the testing of the ontology in a controlled en-
vironment, i.e., given a usage scenario, ”OntCog” must offer
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Figure 2. Actuator Subclasses.

resources for the representation of the exchange of information
between the cognitive and robot part systems.

Robotics report V.O. [11] proposes the creation of an
environment called ”Robot City Environment“, where robots
would be inserted and validated through interactions with
human actors. The use of validation environments is the basis
for a system testing, however, ”Robot City Environment“
incurs a high implementation cost.

We propose an alternative approach based on a simulator
rather than emulated cities. Figure 3 shows the architecture for
the simulator called Cognitive Model Development Environ-
ment (CMDE), which represents an environment for the eval-
uation of cognitive models. CMDE consists of two processing
nodes, of which the first implements a ”cognitive system”
to be tested in CMDE environment and the second, called
Robot City Simulator (RCS), is a cognitive model simulator.
RCS includes the ”robot part system“ and the programming
interfaces used in the parameterization of the environment
required during a simulation.

Figure 3. Cognitive Model Development Environment.

IV. CONCLUSION

This paper has addressed the hypothesis there exists a
gap of communication between cognitive and robot part sys-
tems that directly impacts on the complexity increase in the
cognitive systems development and difficulty of reproducing
experiments. The strategy proposed for its minimization is the
definition of an ontology that enables the design of a cognitive-
level protocol for the development of socially interactive
robots.

The expected results are more flexibility to the process
of elaboration and validation of robotic cognitive systems by
decreasing the researcher efforts and allowing the development
of cognitive research in smaller laboratories and with fewer
resources through simulators adherent to ”OntCog“ ontology.
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Abstract—The emergence of social media has led to a new era
of information communication, in which vast amounts of infor-
mation are available that is potentially valuable for emergency
management. This supplements and enhances the data available
through government bodies, emergency response agencies, and
broadcasters. Techniques developed for visual content analysis
can be useful tools to improve current emergency management
systems. We present a new flood event scene recognition system
based on social media visual content and text analysis. The
concept of ontology is introduced that enables the text and
image analysis to be linked at an atomic or hierarchal level.We
accelerate web image analysis by using a new framework that
incorporates a novel “Squiral” (square spiral) Image Processing
addressing scheme with the state-of-art “Speeded-up Robust
Features”. The focus of recognition was to identify the water
or person images from the background images. Image URLs
were obtained based on text analysis using English and German
languages. We demonstrate the efficiency of the new image
features and accuracy of recognition of flood water and persons
within images, and hence the potential to enhance emergency
management systems. The system for the atomic level recognition
was evaluated using flood event related image data available
from the US Federal Emergency Management Agency media
library and public German Facebook pages and groups related
to flood and flood aid. This evaluation was performed for and
on behalf of an EU-FP7 Project Security Systems for Language
and Image Analysis(Slandail), a system for managing disasters
specifically with the help of digital media including social and
legacy media. The system is intended to be incorporated by the
project technology partners CID GmBH and DataPiano SA.

Keywords–flood event recognition; fast image processing; social
media analysis; multimodal data fusion; emergency management.

I. I NTRODUCTION

The use of social media in disaster and crisis management
is increasing rapidly within the EU and will catch up with
similar use of social media in the USA. The end-user partners
in the Slandail Project (An Garda Siochana the Irish Police,
Police Service of Northern Ireland, Protezione Civile Veneto,
and Bundeskommando Leipzig, Germany) have reported use
of social media together with legacy media in natural disasters
focusing on flooding events in Belfast, Dublin, Leipzig and
Venice. The specification of the end-user partners is being
used to develop the Slandail system and will be made publicly
available in 2017 [15]. Our research has shown that whilst
the current focus in disaster management system is on text

analytics, still and moving images made available through
social media will initially leverage text analytics, in thelonger
term image analytics will have a profound positive impact
on disaster management. The advantages of rapid information
sharing between the victims and the disaster managers, facil-
itated by social media, is offset to some extent by the fear
of incorrect or misleading information being spread through
social media. For most existing web search platforms, such
as Bing, Google and Yahoo, searches are based on contextual
information, i.e., tags, time or location. Text-based search is
fast and convenient, thought search results can be mismatched,
of low relevance, or duplicated due to noise [16]. There are off-
line techniques for identifying fake images have been proposed
[5] and some online (real-time) techniques for “debunking”
fake images on social media reported in [8]. Techniques
developed for visual content analysis are valuable for im-
proving search quality and recognition capabilities of current
emergency management systems. In this work, we focus on
scene recognition to enhance the information available within
emergency management systems, with particular emphasis on
flood event recognition.

Although image analytics have been applied widely in
many areas, social media image content analysis has not been
exploited fully within emergency management systems. For
example during the flood in Germany in 2013, many Facebook
pages and groups were created (mainly by private persons)
and used in order to exchange information and coordinate
the help of volunteers, in which images posted on social
media may be used as “sensors” for detecting or monitoring
possible flooding events. Many existing emergency manage-
ment platforms directly share or display the visual content
provided by simple text search [13] [11], in which the social
media images are used only for information sharing without
incorporation of image analysis. Social media are equipped
with rich contextual information such as tags, comments, geo-
locations and capture device metadata, which are valuable for
web-based applications. Not only are the images and videos
described by meta-data fields (e.g., title, descriptions, or tags),
but content analysis can be used to enhance visual content
filtering, selection, and interpretation, with the potential to
improve the efficiency of an emergency management system.
This work aims to develop a novel and efficient emergency
event recognition framework, in which text and image analysis
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Figure 1. Flood event recognition system including image resources together with text and image analysis.

are deployed to identify flood event images from news feeds
and popular social network web sites.

One key requirement for the wide-spread adaptation of im-
age analytics is the ability of disaster management systemsto
react in real time: Here our contribution through the proposed
“Squiral” (square-spiral) Image Processing (SIP) framework
will be significant. Different approaches have been proposed
for fast image processing. Some studies have attempted to
reduce the image size, such as in a study for mobile image
search [10], the image is compressed first then learned by
a 3D model developed for landmark recognition. The rich
contextual information available from the web can be used to
filter the visual content and therefore reduce processing time,
such as using the features from YouTube thumbnail images
for near-duplicate video elimination [16]. Some studies have
also considered biologically motivated feature extraction [14]
for fast feature extraction on hexagonal pixel based images. In
recent work, we proposed a novel SIP framework [6] which
develops a spiral addressing scheme for standard square pixel-
based images. A SIP-based convolution technique is developed
based on simulating the eye tremor phenomenon of the human
visual system [14] [2], to accelerate the computation required
for feature extraction. In this work, we incorporate the SIP
addressing scheme within the Speeded-up Robust Features
(SURF) [1] algorithm to improve the efficiency of web image
recognition.

The development of the flood event image recognition
algorithm and the overall recognition system that combines
image and text analysis are described in Section II. The
framework for fast image processing, essential for real time
image and video analysis, is also outlined and an approach to
link SURF with the SIP framework is presented. An evaluation
of the recognition system performance and feature detection
is also provided in Section III, followed by discussion of the
results and conclusions in Section IV.

II. M ETHODS

A. Proposed Framework

A block diagram of the proposed flood event image
recognition framework is presented in Figure 1. The system
includes the web image resources, together with text and

image analysis. Firstly, text analysis is performed and theflood
event related corpus is obtained from a range of resources
such as news feeds, government agency web sites and social
networking sites. The corpus includes information on event
location, time, article titles, descriptions, and URLs forimages.
The URLs are used to extract the flood event images that may
contain flood water, people, roads, cars, and other entities. The
images collected are used in training the recognition system,
which includes image feature extraction, learning of visual
words and construction of feature representation based on
the Bag-of-Words (BoW) model [12]. The details of feature
extraction method is given in Section II.E. After training,the
system is able to identify the target event images, such as
images containing flood water and people. Output from the
recognition process is saved in a text file using a common
data format (such as XML Metadata Interchange) to facilitate
information exchange and interoperability between the image
and text analysis systems.

B. Concept of Ontology

To facilitate the link between image and text analysis, we
introduce the concept of an ontology as the basis of event
recognition for selected applications within the scope of natural
disasters. In general, an ontology can be defined as the formal
specification of a vocabulary of concepts and the relationships
between them. In the context of computer and information
science, ontology defines a set of primitives, such as classes,
attributes or properties and relationships between the class
members [4]. The concept of ontology has been applied
increasingly in automated recognition tasks such as recognition
of objects [3], characters [4], and emotion [17]. In this work,
we introduce the concept of ontology to image-based flood
event recognition. An example of a simple ontology, repre-
senting the flood event image and the relationships between
related event images, is shown in Figure 2. This example
illustrates that a flood event image may contain both flood
water and people. (In the following part of this paper, “water”
refers to “flood water”.) This work was focused on single event
recognition (atomic level). A more complex ontology structure
can be constructed based on hierarchies and inheritance rules,
which will be linked to text analysis in future development.
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Figure 2. An example of a simple ontology representing flood event images.

C. Recognition Model

The image recognition is based on the BoW model [12].
In BoW the local features are first mapped to a codebook
created by a clustering method such as k-means and then
represented by a histogram of the visual words that is used for
classification. As the BoW model does not rely on the spatial
information of local features, learning is efficient (though loss
of spatial information due to the histogram representationmay
affect accuracy). A system based on the BoW model is shown
in Figure 3. Note that, for the image recognition system, the

Figure 3. The recognition system based on the BoW model.

“word” refers to the “visual word”, which is represented by a
set of feature centres resulting from the clustering method.
The classification is based on a Support Vector Machine
(SVM). The output can be saved in a text format for further
text and image analysis integration. To accelerate recognition
performance, in the feature extraction stage we have introduced
a new SIP framework to link with SURF. The details of SIP
addressing and the development of the feature are explained
in sub-sections D and E.

D. “Squiral” (Square-Spiral) Image Processing (SIP)

Fast image processing is a key element in achieving real-
time image and video analysis. Real-time data processing
is a challenging task, particularly when handling large-scale
image and video data from social media. Recently we have
developed a novel SIP framework that introduces a spiral
addressing scheme for standard square pixel-based images [6].
The SIP-based approach enables the image pixel values to be
stored in a 1D vector, facilitating fast access and accelerating
the execution of subsequent image processing algorithms by
mimicking aspects of the eye tremor phenomenon in the
human visual system. Layer-1 of the SIP addressing scheme
comprises 9 pixels in a spiral pattern as shown at the centre of
Figure 4. Subsequent layers of the SIP addressing scheme are
built recursively: a complete layer-2 SIP addressing scheme is
shown in Figure 4. The SIP structure facilitates the use of base
9 numbering to address each pixel within the image. For ex-
ample, the pixels in layer-1 are labelled from 0 to 8, indexedin
a clockwise direction. The base 9 indexing continues into each
layer, e.g., layer-2 starts from 10, 11, 12, ... and finishes at 88.
Subsequent layers are structured recursively. The converted SIP
image is stored in a one-dimensional vector according to the

spiral addresses. Conversion of standard two-dimensionalpixel
indices to the 1D SIP addressing scheme can be achieved easily
using an existing lattice with a Cartesian coordinate system.
Furthermore, the approach can be used for efficient convolution
of existing image processing operators designed for standard
rectangular pixel-based images,and so the approach does not
require any new operators to be developed.

Figure 4. The spiral addressing scheme for layer-2 SIP.

E. SIP-based Features (SIPF)
We incorporate the SIP addressing scheme with the image

feature SURF [1] to improve the efficiency of web image
analysis. We refer to the resulting feature as SIP-based Features
(SIPF). SURF has been used widely in image analysis and has
shown advantages over SIFT [9]. It has been demonstrated
in [6] [7] that SIP-based convolution produces exactly the
same results as standard convolution, and hence in our current
implementation we use the interest points detected by SURF
but rearrange the SURF features according to the SIP address-
ing scheme. As shown in Figure 5 (a), the SURF feature is
constructed based on a square region centred on the detected
SURF interest point. The region is divided into smaller4× 4

sub-regions, and within each sub-region the wavelet responses
are computed. The responses include the sums ofdx, |dx|, dy,
and |dy|, computed relative to the orientation of the grid,
where dx and dy are the Haar wavelet responses in the
horizontal and vertical direction respectively;|dx| and|dy| are
the sums of the absolute values of the responses, respectively.
Hence each sub-region has a four-dimensional descriptor vec-
tor [dx, dy, |dx|, |dy|]. Concatenating these for all4 × 4 sub-
regions results in a SURF descriptor vector of length 64. To

Figure 5. (a) SURF feature construction [1]; (b) SIPF feature based on
layer-1 SIP addressing scheme.

construct the equivalent with the SIP framework, we apply the
layer-1 SIP addressing scheme to rearrange the SURF feature
obtained from each interest point. In order to match the layer-
1 SIP structure, the4 × 4 sub-regions are resized to3 × 3
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sub-regions using bicubic interpolation method (in which the
output pixel value is a weighted average of pixels in the nearest
4-by-4 neighborhood), and then the corresponding response
values are rearranged according to the layer-1 SIP addressing
scheme as shown in Figure 5 (b). This results in a descriptor of
length9× 4 = 36. Note that the current implementation does
not involve full SIP image conversion and SIP convolution,
but it yields the same outcome and may be considered as
an initial stage from which future development of a full SIP
image feature detection algorithm will be completed. Because
the SIPF feature vector length is shorter than that for SURF (36
values rather than 64), we expect additional efficiency gains
for computation as well as the benefits of the 1D addressing
system. In our computational experiments the performance in
terms of recognition and efficiency based on SURF and SIFP
are evaluated and compared.

III. E XPERIMENTAL RESULTS

A. Data
The flood event-related image data were collected from

two sources: the US Federal Emergency Management Agency
(FEMA) media library and public German Facebook pages and
groups related to flood and flood aid. These choices represent
the resources of a government agency and a social networking
site respectively. A collection of images from official sources
such as FEMA was compiled to act as a benchmark for
comparison with potentially lower quality images published
on social media platforms. As an emergency management
authority, FEMA’s web site provides high quality images with
high image resolution. The original FEMA images (typically
of maximum dimension 2000-4000 pixels) were collected from
the FEMA media library using a web scraper based on text-
based searching for the disaster type “flooding”. A total of
6000 FEMA images were collected, in which 1200 images
were selected and used in the experiments, including 400
images for each of three groups: flood water, people, and back-
ground, respectively. The background images contain neither
flood water nor people. Images of people may contain single
or multiple persons. The permission of publicly displayingthe
FEMA images were obtained from FEMA news desk. Ideally
the flood water image does not contain person and vice versa,
however this does not affect single event recognition whichis
the focus of this work.

As one of the most popular social networking sites, Face-
book contains a large number of images related to flood events.
Flood related images were collected from Facebook by using
a keyword search, and the images collected have a maximum
height of 720 pixels. The German Facebook image URLs were
obtained by identifying and searching German public Face-
book accounts (public sites or public groups), account names
containing the word “Hochwasser” (flood) or “Fluthilfe” (flood
aid or help in case of flood). From these accounts, the public
messages or posts with the type “photo” having a “link” and
a “picture” (since both contain an URL) were selected and
their URLs were saved. A total of 5000 Facebook images
were collected from German Facebook in which 1200 images
were selected, which include 400 containing flood water, 400
containing a person (or persons), and 400 background images.

B. Comparison of Image Features
Comparison of performance based on image features SURF

and SIPF was conducted using the original FEMA image data,

which include 50 flood water images and 150 background
images. A two-fold cross validation was performed on the
different image sizes, such as 0.2, 0.4, 0.6 and 0.8 of the
original size. The number of words in the BoW model was 500.
The system performance evaluation is based on the average
precision (AP), which can be obtained based on the area under
the precision-recall curve.

As high resolution images are expensive in terms of
memory storage and processing time, we compared the com-
putational efficiency using recognition run-time with different
image scales using three feature extractors: SIFT, SURF, and
SIPF, which have feature dimensions of 128, 64, and 36,
respectively. The run-time includes the time for feature point
detection, feature extraction, calculating the feature histogram,
and SVM classification. The run-time results for water image
recognition are shown in Figure 6. It can be seen that the
computation time increases with the image size. The SIFT
detector (dimension 128) is more time-consuming than SURF
and SIPF. Both SURF and SIPF are similar in run-times,
but SIFP is slightly faster (when the time for SIP conversion
is excluded). We also compared the recognition performance
based on SURF and SIPF features using different image sizes.
The mean of AP (mAP) values are shown in Figure 7 and
SIPF has a better recognition rate than SURF using different
image sizes. Since the primary aim of this work is to develop
a framework for flood event recognition, the evaluation was
based only on flood event related images.

C. Evaluation of Event Recognition

To test the performance of flood event recognition, we used
FEMA images containing flood water and persons. The images
without water or persons are used as background images. The
original FEMA images are resized to the standard FEMA web
version size (dimension 1024 x 680). Using web-sized images
suits the reality of end-user needs, as images presented on the
FEMA web site are already resized and compressed.

1) Test of Parameter Settings:The number of words in
the BoW model can affect the system’s efficiency, such as a
smaller number of words may help to reduce the processing
time. We investigated how different parameter settings may
affect the recognition performance based on different number
of words and the total number of training data. For each
group 200 images were used for testing, 200 for training.
Half training data contains water or person and another half
are background images, i.e., 400 training data include 200
water or person and 200 background images. The results are
shown in Figure 8 and Figure 9. It can be seen that for water
images, using 500 words results in better performance than
using 1000 words; for person recognition, using 1000 words
results in better performance. In terms of training data, the
overall performance improves as the number of data examples
is increased.

2) Comparison of FEMA and Facebook Image Data:The
performance based on FEMA and Facebook image data set was
compared. For each data set 800 images were used (each class
has 400 images plus 400 background images). The number of
words used was 500, 5-fold cross validation was performed
and the mAP calculated. The results are shown in Figure 10
and Figure 11. The performance using FEMA and Facebook
images appears to be similar, with the recognition system
performing well for both. Furthermore, in terms of feature
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Figure 6. Comparison of run time using features SIFT, SURF and SIPF.

Figure 7. Comparison of recognition rate based on SURF and SIPF.

Figure 8. Performance using different number of words for water images.

performance, SIPF appears to be slightly better than SURF,
as shown in both Figure 10 and Figure 11, supporting the use
of the more compact representation of the SIP based features.

3) Test of Event Recognition:The atomic level recognition
system is built based on a binary classification, which is
designed to identify a single event, such as whether the
image contains flood water. For a future development, a more
complex recognition system will be built to incorporate multi-
class classification. Examples of FEMA images recognised as
containing water and as containing persons, respectively,are

Figure 9. Performance using different number of words for person images.

Figure 10. Comparison of performance based on water images from FEMA
and Facebook (FB).

Figure 11. Comparison of performance based on person imagesfrom FEMA
and Facebook (FB).

shown in Figure 12 (a) and Figure 12 (b). The target images
are identified and ranked by the recognition score provided by
the SVM. For further integration of the image analysis with
text analysis, the outputs of image recognition were saved in a
text file, including the top N ranked images, scores and image
IDs.
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(a) (b)

Figure 12. Examples of flood event image recognition: (a) water images (AP = 89.50%) and (b) person images (AP = 85.44%).

IV. CONCLUSION

In this work we propose a novel framework that introduces
the SIP addressing scheme to facilitate fast web visual content
analysis in the context of enabling linkage of visual content
analysis and text analysis. The framework is developed with
close linkage to text analysis, in which the images are obtained
based on a corpus from text analysis. The outcomes of event
recognition can be stored using a common data format to
facilitate further system integration. The overall purpose is to
enable more efficient information exchange in emergency man-
agement systems. Hence, an image-based event recognition
system has been developed based specifically on flood events,
in which images containing flood water and persons were
used as examples of using concept of ontology. The system
developed can be extended for a more complex ontology
structure and higher level scenario recognition in future work.
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Abstract—Most of people think an agent is very diffrent from
human. The mental stance provides a critical barrier for an
agent to cross before it can be accepted as a social partner.
In this study, we focused on the situation in which an agent
encouraged performing a task. We experimentally investigated
how to influence the mental stance of human participants during
task performance by the encouraging behavior of the agent. We
implemented two agents: an “encouraging agent” that provided
motivational behavior to the participants and a “time-report
agent” that reported the passage of time to the end of the game.
We conducted an experiment to evaluate whether the behavior
model estimation had the potential to induce and maintain the
intentional stance in a variety of situations. As a result, the
agent could motivate the participants and induce the participants’
affective assiduities for the agent as that when they interact with
humans.

Keywords–Multi-modal interaction; human-agent interaction;
intentional stance.

I. INTRODUCTION

Agents that perform collaborative tasks have been de-
veloped over a long period. It is expected that agents will
soon be developed that can replace humans in a variety of
roles, particularly short-term interactions such as front desks,
shopping counters, and information offices, where the quality
of the interaction between humans is “mechanical.” Agents are
usually regarded as multimodal interfaces that provide useful
information, rather than as social partners that can establish
relationships with humans [1]. To establish such social re-
lationships, people’s mental state with respect to humans or
agents is an important factor. The difference provides a critical
barrier for an agent to cross before it can be accepted as a
social partner.

The mental states that people infer when considering an
agent can be defined as physical stance, design stance, and
intentional stance [2]. In the physical stance, we pay attention
to physical features such as the power of the motor and the
specification of the display. In the design stance, we expect
that the agent will follow predefined rules. In the intentional
stance, we assume that the agent has subjective thoughts and
intentions. When humans interact with each other, they usually
take the intentional stance, and they and their communication
partner respect each other. When humans interact with a
machine, they usually take the design stance. In this case,
they usually interact with the machine from a self-centered
perspective because they do not consider that the machine has

its own intentions. To establish social relationships between
a human and an artificial agent, the agent has to induce the
intentional stance in its human partner.

To induce such interactions, many previous researchers
have attempted to approximate the behavior model of an
agent to a generalized model of human behavior. For example,
Heider and Simmel [3] demonstrated that observers attribute
elaborate motivations, intentions, and goals to even simple
geometric shapes based solely on the purposeful pattern of
their movements. In the same way, when an agent exhibits
appropriate behavior, people who interact with the agent take
the intentional stance. However, in the course of a long-term
interaction, we expect that the behavior of the other entity
will be personalized as the interaction proceeds. This approach
is therefore not considered suitable for developing an agent
that can be regarded as a communicative social partner. There
are also differences in people’s mental states when engaging
with humans and with agents [4]. These differences provides a
critical barrier for an agent to cross before it can be accepted
as a social partner. It is important to ensure that the mental
state of people interacting with the agent is the same as that
when they interact with humans.

Goal-oriented behavior is one of the important factors in the
induction of the intentional stance [5]. In an earlier study, we
confirmed that goal-oriented behavior was helpful in inducing
intentional stance during an interaction task [6]. In that study,
the apparent goal-oriented behavior of an agent was established
via trial-and-error. However, based on interaction analysis we
consider it more important to establish the behavior model of
an agent than to show goal-oriented behavior. In addition, if
only the goal-oriented behavior related to the immediate task
is used to induce the intentional stance, it becomes difficult
to induce in long-term relationships, wherein many different
types of interaction are involved.

This study aims to investigate the method to influence the
mental stance of human participants during task performance
by making them estimate the behavior model when the behav-
ior of the agent is not directly related to the task itself. If such
a model of behavior can influence the mental stance of the
human participant, a more effective method for inducing the
intentional stance can be developed by combining this model
estimation approach with the goal-oriented behavior approach.
In long-term interactions, the agent can induce the intentional
stance using goal-oriented behavior in performing a particular
task and can maintain that stance using the model estimation

10Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-462-6

COGNITIVE 2016 : The Eighth International Conference on Advanced Cognitive Technologies and Applications

                           21 / 147



approach when the user switches to performing different tasks.
The paper is organized as follows. Section 2 briefly

introduces previous work on the intentional stance. Section
3 outlines the proposed behavior model estimation approach.
Section 4 describes an evaluation experiment conducted to
investigate the effect on the mental stance toward the agent
and presents the results. Section 5 discusses the achievements
and the limitations of our approach. Section 6 concludes and
discusses future work.

II. RELATED WORK

If an agent resembles a human or an animal in appear-
ance, people tend to spontaneously think that the agent has
intentions. Friedman et al. [7] reported that 42% members of
discussion forums about AIBO which was an animal robot
sold by Sony, a robotic pet, spoke of AIBO having intentions
or that AIBO engaged in intentional behavior. On the other
hand, [8] repored that an appropriate match between a robot’s
social cue and its task will improve people’s acceptance of and
cooperation with the robot. This means that we cannot induce
the intentional stance by the appearances alone.

Roubroeks [4] reported the occurrence of psychological
reactance when artificial social agents are used to persuade
people. In that study, participants read advice on how to
conserve energy when using a washing machine. The advice
was either provided as text-only, as text accompanied by a
still picture of a robotic agent, or as text accompanied by
a short film clip of the same robotic agent. The results of
the experiment indicated that the text-only advice was more
accepted than either advice with the still picture of the robotic
agent or the advice with the short film clip of the robotic agent.
Social agency theory proposes that more social cues lead to
more social interaction, but the result was the exact opposite.
This is caused by differences in people’s mental state with
respect to humans or agents.

From these researches, it is important that the mental stance
of people when they interact with the agents is the same as
that when they interact with humans. In our study, we tried to
influence the mental stance when the behavior of the agent is
not directly related to the task itself. Chen et al. [9] reported
that the perceived intent of the robot significantly influenced
people’s responses when a robotic nurse autonomously touched
and wiped each participant’s forearm. They used the explicit
behavior which is directly related to the task to convey intent
of the robot. In our study, we focused on the motivational
behavior as agent’s behavior which was not directly related
to the task. Deci and Ryan [10] provided “self-determination
theory” which was a model to motivate people. This model
is applied in many situations (e.g., [11]). Readdy et al. [12]
reported that rewarded behaviors were not meaningfully con-
nected to successful performance. The rewarded behavior was
a kind of the motivational behavior. We thus considered the
motivational behavior was not directly related to the task. To
spontaneously make participants estimate the agent’s behavior
model, our proposed agent provided the motivational behavior
when the motivation of the participants were weakening.

III. AN ENCOURAGING AGENT REFLECTING THE USER’S
STATE

In a previous study [6], we were able to induce the
intentional stance by presenting a goal-oriented, trial-and-error

process using multimodal behavior. However, the effect of
the method was low when participants were doing something
which was not directly related to the task. This suggested that
participants think the agent is only capable of producing ap-
propriate behavior directly related to performing the immediate
task. If participants just focus on the task performance, it is
hard to establish social relationships between a human and an
agent.

In this study, we tried to extend the method to induce the
intentional stance. For the purpose, we investigated whether the
agent’s behavior could improve and maintain the participant’s
active commitment to a task. The improvement is not directly
related to objectives of the task but important mental state
to performing the task. If the agent could do that, we think
participants represented a kind of affective attitudes towards
the agent.

The agent provided encouraging utterances in the task
when the agent judged that the participant’s commitment was
weakening. The agent’s behavior was caused by participant’s
behavior history and estimated current inner state. We expected
the participant to try to estimate the agent’s behavior model
because they could easily find the agent had some rules to
interact with them but the behavior was not directly related to
performing the task. The estimation of the behavior model
is first step to maintain the intentional stance in general
situations. In this section, we briefly explain the architecture
of the “encouraging agent.”

A. Task description

In this study, we used a first-person throwing game using
virtual balls in an immersive virtual space as the interactive
task. This game was designed for encouraging exercise. The
explicit objective of the participants was to win the game,
while the implicit objective was to improve the commitment
to the exercise. The encouraging behavior of the agent was
related to the participants’ implicit motivation, but did not
directly contribute to winning the game, as in some situations,
the winning strategy was for the participant to exit the game
(when the participant had a large point score or when the
remaining time was short). The encouraging behavior was used
to investigate the effect of the participant’s understanding that
the agent’s behavior is related to the implicit objective.

In the game task, the players (including the agent) shared
the basic rules and had the implicit and explicit objectives
as a common ground. This helped both partners estimate the
behavior model of the other. In the first-person throwing game,
the players could not verbally share information because the
states of the game and of the players changed too quickly.
The agent therefore did not need to use detailed verbal
communication in the experiment. Use of a game task also
allows good data to be obtained because participants become
immersed in the game [13].

We set the following conditions on the exercise game task:

• Multiple players joined the game, and most players
were humans.

• Some objectives could be achieved without interacting
with other players.

• Other objectives could be achieved only when players
interacted.
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Figure 1. The outline of the system architecture.

• The only explicit reward was the game score. Other
rewards were implicit, and the player could not iden-
tify them.

• The game session was short (about 10 min) to ensure
that the player concentrated on performing the task.

• The game characters were controlled by the players’
body motions. This allowed the player to intuitively
control the game character.

• All players had the same abilities and followed the
same rules.

More detailed rules were defined depending on the target
state of the players, such as how strongly motivated they
appeared, how long the played the game, and how deeply
immersed they seemed. We expected that the rules would
allow us to investigate the effect of the agents’ behavior on
the human players’ mental stance.

B. Outline of the architecture

The outline of the system architecture, as shown in Figure
1, was based on a Belief-Desire-Intention (BDI) model. Each
component is briefly described below.

Player state estimation:
This component estimated the user’s state in rela-
tion to task commitment based on the parameters
obtained from the exercise game and the prede-
fined rules. The details of the parameters are given
below.

Game situation coder:
This component categorized different situations in
the game based on the parameters of the game
and the predefined rules. The game parameters are
described below.

Objective database:
The database contained all the possible objectives.

Objective decision:
This component chose an objective from the ob-
jective database, based on the outputs of the player
state estimation component and the game situation
coder component.

Agent management:
This component calculated the state of the agent,
based on the same parameters as those of the
player.

Behavior decision:
This component chose a concrete behavior based
on the received values.

Expression:
This component produces the selected behavior.

The game parameters

Game score distribution:
The game was scored by the points accrued by
each player (including the agent) in line with the
game rules. The distribution compared the scores
of the players.

Remaining time:
This showed the time remaining until the game
was over.

Rate of accruing game score:
Each player had this parameter. This parameter
increased as the player accrued points and it
decreased with time.

The player parameters

Hate value:
Each player had more than one parameter for
each other player. This parameter measured how
strongly one player wanted to target the other
player. This parameter increased when the other
player hit the ball and it decreased with time.

Movement distance:
This parameter showed how far the player had
moved over the last 30 seconds.

Frequency of accruing game score:
This parameter showed how frequently the player
accrued points.

Some of the parameters decreased with time, reflecting the
observation of Wohl et al. [14] that the memory of past events
decreases with time.

The encouraging agent exhibited behavior designed to
motivate a player when the agent judged that the player’s
commitment to the game was falling. This was done under
the following conditions:

• When the player’s movement distance parameter fell
below 75% of their movement distance at the start
of the game. Initially, the player’s commitment is
high, but he/she does not yet know what behavior
is appropriate when playing the game. We used this
initial player state as the benchmark for the behavioral
activity.

• When the player’s frequency of accruing the game
score parameter was less than that of the other players,
including the agent, by two or more. A player’s
motivation drops when his/her ability to win the game
is poor [15]. When the player was in this state, the
agent assumed that commitment was low.

IV. EXPERIMENT

To investigate the effects on mental stance when the
agent encourages the participant’s commitment to the exer-
cise task, we conducted an experiment using two agents: an
“encouraging agent” that provided motivational behavior to
the participants and a “time-report agent” that reported the
passage of time to the end of the game. We assumed that if
we could influence the mental stance of the participants using
this approach, the behavior model estimation has the potential
to induce and maintain the intentional stance in a variety of
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situations.
To evaluate this, we analyzed the number of target actions

made toward the agent in the course of the experiment. The
target action meant that the participant tried to hit the ball to
another player, including the agent. We assumed that, when the
participants have an intentional stance toward the agent, they
unconsciously balance the target frequency, in a manner similar
to that when they want to balance the game score of each
participant in human-human interactions. The target actions
were counted automatically based on the behavioral data. In
addition, we asked the participants to complete a questionnaire
after the experiment. We compared the experimental results
between a group wherein participants interacted with the “en-
couraging agent” and a group wherein participants interacted
with the “time-report agent.”

A. Task
Two humans and an agent participated in the game task.

The task was a virtual first-person throwing game. Each was
player assigned a different color. The player could change their
own ball to the color of another player’s ball by moving a game
object (a moving teddy bear) to a place corresponding to each
color. The players won a point when their ball hit another
player with the corresponding color. When the ball with the
player’s own color hit another player, the player received a
point. If the player hit a non-colored ball at another player,
that player stopped for 5 seconds and dropped their teddy bear
at that place. Other players could pick up the dropped teddy
bear. The player who was carrying the teddy bear could not
shoot a ball. The virtual ball was automatically refreshed after
5 seconds.

B. Experimental setting
The experimental setting is shown in Figure 2. We used an

Immersive Collaborative Interaction Environment (ICIE) [16]
and Unity3D [17] to construct the virtual environment and the
two agents. ICIE uses a cylindrical immersive display that is
composed of eight portrait orientation liquid-crystal-displays
(LCD) with a 65-inch screen size, arranged in an octagonal
shape. In this environment, participants could look around in
the virtual space with a low cognitive load, as in the real world.
A participant’s virtual avatar could be controlled by their body
motions using motion sensors placed on their dominant arm,
both feet, and waist. These sensors captured throwing motions,
stepping motions, and body orientation. The participant could
intuitively control the virtual avatar using body motions with
low physical constraints.

The speed of movement of the avatar was controlled
by the participant’s stepping motion. The minimum speed
was slower than the speed of the teddy bears and of the
game playing characters, while the maximum speed was faster.
Participants could achieve the maximum speed by adopting a
brisk walking pace and could throw the virtual ball with a
throwing motion. The speed of the ball was not dependent on
the throwing motion. The direction of movement and throwing
trajectory were determined by body orientation. To determine
the participant’s inner state, physical exertion was estimated
from the stepping motion. This information was sent to the
game system in real time.

The rules controlling the movement of the teddy bears
were simple and consistent. The teddy bear did not consider

Game control PC 

Motion data

Display the avatar motions

Producing utterances 
by an agent

Immersive display (ICIE)

Participant

Motion data
Game data

Game control PC

Participant

Immersive 
display (ICIE)

Motion data

Display 
the game data

Figure 2. The experimental environment.

the participant’s inner state or the game conditions (e.g., if
the score was high or if the previous strategy was the same
as the current strategy). The rules depended on the positional
relationships in the game and on whether the players had a
teddy bear.

C. Procedure
Two participants who were acquainted with each other

joined the game task. The interactive agent who joined
the game was randomly selected to display encouraging or
remaining-time-report behavior. The frequency of intervention
was the same for both agents. The frequency of intervention
by the encouraging agent was calculated from a preliminary
experiment. Neither of the agents could change their interac-
tion strategy in the game.

First, the participants were instructed on the experimental
procedures and the motion sensors were attached. After con-
firming the data from the sensors, the experimenter started the
video cameras and the game. The participant first performed a
practice session and then performed three game sessions. Each
game session lasted 10 minutes, with 2-minutes rest intervals
between sessions. At the conclusion of the experiment, the
participant completed a questionnaire.

Ten pairs of participants (20 students, 16 males and 4
females) participated in the experiment. All participants were
students aged from 19 to 32 years (average 21.7 years). Ten
participants (8 males and 2 females) played the game with the
encouraging agent (E-group) and the rest played the game with
the time-report agent (T-group).

D. Result of interaction behavior analysis
The purpose of this analysis is to investigate whether

judgments about an agent’s behavior that is not directly
related to task performance influenced interaction behavior.
We calculated the ratio between the number of target actions
directed toward the agent and the number of target actions
directed toward the other participant. We expected that the
proportion would be around 0.5 when a participant took the
intentional stance, as the players tried to balance the game
score. In contrast, a participant who took the design stance
would either ignore the agent, assuming that the agent was
not a good player, or target only the agent, assuming that this
would be an easy way to improve their game score.

We compared the results from the E-group with those
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from the T-group in the second and third sessions, and then
calculated the distances from 0.5. The results are shown in
Figure 3. A Mann-Whitney U test showed that the distance in
the E-group was significantly less than that in the T-group (p
= 0.027). The average in the E-group was 0.23. This means
that a small difference arose once or twice in each session.
The results suggest that the participants took care to balance
the game score. These results suggest that the approach was
successful in inducing the intentional stance.

E. Result of questionnaire analysis
The purpose of this analysis is to investigate how agent

behavior not directly related to task performance influenced
the subjective impressions of the participants. The participants
rated the behavior of the agent on a seven-point scale, pre-
sented as ticks on a black line without numbers. We post-
coded these scores from 1 to 7. The results are shown in Figure
4. We performed Mann-Whitney U tests on the questionnaire
data. This shows the final impressions of participants toward
the agents in the experiment.

• How do you feel about the agent’s intentions from
the agent’s utterances?
This was used to confirm the subjective impression
of the encouraging or time-report utterances of each
agent. The utterances of the remaining-time-report
agent were scored significantly higher than those of
the encouraging agent (p = 0.028). This was an unex-
pected result. From observation of the video data, we
identified situations wherein the agent’s encouraging

behavior was inappropriate in the game context, for
example, encouraging a strategy immediately after the
same strategy had been performed. In these cases,
the participants could not understand the intentions of
the agent. In contrast, the time-report utterances were
always appropriate to the game context, and the par-
ticipants always understood the intention behind them.
This may be one of the reasons for this unexpected
result.

• How strongly do you feel that the agent strategi-
cally colored the ball?
This was to confirm whether the utterances that in-
duced the intentional stance caused the participants
to judge the meaning of the agent’s other behavior.
The Mann-Whitney U test showed that there was
no significant difference between the groups (p =
0.53), suggesting that encouraging utterances did not
influence the participants’ judgments on the meaning
of the agent’s behavior.

• How strongly do you feel that the agent paid
attention to the participants’ game scores?
This was to explore whether the participants were
aware of the implicit inner state of the agent. The
Mann-Whitney U test showed no significant difference
between the groups (p = 0.16). Within the E-group,
there were large individual differences in awareness
of the agent’s inner state. If this approach is to be
applied to general situations, we need to find ways to
reduce the individual variation through the presenta-
tion method.

• How strongly do you feel that the agent wanted to
win the game?
Both agents had as an objective that ”the agent wants
to win.” The objective was very general but it was not
presented explicitly. This question was used to explore
whether the participants registered these objectives.
Again, the Mann-Whitney U test showed there was
no significant difference between the groups (p =
0.34). Nor were there differences in the averages or
variances. This suggests that the participants did not
pay attention to objectives that were not presented
explicitly. This result was is a little disappointing. We
expected that the participants who had the intentional
stance would read objectives and intentions that were
not directly related to the information presented.

• How were you motivated to play the game?
This question was asked to confirm whether the agent
could motivate the participant to play the game. There
was a marginally significant difference between the
groups (p = 0.081). The participants in the E-group
were more motivated than the participants in the T-
group. We suspect that there is a ceiling effect because
the virtual exercise game in an immersive environment
is itself motivating enough.

V. DISCUSSION

In our previous study [6], we were able to induce the
intentional stance by presenting goal-oriented behavior, but
it proved challenging to induce the intentional stance in
situations wherein the relevance to task performance was low.
This study aims to induce the intentional stance in more
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general situations than those in the previous study. For the
purpose, we made the participants estimate an agent’s behavior
model when performing the task. In the evaluation experiment,
when the participants interacted with an agent that presented
encouraging behavior (the E-group), participants focused on
the balance of the game score. They appropriately read the
meaning of the agent’s behavior, and their mental stance was
influenced by the agent’s interactive behavior.

A particularly important finding from our analysis was that
the encouraging agent’s behavior, while not directly related to
task performance, affected the behavior of the participants in
performing the task. The participants were obviously aware of
the meaning of the agent’s behavior (i.e., the agent encouraged
the participant’s commitment). Although the meaning was not
usually related to the balance of the game score which was
directly related to the task performance, the participants took
care to balance the game score. This suggests that the agent’s
behavior model induced affective effects. Humans naturally
show this kind of consideration even in competitive situations.
We think that this type of consideration is a first step to
establishing a social relationship between humans and artificial
agents.

On the other hand, the proposed method did not affect
the participants’ judgment of those parts of the agent’s behav-
ior that were not related to the explicit behavior. We were
disappointed with this result because we expected that the
participants would be able to judge the agent’s behavior more
broadly. In future studies, we will investigate an interaction
model that allows the participant to judge a range of behaviors
in long-term interactions. We think that our previous studies
([6], [18]) provides the foundations for such an interactive
model.

VI. CONCLUSIONS

In this study, we investigated how to influence the mental
stance of human participants during task performance when the
behavior of the agent is not directly related to the task itself.
For this purpose, we tried to make the participants estimate
the agent’s behavior model in human-agent interaction. We
adopted “encouraging behavior” as an estimated model of
the agent becuase the causal relationship between the agent’s
behavior and it’s intention was clear and presumable. We
implemented two agents: an “encouraging agent” that provided
motivational behavior to the participants and a “time-report
agent” that reported the passage of time to the end of the game.
We conducted an experiment to evaluate whether the behavior
model estimation had the potential to induce and maintain the
intentional stance in a variety of situations. As a result, the
agent could motivate the participants and they took care to
balance the game score. This is a kind of affective assiduities.
In future work, we will investigate an interaction model that
allows the participant to judge a range of behaviors in long-
term interactions.
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Abstract—The fast evolution of quadrotors paves the way for
the application of robotic maintenance on walls and facades.
In this work, we present an application-oriented modelling and
simulation effort to evolve self-organising behaviour of a set of
quadrotors. In particular, we rely on Genetic Programming (GP)
to optimise control programs to collaboratively direct the route
of autonomous quadrotors across a (vertical) rectangular surface
relying on local knowledge only. In order to account for various
real-world constraints, we made use of a three-dimensional,
physical model that considers battery consumption, collisions,
and rudimentary avionics. The evolved control programs that link
sensory information to actuation could be executed on the Robot
Operating System (ROS) available for numerous robotic systems.
Our results show that very simple evolved control programs
(moving left until the battery is drained, starting from a random
location) perform better than those that we had previously
engineered ourselves.

Keywords–Quadrotors; ensambles; genetic programming; lawn-
mower problem; facades.

I. INTRODUCTION

Performing repetitive tasks across a large surface is an
apt target for automation. Accordingly, several generations of
semi-autonomous vacuum cleaners and lawnmowers have al-
ready entered the consumer market [1], [2]. Fast technological
advances in quadrotors [3] promise versatile task automation
on surfaces also in three dimensions, such as cleaning building
facades [4].

Inspired by the efficient and robust collaboration of social
insects [5], for instance in building their nests, we especially
consider the case of numerous quadrotors working on a facade
concurrently. To a great extent, social insects coordinate their
efforts by means of indirect communication through the envi-
ronment, or stigmergy [3]. In this fashion, all the members of
the colony can work based on local needs, which assures that
all the local actions are taken to meet global goals and that
they can be executed in parallel.

It is a challenge to find the best possible behaviour for each
colony member to make such a self-organised setup work. We
have developed a model for facade maintenance by a quadrotor
ensamble and evolved behaviours for the homogeneous indi-
viduals in physical simulations. After giving credit to related
works in the context of GP and the Lawnmower Problem, we
outline our simulation model in Section III. We provide details
and results of differently staged evolutionary experiments in
Section IV, which are discussed subsequently in Section V.
We conclude this paper with a summary and an outlook on
potential future work.

II. RELATED WORK

Our contribution builds on preceding works from the fields
of GP and Evolutionary and Swarm Robotics. A recent survey
of Evolutionary Robotics stresses the challenges of modular
and soft robotics, evolvability of a system, self-organisation,
and the gap between evolved models and their applicability to
reality [6]. We take the latter challenge into consideration by
providing a comprehensive simulation approach based on the
physics-enabled robotics simulator Gazebo [7] and ROS [8].
It will be outlined in detail in the next section.

In terms of self-organisation, several works have influenced
our design. Lerman and Galstyan [9] have introduced a method
for macroscopic analysis of the behaviour of a robotic swarm’s
members. In their scenario, a homogeneous group of robots
must perform two distinct but similar tasks in one target area.
The individuals autonomously switch between the two tasks
solely based on local information. Based on a limited memory
they can estimate the state of the global task and derive local
decisions. Jones and Matarić have investigated the effect of the
memory capacity in such a collaborative setup [10]. In order
to speed up work across a large area, Schneider-Fontán and
Matarić split the overall surface into discrete segments and
assigned the segments to each robot [11].

The task that our robot ensamble is evolved to address is
similar to the Lawnmower Problem, introduced by Koza in
1994 [12]. The challenge here is to efficiently traverse a dis-
cretised rectangular surface moving along cardinal directions.
Alongside the problem, Koza presented first solutions based on
GP techniques [12]. GP is an evolutionary approach especially
suited to generate new programming code or behaviours,
working on according (syntax-)tree structures. In general,
evolutionary computing approaches are often used when novel
behaviours need to be generated and optimised at the same
time. Random sets of candidate solutions to a problem, or
populations of individuals, are created at the beginning of an
evolutionary algorithm and slightly modified and recombined
over several generations to evolve their performances.

After Koza’s work, the Lawnmower problem has repeat-
edly been used as a measure of reference for evaluating the
performance of Evolutionary Computing approaches, examples
are found in [13], [14], [15].

Extrapolation to arbitrary polygons have also been consid-
ered [16]. Nevertheless, we focus on rectangular surfaces with
the extension of considering the physicality of our interacting
agents and several agents working concurrently.
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Figure 1. Interwoven software modules for efficient, accurate simulation.

III. PHYSICAL AND BEHAVIOURAL MODEL

In order to establish a physical simulation model of a
quadrotor ensamble, we rely on Gazebo [7], which uses the
Open Dynamics Engine (ODE) for physics simulation [17] and
which is supported by an extensive library of tools and sensor
implementations. The utilisation of an established physics
engine ensured that efficient and accurate collision detection
routines were in place to guide the quadrotor agents and also
to automatically detect if they crashed. As only very basic
Newton-Euler equations for integrating the drones’ movements
and rigid-body collision detection was needed in the scope of
our simulations, most other efficient 3D physics engines would
have worked for us as well (e.g., PhysX or Bullet).

By means of a plugin, Gazebo simulates the flight be-
haviour of the Parrot AR.Drone 2.0 quadrotor, an affordable
off-the-shelf consumer product. In addition, Gazebo integrates
natively with the ROS [8], a software distribution providing
a unifying infrastructure for programming robot controllers.
Among numerous hardware designs, ROS also supports the
AR.Drone 2.0 hardware. As a result of the tight integration
of Gazebo and ROS, the same set of control commands
and telemetry reports is used for the simulation model as
in reality. Figure 1 schematically shows the relationships of
the involved software components to provide for a physics-
enabled, agent-based simulation of quadrotor ensambles based
on the Parrot AR.Drone 2.0 technology. The setup allows for
in-place switching between simulated and real hardware.

The concrete task of the quadrotors is visualised in Figure
2: (a) shows how perpendicular facades border a ground
surface on two sides. The quadrotors need to hover from
randomly chosen points on the ground surface (wherever they
are placed) to the respective facades and clean individual cells,
before returning to their origins for a battery recharge. Figure
2 (b) shows the arrangement of cells to work on. A cell’s
colour reflects its dirtiness (from white/clean to red/dirty). The
blue normals identify the front of the cells The quadrotors are
randomly placed on the ground between two perpendicular
facades. A grid is superimposed on the facades that divides
it into cells with dimensions similar to one quadrotor. In
our model, we assume that the quadrotor can determine the
degree of dirtiness of each cell that it can see from a small
distance. Figure 3 shows the perceived and augmented view
of the quadrotor agents on the facades. In Figure 3(a), the
gray translucent pyramid shows the agent’s field of view. The
six green, labeled cells are considered visible, whereas the
red ones are not. Figure 3 (b) depicts a section of the grid of
vantage points for the quadrotor agents. From these points, the

Placement Area for 
Robotic Units

(a)

(b)
Figure 2. (a) Top-down and (b) perspective view on the assay setup.

agents determine what to do next. The green spheres represent
the vantage points, the red arrows illustrate neighbour relations
between them. For two exemplary vantage points, the view
frustums are also included.

The quadrotor is heading towards according vantage points
in front of the facade to perceive a number of cells and ensuite
to determine which course of action it should pursue, i.e., to
work on one of the cells it sees, to move to a neighbouring
vantage point, or to return to its origin on the ground to
recharge. These states and activities are summarised in Figure
4. Here, the edge labels describe the conditions triggering state
transitions. Elliptical outlines denote longer-term states, while
the square outline marks a transient decision-making state.

IV. EVOLUTIONARY EXPERIMENTS

Based on the model outlined in the previous section, we
bred behaviours for a homogeneous ensamble of quadrotors
that result in efficient collaborative cleaning behaviours by
means of the Evolving Objects framework [18]. In a first phase
of evolutionary experiments, randomised populations filter
the vast search space of valid configurations, or genotypes,
for viable individuals. In a second phase, we use the best
individuals from the first phase to seed the populations.

Each genetic experiment follows the evolution cycle de-
picted in Figure 5. The diagram shown is loosely based
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(a)

(b)

Figure 3. The view of a quadrotor agent (a) in relation to the projected
facade grid and (b) considering the grid of flight positions.

Figure 4. High-level state diagram of an agent.

on [19]: Elliptical nodes represent populations, rectangular
outlines denote GP operators. The transition arrows represent
the specimen flow between operators. Edge labels denote the
groups’ semantics and sizes in relation to the total population
size NP . The evolution cycle breeds a population of size
NP for a maximum of Gmax generations. The individuals
represent homogeneous flocks of NR quadrotors, the number
of facade cells NC is proportional to the size of the flock.
At the beginning of each simulation, a total amount of dirt of
1
2NC is distributed randomly across the target surface so that
the cells have an average dirt value of 0.5. Each simulation
has an upper time limit tlimit of simulated time. Once the
simulation finishes, the flock’s penalty value is calculated by

Figure 5. GP cycle used in our experiments.

means of the following equation.

h(i) = Dremain · 50 +
NR∑
j=1

hrj (i)

where Dremain ∈ [0, 1
2NC ] is the total amount of dirt remain-

ing on the target surface and each quadrotor rj contributes a
penalty share hrj (i) defined as:

hrj (i) = tc + Ec · 100 + blimit · 500 + bstatic · 500
+ bdrained · 2000 + ni · 300

where tc and Ec denote the time and, respectively, energy
until completion, the booleans blimit, bstatic and bdrained
indicate whether the time limit was reached, the quadrotor
never moved, or its battery got fully drained, and ni denotes
the number invalid action selections. The coefficients reflect
the weightings we deemed appropriate considering the factors’
contributions to the overall performance.

In order to minimise the penalty values, GP operators
modify the genetic encodings of the flocks, i.e., the decision
function of the quadrotors encoded in strongly-typed tree-
structured programs. These trees connect non-terminal nodes
for control flow, boolean and arithmetic operators, and ac-
tions that would move the quadrotors into a new state (see
Figure 4). Terminal nodes of the trees can comprise closed
instructions, such as returning to the base, or information about
the system state, such as the current distance to the base
station, the remaining battery life, status information about
the perceived cells of the facade, or arbitrary constants. In
order to narrow down the search space, we ensured to only
consider syntactically correct genotypes with tree-depths of at
most 30 that include instructions to return to the base, to move
to a neighbouring vantage point and to approach a cell of the
facade—without these three basic instructions, the quadrotor
could not possibly succeed in its task. We further provide
support functions to let the quadrotor move to neighbouring
vantage points, fly back to the base and recharge, and to let it
test the presence and return cells in its field of view within a
certain dirt range.
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Figure 6. The average penalty and standard deviation across 10 simulations
for each genotype.
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Figure 7. Each data point shows the (non-averaged) penalty value vs. syntax
tree depth of a genotype.

A. Preselection

In a first relatively unconstrained phase of experiments, we
were looking for a diverse set of viable solutions. Therefore,
we setup three trials to generate rather large populations
comprising 50 and 100 individuals, breeding them only for
20 and 10 generations, respectively. Although our experiments
ran on a distributed infrastructure, the heavy computational
burden of the runs lasting 900 simulated seconds did not allow
us to consider more than two quadrotors in this first phase of
evolutionary trials.

In order to identify the best solutions of the first phase, we
merged the penalty value for all genotypes into one preliminary
ranking. Subsequently, we re-evaluated the best 30 individuals
ten more times in order to validate the statistical significance
of the ranking. Figure 6 shows the according ranking based on
the genotypes’ average penalty value. To the left of the vertical
gray dashed line are the ten individuals we consider the best
solutions of the first phase. We observe strong similarities in
the performances of the best individuals, achieving a penalty
value within a small margin around 4000. Upon inspecting the
structure of these individuals, we found that several of them are
members of the same lineages, having syntax trees of similar
structure, differing only in minor branches.
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Figure 8. Penalty ranking of the second phase of evolutionary experiments.

4 Experiments

Figure 4.5: Final Phase 2 average penalty ranking of 10 runs. Also shown for comparison
are the 10 seed individuals from Phase 1 (green) and two manually created
decision functions (blue). Genotypes 0aabf834 and 131cfa1e did not finish
any of the 10 simulations.
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Figure 4.6: Additional simulations average penalty ranking of 10 runs with increased
time limit tlimit = 20000s. Shown are the same individuals in the same order
as in Fig. 4.5 for easier comparison. Genotypes d4990077 and 0aabf834 only
finished 8 and 6 of 10 simulations, respectively. Genotype 131cfa1e did not
finish any simulations at all.

50

Figure 9. Re-evaluation of the best 50 bred individuals.

Figure 7 shows the penalty values of the individuals on
the vertical axis in relation to the according syntax trees’
depths on the horizontal axis, with each data point representing
one evaluation. The lower boundary of the data points in
the figure is particularly interesting, as it indicates that very
small syntax tree depths of three and four do not yield good
performances. The respective specimen do not achieve penalty
value lower than 4300, but on average, most data points at
these depths are below 4500, which is not a poor performance
considering the overall results. We found the best individuals in
the narrow range from depths five to eight. The relatively large
number of evaluations in this range reflects a prevalence of
genotypes with these depth values in the observed populations.
In the depth range from nine to 19, we see only average
performance. Note that the depth values 17 through 19 show
relatively few data points, especially compared with the much
greater number of evaluations and the renewed performance
peak at depth 20. Overall, frequent evaluations for individuals
that achieved a penalty value of about 4400 are displayed.
This penalty baseline represents individuals, which are not
particularly effective in terms of the cleaning task but that
successfully avoid physical damage.

B. Refinement
In addition to 20 randomly generated individuals, we fed

the best results of the first phase into the second phase
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Figure 10. Penalty values vs. syntax tree depth in the second phase of
evolutionary experiments.

of experiments. This phase was more directed, introducing
some restrictions, as well as simplifications to speed up the
simulations. At the same time, to increase the pressure towards
effective collaboration, we increased the number of simulated
quadrotors from two to four, also imposing a duplication of
facade cells (previously 60, now 120). An extended time limit
of tlimit = 1500s forces the quadrotors to land at least once, an
activity they could avoid during the first phase of experiments,
as their batteries support up to 1200s of flight. The GP
parameters have been tweaked to a reduced population size
of NP = 30, maintaining a maximum number of Gmax = 50
generations. Figure 8 shows the merged results of the second
phase: For comparison ten previously evolved seed individuals
(green) and two manually created decision functions (blue) are
also shown. The seed genotypes 0aabf834 and 131cfa1e
did not finish any of the simulations. In order to provide
a basis for comparison, the resulting statistics are extended
to include the ten seed individuals from the first phase and
manually created decision functions, all of which are re-
evaluated in the second simulation scenario. In Figure 9
subsequent re-evaluations of the best 50 individuals are shown
(the transparent bars indicate that the respective specimens
failed to complete all evaluation runs). With an increase of the
maximally simulated time from tlimit = 1500 to 20000s, most
of the best bred individuals improve their performance. How-
ever, although most individuals further reduce their penalty
value, the previous ranking cannot be maintained (compare
with Fig.8).

In Figure 10, we see the (non-averaged) penalty value
calculated in the second phase of evolutionary experiments vs.
the associated genotype’s syntax tree depth. Again, we plotted
the penalty value against the individuals’ syntax tree depth,
not averaging multiple evaluations of the same genotype but
showing them as multiple data points. The lower boundary
of the scattered points indicates that trees below a depth of
five do not perform well. In analogy to the results from the
first phase, the best individuals are still located in the range of
depths five to eight. However, different from the results of the
first phase, where a steady increase in penalty from depths nine
to 13 can be seen (from about 4100 to 4300), the individuals’
penalties do not rise until a tree depth of 11 (from about 9600
to 9800). A substantially steeper penalty increase follows from

depths 14 to 16, stabilising at about 11300. This time the
scattered points aggregate along two horizontal lines, one at a
penalty value of around 11400, the other one at about 16200.
Again, they emerge due to genotypes that are not particularly
effective but not particularly bad either. The duality of the
recovered baseline arises from one strong scheme injected with
the seeded individuals from phase one and from a dominant
scheme that evolved from random initialisations in phase two.

V. DISCUSSION

In the previous section, we compared the evolved quadrotor
behaviours to two manually engineered genotypes with IDs
7c4c8923 and 3cee58e6. The first would return to the base
station to recharge, if necessary (less than 10% battery life
remaining). Next, it would choose to work on a dirty cell in
its field of view. It gives priority to cells with high degrees
of dirt (equal or above 0.8). In the absence of heavily dirtied
cells, a cell with value between 0.3 and 0.8 is chosen with
50% chance. If no cell is chosen, the quadrotor flies to the
next available vantage point to its right or below. Note that
cells with values below 0.3 are not considered. As a result,
after a some time, the quadrotor moves from one vantage point
to the next without doing any actual work, see Figure 9.

The other preconceived genotype, ID 3cee58e6, again starts
out with conditional recharging. Next, depending on their
degree of dirt, it may work on one of the two cells at the
centre of its field of view. Alternatively, it returns to the
base station, recharging the batteries, and to approach a new,
arbitrarily chosen vantage point afterwards. Approaching a
random vantage point after recharge is also exploited by well-
performing specimen bred throughout our genetic experiments.

The best genotype that emerged from our evolutionary
experiments carries the ID 7bc2fb52. If the upper-left cell in its
field of view is clean, it moves to the vantage point to the left,
if available, and to the base station, otherwise. If the upper-left
cell is dirty, it either starts cleaning this cell or any other cell
that has accumulated even more dirt. This process is repeated
until the upper-left cell is finally addressed and the quadrotor
moves to the next vantage point (possibly diverting past the
base station). As a result, the quadrotor works through single
rows of vantage points, moving to the left whenever the top left
cell of their field of vision is clean and returning to their base
station when it reachs the left border of the target surface. This
behaviour is only more efficient than our engineered specimen,
given an overall high number of dirty cells. With a decline of
dirty cells over time, its performance drops, as can be seen in
the results of the longer, second experimental runs (Figure 8).

In the further prolonged re-evaluation runs summarised
in Figure 9, ID 6ba33338, evolved within the first set of
experiments, performed best. This specimen flies to the base
station, if the lower-left cell is clean – unless the upper-left cell
is also clean, in which case it moves to the left-hand vantage
point, if available. Otherwise, it starts cleaning the (dirty)
lower-left cell or any other dirtier cell. However, the probability
that a dirtier cell is selected is directly proportional to the
remaining battery life. This implies that given less energy, it
is better to not start working on rather dirty cells, as this will
take longer and use more battery.

Due to the performance requirements of the prolonged
simulation scenario, it was not eligible for evaluation within an
evolutionary setup. It proved useful, however, for the purpose
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of testing the scalability of the bred solutions. For instance,
it clearly showed that our refinement runs suffered from
overfitting. That is the best specimen in the second experiment
phase were bred to remove as much dirt as possible within
the first 1500 simulated seconds, not addressing the need to
find leftover dirty spots on the facade. This insight stresses
an important weakness in our approach: Instead of a single, if
partially randomised, simulation scenario, another study has
to be conducted emphasising variation in order to prevent
overfitting.

VI. CONCLUSION AND FUTURE WORK

We presented an approach to self-organised quadrotor
ensambles to perform homogeneous tasks on large surfaces.
We detailed the physical simulation model, as well as the
individuals’ behavioural representation. Our results show GP
experiments that led to self-organising behaviours better than
manually engineered ones. Yet, as pointed out in the dis-
cussion, more robust and more generic behaviours have to
be bred. This might be achieved by an extension of the
training set, i.e., by a larger pool of experiment scenarios.
However, as the simulation is the performance bottleneck of
our approach, a related goal is to speed up the robot simulation
while preserving its accuracy. Furthermore, our preliminary
investigations were limited to syntax trees with a depth of
20 or lower. The statistical results of our first evolutionary
trials suggested that larger syntax trees might perform as
well as or even better than those observed. Hence, another
future endeavour might be a more strategic examination of the
solution space.
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Abstract Advanced Cognitive Technologies can use cognitive 

architectures as a basis for higher level reasoning in Artificial 

Intelligence (AI). Adaptive Control of Thought – Rational 

(ACT-R) is one such cognitive architecture that attempts to 

replicate aspects of human thought and reasoning. The research 

reported in this paper has developed an enhancement to ACT-

R that will  allow greater understanding of the environment the 

AI is situated in. Former research has shown that humans 

perform simple mental simulations to predict the outcomes of 

events when faced with complex physical problems. Inspired by 

this, the research reported here has developed Predictive ACT-
R (PACT-R), based upon integrating a three dimensional (3D) 

simulation of the AI’s environment to allow it to predict, reason 

about, and then act on, what is happening, or about to happen, 

in its environment. Here, it is demonstrated by application in an 

autonomous squash player that the predictive version of ACT-

R achieves significantly improved performance compared with 

the non-predictive version.  

Keywords- Cognitive Architectures; ACT-R; 3D Simulation. 

 

I. INTRODUCTION 

What do you do if you are asked to catch a ball that has 
been thrown in the air? You make a quick estimate of its 
trajectory, predict where you need to be to intercept it, and 
then move to that location. What about if it is going to bounce 
off a surface? Although there is now a little uncertainty, if you 
don’t know the properties of the ball and surface, it is, 
nevertheless, not much more difficult to make a good enough 
prediction and correct for any errors after the bounce. What 
about if the ball has to bounce several times before you reach 
it? Now, you are more likely to start looking at the likely chain 
of events that will occur to predict the outcomes. 

How could a cognitive robot – that is, a robot endowed 
with deliberative problem-solving – track and interact with a 
fast moving ball or object in a complex environment? How 
could a robot interact or take actions in a dynamic situation? 

Artificial Intelligence (AI) in robotics commonly uses 
either an algorithmic approach, that is, a custom solution to a 
specific problem [1], or subsumption-like architectures that 
react to the world as it is perceived [2]. The algorithmic 
approach is effective for well-understood problems with little 
variation, but it is not so good at responding to the unexpected. 
Subsumption follows a ‘stimulus and response’ model. It is 
good at dealing with immediate problems, like avoiding 
obstacles, but can be lacking when it comes to a multi-stage 
mission that may require evaluation and decision-making over 
several alternative sequences of actions. Cognitive 
architectures have been proposed as an alternative that could 
be more suitable for accomplishing missions that require 
sequences of decisions, rather than more purely reactive 
associations between sensor inputs and motor outputs. 

The American Physiological Association defines 
cognition as, “Processes of knowing, including attending, 
remembering, and reasoning; also the content of the 
processes, such as concepts and memories.” Cognitive 
architectures are based on theories of how the human mind 
reasons to solve problems. They are used to create AIs based 
on, or inspired by, human cognitive processes that work 
through problems in a systematic way [3]. They are based on 
a Computational Theory of Mind, which holds that the mind 
works like a computer, using logic and symbolic information 
to work through, and solve, problems. Symbolic information 
is, in a programming context, a textual/verbal approach to 
representing knowledge in a way that is abstracted from 
sensory data, since the relationships between words and their 
referents are conventional. This abstraction supports 
potentially complex symbolic reasoning processes, but omits 
much detailed information about objects and phenomena that 
the symbols refer to in a given context. 

Hence cognitive architectures, like other approaches to AI, 
have their own limitations. For example, they are similar to 
expert systems [4][5][6] in using facts and production rules 
that require a human expert to create. They are strong at 
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symbolic reasoning with logic, but the ontological status of 
symbols within human cognition is unclear [7], and the 
biological foundations of human cognition are very different 
from the nature of expert systems and formal logics [8]. In 
particular, expert systems and formal logics are technologies, 
i.e., inventions of human cognition, rather than its basis. They 
may, nevertheless, be useful and even powerful 
representations of some human capabilities that are based 
upon much lower level biological mechanisms. 

An aspect of human cognition that is not captured in most 
cognitive architectures is simulation. Imagination, and the use 
of imagined visualisations, constitutes a conscious result of 
simulation within human cognition. An example of the use of 
simulation in an artificial cognitive system is the Intuitive 
Physics Engine (IPE), which uses simulation to understand 
scenes [7]. This method uses a fast approximate simulation to 
make a prediction of the outcome of a physical event or action, 
like the toppling of a stack of blocks.  

In synthesizing a world, simulation provides a cognitive 
system with the richness of a sensed world, with far more 
detail than that which can easily be captured in higher level 
symbolic world descriptions alone. Simulating a 3D world and 
aspects of its physics involves using mathematical models of 
world structure, kinematics, dynamics and object interactions 
in which complex behaviours can be synthesized from a 
relatively small set of structural and physical equations. The 
quantisation of space and time in a simulation can be 
represented, e.g., to double floating point precision, resulting 
in an extremely large space of possible simulated world states 
and histories. The level of abstraction involved in declarative 
or symbolic representations is usually much higher than a 
simulated world state description, since it is expressed at a 
level suitable to specific decision processes, meaning that 
many simulation states can be compatible with a single 
declarative representation. That is, a declarative statement can 
provide a succinct and abstracted representation of a large set 
of world state denotations. For example the first order 
predicate ‘is_above(A,B)’ can apply to any object in a 
simulation that is above another object. But to represent all of 
those possible individual denotations (every possible situation 
and variation of positions in which one object is above 
another) declaratively would be practically impossible. The 
declarative level of decision processing can be linked to the 
simulation state, e.g. via spatiotemporal operators linked to 
the simulation structure, such as testing for the relative 3D 
positions and sizes of objects A and B as a basis for assigning 
a truth value to the statement ‘is_above(A,B)’. Hence there is 
a useful balance between what can be represented and 
reasoned about most effectively using declarative 
representations, and the large number of potential states 
having small differences represented by a simulation. These 
are complementary modeling methods. This paper describes 
an experiment designed and implemented to further test the 
theory that simulation is a powerful component of cognition. 
The motivating research question asked was: “How can 
simulation and prediction improve decision quality in a 
cognitive architecture?” In the experiment designed to address 
this question, a predictive module was added to a cognitive 
architecture, and the performance of the predictive and non-

predictive versions of the architecture were tested for 
controlling automated players of a virtual game. The 
predictive module used a 3D physics simulation engine to 
model the environment of an embodied AI, so that it could 
function in a dynamic situation without explicit coding of 
decision rules for all possible interactions in the environment. 
The simulation engine mathematically models interactions 
with the environment so that the cognitive module can handle 
physical events and actions with a reduced and simplified rule 
set. 

An existing cognitive architecture, Adaptive Control of 
Thought – Rational (ACT-R) [10][11][12], was chosen for the 
research and extended with a novel predictive module. Two 
virtual robots were implemented to play a competitive game 
of squash (Figure 1). Squash is a racket and ball sport played 
in an enclosed room between two players. It was chosen 
because it provides both a physics challenge (tracking and 
hitting the ball), and a cognitive challenge (playing a good 
tactical game to out-manoeuver an opponent).  

 

 

Figure 1.  Squash Simulation showing AI controlled players and ball path 
(grey track). 

Squash is a racquet sport played in a closed room between 
two players. The ball is free to bounce around the walls, and a 
player is free to hit the ball against any wall as long as it 
reaches the front wall before its second bounce on the floor. 
The opponent also has to reach the ball and play a shot before 
the second bounce.  

The game has been described as physical chess, since it is 
both physically demanding and highly tactical. The physical 
challenge is a result of the continuous explosive acceleration 
needed to react to, and retrieve, an opponent’s shot. 

The tactical element of the game plays out in the shot 
selection and how this can be used to apply pressure to the 
opponent. When deciding when and where to hit the ball the 
player is faced with many choices. Do they take the ball early 
before it reaches a wall? Do they wait and give themselves 
more time to play a better shot, but also give the opponent 
more time to move to a stronger court position? Is a shot to 
the front of the court the right shot? It puts the opponent under 

23Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-462-6

COGNITIVE 2016 : The Eighth International Conference on Advanced Cognitive Technologies and Applications

                           34 / 147



more physical pressure, but if they reach it with a bit of time 
to spare it opens up a lot of attacking shots.  

Squash is also a game of angles, much like a real-time 
game of snooker. Judging and playing the angles is an 
important part of the game. 

Using squash as the test scenario provides a known rule 
set for the game and existing tactical knowledge for 
implementing the AI models.  

Two predictive elements were added to the existing ACT-
R architecture. The predictive module always provided a 
prediction of the ball’s flight path for the purpose of 
intercepting and hitting the ball. A further predictive element 
was added that allowed the AI model to evaluate its own 
possible actions with a simulation to determine the likely 
outcome of those actions. Essentially, the model was able to 
ask very simple “what if?” questions about how its own 
actions might play out in the future. Performance change due 
to the ability to simulate and predict actions was the metric for 
answering the research question. 

The cognitive models implemented included three 
different mechanisms for choosing shots to play during a 
game of squash: 1) a pure random shot selection to act as a 
base control model; 2) a model that used rules to implement a 
shot selection heuristic; and 3) a model that used simulation 
to predict shot outcomes before selecting a shot type. 

The models were evaluated by playing them against one 
another. Data gathered from the squash play/simulation 
sessions recorded detailed information about shot selection, 
allowing analysis of the behaviour of the models and the 
effectiveness of their respective shot selection methods.  

Section II, of this paper, gives some background to 
cognitive and non-cognitive architectures. In Section III a 
description of the research undertaken and methodology used 
is given. Section IV describes the AI modelling and how 
prediction was incorporated. Section V discusses the results 
obtained. 

II. COGNITIVE AND NON-COGNITIVE ARCHITECTURES 

Cognitive architectures are based on theories of how the 
human mind reasons to solve problems. These are AI systems 
based on human cognitive processes that work through 
problems in a systematic way [3]. They are based on the 
Computational Theory of Mind [13], that proposes that the 
mind works like a computer running a program, using logic 
and symbolic information, to work through, and solve, 
problems.  

The cognitivist approach follows a rule-based 
manipulation of symbols, and uses patterns of symbols, as 
designed by humans, to represent the world [14]. A key 
characteristic is that the mapping of perceived objects to their 
associated symbols is either defined by humans, or learned in 
a way that can be viewed and interpreted by humans. 
Decisions about which actions to perform are derived by 
processing of the internal symbolic representations of the 
world. 

The ACT-R cognitive architecture is described in detail 

below. Laird et al. describe the adaptation of the SOAR 
cognitive architecture to robot control [15]. For the robotic 
control task, SOAR was extended to include mental imagery, 

episodic and semantic memory, reinforcement learning, and 
continuous model learning; it also incorporates a 

simultaneous localisation and mapping (SLAM) module. 
SOAR includes procedural memory encoded as production 
rules, and semantic memory implemented as declarative 

associations. It uses both symbolic and non-symbolic 
representations. A number of architectures similar to SOAR 

and ACT-R are reviewed in [16]. [17] take an alternative 
approach to cognitive architecture for robotics, proposing a 
content-based approach that overcomes the symbol 

grounding problem by matching perception and sensor data 
to extensive cloud-based and annotated repositories of 
images, video, 3D models, etc.. 

Most operational robots do not use cognitive architectures. 
Instead, traditional robotic research and control has focused 
on software solutions that solve problems  having well 
formulated solutions; this can be referred to as the algorithmic 
approach [1]. These systems are particularly suited to well-
defined tasks and domains, and form a foundation for robotic 
capabilities. However, there is a need for higher level 
cognitive abilities to deal with less well defined problem 
solving and uncertain situations where the scope for 
variability is not sufficiently understood or is too complex, for 
the development of algorithmic solutions. It is in these 
situations that cognitive architectures might provide an 
effective solution. 

The subsumption architecture is another alternative to 
cognitive architectures for robot control. The subsumption 
architecture approaches intelligence from a different 
perspective. Rather than rules that lay out a series of steps to 
accomplish a task, it uses a very sparse rule set that responds 
to sensor values to generate control outputs [18][19][20]. 
Brooks describes subsumption as a layered finite state 
machine where low-level functions, like “avoid obstacles”, 
are subsumed into higher-level functions, like “wander” and 
“explore”. Each successive layer gives increasing levels of 
competences. Lower levels pre-empt the higher levels, such 
that a robot can explore, but will avoid obstacles when 
necessary. 

Key aspects of subsumption are: that it contains no high 
level declarative representations of knowledge; no declarative 
symbolic processing; no expert systems or rule matching; and 
it does not contain a problem-solving or learning module [2]. 
It responds to the world by reacting directly to sensor inputs, 
in order to generate corresponding control outputs. So in a 
canonical subsumption architecture, there is no inherent 
mechanism for problem-solving in an algorithmic way. 

Subsumption can be very powerful. It is based on the 
concept that the environment stands for itself, i.e., the 
architecture reacts directly to environmental features, without 
a mediating representation. It is a functional architecture 
without being, or using, a declarative model of the external 
world. However, without additional features, like memory and 
goals, it is not as straight forward to implement a mission-
orientated task as it would be in a production rule based 
architecture. Hence these different approaches are 
complementary: the concepts behind subsumption –a layered 
set of rules implemented as a finite state machine– are not 
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difficult to implement, and could be easily incorporated into 
other cognitive architectures. 

Society of Mind proposes a theory that intelligence arises 
from the interactions of large numbers of simple functions 
[21][22]. This is not an actual architecture, but rather a theory 
[23] that argues against the idea that a single unified 
architecture or solution can account for intelligent behaviour. 

A robotic AI can be created completely within a single 
architecture, using rules that control every aspect of the 
decision making process, but those architectures are not 
always ideal for every style of decision-making.  Society of 
Mind theory argues for a modular approach to implementing 
an intelligence. Implementing simulation as an extension to a 
cognitive architecture, but using an external 3D engine to 
model the environment, follows this concept. The simulation 
is a separate, specialised function for solving problems in 
dynamic physical situations. 

ACT-R is a hybrid cognitive architecture consisting of 
both symbolic and sub-symbolic components [24][25]. It is a 
goal-orientated architecture. The symbolic data consists of 
facts and production rules. The sub-symbolic data is metadata 
about facts and production rules that control which facts are 
recalled and which production rules are chosen to fire when 
multiple facts and rules are available. 

ACT-R consists of a number of modules that interact 
through a production system that selects rules to execute, 
(Figure 2). Each module has a buffer, which can hold a chunk 
of data (a key/value pair structure) representing the current 
state of that module.  

The matching system looks for patterns in the buffers that 
it can use to select a production rule to potentially fire from 
amongst those available. Each production rule includes a 
pattern that gives the conditions under which it can fire. 
Production rules can make requests of the modules, so they 
can change their own internal state. 

 

 
Figure 2.  ACT-R structure – modules, buffers and production system. 

III. METHODOLOGY 

This section describes the research design, and the 
implementation of the prediction and simulation extensions to 
ACT-R to constitute the Predictive-ACT-R (PACT-R) 
architecture.  

A. Research Design 

The research consisted of developing and implementing a 
virtual environment for testing; developing a cognitive 
module that implemented the simulation-based cognition 
system; and developing AI models to test the system. 

An ACT-R cognitive module was developed that mapped 
a symbolic representation of a simulated environment into the 
ACT-R framework. This module gave the required PACT-R 
functionality for interpreting and acting within the 
environment, as well as providing simple predictive 
capabilities using simulation. 

The use of prediction and simulation in ACT-R was 
evaluated by comparing the performance of several models 
that each implemented different levels of prediction. The aim 
was to compare not only their performance, but also how 
easy/simple it was to model and use a predictive AI. 

B. Implementation 

The system implementation consisted of three 
components. The first was the design and implementation of 
a cognitive module within ACT-R. This predictive module 
gave models access to predictions about physical events, as 
well as a mechanism to take actions. 

The second element was a simulation of the game of 
squash implemented in the Unity™ game engine.  Parts of the 
PACT-R module were also implemented with Unity™, and 
communicated with the prediction module in PACT-R. The 
Unity™ components of ACT-R were the physics simulation 
and prediction engine. 

The final element was modelling squash-playing AIs. 
Three evaluation models were developed for testing and 
cross-comparison. 

C. Using Simulation and Prediction within a Cognitive 
Architecture  

The research investigated the use of a physics engine to 
provide prediction for a cognitive architecture. The concept 
requires a physics engine that can model and simulate the 
environment of a robot controlled by a cognitive AI. The 
simulation provides a symbolic representation of the 
environment to a cognitive architecture. This gives the 
cognitive model (the production rules) the information it 
needs to understand and act within its  environment. 

One way of using this information is to explicitly encode 
rules that check for certain conditions, for example, whether 
an object is in a certain position, or is moving in a particular 
direction; or for the relationships between objects in the 
environment, for example, whether an object is to the left of 
another object [17][26]. From this, the rules can encode 
appropriate actions for the robot to take. 

This research explored an alternative approach. Rather 
than using explicit rules to interpret and decide actions, a 
simulation of the environment was used to test actions. Figure 
3 shows a high-level diagram of this approach. An 
environment was modelled in the physics engine that provided 
a squash environment and state information to a cognitive 
model. From the information available, the cognitive model 
can determine what actions might be appropriate. Rather than 
determining the best, with rules, it passes the choices back to 
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the physics engine to be simulated, which then generates a 
prediction of the outcome of that action. The results of each 
prediction are passed back to the cognitive model, which then 
decides which one is the most appropriate, and will therefore 
be used.  
 

 
Figure 3.  Overview of PACT-R concept, environment is modelled and 

simulated actions are tested under the control of a cognitive model. 

D. PACT-R Module Implementation in ACT-R 

The prediction system is implemented as an ACT-R 
module that both controls a robot and does a simulation of the 
robot’s environment, for the purpose of interpreting what is 
happening in that environment. The module is, logically, a 
single system, but in the implementation it is broken into two 
functional parts: one residing in the ACT-R framework, and 
the other inside the Unity™ game engine, which includes a 
physics engine and also hosts the virtual world the robots exist 
in (Figure 4).  
 

 
Figure 4.  PACT-R (in red) within the ACT-R and Unity. 

The ACT-R component of the system maintains the 
current simulation and prediction state for use by the AI 
models, while the Unity™ component of the system contains 
a customised physics engine that can simulate both the squash 

ball’s path, and the outcome of shots played by the robot. The 
two components of the module connect via a Universal 
Datagram Protocol (UDP), a standard part of the Internet 
Protocol (IP).  

For PACT-R, the cognitive module represents implicit 
knowledge of the sort that a squash player learns over many 
years. Part of this implicit knowledge is the muscle memory 
that allows a player to move correctly and hit a ball properly. 
Another part is an implicit understanding of the tactical 
situation. Coding this implicit knowledge into an AI model 
would be difficult and counterproductive. A squash player 
does not think about this, but rather uses it as a base to decide 
what they should do next. Essentially, the difference resides 
between ‘how do you do something?’ and ‘what you should 
do?’. Implicit knowledge encodes the ‘how’, while the 
simulation provides a basis for deciding ‘what’. 

The PACT-R module has to work through ACT-R 
modules and buffers. The extended prediction module is, 
therefore, implemented as an additional cognitive module that 
provides two buffers, one that commands are sent to, and the 
other that gives the model access to a simplified view of the 
environment. The prediction module communicates with the 
simulation engine to both receive predictions and to request 
predictions based on possible actions of the AI model. Figure 
4 shows the modified ACT-R framework with the additional 
prediction module. 

IV. AI MODELLING AND PREDICTION 

This section presents the outline of the AI models at a 
conceptual level, rather than dealing with the details of 
modelling them in ACT-R. Then, the implementation of the 
prediction module in ACT-R is presented, together with its 
interactions with the AI models, followed, by a description of 
the evaluation and analysis framework for these models. 

A. Prediction Models 

The simulated task, playing squash, that the AI has to 
perform is dynamic; the ball is in continuous motion, and can 
follow complex paths as it interacts with the walls and floor. 

Likewise, the AI’s robotic avatar is moving, as is the 
opponent.  

ACT-R is designed to look for, and respond to, patterns in 
information in its buffers. The buffers hold information 
representing both the external world, and the AI model’s 
internal state. ACT-R can work with values and do simple 
comparisons, but doing complex calculations and 
relationships is not its  forte (although it is possible to call Lisp 
functions if required). Ideally, the modules should do the hard 
work of breaking a situation into a simple symbolic 
representation that the AI model can reason about, by 
searching for patterns and relationships. 

For a complex dynamic situation this may present a 
problem, since an AI model requires deliberation (i.e., 
“thinking”) time. That is, it needs time to recognise a pattern 
and fire a production for the situation the pattern represents. 
For a dynamic situation, by the time a pattern has been 
recognised and acted upon, the situation may have already 
changed to something different. 
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The simulation-based module described here abstracts 
away the details of the environment into a simple set of 
relationships and events representing the elements in the 
scene. This abstraction is highly domain specific; in the 
implemented PACT-R, the abstraction focuses on the 
specifics of the game of squash. 

For squash, PACT-R identifies three actors: self, opponent 
and ball. The module provides the AI model with information 
about the approximate locations of these actors within the 
squash court and information about what is happening, is 
about to happen, or what might happen. Conspicuously absent 
from the information is real coordinates and vectors of motion. 
While ACT-R can work with this sort of information, it would 
lead to a set of rules with a lot of spatial relationship 
calculations and conditions that might not be processed 
rapidly enough for real-time performance.  

For this research, a baseline capability of the prediction 
module included a prediction about the immediate known ball 
flight path that the AI model could use to intercept the ball, at 
an appropriate court position, in order to play a shot. This 
prediction was made following the opponents shot when the 
ball’s position and velocity could be determined. The ball’s 
path was simulated in the physics engine, which tracked 
where the ball would travel as it bounced against the walls and 
floor. The path was calculated until it was determined that the 
ball would have bounced on the floor for a second time. This 
projected ball path was then used in the prediction module to 
determine locations where the player could intercept and hit 
the ball, based on their own movement ability. 

The intercept positions were placed in the prediction 
module buffer used by the AI model, which allowed the 
models to intercept the ball without any further processing. 
The intercept position could have been under AI control, but 
this would have introduced more complexity to the modelling 
and introduced more independent variables to the test, making 
it difficult to determine cause and effect. For this reason, AI 
control and reasoning was limited only to the shot selection 
strategy. 

To know where the ball and the player were within the 
squash court, the squash court was broken into strategic zones 
and all positions were given zone numbers. The squash 
strategy implemented in the models was also based on zones, 
with a limited selection of shots available for each zone. The 
AI models selected a shot from those available in the zone 
where the ball was intercepted. The zones and shots are based 
on squash training drills commonly used to teach players basic 
strategy. 

B. Evaluation and Analysis 

Three models were developed and evaluated. The first 
model was a basic random shot selection model that 
functioned as the base line to determine whether shot selection 
by the other models was better than random chance. 

The second model was a heuristic model that had an 
explicit shot selection rule-set derived from the human 
developer’s experience of playing squash. This model’s 
purpose was to provide an alternative method to the prediction 
model. 

The third model used the predictive features of PACT-R 
to test shots for their likely outcome.  

In order to evaluate the performance of the three models, 
a large amount of automatic data gathering and logging was 
conducted from the virtual environment. This data gave both 
comparative performance of the models, and an insight into 
how they won or lost. 

The data collected from the experiment was the result of 
player to player rallies between two competing AI models. 
The models were tested over a large number of rallies to 
produce data for a statistical analysis of the relative 
performance of the models. 

For each test session the only variables were the shot 
selection strategies of the two competing AI models. 

Test sessions consisted of two AI models (out of three) 
loaded into the ACT-R environment, playing against each 
other over a series of rallies. A rally is where the two players 
alternate shots until one is unable to retrieve or return the shot, 
and therefore loses. Data recorded included shot selection and 
state during the rally, and the final results of each rally. This 
was repeated for a fixed time (from three to eight hours) to 
generate a large sample set of data. 

Squash starts with a serve from one player to another. For 
a test run, the serve was alternated so there was no bias or 
advantage to either model. Player 1 always s tarted on the 
forehand side (right), and player 2 on the backhand. The 
players were ambidextrous with no advantage to either side 
(unlike human squash players). 

V. RESULTS AND DISCUSSION 

The three models discussed here all follow the same base 
strategy. They have to choose from three or four shots 
available for the zone where the ball is to be hit. The basic 
model did not use any additional logic to choose a shot. The 
other two models tried to choose a shot that would force the 
opponent to have to travel the furthest to reach the ball in order 
to play their next shot. 

A. Basic Random Shot Selection Model 

The first AI model developed was a random shot selection 
model. This created a setup with three or four equally possible 
shots for each court zone for ACT-R to choose with its 
production rules. With no additional conditions in the rules, 
other than the court zone, a shot would be chosen at random 
from those available. 

This model acted as a baseline control. It was also the only 
model used during development and balancing of the 
simulation and physics engine. 

B. Heuristic Selection Model 

The second model was a heuristic model that used ACT-
R production rules that implemented a simple squash strategy, 
which tried to choose shots that would be directed to an area 
of the court where the opponent was not present. For example, 
if the opponent was deep in the court (i.e. close to the front 
wall of the court), it would favour a short shot; and if the 
opponent was on the forehand side, it would favour a 
backhand shot. Shot selection rules for each zone were 

27Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-462-6

COGNITIVE 2016 : The Eighth International Conference on Advanced Cognitive Technologies and Applications

                           38 / 147



implemented using this simple strategy. In real squash, this 
approach is a good starting point for any human player. 

Figure 5 is a flow chart representation of part of the 
heuristic model, although it only shows one shot selection 
choice, rather than the many that were required to model shots 
for all court zones. It should be noted that for ACT-R 
production rules, matching and firing does not proceed in a 
step-by-step fashion like a flow chart. The flow chart 
representation is used to show the logic, rather than the 
functioning of the models. 
 

 
 
(p take-shot-z22-z23-StHi-OpSh 
    =goal> 
      ISA playing-mode 
      state    2      ; play mode 
    ?command> 
      state free 
    =predictive> ; PACT-R module 
      ISA predictive-state ; correct chunk type 
      special 5 ; shot selection mode 
      > intercept-zone-width 1 ; position wide 
      intercept-zone-depth 2 ; position mide 
      > op-zone-depth 2  ; op at front of court 
    ==> 
    +command> 
      ISA command-packet 
      req-cmd     4       ; Set Shot to play 
      :req-param  51      ; Long High Straight 
  ) 

Figure 5.  Heuristic AI shot selection model flow chart and an example 
rule showing a single zone selection. 

Each diamond and rectangle pair in Figure 5 corresponds 
to a production rule. The heuristic model consisted of 45 
production rules for shot selection, plus another 5 to 
implement the functionality required for starting and ending a 
rally, and for returning to a central court position when not 
returning a shot. 

C. Predictive Selection Model 

The third AI model was the predictive model. The random 
and heuristic models both had access to a prediction of the 
balls’ path that they could use to determine where to go to hit 
the ball, and, consequently, what shots they should be playing, 
based on where the shot was to be taken.  

The predictive model went a step further in predicting the 
outcome of shots the AI model might take. This was done by 

allowing the AI model to choose a possible shot before 
passing that information to the prediction module for 
simulating and predicting its consequences. The module 
would simulate how the shot would play out to predict where 
the opponent would be when the shot was played, and how 
much difficulty they would have in then retrieving it and 
playing a counter shot. The prediction was based on the same 
strategy as the heuristic model, trying to find a shot that was 
as far from the opponent as possible. 

The prediction system has one advantage over the 
heuristic: as it is calculating the path of the shot under test, it 
sometimes found situations it could not solve for the opponent 
to intercept with the ball. In essence, it had found winning 
shots that the opponent could not return. This result was 
passed back to the AI, which allowed the predictive model to 
find, and choose, these occasional winning shots. 

Figure 6 shows the prediction model as a flowchart, and a 
sample rule. Unlike the heuristic model’s 45 rules, this model 
only requires 26 rules for shot selection. Each rule defines a 
shot to be tested for a particular zone of the court.  
 

 
(p take-shot-z22-z23-StHi 
    =goal> 
      ISA playing-mode 
      state    2       ; in play mode 
    ?command> 
      state free 
    =predictive>  ; PACT-R module 
      ISA predictive-state ; correct chuck type 
      special 5  ; in prediction mode 
      < prediction-count 4 ; more testing allowed 
      - registered-shot 51 ; not already tested 
      > intercept-zone-width 1 ; court pos wide 
      intercept-zone-depth 2   ; and mid depth  
    ==> 
    +command> 
      ISA command-packet 
      req-cmd     5       ; Test Shot (predict) 
      :req-param  51      ; Long High Straight 
  ) 

Figure 6.  Predictive AI shot selection flow chart and sample rule.  

The predictive system works by allowing the AI model to 
test shots that are available to play. This allowed the prediction 
system to usually come up with the best shot available within 
the limits of the prediction resolution. Figure 7 shows the 
progression of the shot testing as the cyan player moves to 
intercept the shot. The grey track shows the ball’s current path 
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in the top right frame. In subsequent frames blue tracks appear 
which represent possible shots. In the final frame the cyan 
player has played the best shot found which, is another straight 
shot down the left hand side (shown in grey again). 

 

 

Figure 7.  Time lapse of predictive shot selection showing test predictions 
(blue tracks) for cyan robot. 

This sequence of shots takes place over a period 800ms, 
Figure 8 shows an abbreviated trace of the ACT-R rules firing 
for the sequence in Figure 7. Prediction tests are 150 ms apart, 
which corresponds to ACT-R’s default cycle time for rule 
firing. The first shot tested scored the highest and is selected 
as the shot to play in the FINAL-SHOT-SELECTION rule 
fired at the end of the trace. 

 
9.050 PRODUCTION-FIRED TEST-SHOT-Z22-Z23-STHI 

Testing shot 51 0 
better predicted value 2 for 51 

9.200 SET-BUFFER-CHUNK SPATIAL SPATIAL-STATE45 
9.200 SET-BUFFER-CHUNK SITUATIONAL-STATE45 
9.250 PRODUCTION-FIRED TEST-SHOT-Z22-Z23-BODF 

Testing shot 23 1 
predicted value 1 for 23 

9.400 SET-BUFFER-CHUNK SPATIAL SPATIAL-STATE46 
9.400 SET-BUFFER-CHUNK SITUATIONAL-STATE46 
9.450 PRODUCTION-FIRED TEST-SHOT-Z22-Z23-CRHI 

Testing shot 52 2 
predicted value 1 for 52 

9.600 SET-BUFFER-CHUNK SPATIAL SPATIAL-STATE47 
9.600 SET-BUFFER-CHUNK SITUATIONAL-STATE47 

… 
9.850 PRODUCTION-FIRED FINAL-SHOT-SELECTION 

Figure 8.  ACT-R trace of a test and prediction sequence of rules being 
fired 

D. Performance 

Figure 9 shows the player to player performance of all 
three models. When playing identical models against each 
other the results are even, as would be expected. Both heuristic 
and predictive models win over the basic random selection 
model. The predictive model also wins over the heuristic 
model, with a score of 312 to 228. The binomial test p-value 
for this is 0.0003, showing that this is unlikely to be due to 
random chance. 

 

 
Figure 9.  Head to head scores for all models over six hour duration 

games. 

When developing the models, there was a clear advantage 
to the basic and predictive models over the heuristic model in 
the reduced number of rules required to implement the shot 
selection strategy. The basic and predictive models required 
25 and 26 rules, respectively. The heuristic model required 45 
rules to implement a simple shot selection strategy. The 
predictive system did have a disadvantage in the time it took 
to select a shot; it was not always able to complete its shot 
selection, and in that case it reverted to a random choice. 

The three models that were developed could all play 
squash. The heuristic and predictive models both 
outperformed the basic model.  The predictive system also 
outperformed the heuristic model, despite some limitations in 
its implementation. 

VI. CONCLUSION 

The research question asked “How can simulation and 
prediction improve decision quality in a cognitive 
architecture?”. The results show that, within the limitations of 
the experiment, a predictive model – with an ability to use 
simulation to test its own actions to determine and evaluate 
their possible outcome – held a clear advantage over a model 
that used heuristics to test relationships between objects in a 
simulated scenario.  

It is not, perhaps, surprising that an approach that glimpses 
at the future, however imperfect, would have an advantage 
over reasoning about a situation based only on where objects 
are, how they were moving, etc., in the moment. The results 
of the investigation indicated that prediction provided a more 
effective appraisal of the value of an action, without requiring 
detailed rules.  

There is a caveat here though: the evaluation of the 
heuristic model was an evaluation of its specific rule set, and 
it could have been developed further. Its rule set was not very 
complicated, and it is entirely possible that with a larger rule 
set, and more detailed situational knowledge, it could have 
out-performed the predictive model. Indeed, both the heuristic 
and predictive models could have been developed further, to 
leapfrog each other in a virtual arms race. 

However, there was another aspect to the modelling. The 
predictive model only required 26 rules versus the 45 rules of 
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the heuristic model. Not only were there less rules, they were 
simpler. Each rule simply stated a possible shot to test, and 
required no expert knowledge of how, or when, that shot 
might be used. In comparison, the heuristic rules required an 
understanding of squash strategy, and each rule had to be 
carefully considered as to how it would play out. 

While both models could have been extended, the effort 
required to do so would have been considerably different. The 
heuristic model would require a lot of expert knowledge. The 
predictive model would have required only fixing some 
design issues and, perhaps, increasing the fidelity of the 
predictions. Of course, the predictive model does require a 
simulation engine that can predict outcomes of actions, 
however imperfectly. Developing the simulation does not 
require expert knowledge of squash either, but it does require 
being able to model the physics of the scenario. This is not an 
inconsiderable task and, even in the simple scenario used in 
this research, more time was spent developing the simulation 
than was required for the creation of the AI rule set. 

VII. FUTURE WORK 

The research described above only looked at a highly 
discrete problem, and the solution was very domain specific. 
The PACT-R cognitive model gave a scene description and 
predictions in a very squash-centric way. Continuing this 
methodology of creating a custom model and simulation for 
every scenario is time consuming, and it would be desirable to 
accelerate the process by finding a more generic way of 
describing physical relationships and actions within an 
environment. 

It is unlikely that any solution could be truly generic. Such 
a solution would have to be able to model and simulate a large 
and arbitrary amount of the real world. Rather, a practical 
improved implementation of PACT-R would provide a 
generic framework that could be extended and adapted for 
specific scenarios. 

Another area of ongoing research is to use PACT-R in 
physical robotics. PACT-R is intended for robotics and 
embodied AI. Taking this system into the real world presents 
the considerable challenge of perceiving and simulating at 
least a small part of the real world. For constrained situations 
this might not be so difficult. For example, in real-world 
squash, if you can detect and track the ball, it is then relatively 
easy to predict where it will go in the rectangular room that 
squash is played in. The bigger challenge would be predicting 
the outcome of shots, since this is not as clear-cut in the real 
world as it was in the simulation, since the simulated shots 
were simplified, and the virtual robots were able to play them 
more accurately than any real robot would be able to. 

The research also highlighted some issues when working 
with ACT-R that could be an interesting topic of future work. 
ACT-R’s reinforcement learning mechanism did not work for 
this task. What alternative learning mechanisms could have 
been used? Could some form of tagging (marking key rules in 
the decision process) be used so that rewards and penalties are 
given to the correct rules? How would the modelling need to 
change to make use of learning? 

In modelling within ACT-R values, rules are tested with a 
basic set of comparative operators (>, <, =, etc.) While this is 

suitable for a lot of modelling, when implementing the squash 
strategy it would have been convenient to have been able to 
model in fuzzy logic, where instead of yes /no answers, 
cold/cool/warm/hot answers were possible. The matching 
would bias the rule selection, rather than simply excluding or 
including specific rules. Giving ACT-R a fuzzy logic 
matching system would allow it to work better in situations 
where there is not a simple black or white answer. 

ACT-R also has a declarative memory system (long term 
memory). This was not used in this research, since it supports 
a different learning mechanism that did not fit with modelling 
squash. The mechanism is based on a principle of spreading 
activation, where recently used memories are more likely to 
be recalled, and memories that share similar content are also 
more likely to be recalled (this is the spreading activation). 
Recently recalled, or similar, memories do not apply to 
squash, since all shots and outcomes need to be considered 
equally. However, without the learning, declarative memory 
could have played a role in the rules in encoding combinations 
of zones and shots. It was not done this way, since when the 
decision was made to implement the models as explicit rules, 
reinforcement learning was still in consideration as a 
mechanism for improving shot selection. 

If declarative memory had been used, how could it have 
been used, and what sort of learning mechanisms could have 
been applied? Could reinforcement learning be used with 
memories? Could there be negative and positive memories, a 
sort of ‘positive memories’ that are easily recalled, and 
‘negative memories’ that are suppressed? These 
considerations may be crucial for applying simulation-based 
prediction in different robotic applications. 
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Abstract—The present paper proposes a new learning method
called “self-organized potential competitive learning” to improve
generalization and interpretation performance. In this method,
the self-organizing map (SOM) is used to produce knowledge
(SOM knowledge) on input patterns. By considering the poten-
tiality of neurons rather than stored information, it can be used to
train supervised learning. Highly potential neurons are supposed
to respond to as many input patterns and neurons as possible.
This property is, for the first approximation, described by the
variance of connection weights. The method was applied to real
second language learning data (Japanese learners of English) and
showed improved generalization performance. In addition, two
important input neurons with high potentiality were detected,
both of which represented inanimate subjects. This implies
that Japanese students have difficulty dealing with inanimate
subjects when learning English as a second language. This finding
corresponds with the established knowledge on second language
learning. The present results affirm the possibility of SOM
knowledge to be applied to many different situations.

Keywords–Self-organizing maps; Potentiality; Interpretation;
Generalization.

I. I NTRODUCTION

The present section shows that it is necessary to focus on
the main part of knowledge obtained by the self-organizing
maps for applying it to supervise learning.

A. Utility of SOM Knowledge

The self-organizing map (SOM) [1][2] is one of the most
important unsupervised techniques in neural networks. In par-
ticular, the SOM has good reputation for producing knowledge
(SOM knowledge) which can be used to clarify class structure
and visualize input patterns [3]-[13]. Because it has been
proved that the SOM can produce rich knowledge from input
patterns, SOM knowledge has been used for many different
purposes in addition to class clarification and visualization.

The present paper tries to show that SOM knowledge can
be used to train supervised neural networks. If it is possible
to use SOM knowledge in supervised learning, it has one
major merit compared with other supervised techniques. The
SOM has long been used to visualize complex data over
two-dimensional maps. Thus, supervised networks with SOM
knowledge can produce easily interpretable representations. It
is well-known that the black-box property of neural networks

is a major difficulty in extending them to practical problems.
To overcome this issue, a number of methods have been
developed. For example, some methods have tried to extract
rules from obtained connection weights [14]-[18]. However,
it is not easy to extract explicit rules when the connection
weights are complex. Methods with SOM knowledge can be
used to produce neural networks whose inference mechanisms
are more easily interpreted.

B. Potentiality of SOM Knowledge

The direct insertion of SOM knowledge into supervised
neural networks is particularly effective in decreasing errors
between targets and outputs. However, since the SOM is a form
of unsupervised learning, knowledge generated by the SOM
is not necessarily suitable for training supervised learning. In
this context, it is supposed that some form of enhancement of
SOM knowledge is necessary to adapt it for supervise learning.
More concretely, SOM knowledge needs to be modified before
entering the supervised leaning phase in order to make it
effective.

In the present paper, we suppose that the fundamental
parts of SOM knowledge can be used for general purposes,
including supervised learning. The main parts are supposed
to be related to as many different situations and patterns as
possible. On the other hand, the peripheral parts are exclusively
related to specific situations and input patterns. The main part
is related to the ability of neurons to respond appropriately
to as many new situations as possible. Linsker [19] stated
the concept of information in the same way and considered
the variance of neurons as one of the candidates for the
concept of information. Thus, the present paper adopts the
variance of neurons as the potentiality of neurons for the
first approximation. Naturally, the variance itself is not always
useful in the improvement of performance. Thus, potentiality
refers to all processes of transforming variance into a useful
form for the sake of improved performance.

C. Paper Organization

In Section 2, we present how to compute the poten-
tiality and how it can be used for learning. In Section 3,
the experimental results on the second language learning is
presented. First, we show that the selective potentiality is
increased when the parameter is increased. Then, we compare
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generalization performance by the present method with that by
the conventional learning methods. The present method show
better generalization performance compared with the other
conventional methods. In addition, connection weights into
the highly potential neuron represent the inanimate subjects,
corresponding to the established knowledge of the second
language learning.

II. THEORY AND COMPUTATIONAL METHODS

In this section, we present how to compute the potentiality
and briefly explain how to train supervised learning by this
potentiality.

A. Introducing Potentiality

Potentiality refers to how neurons respond differently to
as many situations as possible. For the first approximation,
potentiality is measured by the variance of neurons. When
the variance of neurons becomes larger, the corresponding
potentiality becomes higher.

Figure 1 shows the three phases of potential learning.
In the first potential determination phase in Figure 1(a), the
SOM is used to obtain connection weights from input to
hidden neurons. Then, the corresponding potentialities of input
and hidden neurons are computed. In the second potentiality
actualization phase in Figure 1(b), connection weights and
input and hidden potentialities transferred from the potentiality
determination phase are given as initial weights. Then, those
weights and potentialities are assimilated as much as possible
in learning. Finally, in the potentiality adjustment phase, the
connection weights obtained in the potentiality actualization
phase are slightly adjusted, specifically to eliminate the effects
of over-training.

B. Input and Hidden Potentiality

In the potentiality determination phase, first the potentiality
is determined by using the variance of connection weights, and
then this potentiality is incorporated into the learning processes
to assimilate the potentiality. For this, we need to define the
potentiality of individual input neurons.

Let wjk denote connection weights from thekth input
neuron to thejth output neuron. Then, the variance is defined
by

vk =
M∑
j=1

(wjk − wk)
2, (1)

whereM is the number of hidden neurons and

wk =
1

M

M∑
j=1

wjk. (2)

Then, the input potentiality is defined by

ϕk =

(
vk

maxl vl

)r

, (3)

wherer denotes the potentiality parameter andr ≥ 0.

The hidden potentiality is defined by

vj =

L∑
k=1

(wjk − wj)
2, (4)

whereL is the number of input neurons and

wj =
1

L

L∑
k=1

wjk, (5)

Then, the hidden potentiality is defined by

ϕj =

(
vj

maxm vm

)r

, (6)

C. Selective Potentiality

The number of highly potential neurons should be as
small as possible. For this, the selectivity of potentiality is
introduced. First, the input potentiality is normalized by

ϕnrm
k =

ϕk∑L
l=1 ϕk

. (7)

and

H1 = −
L∑

k=1

ϕnrm
k log ϕnrm

k . (8)

Then, the selective potentiality is defined by

SP1 =
Hmax

1 −H1

Hmax
1

. (9)

Finally, the hidden potentialitySP2 is obtained in the same
way.

D. Potentiality Actualization

The potentiality is used to modify connection weights
according its magnitude. The modification is implemented for
connection weights from the input to hidden, and from hidden
to output neurons. For the input-hidden connection weights,

newwjk = ϕj
oldwjkϕk (10)

and for the hidden-output connection weights,

newwij =
oldwijϕj . (11)

In the potential actualization phase, connection weights
weighted by the corresponding potentialities are given as initial
weights. Those initial and weighted connection weights guide
the learning processes in the actualization phase.

III. R ESULTS AND DISCUSSION

This section deals with an experimental result on the
second language learning, stressing that the main findings by
the present method correspond to those of the second language
learning.

A. Experimental Outline

Real second language learning data was used to test the
method. The numbers of input variables and patterns were 42
and 70, respectively. The number of hidden neurons was set to
12. The size was empirically determined for the SOM. The data
set was divided into the training (70%), validation (15%) and
testing (15%) data. All supervised learning used the default
parameter values of the Matlab neural networks package in
order to make it easy to trace the results.

The purpose of the experiment was to examine what differ-
entiates Japanese high school and university EFL students in
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Figure 1. Concept of self-organized potential learning where the potentiality is determined in the potentiality determination phase, and the knowledge obtained
in this phase is transferred to the potentiality actualization phase. Finally, minor adjustments are made in the potentiality adjustment phase.

terms of their grammatical competence in writing. Thirty first-
year high school and 40 first-year university EFL students par-
ticipated in the experiment. Both the high school and university
students had started studying English in junior high school;
therefore, the former group had studied English for three years,
while the latter had studied for six years. None of them had
experience living or studying in English environments. Both
groups of students took a written grammar test consisting of
42 questions, each of which targeted different grammatical
structures. The questions were basically taken from model
sentences in different lessons in an English high school writing
textbook authorized by the Japanese Ministry of Education,
Culture, Sports, Science, and Technology. The 42 questions
comprised seven different grammatical categories, each of
which was further broken down into several questions: tense (8
questions), sentence patterns (11), inanimate subjects as agents
(2), auxiliary verbs (3), clauses (4), voice (2), non-finite verbs
(9) and comparative/superlative (3). For example, the category

”tense” included questions that asked about different tenses
such as past, present progressive, and present perfect. The two
groups of students took the test for 35 minutes in a classroom
without using a dictionary. For each question, the students
were given a Japanese sentence followed by scrambled English
words and phrases. Their task was to unscramble those words
and phrases to make a sentence that corresponded to the given
Japanese sentence.

B. Input and Hidden Selective Potentiality

Figures 2(a) and (b) show input and hidden selective
potentiality for the L2 data set. As can be seen in the figure,
the input selective potentiality increased to 0.7, while the
hidden selective potentiality only reached 0.4. In other words,
the input potentiality was easily increased compared with the
hidden potentiality.

Figure 3 shows the individual potentialities of input neu-
rons. When the parameterr was 0.1 in Figure 3(a1), the
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Figure 2. Input potentiality (a) and hidden potentiality (b) for the L2 data set.

individual potentialities fluctuated almost evenly. When the
parameterr increased from 1.1 in Figure 3(a2) to 5.0 in Figure
3(a4), the potentialities became gradually differentiated. In the
end, only two input neurons had higher potentialities, namely,
the 19th and 26th input neurons.

Figure 3 shows individual hidden potentialities. Because
of the SOM, periodic patterns could be observed. When the
parameterr increased from 0.1 in Figure 3(b1) to 5.0 in
Figure 3(b4), only two hidden neurons tended to have higher
potentiality, namely, the first and seventh hidden neurons.

C. Generalization Performance

Figure 4 shows generalization errors when the parameterr
was increased from 0.1 to 5.0. In all cases, the errors by the
potentiality method were well lower than those by the BP and
the method without the potentiality. By the input potentiality
in Figure 4(a), when the parameterr was less than 2.4, the
generalization errors were lower than those by the BP and
the method without the potentiality. Then, the generalization
errors were larger than those by the conventional BP beyond
this point.

By using the hidden potentiality in Figure 4(b), the gen-
eralization errors were almost always below those by the
conventional BP. By using the input and hidden potentiality
in Figure 4(c), the generalization errors gradually decreased
when the parameterr increased to 2.4, and then began to
fluctuate. Those results show that generalization errors by the
potential method were lower than those by the other methods.
In particular, by using the input and hidden potentiality, better
generalization performance could be obtained.

It should be stressed that the generalization error by the
method without the potentiality produced the worst errors
out of all the methods. The method without the potentiality
was one in which the SOM was directly connected with the
successive back-propagation networks. As mentioned in the
introduction section, direct insertion of SOM knowledge is
not useful for training supervised learning. The results show
clearly that modification and enhancement by the potentiality
have the effect of transforming SOM knowledge to more useful
knowledge.

D. Connection Weights

Figure 5(a) shows connection weights in the potentiality
determination phase, namely, by the SOM. As can be seen

in the figure, many positive connection weights could be
seen, and it was difficult to immediately detect any regularity
from those connection weights. Figure 5(b) shows connection
weights by the potentiality actualization phase with only
input potentiality. It could be seen that only two groups of
connection weights from the 19th and 26th input neurons
were strong. These two input neurons represented inanimate
subjects. Figure 5(c) shows connection weights with the hidden
neurons’ potentialities. As can be seen in the figure, two
groups of connection weights into the first and seventh hidden
neurons had stronger positive weights. The connection weights
into both hidden neurons showed larger variance, as shown
in Figure 5(a). By using the input and hidden potentiality in
Figure 5(d), strong connection weights similar to those by the
input potentiality in Figure 5(b), and by the hidden potentiality
in Figure 5(c), were observed. However, the majority of them
became weaker and negative in red.

E. Summary of Results
Table I shows a summary of the experimental results in

terms of generalization performance. The bold face numbers
represent the best values. The method ”without” means the one
in which the SOM is directly connected with the supervised
component. As can be seen in the table, all potential methods
showed lower errors compared with those by the methods
without potentiality: BP and the support vector machines. By
the input potentiality, the generalization error was 0.2. Then,
by the hidden potentiality, the generalization error decreased
to 0.1909 and the minimum error became zero. By using
the input and hidden potentiality, the lowest error of 0.1818
was obtained. By the conventional BP, the error increased
to 0.2455, and by the fine-tuned support vector machine,
the error further increased to 0.2818. Finally, without the
potentiality, the worst error of 0.4364 was obtained, meaning
that SOM knowledge did not contribute to the improvement
of generalization performance. The potentiality method was
essential in order to effectively utilize SOM knowledge.

The better generalization performance was due to the fact
that a smaller number of highly potential neurons was detected
in Figure 3. In addition, the better performance was due
to the connection weights by the SOM in Figure 5(a). The
potentiality method tried to those extract connection weights
with the largest variance created by the SOM.

Then, it was observed that connection weights were mod-
ified only according to the potentialities in Figure 5(b). Only
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Figure 3. Individual input (a) and hidden (b) potentialities for the L2 data set.
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TABLE I. Summary of experimental results for the L2 data set.

Method Avg Std dev Min Max

Input Potentiality 0.2000 0.1118 0.0909 0.3636

Hidden Potentiality 0.1909 0.1000 0.0000 0.3636

Input+hidden 0.1818 0.1134 0.0000 0.3636

Without 0.4364 0.1808 0.2727 0.8182

BP 0.2455 0.1054 0.0000 0.3636

SVM 0.2818 0.1088 0.0909 0.4545

two important and highly potential input neurons were de-
tected, both of which represented inanimate subjects. The
Japanese students had difficulty in using inanimate subjects,
which are not common in the Japanese language. This cor-
responds perfectly to already established knowledge in L2
literature [20][21].

IV. CONCLUSION

The present paper proposed a new type of learning called
“self-organized potential learning”. This method aims to utilize
SOM knowledge to train supervised learning. The direct use
of SOM knowledge is not necessarily useful for supervised
training. Thus, SOM knowledge should be seen for its po-
tentiality in many different situations. If the knowledge can
be effective for many different situation or patterns, it can
have much potentiality. For the first approximation to the
potentiality, the variance of neurons is adopted. If neurons have
larger variance and respond to input patterns differently, the
neurons’ potentiality becomes higher.

The method was applied to the actual data from the
second language learning. The method could extract a clear
result: that Japanese students had the most difficulty dealing
with inanimate subjects. This corresponds perfectly to second
language learning literature.

One of the main problems is that the quantities of the
selective potentiality of input and hidden neurons were dif-
ferent from each other. In the experiments, the input neurons
could increase the selectivity more so than the hidden neurons,
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as shown in Figure 2. This imbalance between input and
hidden potentiality may influence final performance. Thus, it is
necessary to examine in more detail the relationship between
input and hidden potentiality. Finally, it is important to note
that though the present experiment was performed with a
small-sized but actual dataset, the method is simple enough
to be applied to large-scale data sets.
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Abstract—The cognitive load theory distinguishes three types of
cognitive loads: intrinsic, extraneous, and germane. Measuring
each cognitive load individually is challenging. In this study,
we developed a measurement method based on the mental
chronometry paradigm. Participants played 8 by 8 Reversi games
with a computerized experimental environment. A 2 x 2 x
2 mixed design experiment was performed wherein the three
types of cognitive loads were manipulated. The experimental
results supported almost all our predictions drawn from assumed
cognitive processes, implying a possibility that our methodology
can be used for measuring cognitive loads.

Keywords - cognitive load theory; intrinsic; extraneous; ger-
mane

I. INTRODUCTION

The cognitive load theory (CLT) has played a central role
in designing learning environments [1][2]. The theory distin-
guishes three types of cognitive loads: intrinsic, extraneous,
and germane. Intrinsic load is defined as the basic cognitive
load required to perform a task. As the difficulty of the
task increases and the degree of expertise of the performer
decreases, there is an increase in the intrinsic load. Extraneous
load is defined as the wasted cognitive load that does not relate
to the primary cognitive activities, but emerges reluctantly. One
reason that the extraneous load occurs is due to the inappro-
priate design of the learning material. For example, when the
related information is not properly arranged, the extraneous
load increases by the efforts of performing irrelevant searches
to gather the related information. Germane load is defined as
the load used for learning, such as for constructing schemata
activities.

Figure 1 illustrates the relationship among the three cog-
nitive loads [3]. Figure 1 (a) illustrates the state in which the
cognitive load exceeds the limits of the performer’s working
memory capacity due to the increase in the extraneous load.
In this situation of overload, learners make enormous errors,
spend too much time performing the task, and occasionally,
may be unable to perform the task. Figure 1 (b) shows
cognitive loads that fall within a range where learners perform
a task easily and show good results. CLT proposes that in
such a situation where there is memory capacity to spare, it
is important to increase the germane load to activate learning
activities, as illustrated in Figure 1 (c).

For measuring such cognitive loads, multiple measurement
approaches have been developed. The first methodology is
based on participants’ subjective ratings. Two primary indexes
are well known: NASA-Task Load Index (NASA-TLX) [4]
and SWAT, which includes three measures: time load, mental

Figure 1. The three types of cognitive loads.

effort load, and psychological stress load [5]. These indexes
measure one-dimensional cognitive loads. Recently, some trials
wherein each of the three types of cognitive loads is separately
measured have been developed [6][7][8][9].

Another approach attempts to measure the cognitive loads
objectively based on task performances. A representative
method is to estimate cognitive loads by secondary task
performance [8][10]. Participants are required to respond to a
stimulus as a secondary task while engaging in a primary task
wherein high cognitive loads are assumed when the response
time of the secondary task is longer. In addition, psychophysi-
ological measures, such as cardiac activity, electro-oculogram,
respiration, and event-related potentials, have also been used
recently [10].

Measuring cognitive loads is a big challenge in CLT. In this
study, we try to measure cognitive loads based on the mental
chronometry paradigm [11]. Mental chronometry assumes that
reaction time (RT) is reflected by the amount or the number
of stages of cognitive processing. Each type of cognitive load
arises from related cognitive processing. In this paper, we
examine the RT of participants when engaging in a task is
predictable based on assumed cognitive loads that arise from
the participants’ cognitive processing.

In the following, first, we will present our cognitive model,
and how each of the three cognitive loads appears based on the
model in Section 2. In Section 3, we will present experimental
settings. Then, in Section 4, we will present our predictions
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Figure 2. Assumed cognitive processing and intrinsic, extraneous, and
germane cognitive loads.

that are expected to be observed if our assumptions in our
model are valid, and all of those are supported in Section 5.
The discussion and conclusions are drawn in Section 6.

II. MANIPULATION OF COGNITIVE LOADS

In this study, the three types of cognitive loads are more
directly and individually manipulated. The task used in our
experiment is the 8 by 8 Reversi game. Figure 2 shows the
assumed cognitive processing of participants who engage in
the task. First, they perceive the pattern of discs arrangement,
and understand the game status. Then they hypothesize a
next move in which their own disc is placed on one of the
possible locations on the board and predict changes in the
disc arrangement. The arrangement changes each time the
participant and their opponent takes a turn. Participants search
the problem space of the disc arrangements and determine the
best move based on the estimation of each possible move, and
actually perform the next move.

A. Intrinsic load
To determine the next move, the intrinsic cognitive load

arises in every stage of cognitive processing, as depicted in
Figure 2. In the low intrinsic load condition of our experiment,
an advisor computer agent hints at the participants’ possible
next move; therefore, the intrinsic cognitive processing of the
participants is minimized (see Figure 3). In the high intrinsic
load condition, there are no hints presented.

B. Extraneous load
Figure 4 shows an example disc arrangement of low and

high extraneous load conditions. When the low extraneous
load condition is considered as the control condition, normal
black and white discs are presented, whereas when the high
extraneous load condition is considered, two kinds of Japanese
letters (whose meanings are white and mortar, respectively) are

Figure 3. An example screen shot in the low intrinsic load condition wherein
the participant’s best move (shaded square) is presented.

Figure 4. Example screen shots in low and high extraneous load conditions.

presented. In the latter condition, there is high cognitive load
functioning from the extraneous load in the perception and
understanding stage because the two letters are perceptually
similar.

C. Germane load
The germane cognitive processing was manipulated based

on the experimenter’s instruction. The intrinsic and extraneous
cognitive loads were caused by performance-based processing
whereas the germane load was due to learning-based process-
ing. In this study, learning means to find effective heuristics
and strategies of disc moves in order to win. To perform these
kinds of activities, participants need to monitor and regulate
their cognitive processing reflectively from the meta-cognitive
perspective. In the high germane load condition, in order to
let the participants perform the germane cognitive processing
more actively, they were told to report the effective heuristics
that were learned after games, whereas in the low germane
load condition, there were no such instructions.

III. EXPERIMENT

A. Apparatus
Figure 5 shows the overall configuration of our experimen-

tal system [12]. In our experimental environment, a participant
plays the 8 by 8 Reversi games against a virtual opponent
(i.e., opponent agent) on a computer. In the low intrinsic load
condition, the virtual partner (i.e., partner agent) assists the
participant in selecting winning moves. Both agents, opponent
and partner, are controlled by a Reversi engine, Edax, which
suggests the best move by assessing future states in the game.
The opponent’s competence can be controlled by setting the
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Figure 5. Overall configuration of the Reversi-based learning environment.

maximum depth to which Edax searches for future game states.
The partner agent recommends the candidate’s best move
among valid squares before the participant makes a move.

B. Experimental design and procedure
A 2 x 2 x 2 mixed design experiment was performed: the

three factors comprised (1) the intrinsic load factor (between:
low and high), (2) the extraneous load factor (within : low
and high), and (3) the germane load factor (between: low and
high).

C. Participants and Procedure
A total of 40 undergraduates in Nagoya University partic-

ipated in our experiment. All participants were not expert in
playing Reversi even though they had experiences to play the
game. Ten, ten, eleven, and nine participants were assigned to
each of the intrinsic and germane conditions: low and low, low
and high, high and low, and high and high, respectively.

Participants played a total of ten games, half of which (1st,
3rd, 5th, 7th, and 9th) were performed in the low extraneous
condition and the other half (2nd, 4th, 6th, 8th, and 10th)
were performed in the high extraneous condition. Participants
started each game at the initial stage where 32 discs had
already been placed on the board. Before the primary games,
participants performed one training game for understanding the
manipulation of the experimental system.

IV. PREDICTIONS

If we successfully manipulate the three factors relating to
intrinsic, extraneous, and germane loads, and RT is determined
based on the amount of cognitive processing that causes each
of the cognitive loads assumed in Figure 2, the following
predictions are expected to be verified.

A. Germane processing manipulation
A significant main effect of the germane load factor is

confirmed. This indicates that RT in the high germane load
condition is longer than RT in the low germane load condition.

Figure 6. Result of Experiment

B. Intrinsic processing manipulation
A significant main effect of the intrinsic load factor is

confirmed. This indicates that RT in the high intrinsic load
condition is longer than RT in the low intrinsic load condition.

C. Extraneous processing manipulation
Significant interaction was found between the intrinsic and

extraneous load factors. There is a simple main effect of the
extraneous factor at the high intrinsic load condition, but no
effect at the low intrinsic load condition. In the low intrinsic
load condition, the perception and understanding stages are
not crucial because it is possible to determine the next move
without cognitive processing at these stages.

V. RESULT

Figure 6 presents the result of the experiment. The vertical
axis shows average RT for each of the conditions. The horizon-
tal axis shows the four experimental conditions of the intrinsic
and germane load factors. The legend shows two experimental
conditions of the extraneous load factor.

The statistical analysis shows the following: (1) the main
effect of the germane load factor reached significance (F(1, 36)
= 27.23, p < 0.01). There was no interaction observed between
the germane load factor and the other two factors (F(1, 36) <
1, n.s. with intrinsic; F(1, 36) < 1, n.s. with extraneous); (2)
the main effect of the intrinsic load factor reached significance
(F(1, 36) = 46.77, p < 0.01). There was an interaction with
the extraneous load factor (F(1, 36) = 4.55, p < 0.05), but
no interaction with the germane load factor (F(1, 36) < 1,
n.s.); (3) the main effect of the extraneous load factor did
not reach significance (F(1, 36) < 1, n.s.). But, as mentioned
above, an interaction between the extraneous and intrinsic load
factors was detected. However, the simple main effect of the
extraneous load factor at the high intrinsic load condition did
not reveal significant differences. These results supported the
first two predictions and partially supported the last prediction.

VI. DISCUSSION AND CONCLUSIONS

In this study, we presented a cognitive model on which
we hypothesized three types of cognitive loads. Based on
the assumptions, we manipulated the intrinsic load by help
information, the extraneous load by task representation, and the
germane load by an experimenter’s instruction. We predicted
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experimental results that should be observed if the assumption
and manipulation are valid.

The experimental results confirmed almost all predictions,
thus supporting our methodological hypothesis: we can mea-
sure the three types of cognitive loads based on RT with the
manipulation of the three types of cognitive processing relating
to intrinsic, extraneous, and germane cognitive loads.

One limitation is that the simple main effect of the ex-
traneous factor at the high intrinsic load condition was not
detected, even though the interaction between extraneous and
intrinsic factors was found. This implies that our manipulation
for controlling the extraneous load by replacing black and
white discs with perceptually similar Japanese characters did
not function well. Another manipulation of the extraneous load
should be tested in further research.

More importantly, in the current experiment, we only
discussed RT while engaged in the task. Additionally, task
performances and learning effects should be analyzed. Espe-
cially the amount of germane load, as learning-based activities,
may affect learning effects while the intrinsic and extraneous
loads, as performance-based activities, may influence task
performances.

Another crucial step is to investigate this methodology
based on the mental chronometry paradigm combined with
the methodology based on participants’ subjective ratings. The
combination of such subjective and objective measurements
may lead to more stable foundations for CLT.
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Abstract—The problem of modeling and simulation of 
emotions and a sense of humor in an artificial cognitive system 
is considered within Natural-Constructive Approach (NCA) to 
modeling the human thinking process. The main constructive 
feature of this approach consists in splitting up the cognitive 
system into two linked subsystems: one responsible for the 
generation of information (with required presence of an 
occasional component, “noise”), the other one − for reception 
of well-known information. It is shown that human emotions 
could be imitated and displayed by variation of the noise 
amplitude; this very variation does control the switching on the 
subsystems activity. The sense of humor is proposed to be 
treated as an ability of quick adaptation to unexpected 
information (incorrect and/or undone prognosis) with getting 
positive emotions. It is shown that specific human emotional 
response to the humor (the laugh) could be imitated by abrupt 
changing (“spike”) in the noise amplitude.  
 

Keywords- neuroprocessor; noise; information generation; 
switching. 

I. 0BINTRODUCTION 
The problem of modeling the cognitive process is actual 

and very popular now (e.g., [1]-[5]). The majority of 
imitation models proposed are aimed to construct the 
artificial cognitive systems (Artificial Intelligence, AI), for 
solving certain problems better than human beings. Hence, 
those systems have to be efficient, reliable and fast-acting. 
However, it becomes more and more popular to incorporate 
emotions into AI systems [2]-[6]. In our works [7], [8], we 
focus on modeling just the human-like cognitive systems, 
thus, on the features inherent to the human cognition, such 
as individuality, intuitive and logical thinking, emotional 
impact to cognitive process, etc. Although the ultimate goals 
are different, several results obtained within our approach 
could be applied to design an AI endowed with human-like 
reactions.  

We use so called Natural-Constructive Approach 
(NCA), which is based on the Dynamical Theory of 
Information (DTI, [9],[10]), neurophysiology [11], and 
neural computing [12]-[14]. DTI itself is relatively new 
theory elaborated in the post-middle of XXth century as a 
subfield of Synergetics [9],[15]. This theory provides clear 
definition of cognition as the self-organized process of 

perception (recording), memorizing (storage), coding, 
processing, generation and propagation of the information. 
Thus, any cognitive architecture is to perform these 
functions.    

Let us stress an important inference of DTI. Since 
information is defined by Quastler [16] as a memorized 
choice of one version among several possible (and similar) 
ones, it might emerge from just two processes. The first one 
is the generation of information, that is, free (occasional) 
choice. It could appear only in the presence of occasional 
component (the “noise”). The second one is reception of 
information, which represents a forced (supervised) choice. 
According to DTI, these modes are complementary ones 
(one possibility excludes the other one), so these functions 
should be shared between two different subsystems.   

It should be noted that similar ideas were put forward by 
psychologist E. Goldberg concerning the role of two 
cerebral hemispheres [17]: the right one is responsible for 
learning the new information (generation of information), 
the left one is dealing with the well-known information 
(reception). This very specialization of two subsystems is 
realized in the model presented below.  

Recently, these ideas become popular in robotics as well 
[4]. However, the two-subsystem architecture is not used 
widely, because the mechanism of regulation of switching-
on the subsystem activity has not been revealed yet.  

In this paper, we present (schematically) the version of 
the human-like cognitive architecture elaborated within 
NCA [7][8]. According to this model, the emotional 
manifestation in an artificial system could be imitated by the 
derivative of the noise amplitude. Moreover, this very 
derivative is shown to be a tool to control the activity of two 
functional subsystems. A particular case of the noise- 
amplitude behavior, namely ⎯ the abrupt up-and-down 
change (“spike”), ⎯ is proposed to be treated as an 
analogue to human laugh.  

It is worth noting that, as compared to [8], this paper 
represents an attempt to apply the results of our analysis of 
human cognitive process to specific goals of AI design. So, 
the paper is aimed to attract attention to possible advantages 
of AI, based on the human-like cognitive architecture.  
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The paper is organized as follows. Section II presents 
the description of the cognitive architecture designed within 
NCA. In Section III, we discuss the role and place of 
emotions in the architecture proposed. In Section IV, we 
present the example of application of the model proposed to 
describe the effects of stress/shock. In Section V, we discuss 
possible manifestations of the sense of humor in AI. Further 
working perspectives are discussed in Section VI.  

II. 1BARCHITECTURE OF COGITIVE SYSTEM  
The scheme of cognitive architecture designed within 

NCA in our works [7][8] is presented in Fig. 1. This system 
represents a composition of several neural processors of 
Hopfield (H) and Grossberg (G) type, with each processor 
being a plate populated with n dynamical formal neurons. 
Those processors differ by their functions: H-type one 
serves for recording the images (distributed memory), while 
G-type plates contain the encoded information (symbols). 
The number of symbolic (G) plates is neither fixed nor 
limited since they appear “as required” in course of system’s 
evolution.  

 

 
 

Figure 1. Schematic representation of the cognitive architecture.  
 

A. 4BConstructive Peculiarities  
The main constructive feature of this architecture is 

splitting up the whole cognitive system into two 
subsystems, with one of them being responsible for 
perception of new information and learning (generation of 
information), while the other one is dealing with well-
known information (reception). These subsystems are 
named “right subsystem” (RS) and the “left subsystem” 
(LS) since they represent an analogue to the right and left 
cerebral hemispheres, respectively. The fact that this sub-
system specialization coincides with that put forward in [16] 
represents a pleasant surprise and indirect indication of 
NCA relevance.  

The equations describing interactions between neurons 
of various types could be written in the form:   
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where GR,σ
k, GR,σ

k are dynamical variables referring to the 
RS and LS respectively, σ is the number of symbol’s level 
(for the sake of brevity, the imaginary plate H is treated as 
G0). The functional Y{αk,Gk

σ, Gk
σ+ν} describes intra- and 

inter-plate interactions between neurons (for details, see 
[7]); αk and τG are model parameters. The term Z(t)ξ(t) in 
(1) corresponds to the occasional component (“noise”): Z(t) 
is the noise amplitude, 0<ξ(t) <1 is random function 
(obtained, e.g., by the Monte-Carlo method). It is presented 
in RS only, thus securing the ability to generate 
information. Besides, all connections in RS are trained 
according to Hebbian rule [18]: initially weak, the links 
become stronger (“blacker”) in course of the learning 
process. When the connections become strong (“black”) 
enough, the image is transferred to LS. Such mechanism of 
learning has been called in [7][8] as the principle of 
“connection blackening”. In LS, all connections are trained 
according to original Hopfield mechanism [12] “excess cut-
off”. This implies that all connections are initially equal and 
strong; in the learning process, the connections with neurons 
that do not belong to the given image diminish gradually. 
Thus, learning in LS represents not the choice, but selection, 
with RS acting as a Supervisor for LS.   

Connections Λ(t) between those subsystems play the 
role of corpus callosum and provide the “dialog” between 
the subsystems. They should not be trained, but have to 
switch on depending on the current goals. At the stage of 
learning ΛR→L have to switch on accordingly to the 
“connection blackening” principle. At the stage of solving 
the problems, the role and mechanism of Λ are to be 
specified (see below).  

B. 5BSolving the Problems  
Let us discuss how the problems of recognition and 

prediction could be solved in the already trained system 
(that has sufficiently developed symbolic structure).  

The incoming information is perceived by both 
subsystems. If it is well known, these problems are solved in 
the LS by means of Hopfield-type mechanism of 
refinement: all the images are treated as already known ones 
by fitting them to coincide with already stored patterns. In 
the case of insufficient recognition (when the fitting 
procedure fails) the participation of RS becomes necessary. 
An unrecognized image is treated as a new one and 
undergoes the common procedure of a new symbol 
formation.  

The prognosis (prediction) can be treated as 
“recognition of time-depending process”. It proceeds in LS 
after the symbol of the given process is formed. This 
symbol collects all the information about the “process 
pattern” in a compressed form. Then, the information on 
initial stage of the given process activates its symbol, 
providing the activation of the entire chain of symbols 
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enclosed in this process.  

III. 2BROLE OF EMOTIONS 
Incorporating the emotions into artificial cognitive 

system represents really the challenge, since emotions have 
dual nature. On the one hand, they represent subjective self-
appraisal of the current/future state. On the other hand, 
emotions are associated with objective and experimentally 
measured compound of neural transmitters in the human 
organism. The latter is controlled by more ancient brain 
structures (so called “old cerebrum”), than the neocortex, 
namely – thalamus, basal ganglia, corpus amygdaloideum, 
etc. [19]. Since the cognitive process is commonly attributed 
to the activity of neocortex, the realization of mutual 
influence of these structures requires special efforts. It 
concerns AI specially, since the notions of “feeling”, 
“hormone splash”, “instinct”, etc. are absent here. The 
emotional self-appraisal could be in principle formalized in 
AI, but this requires definite criteria of the system’s state. 
So, the question of emotion classification is far from trivial.   

A. T�� 6T The Problem of Emotion Formalization in AI  
In psychology, the self-appraisal (emotion) is ordinarily 

associated with achieving a certain goal. Commonly, they 
are divided into positive and negative ones, with increasing 
probability of the goal attainment leading to positive 
emotions, and vice-versa. Furthermore, it is generally 
known that any new (unexpected) thing/situation calls for 
negative emotions [17], since it requires additional efforts to 
hit the new goal (in the given case, to adapt to unexpected 
situation). Our representation of emotions relies on this 
concept as well.  

In neurophysiology, emotions are controlled by the level 
and compound of the neurotransmitters inside the organism 
[11], [19]. The entire variety of neurotransmitters can be 
sorted into two groups: the stimulants (like adrenalin, 
caffeine, etc.) and the inhibitors (opiates, endorphins, etc.). 
Note that this fact indicates indirectly that the binary 
classification – positive and negative emotions – seems 
bearable despite its primitiveness. However, there is no 
direct correspondence between, e.g., positive self-appraisal 
and the excess of either inhibitors, or stimulants.  

According to DTI, emotions could be divided into two 
types: impulsive (useful for generation of information) and 
fixing (effective of reception). Since the generating process 
requires the noise, it seems natural to associate impulsive 
emotions (anxiety, nervousness) with the growth of noise 
amplitude. Vice-versa, fixing emotions could be associated 
with decreasing noise amplitude (relief, delight). By 
defining the goal of the living organism as the maintenance 
of homeostasis, (i.e., calm, undisturbed, stable state), one 
may infer that, speaking very roughly, this classification 
could correlate with negative and positive emotions, 
respectively. 

B.  TThe Main Hypothesis on Emotion Representation in AI 
We propose the following hypothesis on the nature of 

emotions: The occasional component (noise) in artificial 
systems does correspond to the emotional background of 
living systems, as well as free (occasional) choice imitates 
the human emotional choice.   

Within this concept, we get at once three tools directly 
connected with emotions, with all of them being individual 
for any given artificial system:  

Z0 – stationary-state background, i.e., the value that 
characterizes the state “at rest”; 

ΔZ(t) = Z(t)−Z0 is the excess of the noise level over the 
background, which reflects the measure of cognitive 
activity;  

dZ/dt – time derivative of the noise amplitude, which 
apparently is the most promising candidate to the analogue 
to emotional reaction of human being. The absolute value of 
derivative dZ/dt corresponds to the degree of emotional 
manifestation: drastic change of noise amplitude imitates 
either panic (dZ/dt>0), or euphoria (dZ/dt<0), and so on.  

Various combinations of these values reveal a wide field 
for speculations and interpretations. For example, the value 
Z0, being graduated, could serve as the indicator of 
individual temperament. The states with Z(t) < Z0  could be 
interpreted as depression, etc.  

These parameters could be applied to construct artificial 
cognitive systems (robots) of various “psychology” types.  

C. 8BSources of the Noise-Amplitude Variation    
In human organism, emotional bursts are actually 

produced in certain structures of so called allocortex (“old 
cerebrum”) [19]. Within our main concept, their influence 
on the cognitive process (commonly attributed to the 
activity of neocortex) could be accounted for by liking the 
value of dZ/dt with an aggregate variable μ representing the 
compound of neural transmitters (i.e., the difference 
between the stimulants and inhibitors), as it was done in [8].   

In artificial cognitive system (AI), such structures are 
absent. However, even here we can input an additional 
variable μ as an external factor to control the “emotional” 
state of the system. Then, we can write a system of 
equations describing mutual interaction of μ and Z(t) 
variation in course of cognitive process:   
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where a, χ,η,τ are model parameters, the functional X{μ, 
Gk

R,σ} refers to the process of new symbol formation (which 
decreases Z(t) value, see details in [8]). Linear in Z and μ 
part in (3), (4) provides the system’s homeostasis: stationary 
stable state corresponds to {Z=Z0, μ=0}. The functions 
FZ(μ,Z) in (3) and Fμ(μ,Z) in (4) are written to account for 
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possible nonlinear effects, which could emerge from mutual 
influence of “emotional” (neurophysiology) and “cognitive” 
(referring to the neocortex ensemble) variables (see below).  

The last term in (3) refers to processing the incoming 
information. D stays for the discrepancy between the 
incoming and internal (learned and stored) information, 
which provokes Z increasing. This very situation refers to 
the “effect of unexpectedness”, that should give rise to 
human’s negative emotions. Vise versa, finding the solution 
to the problem (D=0) results in momentary decrease of Z, 
which corresponds to positive emotional splash. Thus, the 
model (3), (4) seems quite reasonable.  

Besides, regulating the ratios of parameters η, χ, and τZ 
in (3), (4) one could provide a desired temp of emotional 
reactions (the analogue of “alertness of cognition» in a 
living system). This problem deserves further analysis.  

 
D. Specifying the Inter-Subsystem Connections Λ(t) 

Summarizing the previous arguments on correlation 
between the required activity of specific subsystem (RS or 
LS) and the appraisal of the system state, we can set: ΛR→L 

= − ΛL→R  = Λ and propose the final hypothesis: 

⎟
⎠
⎞

⎜
⎝
⎛ ⋅⋅Λ−=Λ

dt
tdZtht )()( 0 γ ,               (5) 

where Λ0 being characteristic value of the inter-subsystem 
connections, γ is the model parameter, which specifies the Λ 
dynamics.  

Note that hyperbolic tangent function in (5) corresponds 
to the step-wise θ-function at γ>>1. This implies that Λ= Λ0 
= ΛR→L

  at dZ(t)/dt<<0 and Λ= −Λ0= ΛL→R at dZ(t)/dt>>0, 
with Λ being zero at dZ(t)/dt=0. Small/moderate variations 
of dZ/dt around zero provide corresponding oscillations of 
Λ(t) that represent permanent (normal) “dialog” between 
subsystems. Besides, the solution to standard problems can 
be found in LS only and commonly does not provide any 
emotional reaction ⎯ here, Λ∼dZ/dt =0 (any inter-
subsystem connections are not activated). Thus, this 
equation fits completely our previous consideration on the 
psychological role of unexpectedness.  

IV. APPLYING THE MODEL TO DESCRIBE THE 
EFFECT OF STRESS/SHOCK  

Let us consider an example of applying this model to 
reproduce certain observable effect. The effect of “stress 
and shock”, that emerges when people find themselves in a 
stressful situation, was investigated for several years by the 
group of neurophysiologists [20]. Two specific 
characteristics of electrocardiogram were measured, one of 
them being an appraisal of vegetative imbalance, another 
one being the measure of heart-rate variability. It was 
observed that under small or moderate external impact, 
people gradually calm down after several oscillations of 
measured characteristics. But in the case of strong impact, 
initial excitation changes for depression and only after 
sufficiently long time the person can return to ordinary 

(regular) reactions. This type of behavior is identified as 
“stress”. Moreover, there are situations called a “shock”, 
when the probationer, after too strong initial excitation, falls 
down to deep depression (stupor), and cannot relax 
independently without medical assistance. In the latter case, 
the vegetative balance is controlled by the opiates 
(pronounced inhibitors) only, with the variability index 
comes to zero. It deserves mentioning that the levels of 
initial excitation resulting in “irregular” regimes of behavior 
were just individual.  

All these regimes could be reproduced within the 
proposed model by choosing an appropriate parameter set. 
Let us note that the first attempt to describe these effects 
was done in [8], where we have used two different sets of 
parameters to reproduce the “normal\stress” and “shock” 
regimes, respectively. This means that the transition 
between the stress and shock states was treated as 
parametric modification of the system. Here, we present 
another version of this model (another choice of 
parameters), where all the regimes could be reproduced 
within single combination of parameters by means of 
varying the initial conditions. Besides here, the description 
of the stress-to-shock transition seems to be more interesting 
and relevant (see below). 

In Fig. 2, presented is the phase portrait for the model 
(3)-(4) where the parameters were chosen to provide the N-
shape isoclinic curve dZ/dt=0 with just two stationary states. 
The normal state {Z=Z0, μ=0} corresponds to normal 
system homeostasis. The second one {Z=Z*, μ=μ*} 
corresponds to anomalous state where the noise is deeply 
suppressed (Z*<0), and the transmitter imbalance is shifted 
to deep inhibitor region (μ*<<0). This state just corresponds 
to that of the “shock” – this implies deep depression 
(stupor) transient to a coma.  

 

  
 

Figure 2. Model phase portrait in terms of “noise amplitude Z versus an 
aggregated transmitter compound μ”.  

 
Normally, the dynamical regime represents damping 

oscillations around the homeostasis point {Z0,0}. Initial 
excitation μ(t=0) (imitating an external impact) provokes 
growth of Z supplied by following decrease of μ down to 
negative values, which then changes for decreasing Z with μ 
growth, and so on. Thus, the values of Z and μ gradually 
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(over several cycles) trend to their stable points (solid green 
curve). But if the trajectory, starting from somewhat larger 
initial value of μ, would pass beyond some bifurcation value 
Zbif, the dynamical regime changes (dashed red curve). The 
trajectory falls down to negative μ (inhibitor) values where 
spends a long time. Then it slowly, over the depression zone 
Z<0, returns to regular (oscillatory) mode. This regime 
qualitatively corresponds to the “stress” behavior.  

The yellow curve in Fig.2 separates its attraction zone 
from the “normal” behavior mode. It should be stressed that 
the trajectory could cross the separatrix only occasionally 
(due to small external impact), thus commonly, the stress 
regime returns to a normal mode and should not result in the 
shock state. But since at certain stage of the process, the 
trajectory comes very close to the separatrix, the least 
impact could result in hitting the shock zone. Thus, this 
model version enables us to infer that the stress regime is 
dangerous for human beings, since this process includes the 
stage (just before the stress mode turns to increasing μ 
values, i.e., to rather normal behavior) when the least 
external excitation could provoke momentary stress-to-
shock conversion. This is the novel model prediction, which 
could be tested experimentally; certain evidences in favor  
of  this effect were already detected [20].  

Since the stationary state {Z*, μ*} is stable focus, the 
trajectory cannot leave the zone of its attraction without 
certain external (medical) assistance. Thereby, this model 
could be applied to analyze possible results of use of 
different medical impacts, such as the adding certain 
stimulants at different stages of the stress process. These 
researches could lead to pronounced applied results.   

The described effects are in good qualitative agreement 
with the experimentally observed ones [20]. Quantitative 
correspondence is intricate, since the characteristics that are 
measured experimentally are close per se to Z(t) as a 
measure of irregularity, and μ(t) as a measure of mediator 
imbalance. However, the question of exact correspondence 
between measured and model variables requires additional 
analysis.  

 
V. INTERPRETATION OF A SENSE OF HUMOR 
Within the presented concept, the sense of humor is 

interpreted as an ability to adapt quickly to unexpected 
information with getting positive emotions. This process is 
illustrated in Fig.3.  

Let the incoming information represent a time sequence 
of symbols that is perceived consequently by LS, as it is 
shown in Fig.3. At initial stages, the information perceived 
is usually not concrete enough to correspond to one symbol 
of process G2, thus the system makes no predictions. A 
prognosis could be done when accumulated information 
enables the subsystem to choose one symbol among others 
(in Fig.3, “black” symbol at G2 plate, which has more strong 
connections than the “green” one, i.e., it corresponds to 
more “common” process). Then the system waits for further 

detailing the predicted process (this means activation of the 
“black”-symbol chain at G1 plate). Up to certain moment t*, 
the incoming information (“violet” chain in Fig.3) fits these 
expectations. At the moment t*, the prognosis on further 
information could appear to be incorrect, ⎯ the next 
symbol at G1 plate belonging to “violet” chain, actually is 
not involved into the “black”-symbol chain, and thus 
unexpected. Then the system has to appeal to RS (down Λ 
arrow in Fig.3); in this process, the emotions are negative: 
dZ/dt > 0. However, the system may rapidly find a new 
solution ⎯ this implies that there already exists the symbol 
of another process that matches completely both, former and 
next information (“green” symbol at G2 plate in Fig.3). This 
leads to positive emotions (“aha” moment) and hence, 
switching on the ΛR→L connections (up arrow in Fig.3).  

 

 
 

Figure 3. Illustration for the process of perception of incoming 
information in the well-trained system.   

 
According to this concept, a good anecdote should be a 

story that, up to certain moment t*, permits a well-known 
interpretation. The next information block should not deny 
the previous version, but suggest another, also well-known 
solution. In this case, the system has to return to the turning 
point t* and then choose the “true” chain of symbols fitting 
all the incoming information. The very process of returning 
and jumping to the true trajectory requires definite specific 
efforts ⎯so again it leads to the spike of noise amplitude 
that corresponds to laugh.  

Let us stress that this is possible, if the system is reach 
enough with symbols of processes, i.e., has large enough 
“repertoire” of various symbols and images. Then this 
process is rapid, both trends appear to be superimposed: the 
value Z(t) undergoes abrupt increase-and-decrease 
(“spike”), that could be interpreted as an analogy to human 
laugh (abrupt involuntary reaction). Thus, we infer that a 
sense of humor could be inherent to the well-learned system 
only, just as it is for human beings.  

VI. 2BCONCLUSION AND FUTURE WORK  
In summary, we can infer that NCA inherently contains 

the possibility to imitate various human emotions due to 
involvement of an occasional component (noise) into the 
cognitive process. Human emotions could be imitated in AI 
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by the noise-amplitude derivative dZ/dt. The noise, being 
presented in the generating subsystem (RS) only, provides 
also regulating the activity of two subsystems, what 
represents an analogue to emotional manifestation. Negative 
emotions, which are imitated by Z(t) increasing (dZ/dt>0) 
correspond to unexpected incoming information (incorrect 
and\or undone prognosis); in this process, RS should be 
activated. Vice-versa, a found solution to any problem 
results in positive emotions and, correspondingly, decrease 
of noise amplitude (dZ/dt <0) – then, only LS remains 
active, while RS gets an opportunity to be “at rest”.  
Specific case of abrupt up-and-down jump of Z(t) could be 
associated with specific emotion (the laugh).  

Realization of this program in AI could be accompanied 
by certain sound effects, such as laugh in the case of abrupt 
spike in Z(t) dependence. In addition, variation of the noise 
amplitude during the process of problem solving could be 
accompanied by the display of visual “symbols”, such as 
cheery or sorrowful “faces”, etc.  

This approach opens a wide field for imitation and 
model analysis of various human peculiar features. This 
implies that various types of temperament could be 
associated with certain values of the rest-state noise 
amplitude Z0. Also, the model enables us to analyze the 
dependence of the reaction rate on the ratios of model 
parameters in (3), (4), etc. Furthermore, the model described 
the stress\shock effect could be employed for working up 
new medical-treatment techniques for specific (neural) 
diseases. All these tasks require further study.   

It should be stressed that all of these possibilities emerge 
from just the human-like architecture of the cognitive 
system proposed. This implies two combined subsystems in 
analogy with two cerebral hemispheres, with the interaction 
between them being controlled by the proposed (original) 
mechanism of emotional manifestations (noise-amplitude 
derivative). It is important to accentuate that within NCA, 
the noise is treated not as annoying and unavoidable 
obstacle, but as full and required member of each process 
relating to the generation of new information. In this 
connection, AI constructed according to NCA provides a 
unique possibility to study the process of problem solving 
since here, it is possible to vary the noise amplitude “by 
hands”, thus testing various working regimes. These 
possibilities are absent in other approaches to AI 
constructing.  

Thus, it is shown that NCA provides a possibility to 
imitate emotional responses in an artificial cognitive system.  
The main constructive feature of this approach consists in 
splitting up the cognitive system into two linked 
subsystems, one (RS) for generating information (with 
required presence of an occasional component, “noise”), 
another one (LS) for reception of well-known information. 
It is shown that human emotions could be imitated and 
displayed by variation of the noise amplitude; this very 
variation does control Λ(t), i.e., switching the subsystems 
activity. The sense of humor is treated as an ability of quick 

adaptation to unexpected information (incorrect and/or 
undone prognosis) with getting positive emotions. It is 
shown that specific human emotional response to the humor 
(the laugh) could be imitated by abrupt changing (“spike”) 
in the noise amplitude. These ideas require further research.  
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Abstract— Understanding how handwriting (HW) style evolves 

as people get older may be key for assessing the health status of 

elder people. It can help, for instance, distinguishing HW 

change due to a normal aging process from change triggered 

by the early manifestation of a neurodegenerative pathology. 

We present, in this paper, an approach, based on a 2-layer 

clustering scheme that allows uncovering the main styles of 

online HW acquired on a digitized tablet, with a special 

emphasis on elder HW styles. The 1st level separates HW words 

into writer-independent clusters according to raw spatial-

dynamic HW information, such as slant, curvature, speed, 

acceleration and jerk. The 2nd level operates at the writer level 

by converting the set of words of each writer into a Bag of 1st 

Layer Clusters, that is augmented by a multidimensional 

description of his/her writing stability across words. This 2nd 

layer representation is input to another clustering algorithm 

that generates categories of writer styles along with their age 

distributions. We have carried out extensive experiments on a 

large public online HW database, augmented by HW samples 

acquired at Broca hospital in Paris from people mostly 

between 60 and 85 years old. Unlike previous works claiming 

that there is only one pattern of HW change with age, our 

study reveals basically three major HW styles associated with 

elder people, among which one is specific to elders while the 

two others are shared by other age groups. 

Keywords- Age Characterization; HW Styles; Unsupervised 

Learning; Two-Layer Clustering Scheme. 

I.  INTRODUCTION  

Handwriting (HW) is a high-level skill, requiring fine 
motor control and specific neuromuscular coordination. It is 
well-known that handwriting evolves during lifetime and 
declines with age [1]-[3]. Handwriting also gets degraded 
when cognitive decline appears, or in case of illness [4][5]. 
Characterizing age from handwriting is thus important for 
two reasons: first, it may allow distinguishing a normal 
evolution of handwriting from a pathological one; second, it 
may allow inferring different possible patterns of HW 
evolution due to age, especially in healthy elders.     

Several studies in the literature have tackled the problem 
of age characterization of healthy persons from both offline 
and online HW. Sometimes, this characterization is carried 
out by visual inspection [4]-[8] through observable features 
as for example letter size and width, slant, spacing, legibility 
or smoothness of execution, alignment of words w.r.t 
baseline, number of pen lifts, among others. On the other 
hand, sometimes it is carried out by extracting automatically 

features from the offline raw signal [9] or from the raw 
temporal functions of online handwriting acquired on a 
digitizer [1]-[3], [10]-[12]. 

All these works agree that age leads to a different 
behavior of the features extracted from handwriting: change 
in the distribution of velocity profiles [3], increase of in-air 
time [1] and of the number of pen lifts [5], lower writing 
speed [2][7][11], lower pen pressure [2][5][7], irregular 
writing rhythm, irregular shapes of characters and slope [5], 
and loss of smoothness in the trajectory [5].  

In most of such works, it is implicitly assumed that there 
is a unique pattern of handwriting evolution with age. Their 
analysis is mostly based on descriptive statistics (analysis of 
variance, linear regression). Walton, nonetheless, noted by 
visual inspection on Parkinsonian patients and healthy 
controls that, according to writing rhythm, there are two 
major subpopulations of elders: half have a regular rhythm 
while half show an irregular one [5]. 

We propose in this work to infer automatically the main 
writing profiles, and to study their correlation with age. Our 
aim is to understand how HW evolves through age in terms 
of low-level information, namely kinematic and spatial 
parameters extracted from HW words, and in terms of high-
level information, characterized by stability measures across 
words. Our approach is based on a 2-layer unsupervised 
clustering scheme that allows uncovering the main styles of 
online HW acquired on a digitized tablet, with a special 
emphasis on elder HW styles. The 1st level separates HW 
words into writer-independent clusters according to raw 
spatial-dynamic HW information, such as slant, curvature, 
speed, acceleration and jerk. The 2nd level operates at the 
writer level by converting the set of words of each writer into 
a Bag of 1st Layer Clusters, that is augmented by a 
multidimensional description of his/her writing stability 
across words. This 2nd layer representation is input to another 
clustering algorithm that generates categories of writer styles 
along with their age distributions. We have carried out 
extensive experiments on a large public online HW database, 
augmented by HW samples acquired at Broca hospital in 
Paris from people mostly between 60 and 85 years old, 
including several elders above 75, contrary to our previous 
works [13][14]. Thanks to this extended population, we go 
further than [13][14], as our study reveals extra patterns of 
handwriting evolution through age, contrary to the common 
assumption of a single pattern of evolution  in previous state 
of the art. One of the main findings of our study it that there 
are, basically, three major HW styles that emerge as people 
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age, among which one is specific to seniors and elders while 
the two others are shared by other age groups. 

The paper is organized as follows. Section II presents the 
proposed approach including feature extraction, the two-
level clustering scheme, and visualization techniques. 
Section III describes the experiments and gives qualitative 
and quantitative assessments of our HW-based age 
characterization. Finally, in Section IV, the main conclusions 
are drawn and future directions are pointed out. 

II. PROPOSED APPROACH 

In this section, we describe the feature extraction phase 

consisting of two stages, and we briefly describe the 

techniques we use to visualize HW features and the 

distribution of our multidimensional HW data. 

A. Feature Extraction 

Online HW acquisition provides 3 temporal sequences 
(x(t), y(t), p(t)) that correspond to the pen trajectory and 
pressure during the production of each word. At the 1st layer, 
33 dynamic features are extracted: the horizontal and vertical 
speed computed at each point n as Vx(n)=|Δx(n)/Δt(n)| and 
Vy(n)=|Δy(n)/Δt(n)| where Δx(n)=x(n+1)−x(n-1), 
Δy(n)=y(n+1)−y(n-1) and Δt(n)=t(n+1)−t(n-1), since the high 
temporal resolution (100 Hz) allows estimating the 
derivative at point n by considering its neighbors (n+1) and 
(n-1) as often done in the literature [15]. The Vx and Vy 
sequences are then converted each into a histogram of 4 bins 
determined through a quantification process. The same 
process is applied to extract horizontal and vertical 
acceleration and jerk histograms. Additionally, we include 
the pen-up duration ratio defined as in [1] by PR = (Pen-up 
Duration)/(Total Duration) and pen pressure and its 
variations quantized  in 4 bins each. To extract the spatial 
static parameters, we first apply a resampling process, in 
order to ensure that all consecutive points in the word are 
equidistant, thereby making parameter values at each point 
equally representative, regardless of word dynamics. 21 
spatial features are then extracted: the local direction θ and 
curvature φ computed at each point [15] and represented 
through histograms of 8 bins quantized in the range of 0º to 
180º degrees, the number of pen-ups, the number of strokes 
(a stroke is defined as a writing movement between 2 local 
minima of speed along the y-axis), the average stroke length, 
and the length of the stroke projection on X and Y directions.   
Overall, we obtain 54 global descriptors characterizing the 
dynamics and spatial static shape of each word. 

At the 2nd layer, a feature extraction process is carried out 
at the writer level to characterize people based on two kinds 
of information, raw spatiotemporal HW parameters, and intra 
writer word variability. First, using a Bag of Prototype 
Words (BPW) technique [16], we represent the HW samples 
by the clusters of words obtained at the first layer. This is 
done in order to generate the distribution of each writer’s 
words over the first layer clusters, and therefore the HW 
style of persons in terms of the first layer parameters. 
Furthermore, we compute the Euclidean distance between 
each pair of words of a writer (distance between the first 
layer feature vectors) and quantize them into a 5-bin 

histogram. This histogram measures the variability of a 
writer across the set of words, and thus, the stability of 
his/her HW style. The dimension of second layer feature 
vector, obtained in this way, is equal to 5 + the number of 
clusters considered in the 1st layer. 

B. Two Layer Clustering Scheme 

HW style characterization is often approached using 
unsupervised techniques, such as clustering [17]-[19]. The 
reason to do so is that no a priori knowledge of the styles to 
characterize is available. These techniques, therefore, seek to 
cluster HW patterns that are similar, into groups that appear 
naturally in the population and define the latter as styles. 
However, these HW styles characterizations are often carried 
out at the level of characters, strokes and words [18][20][21], 
leaving aside the fact that writers may present some sort of 
variability in their styles across words. We consider this 
variability important to characterize HW styles. Therefore, 
we propose a 2-level approach: the 1st layer takes as input the 
dynamic and spatial parameters (low level information 
extracted from the raw signal), while the 2nd layer studies the 
HW style variability of the writers (high level information). 
At the first layer, we perform a clustering of the set of words 
(using the 54 features from Section II-A) regardless of the 
identity of the writer, generating word clusters that 
characterize low level styles. In the 2nd layer, the clustering is 
performed at the writer level, where each person is 
represented by his/her cluster frequency histogram and 
pairwise word distance histogram, in order to generate HW 
style categories that take into account the spatial and 
dynamic characteristics along with the writer’s variability. 
We present the results carried out using K-means clustering 
on both layers (Hierarchical clustering was also tested, 
giving similar results). To automatically determine the 
number of HW categories (clusters), we used the Silhouette 
criterion [22] as we do not have any a priori knowledge on 
the actual number of HW styles.  

C. Visualization Techniques 

To visualize the quality of clustering, we use two 
dimensionality reduction techniques: Principal Component 
Analysis (PCA) and Stochastic Neighbor Embedding (SNE). 
PCA allows computing the correlations between features and 
the relevance of each for style characterization. SNE [23] is a 
non-linear method that projects the points from a high 
dimensional space onto a new space preserving distance 
relations between points as much as possible. 

III. EXPERIMENTS 

In this section, we describe our experiments including 

database description, the results obtained with the two 

clustering stages and the information theoretic measures we 

use to assess the effectiveness of our approach. 

A. Database Description 

For experiments, we use the IRONOFF database [24] of 
online HW word samples in English and French, acquired 
using a Wacom tablet (UltraPadA4) that records a sequence 
of tuples (x(t), y(t), p(t)) sampled at 100Hz with a resolution 
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of 300 ppi. Although this database consists of 880 writers, 
only few are more than 60 years old (concretely 11 are 
between 60 and 77 years old). For a more reliable study of 
HW change as people age, we collected HW samples at 
Broca Hospital in Paris from a population of 25 persons with 
no diagnosed pathology, 23 of which have between 58 and 
86 years old with an average of 72. These samples were also 
acquired on a Wacom Tablet (Intuos ProLarge) at the same 
sampling rate (100Hz) but at a higher resolution (5080 ppi); 
we thus decreased the resolution of the new samples to 
match the 300 ppi of the IRONOFF database. Combining 
both databases, we obtain 27,683 HW samples from 905 
writers aged from 11 to 86 years old (Y.O.). For age 
characterization, we split the obtained database into 6 age 
groups as shown in TABLE I.   

TABLE I. AGE GROUP DEFINITION 
Category Age Range Num. of Writers 

Teenagers (A1) 11-17 Y.O. 68 

Young Adults (A2) 18-35 Y.O. 639 

Mid Age Adults (A3) 36-50 Y.O. 133 

Old Adults (A4) 51-65 Y.O. 43 

Seniors (A5) 66-75 Y.O. 14 

Elders (A6) 76-86 Y.O. 8 

 
As seniors and elders are still underrepresented and age 

groups A2 and A3 are overrepresented, we balance, at the 2nd 
layer stage, the database in terms of age categories in order 
to ensure meaningful results: we divide the set of words 
written by a given person into groups from 10 to 15 words, 
and assign each resulting group to a virtual new writer, 
making sure that the generated writers do not share words. 
Finally, to properly evaluate the clustering and its correlation 
with age, we retain the same number of virtual writers for 
each age group. This number was set to 26 writers per age 
group (thus generating a total of 156 writers), which were 
selected through K-medoids clustering over each Ai in order 
to retain the most representative writers of each age group. 

B. Quality of the Clustering (Entropy Efficiency) 

In order to objectively analyze the effects of the clustering on 
age characterization, we introduce three entropy efficiency 
measures. The first one quantifies the predictability of a 
certain age group (Ai) distribution across the clusters, and is 
computed using (1).  

 

 

 

 
 
The second quantifies the degree of disorder of a cluster 

w.r.t the distribution of the ages of the writers assigned to 

this cluster. It is computed using (2). Finally, the third one 
gives a general measure of the quality of the whole clustering 
as a sum of the entropy efficiencies of each cluster, weighted 
by the size of the clusters as shown in (3). All the entropy 
efficiency measures are normalized between zero (maximum 
order  perfect age predictability) and one (maximum 
disorder  no possible distinction of age groups). In (1), (2) 

and (3), Ci stands for the ith cluster obtained in either the 1st 

or the 2nd layer; Ai corresponds to the ith age group (defined 

in Section III-A); NA is the number of age groups and NC is 

the number of clusters.  It is important to note that these 
measures are not used to select the optimal number of 
clusters (the Silhouette criterion [22] is used to this end), but 
to evaluate the quality of the clustering once it is carried out. 

C. First Layer Clustering 

Using the Silhouette method, we observe that 9 is the 
optimal number of clusters for the 1st layer.  Figure 1 shows 
the 9 word clusters obtained by the K-means algorithm run 
over all the HW word samples, projected on the PCA plan 
spanned by the first two eigenvectors. As these two axes 
represent only 37% of the variance, some clusters overlap. 
Figure 2 shows samples of words in each cluster, when 
characterized by speed, acceleration and jerk. Through PCA 
analysis, we can attribute to each cluster particular 
characteristics w.r.t the dynamic and spatial features. These 
characteristics are described in TABLE II and TABLE III 
below: 
 

 

 
Figure 1. PCA Projections of First Layer Clustering 

 
 

TABLE II. DYNAMICS IN FIRST LAYER CLUSTERS 
 Dynamic Features 

Cluster 1 Low Speed/Accel/Jerk 

Cluster 2 Low Speed/Accel/Jerk 

Cluster 3 High Speed/Accel/Jerk 

Cluster 4 Average Speed/Accel/Jerk 

Cluster 5 Average Speed/Accel/Jerk 

Cluster 6 Average Speed/Accel/Jerk on Y; low on X 

Cluster 7 Average Speed/Accel/Jerk 

Cluster 8 High Speed/Accel/Jerk on Y; average on X 

Cluster 9 Very high Speed/Accel/Jerk 
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Figure 2. HW Samples in each Cluster of the 1st Layer with a 

color scale quantifying the magnitude of speed (left 
column), Jerk (center), and acceleration(right) 

 
 

TABLE III. OTHER FEATURES 1ST  LAYER CLUSTERS 

 Pressure  Inclination Curvature 

Cluster 1 Average Straight Round  

Cluster 2 Low Straight Round 

Cluster 3 Average Inclined to right Straight 

Cluster 4 High Inclined to right Straight 

Cluster 5 Average Straight Average 

Cluster 6 Average Straight Average 

Cluster 7 Average Straight Round  

Cluster 8 Average Straight Straight 

Cluster 9 Average Inclined to right Straight 

 

D. Second Layer Clustering 

At the second layer, the Silhouette method reveals 8 
optimal categories. Figure 3 shows the SNE projections of 
the 8 categories obtained by K-means run on the set of 
writers’ 2nd layer descriptors, and Figure 5 shows some HW 
words of the most typical writer in each category (usually the  
writer whose representation is closest to the category center), 
when characterized by speed. In this layer, each point 
represents a writer, described by 14 features:  

 9 features for the histogram of distribution of his/her 
words over the 1st layer clusters. 

 5 features for his/her histogram of intra-writer word 
pairwise distances. 

 

 
Figure 3. SNE Projections of the 2nd Layer Categories 

 
Figure 4. Age distribution in each Category of the 2nd  layer 

 
TABLE IV. 2nd LAYER CATEGORIES SIZE W.R.T BALANCED 

DATABASE SHOWING THE PERCENTAGES OF  
SENIORS (A5) AND ELDERS (A6) CONTAINED 

 Cat 
1 

Cat 
2 

Cat 
3 

Cat 
4 

Cat 
5 

Cat 
6 

Cat 
7 

Cat 
8 

Size 18 16 10 29 10 44 16 13 

Seniors 11% 0% 0% 21% 0% 39% 0% 8% 

Elders 22% 0% 0% 7% 0% 45% 0% 0% 

 
As we can see in Figure 4, Category 6 gathers mostly 

persons above 65 years old (this can be seen also in TABLE 
IV). This Category is the most stable, as writers maintain a 
relatively constant HW style across words. This Category is 
also represented by Cluster 2 in the 1st layer (as we can see in 
Figure 6) characterized by the lowest velocity, acceleration 
and jerk, as well as very round HW with the highest number 
of strokes and smallest stroke length (as shown in the first 
layer’s cluster characterization). Therefore, as Category 6 
contains the highest number of persons (44 writers), this 
could indicate that the most common evolution pattern of 
aged persons is to develop a slow and curved HW with a 
medium to high “time on pen-up” (time in air) probably 
produced by hesitations when writing. 

We also observe that Category 1 contains a considerable 
quantity of persons aged above 75 years, as well as middle-
aged individuals. This Category is the one with the highest 
instability and is highly correlated to cluster 9 in the 1st layer, 
which is characterized by the highest velocity, acceleration 
and jerk along with a low number of larger strokes. This 
could indicate the existence of a group of aged people that 
share with middle-aged people a more agile and fast HW, 
with tendency to produce long and straight strokes and a 
large style variation across words. 
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Category 7 is also interesting since its age distribution 
contains all the age groups except the persons above 65 years 
old. This category is correlated to cluster 8 in the 1st layer 
clustering stage. This group of people is characterized by 
high velocity, acceleration and jerk in the vertical direction 
but an average value of these parameters in the horizontal 
axis, as well as high pressure during writing. Thus, this could 
indicate that other features that separate teenagers and 
middle-aged adults from the persons above 65 years are a 
fast vertical HW with high y-axis velocities and jerk due to 
the upper and lower loops that represent high vertical stroke 
variance, but with an average velocity and jerk in the x-axis. 
Therefore, an average jerk and velocity in the horizontal axis 
could be an evidence of careful writing characterized by less 
variable strokes as the person writes in the horizontal sense, 
but at the same time, with high vertical velocity and 
acceleration to rapidly make the upper and lower loops.   

 
 
 

 
Figure 5. HW Samples from each Category of the 2nd Layer 

showing Speed on a color scale 
 

We also notice that the 3rd category in the 2nd layer, 
which has average instability, also contains all the age 
groups but the persons above 65 years. This category is 
correlated to Cluster 4 in the 1st layer, with the highest 
pressure and low jerk on the x-axis, as well as a lot of sharp 
HW turns. This could be an indicator, as we saw above in the 
analysis of Category 7, that a low jerk on the horizontal 
direction and a relatively high HW pressure could separate 
the old people from the rest of the population. 

Category 2 is another one that contains only persons from 
age groups A1 to A4, thus revealing other features that 
separate the elder persons from the teenagers and middle-
aged groups. This category is related to Cluster 1 and 6 in the 
1st layer. Cluster 1 is characterized by low velocity and 
acceleration with average number of small strokes, average 
pressure and average pressure variation. Cluster 6 consists of 
average velocities and accelerations as well as of an average 
number of pen-ups with short duration and an average 
number of strokes with average size. Both clusters share a 
very low horizontal jerk (that proved to be an important 
feature to separate elders from the rest of the population), an 
average pressure and an average pressure variation. 

 

 
Figure 6. Representation of the 2nd layer categories w.r.t. the 1st 

layer clusters and the histogram of distances between words 

 
Categories 4 and 8 are meaningful since they unveil 

differences between the eldest (A6) and the rest of the 
population. Category 4 consists of features that separate all 
the groups (A1-A5) from the eldest. On the other hand, 
Category 8 contains fewer elders. Such an age distribution 
could indicate that the HW style consisting of average 
velocity, acceleration and vertical jerk and low horizontal 
jerk is less frequent as age increases, thus characterizing the 
HW aging evolution. In other words, Category 8 uncovers a 
typical, albeit non-frequent, HW style of elders that consists 
of a low horizontal jerk even though speed, acceleration and 
vertical jerk have average values.  Categories 4 and 8 have 
very high and medium stability, and they are also correlated 
to Clusters 6 and 7 in the 1st layer, respectively. This means 
that both categories have relatively low jerk in x w.r.t 
velocity and acceleration, which is also the case for 
categories 2, 3 and 7 that do not contain none of the two 
elder groups (A5-A6). We also notice that category 4 has 
very low pressure variation and lower jerk on x than in 
category 8 (which also has high pressure variation); thus, 
these elements could explain a very high stability for 
category 4 but no for category 8. 

Overall, we see that three different types of aged persons 
emerge based on their HW styles and stability: 
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- Category 6: This is the most frequent in elders and 
seniors (71.2%) and is associated with slow velocity and 
acceleration and a stable HW style, high time on air and 
a large number of pen-ups. These characteristics are 
indicative of a slower and less fluent HW. 

- Category 1: It represents 11.5% of old people and it 
consists of a HW style closer to that of middle-aged 
persons in terms of dynamic features. People in this 
group show the highest velocity, acceleration and jerk, 
as well as a very high instability across words, which is 
the opposite behavior to Category 6. 

- Category 4: This is a new category of aged population 
emerging w.r.t our previous works [13][14]. It 
represents 15.4% of old writers and is characterized by a 
HW with average velocity, very low horizontal jerk, 
average pressure, low pressure variation and high 
instability across words. 

 

E. Entropy Efficiency Measures  

We measure the global entropy efficiency of the 

clustering as defined in (3) in terms of age distribution, on 

the balanced dataset with the same number of writers in the 

6 age groups as described in Section III-A. The reduction of 

entropy measures how efficient is the clustering across 

layers in detecting HW styles that describe age tendencies. 

The result is shown on TABLE V, where we can observe 

how the 2-layer approach reduces the entropy at each layer, 

which means that our clustering detects HW styles with 

different age distributions. Also, a lower entropy efficiency 

in Layer 2 than in Layer 1 demonstrates that the stability of 

each writer HW style across words gives additional 

information for characterizing HW evolution though age. 

 
TABLE V. TOTAL ENTROPY EFFICIENCY ACROSS LAYERS 

 Layer 1 Layer 2 

Entropy Efficiency E[η] 0.8365 0.7935 

 
TABLE VI shows the entropy efficiency inside each of 

the Categories of the 2nd layer as computed by (2). The lower 
the entropy efficiency, the more predictive is the category of 
the writer’s age. We observe that Category 6 (mostly 
composed by elders) shows the lowest entropy, followed by 
Categories 2, 3, 5 and 7, where no elders appear. This shows 
that these are the most interesting categories to analyze, in 
search for parameters which allow us to classify the elder 
population.  In particular, one of the main findings is the HW 
style uncovered by category 6 which is the one that best 
predicts if the writer is an elder person. Likewise, the HW 
styles uncovered by Categories 2, 3, 5 and 7 have good age 
prediction capabilities and in particular they rule out that the 
writer is an elder person. 

 
TABLE VI. ENTROPY EFFICIENCY AT EACH CATEGORY 

 Cat 
1 

Cat 
2 

Cat 
3 

Cat 
4 

Cat 
5 

Cat 
6 

Cat 
7 

Cat 
8 

η(CK) 0.92 0.72 0.74 0.97 0.71 0.68 0.76 0.85 

 
Finally, we also compute, using (1), the entropy of each Age 

group w.r.t the clusters on both layers. This allows us to 
detect which age groups introduce an entropy reduction for 
the clustering. The lower the entropy, the more predictable 
the age group of the clusters it will fall into, i.e. the HW style 
or styles it will produce. The results of the cluster entropy 
efficiencies are shown in TABLE VII. We observe that the 
only age groups which introduce significant entropy 
reduction are A5 and A6, composed of people above 65 
years old.  

 
TABLE VII. ENTROPY EFFICIENCY AT EACH AGE GROUP 

 A1 A2 A3 A4 A5 A6 

η(AK) 
Layer1 

0.91 0.96 0.96 0.96 0.56 0.42 

η(AK) 
Layer2 

0.92 0.98 0.92 0.94 0.45 0.33 

 
This entropy reduction proves our approach’s capacity to 

characterize the HW of the elder population through few 
categories of writers, and to discover a limited set of 
different evolution patterns that the HW style exhibits as 
people grow old. On the other hand, observing almost no 
entropy reduction for age groups A1 to A4 implies that the 
HW style for these age groups shows a great variability 
across the population. Each person from 11 to 65 Y.O. can 
develop any HW pattern with a similar likelihood; in other 
words, there is no clear way to separate these age groups.  

IV. CONCLUSIONS AND PERSPECTIVES 

 
 Our study has uncovered three different types of 
aged persons according to their HW styles and stability: 
- The most important writing pattern in elders and seniors 

(Category 6) is associated with slow dynamics and a 
stable HW style, consisting of high time on air and a 
large number of pen-ups, probably due to hesitations 
between strokes. This group, which is the most 
represented among the aged population (71.2%), has the 
highest number of strokes. Overall, these characteristics 
are indicative of a slower and less fluent HW. 

- Some old people (11.5%) represented by Category 1, 
have a HW style closer to that of a subset of middle-
aged persons in terms of dynamic features. People in 
this group show the highest velocity, acceleration and 
jerk, as well as a very high instability across words, 
which is the opposite behavior to the previously 
described writing pattern of Category 6. They also 
present few and long strokes, which indicates a high 
fluency when writing. It is worth noticing that this 
writing pattern is overrepresented among elders (A6) 
w.r.t seniors (A5). Indeed, there are some very aged 
persons that maintain handwriting skills. 

- Finally, a new category of elders emerges comparatively 
to our previous works [13][14]: These are the old writers 
(A5 and A6)  represented by Category 4, which are 
distinguished  from a large part of the rest of population 
by a HW with average velocity, very low horizontal 
jerk, average pressure, low pressure variation and high 
instability across words. It seems to be an intermediate 
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writing pattern compared to the two previous ones, and 
appears to represent 15.4% of the population. 

 
- There are about 28.8% of elders and seniors whose HW 

style cannot be distinguished from the average adult 
population. These aged writers are persons who 
maintained their skills as they aged, writing in a similar 
way than some parts of the adult population. From this 
skilled aged population, 60 % are senior writers (A5) 
and 40% are elder writers (A6). This corroborates the 
tendency that the older a person gets, the more likely 
he/she will lose HW skills and fall into the group 
represented by Category 6. 

 
Another interesting finding by our approach is the fact 

that categories 2, 3, 5 and 7 do not contain any old persons 
(A5 or A6). These categories disclose different HW styles of 
all the population except elders (A6) and seniors (A5). 
Categories 2 and 3 have average and low velocities and low 
and high stability, respectively, but they share a very-low 
horizontal jerk w.r.t speed and acceleration that is not present 
in old population HW (the latter often features low jerk but 
this is explained by the fact that speed and acceleration are 
also low). Category 3 also has the highest pressure and low 
pressure variation, which seems to be other discriminative 
features between old people and the rest of the writers. 
Category 7 has average horizontal velocity, acceleration and 
jerk and high vertical velocity, acceleration and jerk, and a 
low number of long strokes (high fluency) and high pressure. 
This HW fluency is another useful feature that discriminates 
part of the elders from the rest of the population. These 
results confirm our previous findings in [13][14]. 

Following this study, we are currently collecting a 
dataset of HW samples at Hospital Broca in Paris from elder 
people with Alzheimer and MCI cognitive disorders. Adding 
this population to the control population that served in this 
work, we will generalize our approach in order to assess its 
efficiency in automatically detecting HW styles associated 
with Alzheimer, MCI and Control persons. 

ACKNOWLEDGMENT 

This work was partially funded by Institut Mines-
Télécom & Fondation Télécom and by Fondation MAIF 
through project “Biométrie et santé sur tablette” 
(http://www.fondation-maif.fr/notre-
action.php?rub=1&sous_rub=3&id=269). 

REFERENCES 

[1] S. Rosenblum, Batya Engel-Yeger, and Yael Fogel, “Age-related 
changes in executive control and their relationships with activity 
performance in handwriting”. Human Movement Science, Vol. 32, 
2013, pp. 1056–1069. 

[2] B. Engel-Yeger and S. Hus, S. Rosenblum, “Age effects on Sensory-
processing Abilities and their Impact on Handwriting. Canadian 
Journal of Occupational Therapy, Vol. 79(5), 2012, pp. 264-274. 

[3] R. Plamondon, C. O'Reilly, C. Rémi, and T. Duval, “The lognormal 
handwriter: learning, performing, and declining”. Frontiers in 
psychology, Vol. 4, 2013, pp. 248-255  

[4] O. Hilton, “Influence of Age and Illness on Handwriting: 
Identification Problems”. Forensic Science, Vol. 9, 1977, pp. 161-
172. 

[5] J. Walton, “Handwriting changes due to aging and Parkinson's 
syndrome”. Forensic Science International, Vol. 88(3), 1997, pp. 197-
214. 

[6] N. Van Drempt, A. McCluskey, and N.A. Lannin, “Handwriting in 
healthy people aged 65 years and over”. Australian Occupational 
Therapy Journal, Vol. 58(4), 2011, pp. 276-286. 

[7] F. Holekian, “Handwriting Analysis: The Role of Age and 
Education”. International Journal of Modern Management and 
Foresight, Vol. 1(6), 2014, pp. 208-221. 

[8] N.M. Ta, M.M.A. Sultanb, and K.Y. Wongc, “A Study on the Age 
Related Retention of Individual Characteristics in Hand Writings and 
Signatures for Application during Forensic Investigation”. A Message 
from the Editor-in-Chief 1 From Narcotics Case Files. 

[9] S. Al Maadeed, and A. Hassaine, “ Automatic Prediction of Age, 
Gender, and Nationality in Offline Handwriting”. EURASIP Journal 
on Image and Video Processing, Vol.1, 2014, pp. 1-10. 

[10] R. Camicioli et al., “Handwriting and pre-frailty in the Lausanne 
cohort 65+(Lc65+) study”. Archives of Gerontology and Geriatrics, 
2015. 

[11] R. Mergl, P. Tigges, A. Schröter, H.J. Möller, and U. Hegerl, 
“Digitized analysis of handwriting and drawing movements in healthy 
subjects: methods, results and perspectives”. Journal of neuroscience 
methods, Vol. 90(2), 1999, pp. 157-169. 

[12] M. J. Slavin, J. G. Phillips, and J. L. Bradshaw, “Visual cues and the 
handwriting of older adults: A kinematic analysis”. Psychology and 
aging, Vol. 11(3), 1996, pp. 521-526. 

[13] G. Marzinotto, J. C.  Rosales, M. A. El-Yacoubi, and S. Garcia-
Salicetti, “Age and Gender Characterization Through a Two Layer 
Clustering of Online Handwriting”. In Advanced Concepts for 
Intelligent Vision Systems(ACIVS). Springer International Publishing, 
2015, pp. 428-439. 

[14] J. C.  Rosales, G. Marzinotto M. A. El-Yacoubi, and S. Garcia-
Salicetti, “Age Characterization from Online Handwriting”. 5th EAI 
International Symposium on Pervasive Computing Paradigms for 
Mental Health, MindCare, Italy, Milan,  2015, pp. 

[15] I. Guyon, P. Albrecht, Y. Le Cun, J. Denker, and W. Hubbard, 
“Design of a neural network character recognizer for a touch 
terminal”. Pattern Recognition. Vol. 24 Issue 2, 1991, pp. 105-119.  

[16] J. Sivic, "Efficient visual search of videos cast as text retrieval". IEEE 
Trans. on PAMI, Vol. 31(4), 2009, pp. 591–605. 

[17] P. Sarkar, and G. Nagy, “Style Consistent Classification of Isogenous 
Patterns”. IEEE PAMI, Vol. 27(1), 2005, pp. 88-98. 

[18] S.K. Chan, Y.H. Tay, and C. Viard-Gaudin, “Online Text 
Independent Writer Identification Using Character Prototypes 
Distribution”. SPIE Electronic Imaging, 2008. 

[19] V. Vuori, “Clustering Writing Styles with a Self-Organizing Map”, 
IWFHR 2002, pp. 345-350.  

[20] B.A. Deepu V. and S. Madhvanath, “An Approach to Identify Unique 
Styles in Online Handwriting Recognition”, ICDAR 2005, pp. 775-
778. 

[21] J-P Crettez, “A set of handwriting families: style recognition”, 
ICDAR 1995, pp. 489-494. 

[22] P. Rousseeuw, “Silhouettes: a graphical aid to the interpretation and 
validation of cluster analysis”. J. of Computational and Applied 
Mathematics, 1987, pp. 53-65. 

[23] G. Hinton, and S. Roweis, “Stochastic Neighbor Embedding”, NIPS 
15, 2002, pp. 833-840. 

[24] C. Viard-Gaudin, P. M. Lallican, S. Knerr, and P. Binter, “The 
IRONOFF Dual Handwriting Database”, ICDAR 1999, pp 455-4   

 

54Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-462-6

COGNITIVE 2016 : The Eighth International Conference on Advanced Cognitive Technologies and Applications

                           65 / 147



Modeling Pupil Dilation as Online Input for Estimation of Cognitive Load in

non-laboratory Attention-Aware Systems

Benedikt Gollan

Pervasive Computing Applications
Research Studios Austria FG Thurngasse 8/20, 1090, Vienna, Austria

Email: benedikt.gollan@researchstudio.at

Alois Ferscha

Institute for Pervasive Computing
Johannes Kepler University, Linz

Email: ferscha@pervasive.jku.at

Abstract—Dynamic changes of pupil dilation represent an estab-
lished indicator of cognitive load in cognitive sciences Exploitation
of these insights regarding pupil dilation as an indicator of cog-
nitive load for attention-aware Information and Communication
(ICT) systems has been impeded due to restrictions of pupil
analysis to a posteriori processing and exclusion of disturbing en-
vironmental factors. To overcome these issues, this paper proposes
an algorithm based on Hoeks’s pupil response model, enabling
online analysis of pupil dilation for the dynamic interpretation
of cognitive load as an input for interactive, attention-aware
systems, which outperforms state-of-the-art approaches regarding
complexity, accuracy, flexibility and computation time. Beyond
mathematical pupil modeling, this paper identifies Environment
Illumination compensation (IC), Blink Compensation (BC), Ref-
erence Baseline computation (RB) and Onset/Offset detection
(OO) as crucial fields of research for the transfer of pupillometry
from the laboratory into real-life application scenarios.

Keywords–attention-aware; behavior analysis; public displays;
implicit interaction

I. INTRODUCTION

The ever increasing digitalization of our society via om-
nipresent, interconnected services (e.g. big data, internet of
things) and devices (e.g. smartphones, wearable computers,
digital cameras, etc.) has increased data production dramat-
ically. People are flooded with amounts of information that
neither are relevant nor processable, causing a constant transi-
tion of humans from actively searching, to nowadays merely
defending and filtering human beings. Information overload re-
portedly affects humans in well-being [1][2], decision making
[3] and work productivity [4][5] as well as technical systems
(recommendation systems [6], information systems [7]). This
widening gap between data demand and supply emphasizes
the need for a new design paradigm of an attention-aware ICT
that is fundamentally oriented at the respectful handling of
people’s cognitive resources, supplying information depending
on current perception capabilities and interests.

Such an attention-aware ICT design requires the sensorial
assessment and computational interpretation of individual at-
tention mechanisms and processes as input for dynamic inter-
action control. Such systems could e.g. analyze the cognitive
load (amount of usage of existing attention resources) of sys-
tem operators in safety-relevant applications to avoid attention
failures which might cause fatal consequences, be it automotive
applications, healthcare or air traffic control. On the other hand,
an attention-aware ICT system could measure current location
of attention and level of cognitive load in alignment with task

difficulty to adapt interaction modalities and information flow
to current information perception capabilities, or even redirect
attention to critical situations which have not been consciously
perceived. The call for attention-aware ICT has been expressed
several times in recent years [8][9], but today we are ap-
proaching a time in which sensory technologies and modeling
capabilities might be sufficiently advanced to enable such truly
user-oriented, cognition-compliant interaction designs.

This work tries to contribute the next step towards integra-
tion of cognitive parameters into dynamic interaction design
via enabling an online interpretation of cognitive load (total
amount of effort being used in working memory [10]) from
pupil dilation on both algorithmic and system design levels.

A. Related Work
Modeling and exploiting human attention for optimization

of interaction design requires the reliable and immediate as-
sessment of current cognitive state. In the last decades, several
observable expressions of individual attention and cognitive
load have been identified that may serve as sensorial input,
including eye gaze behavior, over overt behavior analysis,
and various somatic indicators of attention. In this spectrum
of multi-modal attention indicators, pupil dilation has been
established in the literature as an expressive, reliable and
quantifiable indicator of attention which shows promising
potential to serve as an input parameter in the development
of future attention-aware ICT systems [11][12].

Besides light incidence control, the pupil is also sensitive to
psychological and cognitive activities and mechanisms, as the
musculus dilatator pupillae is directly connected to the limbic
system in via sympathetic control [13]. Since the 1960s and
70s, pupil dilation has been investigated as an indicator of
cognitive activities, emotion and decision making in academic
research. These research activities triggered the start of the
so-called cognitive pupillometry focused on these small but
ubiquitous pupillary fluctuations providing a unique psy-
chophysiological index of dynamic brain activity in cognition
[14].

As the pupil diameter is not under voluntary control, it
represents a promising indicator and psychological reporter
variable of internal cognitive processes. Pomplun and Sunkara
[15] identified pupil dilation as a highly relevant indicator
of occupied workload capacity and apply a neural-network
based calibration interface and comparison of effects from
cognitive workload and display brightness on pupil dilation.
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Figure 1. (a) left: Task-evoked pupil impulse response h[t] (2) [19], (b) right: Modeling of pupil curve via task-evoked pupillary response (TEPR) via a linear
combination of scaled and positioned attention impulse responses Rk resulting in modeling curveZ[t]. The impulse responses are the result of a convolution

operation of instantiated impulses Ik with the impulse response h (2).

Bijleveld et al. [16] explored pupil dilation regarding strategic
resource recruitment adjacent to subliminal reward cues and
found that resources recruitment is independent from conscious
or unconscious perception of the respective reward cue. Kang
et al. [17] continued Smallwood’s research [18] regarding pupil
dilation as an index of overall attentional effort by controlling
luminance changes, thus ruling out disturbing influences of
brightness on the study results. Kang et al. successfully ver-
ified synchronized behavior in conscious versus unconscious
perception of stimuli.

Besides Cognitive workload and attentional effort, the so-
called task-evoked pupil response (TEPR) has found appli-
cation in various other cognitive disciplines: (i) emotion &
arousal [13][20][21][22][23] (ii) task switching: Katidioti et
al. [24] and (iii) decision making [25][26].

This work is substantially based on two previous publi-
cations. Hoeks et al. [19] created a computational model of
cognition-related pupillary behavior by modeling the TEPR
as a linear input/output system whereas attentional input is
represented as a sequence of attentional impulses (Figure 1),
which are associated to pupillary output via a characteristic
pupil impulse response h[t] (Figure 1). Hoeks empirically
identified the pupil impulse response h[t] (Figure 1.a) to
reversely compute the initial attention impulses that trigger
the detected pupillary output. The position and scale of the
calculated impulses represent temporal onset and amount of
cognitive load whereas the distribution of the pupil dilation
curve represents the respective temporal course. Mathemati-
cally, the relation between i ≤ j input impulses Ii = si · δ[ki]
with scale si, onset time ki and modeled pupillary output
Z[t] is represented via the time-discrete convolution operation,
which, due to the impulse character of the input, modeling can
be simplified to the following:

Z[t] =

j∑
i=1

(Ii ∗ h)[t] =
j∑

i=1

si · h[ki − t] (1)

h[t] = t10.1 · e− 10.1t
930ms (2)

Whereas Hoeks et al. proposed a frequency-domain-based
deconvolution process to analytically deduce attention impulse
input from pupillary output, Wierda et al. [27] employed
a time-domain-based curve matching algorithm to compute
optimal impulse and impulse response distributions. Following
their empirical study, Wierda employed a fixed distribution
of attention impulses every 100ms which then were scaled
in a brute-force approach to best possible model measured
pupillary input.

Note that Wierda added a so-called ’drift component’ to his
model, assuming a general decrease of pupil dilation over time
to enable modeling of active pupil size reduction. Focusing on
pure TEPR influences, we altered the proposed code by Wierda
in the data evaluation by removing the drift component without
changing any other modeling settings.

B. In this paper
In Section II, this work will propose an algorithmic ap-

proach towards the assessment of cognitive load from pupil
dilation, which performance results go beyond state-of-the-art
in the following key aspects (Section III):
• Online Computation Capability - Whereas current

approaches rely on complete sets of pupil data and
are only capable of a posteriori processing, this work
presents an algorithm which is capable of analyzing
continuous input from an eye-tracking device in real-
time, enabling the immediate exploitation of pupil
dilation as a fast and reliable attention indicator for
a variety of devices and applications.
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• Speed - Compared to the related work by Wierda et al.
[27] the proposed approach outperforms current state-
of-the-art regarding computation time.

• Flexibility - In contrast to comparable approaches, the
proposed algorithm does not rely on fixed number and
position of attention events, increasing flexibility and
reducing complexity.

• Accuracy - While being faster and more flexible than
comparable implementations, the presented approach
performs at similar or not slight better levels of
accuracy, based on test and training data provided by
Wierda et al [27].

Furthermore, in Section IV, this paper identifies four main
challenges towards the transfer of established pupillometric
analysis approaches from the laboratory into real world, real-
time applications employing pupil dilation as an indicator for
cognitive load and input for attention-aware systems, that will
be further discussed in Section V:

• Pupillary Light Reflex - Pupil dilation requires a very
cautious analysis due to its sensitivity to environmen-
tal illumination. However, pupillary effects may be
separable by their physical nature.

• Blink Compensation - In stable lighting conditions
and fixed head settings, blinks can be erased via
linear interpolation of pupil data. Yet, as blinks are
often correlated to head movements (and relocations
of attention) the pupil baseline may shift due to
illumination changes in free movement scenarios.

• Baseline Computation & Onset/Offset Detection -
Usual a posteriori analysis allows qualified definitions
of reference baseline scores due to interpretation of
the complete data set, allowing identification of onset
and offset of cognitive activity. A real-time approach
needs to select suitable onsets of cognitive activity
without further knowledge regarding future data.

II. METHODOLOGY

The goal of the proposed developments is an iterative
(frame-wise) optimization algorithm which is capable of
modeling continuous data-streams of pupil dilation for online
analysis of cognitive load.

Similar to Wierda’s approach, we propose a curve matching
optimization algorithm in the time domain in contrast to the
analytic deconvolution process, as deconvolution is restricted
to a posteriori processing. Yet, the proposed approach is not
based on fixed numbers and locations of attention impulses,
but dynamically detects the position and scale of attention
impulses, optimized to best possibly match the measured pupil
curve.

A. Triggering Impulses
Following Hoeks’s model, the optimization algorithm is

based on a list of j attention impulses Ij(sj , tj) with scales
si and time stamps ki (i ≤ j) which are set and scaled
to minimize the error between the measured pupil data and
the modeled pupil response. In each iteration, the error E[t]
between the pupil dilation signal Y [t] and the current modeled
curve Z[t] is evaluated as to whether it exceeds a certain trigger
threshold τ (see Figure 2). Such a trigger event adds an impulse

Ij+1(sj+1, kj+1) of yet undefined scale sj+1 at time kj+1. As
the literature reports a delay between attention impulse and
respective impulse response onset of 300 − 500ms, impulse
onset was set to kj+1 = t − 500ms, which showed optimal
modeling performance on the applied training data.

-y[t]

Z[t]

Impulse
Optimization

Add
Impulse [t-500]

Z[t-1] E[t]

>

<

Figure 2. Pupil Modeling Algorithm

The suitable scaling of the detected attention impulses rep-
resents the most crucial challenge in the proposed algorithm.
This especially covers optimization range and handling of
multiple overlapping impulse responses.

B. Isolated Impulse Optimization
Hoeks’s impulse response shows its biggest impacts in

the range from [ki; ki + 3000ms]. Due to this behavior we
define neighboring impulses as non-overlapping if ki+1− ti >
3000ms. In the basic case of a single, isolated impulse
i = j = 1, the optimization algorithm needs to minimize
the squared error ε[k1, t] of the accumulated error function
(3) in the time range from t ∈ [k1, kmax,1] whereas kmax,1

represents the maximum peak of the impulse response curve
at k1 + 930ms. This limitation has been introduced, as a
further extension of the optimization range tends to cause
overcompensations of errors in the dropping slope of the
impulse response which can better balanced via new attention
impulses.

ε[k1; t] =

t∑
t=k1

E[t] (3)

ε[k1; t] =

t∑
t=ki

(Y [t]− s1 · h[k1 − t])2 (4)

In each iteration, the scale s1 of the attention impulse is
computed to minimize the error ( d

dsε = 0) and thus provides
the optimal modeling of the observed pupil dilation curve.
As soon as t exceeds the optimization window (t > kmax,1),
the scale of the impulse is fixed to the last computed score,
hence only current impulses (t−k1 < 930ms) take part in the
modeling process. Note that the computation of the parameters
can be optimized as only the parameters of the current time-
frame t needs to be computed iteratively.

d

ds1
ε[k1, t] = 2[s1

t∑
t=k1

h2[k1 − t]−
t∑

t=k1

(h[k1 − t] · Z[t])] = 0

(10)

s1 =

t∑
t=k1

(h[k1 − t] · Z[t])

t∑
t=k1

h2[k1 − t]
, t ∈ [k1, kmax,1] (11)
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ε(si−1, si) =

ki∑
t=ki−1

(Z[t]− si−1 · h[ki−1 − t])2 +
t∑

t=ki

(Z[t]− si · h[ki − t]− si−1 · h[ki−1 − t])2 (5)

∂

∂si−1
ε() = si−1

t∑
t=ki−1

h2[ki−1 − t] + si

t∑
t=ki

(h[ki−1 − t] · h[ki − t])−
t∑

t=ki−1

(h[ki−1 − t]Z[t]) = 0 (6)

∂

∂si
ε() = si−1

t∑
t=ki

h[ki−1 − t] · h[ki − t] + si

t∑
t=ki

h2[ki − t]−
t∑

t=ki

(h[ki − t] · Z[t]) = 0 (7)

K1 =

t∑
t=ki−1

h2[ki−1 − t] K2 =

t∑
t=ki

h[ki−1 − t] · h[ki − t] K3 =

t∑
t=ki

h2[ki − t] (8)

K4 =

t∑
t=ki−1

h[ki−1 − t] · Z[t] K5 =

t∑
t=ti

h[ki − t] · Z[t] (9)

C. Multiple Impulse Optimization Approaches
The complexity of the optimization problem increases

significantly as soon as multiple attention impulse responses
overlap (see Figure 1.b). There are several possible approaches
to this issue, which we will discuss in more detail.

The first approach handles overlapping impulse responses
consecutively, in chronological order of appearance. It op-
timizes the scale of the first impulse, and then iteratively
computes the remaining error for optimization of overlapping
impulses and impulse responses. Again, as soon as t > tmax,i,
the scale si is fixed and impulse i is no longer part of the
optimization process. This represents a very straightforward
approach which allows a direct, iterative application of the
principles developed for Isolated Impulse Optimization (11).
However, this approach tends to create systematic errors due to
the distinct independent optimization processes which manifest
as continuous overestimations of the to-be-modeled curve. Due
to these systematic issues, this approach has been rejected at an
early stage and has not been subject to the detailed evaluations
presented in the following.

The second approach avoids the problem of systematic
errors caused by independent optimization processes via only
optimizing the current, latest impulse response. As soon as
a new impulse is added to the system, the previous impulse
is fixated to the current score. This procedure also allows
the direct application of the Isolated Impulse Optimization on
the remaining error function, is less complex, computationally
less expensive and provides significantly better results than the
first approach. In the following evaluation, this model will be
referenced as Single Impulse Optimization (SIO).

The third approach considers not only one but two consec-
utive impulses at a time, allowing a combined optimization
of overlapping attention impulse responses. This approach
represents a more elaborate process regarding improved mod-
eling accuracy but also causes an increase in computation and
implementation complexity.

In this case, the optimization is executed at two consecutive
scale variables sk−1 and sk at the same time via partial
deviations of the new error function (5). Solving the partial
deviations (6), (7) results in a linear equation system (7), (8)
with the substitutions K1−K5 (13 - 14). This linear equation
system can be solved as visualized in (9) and (10). This

optimization approach will be referred to as Double Impulse
Optimization (DIO).

K1 · si−1 +K2 · si = K4 (12)
K2 · si−1 +K3 · si = K5 (13)

si =
K2K4 −K1K5

K2
2 −K1K3

(14)

si−1 =
K4

K1
− K2

K1
· si (15)

Again, the respective parameters can be iteratively com-
puted for the current time-frame, thus increasing computation
performance.

III. RESULTS

We employ Wierda’s approach as ground truth based on
the code and empirical data provided in [27] to evaluate the
developed SIO and DIO algorithms.

In Wierda’s empirical study, visual stimulus sequences
were presented to 20 subjects at 100ms intervals and nor-
malized pupil data is used for impulse and pupil response
modeling. As some of the subject data sets did not provide
any positive pupil dilation that could be modeled by the
optimization approaches without the removed drift component,
5 subject data sets were removed from the dataset resulting
in a final dataset of 15 subjects. The proposed algorithms
were implemented in parallel to Wierda’s code to evaluate
our approaches regarding modeling accuracy, result complexity
and computation time.

A. Accuracy
The mean squared error averaged per person for Wierda’s

approach as well as SIO and DIO are displayed in Table
I. It can be observed that the performance of the different
approaches are almost identical with slight advantages for
the newly proposed methods, visualized in Figure 3. It is
noteworthy, that these results were obtained employing a less
complex (smaller) set of attention impulses.

Surprisingly, the more elaborate DIO approach did not
provide substantial benefits in modeling accuracy, a result
which was confirmed in further evaluations on continuous test
and training data. This indicates that the effort for complex
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Figure 3. Comparison of modeling performance, averaged over 15 subjects.
The three modeling approaches show very similar accuracy with light

deviations in the range of 800− 1200ms.

TABLE I. ACCURACY

Model MSE average # impulses
Wierda 0.0120891 34.00

SIO 0.0118583 4.66
DIO 0.0118421 3.73

modeling of several parallel impulses is not reasonable, espe-
cially with the nonlinear increase of the associated complexity
level.

B. Speed
With computation time representing a crucial aspect to-

wards online applications, the average performance for model-
ing the 15 subject data sets was computed as displayed in Table
II. It can be observed that the dynamic modeling approaches
clearly outperform the brute-force approach by Wierda et al.
without being fine-tuned towards performance optimization
(iterative computation of required parameters) by a factor of 6
to 7.

TABLE II. AVERAGE COMPUTATION TIME

Model average time [s]
Wierda 3.008

SIO 0.441
DIO 0.487

Note, that the computation times are average results for
data sets of 208 instances per subject, resulting in an average
computation time of 2−3ms per iteration, indicating real-time
capability.

IV. CHALLENGES TOWARDS AN ONLINE,
NON-LABORATORY SYSTEM

To evaluate the developed algorithms in a real-world
scenario, we employed long duration pupil data from an
interaction field study executed at the Institute for Pervasive
Computing at the Johannes Kepler University Linz. Twelve
subjects wore eye tracker glasses in a half hour experiment

Figure 4. top: Setting of field study execution. bottom: long time scale
example of curve modeling based on SIO modeling approach, showing

measured pupil data, modeled pupil curve and resulting impulse positions
and scales;

providing long-scale pupillary tracking data (Figure 4). The
gathered pupil data was low-pass filtered to eliminate sensor
noise, no further filter processes were applied.

Aiming at an online analysis of pupil dilation as a measure
of cognitive load for interactive system control in real life
applications poses several challenges besides the described im-
pulse modeling. In the following, we will present four central
challenges that have been identified in the research literature
as well as first approaches towards the implementation of an
online analysis system of cognitive load for non-laboratory
environments based on a wearable eye tracker:

A. Illumination Compensation (IC)
As established in the literature, the stability of current

environment illumination is the key prerequisite of pupillomet-
ric analysis, especially in non-laboratory settings. We propose
to evaluate the average illumination in the subject’s field of
view based on a brightness analysis of the first person cam-
era footage integrated into established wearable eye tracking
sensors. For this purpose, we propose the application of the
average perceived luminance [28], and thereupon interpretation
of the luminance difference between consecutive frames.

As soon as detected changes in illumination brightness
exceed a defined threshold, pupil analysis will be suspended
until the environmental conditions have stabilized again. Per-
haps in the future, the functional relation between illumination
and pupil size baseline will allow the direct modeling of the
reference baseline.

B. Blink Compensation (BC)
In laboratory pupillometric research, the occurrence of

blinks represents less of a problem than free head movement
environments. Laboratory settings usually control illumination,
head orientation as well as stimuli brightness, which reduces
blinks to simple interruptions of the continuous course of
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Figure 5. left: Activity and environment dependent changes of reference baseline levels; Established interpolation of missing pupil data during blinks will
cause false positive modeling of cognitive activity. right: potential interpretation of period lengths and amplitudes of cognitive activity; the detection of onset

and especially offset triggers allows highly different interpretations of the same data.

pupil dilation, and allow the widely established procedure of
erasing blink disruptions from pupil dilation data via linear
interpolation.

When analyzing empirical training data from a free head
movement environment, blinks need to be considered in more
detail as blinks are often correlated to head movements, thus
changing the perceived field of view and exposed illumination.
These changes in illumination manifest in significant baseline
shifts before and after blink activities (see Figure 5), requiring
a reset of reference baseline adjacent to every single blink
event. Hence, we propose employing blink event detection to
trigger a restart of reference baseline computation.

C. Onset/Offset detection (OO) & Reference Baseline (RB)
The issue of online computation capability is based on

the ability of handling continuous data input streams and
thus mainly in association with marking start and exit events
of attention-related pupillary activity. Whereas a posteriori
data processing allows the selection of adequate initiation and
termination criteria of pupillary activity, continuous data pro-
cessing requires qualified estimations on periods of pupillary
activity.

In the proposed approach, activity onset is triggered as soon
as the error between measured pupil dilation and calculated
reference baseline exceeds the defined trigger threshold τ . The
cognitive activity is terminated as soon as the pupil dilation
falls below the onset score again. The computed averaged score
at activity onset is retained as a reference baseline throughout
pupillary activity. The respective reference score is averaged
over the last 500ms or if situated close after a detected blink,
pupil reference calculation starts right after the last blink event:

b[t] =
1

imax

imax∑
i=0

Z[t− i] (16)

imax =

{
500ms
fps if t− tblink > 500ms

t−tblink

fps if t− tblink <= 500ms
(17)

Yet, this procedure is prone to general increases of pupil
dilation during an active period, which may prevent the pupil to
return to its initial diameter, causing long duration mis-scalings
of derived attention impulses (see Figure 5).
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Figure 6. Structure of proposed algorithm for online analysis of pupil
dilation for dynamic input for interactive systems.

D. Proposed Process Loop
In summary, we propose a processing loop as visualized in

Figure 6, extending Figure 1. In each iteration, the captured
gaze data passes the described pre-processing modules of
(i) ensuring constant illumination (ii) blink detection, (iii)
reference baseline computation (iv) onset/offset detection as
well as the actual described curve matching algorithm.

V. CONCLUSION AND FUTURE WORK

In this work, we have presented an algorithm for online
analysis of cognitive load information from (wearable) eye
tracker devices, applicable as input for online, dynamic in-
teraction adaption to the current cognitive state of the user.
This opens the door for innovative, non-laboratory attention-
aware system designs and applications which are capable of
adapting to current user abilities and requirements.

This work contributes a pupil modeling algorithm which
exceeds current approaches in (i) online computation ca-
pability, (ii) computation performance, (iii) flexibility, (iv)
result complexity and (v) has proven competitive regarding
accuracy in comparison to a current state-of-the-art approach.
Furthermore, this work identifies four main challenges and
gives first primitive approaches towards the realization of an
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online, non-laboratory pupil analysis system, applicable for use
with current wearable eye trackers and provides a means to
overcome the most crucial disturbances of environment illumi-
nation, blink events as well as issues of online interpretation
of cognitive pupillary activities.
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Abstract—A significant and distinctive feature of human beings
is the ability of performing abstraction operations, e.g., when
forming categories of objects or even conscioulsy creating abstract
objects as it is typical in mathematics. Although the possible
range of corresponding abilities is certainly pre-determined by
individual genetic factors, a high-level abstraction performance
will typically be achieved gradually by an intensive practice
in solving abstraction prone problems. On the other hand,
mathematical abstraction is often considered to be a serious
obstacle in mathematics education. This raises the question
whether there are some basic principles of abstraction that could
be taught on a metacognitive level in order to support the
progress in abstraction abilities. The paper presents a concept of a
corresponding teaching experiment. We hope it will provide more
effective teaching as well as a better understanding of cognitive
processes underlying mathematical abstraction.

Keywords–Abstraction; Mathematics Education; Metacognition.

I. INTRODUCTION

Basic mathematics courses belong to the greatest chal-
lenges for first year university students from many many
disciplines. The author’s long run experience in conducting
such courses at the University of Paderborn indicates that one
main reason for that is the lack of appropriate study and
working techniques. As a remedy, we created a system of
in-teaching metacognitive support instruments [1] by means
of which first improvements could already be achieved [2]
[3]. Even with this, we often see refusal or even fear of
the perceived abstractness of mathematics. Moreover, many
of the beginning students are quite unfamiliar with any kind
of abstractness. Hence, coping with mathematics becomes
particularly hard for them. This raises the question how to
facilitate the “access to abstraction” for them.
It is impossible to rise this question without referring to the
aspect of time, because good abstraction abilities are typically
achieved “by doing”, i.e., by solving problems that require –
or at least promote – a certain level of abstraction. Even math-
ematicians develop their abstraction skills within a lengthy
process of education and mathematical work. However, in our
basic courses for non-mathematicians, there is not enough time
to re-run along this path. As an alternative, we propose to
support some basic aspects of abstraction on a metacognitive

level, by explicitly “teaching abstraction principles”, with the
objective to accelerate the process of acquiring abstraction
skills. In order to derive such rules, we discuss several
aspects of abstraction. A generally adopted hypothesis is that
abstraction operations are organized hierarchically. Piaget [4]
has described that, and how, this hierarchy is run through in

children’s development of mathematical thinking. The hierar-
chical nature of abstraction was also emphasized by Dubinsky
[5], [6] and Arnon et al. [7]. In contrast to the forementioned
ones the approach pursued here aims to additionally support
the construction of several layers of abstraction by explicit

metacognitive instruction. Although this work is still in an
early stage, we hope that it shall yield not only better teach-
ing instruments but a better understanding of the underlying
cognitive processes as well. –

The paper is organized as follows: In Section II, we
highlight the need of abstraction in economics education.
The nature of abstraction and its “economics” is discussed
in Sections III, and IV. The following section deals with
operational aspects of abstraction. Section VI gives an outlook
of a forthcoming teaching project and possible applications of
the results.

II. IS ABSTRACTION EDUCATIONALLY NEEDED?

It is often believed that abstraction is a matter of “pure
mathematics” rather than of its applications. However, prac-
tically this is not true. Especially in economics, there is a
particular demand of “abstraction” at least along three different
lines. First, fundamental economic phenomena are explained
with the help of abstract mathematical concepts. Look, e.g., at
a preference relation as described here:

x � y :() 2x1 + 3x2  2y1 + 3y2. (1)

The students must be able to read, understand, and handle
symbolic expressions like this. Second, modern economics
is interested in qualitative results that are valid under quite
general assumptions. Accordingly, these results rely on abstract
qualitative properties of the underlying models. And third, by
employing modern and sophisticated results of mathematics,
economics adopt the abstraction level of mathematics itself.
This confirms that Devlin’s [8] statement “The main benefit
of learning and doing mathematics is not the specific content;
rather it’s the fact that it develops the ability to reason precisely
and analytically about formally defined abstract structures”
holds true for modern economics, as well as for other sciences.

III. WHAT IS ABSTRACTION?

So far, ”abstraction” was used in quite general way. For the
purposes of this paper, we shall describe some specific aspects
of interest and put them in the general context.
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A. General Aspects

Everybody knows somehow and from somewhere “what is
abstraction”, as this word became present in a lot of domains
within the last two centuries. A common feature of many
conceptions of “abstraction” refers to the latin word abstrahere

in the philosophical sense of omitting unessential details of an
object in the process of inductive thinking, resulting in a new
– or simpler – entity, as it was described first by Aristoteles.
The large number of publications on this subject indicates that
“abstraction” is a rather rich and complex notion. It is neither
possible nor the purpose of this paper to give a full account to
all essential aspects of it. Rather we shall concentrate on some
aspects that may be essential both from the cognitive point of
view and for teaching mathematics.

B. Abstraction as Mental Processes

Henceforth, we shall use “abstraction” in the narrow sense
to denote individual mental processes. Typically, these pro-
cesses result in abstract objects or, more precisely, in new – and
simpler – mental representations of previously present mental
objects or their relations, respectively, or even in the creation
of new mental objects. In particular, abstraction can lead to
a re-structured organization of mental knowledge structures
(Hershkowitz et al. [9]). In a wide sense, we understand
“abstraction” also as mental processes of understanding and
exploiting already existing abstract objects and concepts.

It is obvious that abstraction plays a prominent role in
those brain domains that are responsible for conscious thinking
and human language processing, but it is also quite reasonable
to assume that abstraction mechanisms already work in more
basic layers of the brain’s functional architecture, in particular,
when processing sensomotoric informations. Here, one of the
most basic operations is visual pattern recognition, possibly
followed by identifying simultaneously occuring similar pat-
terns. The occurence of patterns – or patterns of patterns –
is processed further by higher cognitive layers. A particular
task of these higher layers is to define categories of perceived
objects, like “animal”, “cat” vs. “dog”, etc. This task is highly
abstractive as it requires to detect essential common features
and to neglect non-essential features of the objects. Note that
whether some features are “essential” or not depends on the
underlying cognitive purpose. A further abstraction step is
performed by creating category labels, and yet another by
handling category labels instead of a variety of objects itself.
From there, a much higher level of abstraction is achieved
by including structural relations between categories or labels,
respectively. Altogether, it appears that abstraction processes
are organized within a complex architecture that mirrors the
functional brain architecture itself.

C. Mathematical Abstraction

When talking about mathematical abstraction we confine
ourselves to abstraction processes connected with “understand-
ing mathematics” or “doing mathematics”, respectively. This
means that the objects of cognition themselves are representa-
tions of mathematical objects or relations. An early attempt
to give a formal description of mathematical abstraction is
due to Rinkens [10], where abstraction is understood as a
(non-injective) mapping. Here, we have to be more specific
w.r.t. the teaching objectives. We want to distinguish between
receptive, applicative and creative abstraction. By receptive

abstraction we refer to individual brain activities that provide
“understanding” of abstract concepts that have been defined
beforehand by other individuals. To the opposite, creative

abstraction is concerned with the construction of new mental
representations without external inspiration. Applied abstrac-
tion means to employ abstract objects and relations, regardless
whether these have been created by other individuals or not.
Accordingly, enhancing receptive abstraction is the primary
concern of teaching, where active and creative abstraction play
an important role in problem solving, which comes into the
focus in the advanced stages of teaching.

Although complex, there are some particular aspects of ab-
straction that can be isolated. We shall consider the following
activities as basic aspects of abstraction:

• encapsulation:

i.e., to see a number of objects as a whole entitiy, e.g.,
to see

e

4x2

23x+17 as e

something (2)

• symbolization:

i.e., introducing abstract referents (indices) for patterns
like expressions, relations, statements etc.; e.g.,

e

4x2

23x+17 = e

a
, (3)

• analogization:

i.e., identifying common features in different objects
or domains and creating a new object out of them,
e.g., identifying the common property of squares,
rectangles, rhombus, etc., as being a quadrangle

• class formation:

i.e., encapsulation of a number of analogized objects,
e.g., forming the class (or set) of quadrangles

• structural synthesis:

e.g., grouping separate objects x and y to a pair (x, y)
being considered as a new object

The following activities work upon a certain stock of pre-
established abstract objects:

• object embedding:

i.e., seeing a particular object as an element of an
appropriate category (set) in order to use category
properties rather than individual properties, e.g., as
here:

e

4x2

23x+17 = e

'(x) (4)

In the example, the left hand superscript expression
is interpreted as evaluation of some differentiable
function '; hence, results for the whole class can be
applied (e.g., the chain rule of differentiation).

• switching embedding levels:

i.e., embedding/outbedding in nested structures; e.g.,
the changes of focus between a set and its elements

• structure-object interchange:

that is, rendering structures, i.e., relations between dif-
ferent objects, to encapsulated objects of consideration

• recursion:

i.e., establishing recursive structures within problems
or within problem solving strategies; e.g., when trying
to simplify the expression

A \ (B [ (A \ (B [ (A \ (B [ (A \B)))))) (5)
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This enumeration is by no means complete, but may suffice
for the purpose of this paper.

IV. THE ECONOMICS OF ABSTRACTION

As already mentioned, a significant feature of creative
abstraction is to omit “unessential” details of the object under
consideration. However, what is “unessential” can vary heavily
with the underlying cognitive task. This can be observed in a
veriety of domains and is particularly true in mathematics.
For example, the set of the real numbers, equipped with the
usual addition and multiplication, represents different abstract
objects at the same time, e.g., a vector space, a ring, a field, etc.
Which property is “essential” clearly depends on the problem
under consideration. Typically, the choice of the appropriate
abstraction will ease the solution of a problem – the problem
can be solved with less mental effort, within less time, with
deeper insight in its nature, etc. Sometimes, it is even impos-
sible to solve a given problem without appropriate abstraction.
So far, this phenomenon is clearly a social experience of the
mathematical community, but on the other hand, it can be re-
experienced by each individual that deals with mathematical
problems. Hence, our hypothesis is: A latent aversion against

abstraction can be reduced by the individual experience of

“economic benefits” when using abstraction.

V. OPERATIONAL ASPECTS OF ABSTRACTION

For the purposes of the project, we have to confine
ourselves to selected aspects of abstraction. Our selection
takes into account the needs of abstraction within our math
course as described above, the degree of operationability, and
the degree of observability. Recall that we want to support
problem understanding and solving processes with the help
of metacognitive abstraction rules. These can be understood
as rules that guide and structure the working process rather
than providing particular abstraction results. From this point of
view, we shall concentrate on such aspects of abstraction that
appear to be in reach of such metacognitive rules. Examples
of such aspects are

• encapsulation/analogization/symbolization
• structuring
• recursion techniques and
• qualitative reasoning.

To illustrate the idea of abstraction meta-rules suppose that
the student’s problem under consideration is given by some
text, formula or so, henceforth called the document. The first
of the forementioned abstraction aspects is closely related to
the visual input. Hence, we support it by the following meta-
rules:

(a) Provide a clear visual organization of the document.

(b) Identify large substructures.

If appropriate put them into containers/symbolize

them.
(c) Identify similar patterns.

If appropriate symbolize them.
(d) Identify repetition indicators w.r.t. tasks / structures.

Try to use one solution for all repeated tasks and one

principle to work with repeated structures.

For example, consider this task for students:

Task 1: Determine the operating minimum, given the follow-

ing cost functions: 1) K1(x) := 4x2 + 15 x + 42, x � 0,
2) K2(x) := 242x2 + 72x + 117, x � 0, ... 5) K5(x) :=
25x2 + 5x+ 242, x � 0.

Obviously, there are at least three different levels of ab-
straction on which this task could be fulfilled. We call the
least one level

(0) Without any experience in abstraction-aided working,
the students would tend to solve each of the problems
1 to 5 individually, using only numerical computa-
tions. This would imply to perform the corresponding
ansatzes and solving techniques altogether five times,
and probably some of the students would try to
facilitate the computation somehow “on the way”.

We claim that by respecting the above rules progress to a
higher abstraction level could be promoted. Indeed, a better
visual organization of the task according to rule (a) might
already change the document as follows:

Task 1: Determine the operating minimum, given the follow-

ing cost functions:

1. K1(x) := 244 x

2 + 15 x+ 142, x � 0
2. K2(x) := 242 x

2 + 72 x+ 117, x � 0
... ...
5. K5(x) := 125 x

2 + 15 x+ 242, x � 0.

From here, looking both at the five repetitions as proposed
by rule (d) and at similar patterns as proposed by rule (c), the
students might more easily see the uniform structure

K (x) := x

2 + x+ , x � 0, (6)

where the gray boxes symbolize containers with different
contents. According to (d), we recommend to find a unified
solution from here. Thus, it is appropriate to follow (c) and to
symbolize the contents of the boxes as

K (x) := a x

2 + b x+ c x � 0. (7)

Thus, we reach abstraction level

(1) The problem can be solved at once in a symbolic
manner, yielding a result in terms of the parameters
a, b and c. Then, the desired five numerical results can
easily be obtained by just plugging in the appropriate
numbers.

Note that working on level 1 rather than on level 0 is quite
obviously advantageous; it pays in time savings, less error
sensitivity, qualitative insights, and also aesthetics. All these
advantages can be experienced by the students themselves and
they might also stimulate them to try such an approach again,
when solving other problems.

Analogous meta-rules can be formulated for structuring and
recursion techniques, although there we shall need and exploit
additional syntactical guidelines. But what about qualitative
reasoning? This refers to abstraction level

(2) This level of abstraction is achieved when referring
to general classes of functions that are of economic
relevance. The students might observe that each K is a

neoclassic cost function. Thus, the operating minimum
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– as the minimum average variable costs - is nothing
but the limit of the average variable costs as x # 0.
Now it is quite easy to obtain the same results as
above.

Clearly, to step here from level (1) is quite complex and
requires a solid theoretical background. It is clear that to work
on this level cannot – and shall not – be trained before this
solid theoretical background was laid out. But provided this
was done, a corresponding meta-rule could be

• Try to work in economic categories rather than with

numeric examples.

To follow this rule, the students need a very clear overview
over the mathematical tools at their disposal. This overview is
supported by the toolbox concept as described in [2].

VI. THE PROJECT

The forementioned meta-rules can only brought to life by
an intense training that shows how to use them and how they
can help to re-structure ones own work in order to gain more
progress within the same time. We intend to test and to improve
corresponding training measures within a voluntary project
group. These measures should

• positively change the students’ attitude towards ab-
straction

• increase the aceptance of (at least passive) abstraction
• enhance the ability of active abstraction
• enrich the regular teaching process.
The project group shall be constituted by random choice

from a set of voluntary applicants, hence there shall be
an untreated control group as well. The only incentive for
participating shall be the perspective of being able to cope
better with mathematics, but no examen credits shall be
promised. Before and after the series of training units we shall
perform guideline based interviews as well as observed and
videotaped working sessions. Through appropriatelydesigned
tasks, it shall be observed whether the students become more
apt to understand and use abstract approaches than before.
The training sessions shall focus on the different aspects of
abstraction, as mentioned above. Task 1 might serve as a
possible example: First, before the training starts, the students
are asked to solve a task of this kind by their own. Their
approaches and solutions are observed and video documented.
After that, we introduce the meta-rules and explain how they
work in this and other examples. It will be important to address
the benefits of using abstract approaches as well. At the end
of the training sessions, the students shall be given another
set, and again their approaches and solutions are documented.
Ideally, there shall be a tendency to work on a (slightly) higher
abstraction level as at the beginning of the training.

VII. CONCLUSION

In large and heterogeneous basic mathematics courses
students need support to manage mathematical abstraction.
We described some particular aspects of mathematical ab-
straction that, so our hypothesis, can be trained with the
help of metacognitive rules. Some examples of correspond-
ing metacognitive abstraction rules are provided. Further we
presented a framework for an appropriate field study in order
to investigate the possible effects of a metacognitive-rule based
training. Performing such a field study as well as adjusting the
training instruments is subject to future work.
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Abstract—A standard approach to model retinal ganglion cells
uses reverse correlation to construct a linear-nonlinear model
using a cascade of a linear filter and a static nonlinearity.
A major constraint with this technique is the need to use
a radially symmetric stimulus, such as Gaussian white noise.
Natural visual stimuli are required to generate a more realistic
ganglion-cell model. However, natural visual stimuli significantly
differ from white noise stimuli and are not radially symmetric.
Therefore a more sophisticated modelling approach than the
linear-nonlinear method is required for modelling ganglion cells
stimulated with natural images. Machine learning algorithms
have proved very capable in modelling complex non-linear
systems in other scientific domains. In this paper, we report on the
development of computational models, using different machine
learning regression algorithms, that model retinal ganglion
cells stimulated with natural images in order to predict the
number of spikes elicited. Neuronal recordings obtained from
electro-physiological experiments in which isolated salamander
retinas are stimulated with static natural images are used to
develop these models. In order to compare the performance of
the machine learning models, a linear-nonlinear model was also
developed from separate experiments using Gaussian white noise
stimuli. A comparison of the spike prediction using the models
developed shows that the machine learning models perform better
than the linear-nonlinear approach.

Keywords–Retinal ganglion cells; Natural image stimulus;
Linear-nonlinear models; Machine learning models.

I. INTRODUCTION

It is well established that retinal ganglion cells (RGCs) play
an important role in early stage biological visual processing
by generating action potentials onto the optic nerve, based on
the visual stimulus that falls on the photo-receptors. Various
studies have identified different types of ganglion cells present
in the mammalian retina and much of their functionalities
[1]–[3]. An important step towards developing artificial vision
is to develop computational models of the RGCs in a biological
vision system that accurately replicate biological processing.

The standard approach to model RGCs is to use a
linear-nonlinear (LN) technique, which cascades a linear filter
module and a static nonlinear transformation module [4]. The
main advantage in using the LN technique with a single linear
filter is its ease of obtaining the model parameters, particularly
the shape of the linear filter [5]. However, this advantage arises
from a major constraint: the retina should be stimulated with a
radially symmetric stimulus, usually generated with Gaussian
white noise. Although white noise stimuli are mathematically
simple to analyse, it has been shown that they do not exercise

the full range of neuronal behaviour and any model developed
with this stimulus can emulate only a subset of responses from
a biological neuron [6]. These limitations necessitate the use of
natural visual stimuli to develop more realistic computational
models of RGCs. Natural visual stimuli have considerably
different statistical features in comparison to white noise
stimuli. For example, unlike the white noise stimuli, they
are not radially symmetric and have high cross-correlation
between nearby pixels [6]–[8]. Therefore, a more sophisticated
approach than the LN technique is required to accurately model
the visual processing taking place in an RGC under natural
viewing conditions.

An important characteristic observed from existing studies
[9] [10] and evident in the LN technique is the nonlinear
processing that takes place in an RGC. Machine learning
algorithms have proven very capable in modelling complex
nonlinear systems in other domains [11] [12]. In this paper,
we report on the development of computational models,
obtained using machine learning based regression algorithms,
of RGCs stimulated with static natural images in order to
predict the number of spikes elicited. In total, we explored
10 different machine learning approaches. Among these,
the extreme learning machine (ELM), Bayesian regularised
neural network (BRNN), support vector regression (SVR) and
k-nearest neighbour (kNN) regression approaches performed
better than others and their results are presented. Neuronal
recordings from electro-physiological experiments, in which
isolated salamander retinas are stimulated using static natural
images, are used to train these models. In order to compare the
performance of these machine learning models, LN models of
the RGCs were also developed. In these LN models, the linear
filters were estimated from the neuronal recordings from a
separate experiment with Gaussian white noise stimuli and the
static nonlinearities were then fitted with the recordings from
the experiments with static natural image stimuli. Additional
modelling experiments were performed to investigate whether
adding more statistical features as inputs to the computational
models can improve the prediction.

The remainder of this paper is organised as follows. Section
II discusses existing studies related to the topic presented in
this paper. Details of the electro-physiological experimental
setup and various data pre-processing stages are discussed
in Section III. Results from the modelling experiments are
presented in Section IV. Section V concludes the paper and
explores possible future research directions.
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II. RELATED WORKS

System identification techniques, such as the Wiener
theory [13] and Wiener-Volterra method [14] were used
in earlier studies to develop computational models of
visual processing in the retina. Owing to the increased
computational complexities of these approaches with higher
order kernels [15], the nonlinear auto-regressive moving
average with exogenous inputs (NARMAX), a parametric
system identification technique, has been used to model
components of biological vision systems in more recent
studies [16] [17]. Modular models in the form of cascaded or
parallel configurations have been used extensively to overcome
limitations of the Volterra-Wiener models. Although different
configurations of the modular models, such as linear-nonlinear
(LN) [4], nonlinear-linear (NL) [18] and linear-nonlinear-linear
(LNL) [19] exist, the LN technique with a single linear filter
module has been widely used, due to the ease of obtaining the
model parameters. An alternative to the system identification
and modular methods is to use a machine learning based
nonparametric regression algorithm to model the nonlinear
visual processing taking place in the biological visual systems.
Although multi-layer feed-forward neural networks have been
used to model neurons in the visual cortex [20], few studies
have explored their performance in comparison to the standard
modelling techniques. This is one of the aspects addressed in
this paper.

Many of the existing studies involving modelling of
RGCs primarily focus on stimulation using white noise
visual stimulus [5] [21]. While white noise and other random
patterned (e.g., moving gratings) visual stimuli enable the
cell type to be distinguished (e.g., ON-cells, OFF-cells,
ON-OFF cells, etc.) [22] and also specific functionalities (e.g.,
approaching motion detection cell, lateral motion detection
cell, directionally sensitive cell, etc.) [23], they do not test
the full range of neuronal behaviour [6]. It has been shown
that natural images are more effective in stimulating complex
cells in the primary visual cortex, while evoking low spike
time variability, than when using artificial random stimuli
[6] [15] [24]. This could be because our vision systems may
have been evolutionarily adapted to the natural visual stimuli;
furthermore natural image stimuli have considerably different
statistical features in comparison to the artificial visual stimuli.
For example, natural scenes have high spatial correlation,
and their intensity distribution has considerable skewness and
kurtosis [7] [8], which could have substantial influence on a
visual neuron’s response. However, only a limited number of
existing studies [18] have modelled the visual processing of
natural images by RGCs. Thus, the study presented in this
paper focuses specifically on developing computational models
of RGCs stimulated with natural images. The influence of
different statistical features of the stimuli on the neuronal
responses has also been evaluated, i.e., how the computational
model inputs are selected in order to improve their prediction
results.

III. ELECTRO-PHYSIOLOGICAL EXPERIMENTAL SETUP

A. Experimental Setup
Neuronal recordings were obtained from retinas

of dark-adapted adult axolotl salamander (Ambystoma
mexicanum) using in vitro electro-physiological experiments
[25]. The retina was isolated and placed with the

Figure 1. Stimulus updates during experiments with natural image stimuli. In
each trial, an image was shown for 200ms followed by gray screen to

recover from any adaptation to the natural image.

Figure 2. Binary checker board flicker. Each stimulus pattern is shown for
33.33ms.

ganglion-cell-side down on a planar multi-electrode array for
extracellular recordings. To visually stimulate the retina, the
screen of a gamma-corrected miniature organic light-emitting
diode (OLED) monitor was focussed onto the photoreceptor
layer of the retina. The stimulus screen was updated with a
frame rate of 60Hz. Action potentials were recorded from the
RGCs using the multi-electrode array, and were sampled at a
frequency of 10kHz.

Each trial with a natural image involved the stimulation
of the retina for 1000ms, in which the natural image was
displayed for 200ms followed by a full-field gray image for
800ms (see Figure 1). The full-field gray image helps the
ganglion cells to recover from any adaptation to the natural
image. In total, 300 natural images were used to stimulate
the retina and each image was repeated in 13 such trials to
observe the variations in the spiking behaviours. The spikes
recorded within a time period of 300ms from the onset of the
natural image to 100ms after the image is replaced with the
gray screen, allowing for the processing delay of the RGC, is
considered to be in response to the natural image.

In order to obtain the linear filter parameters for the LN
models, neural responses were recorded from the retina when
stimulated with a binary checker-board flicker stimulus (a
spatio-temporal artificial stimulus, Figure 2). The stimulus
update rate in this experiment was different from that used
for the natural images experiments. The stimulus was updated
at a rate of 30Hz, meaning a new stimulus pattern was
presented approximately every 33.33ms. The recorded spikes
for this stimulus were binned at the stimulus rate, i.e., a
bin corresponds to a time period of 33.33ms. Data from
this experiment consisted of 64500 samples of stimulus and
corresponding binned spike recordings for a timespan of nearly
36 minutes.

B. Stimulus Pre-processing
Both visual stimuli (natural images and checker-board

flickers) used to stimulate the retina vary spatially in light
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Figure 3. Stimulus pre-processing for Cell-14: (a) 2D Gaussian weighting
used, (b) Local stimulus (natural image), (c) Gaussian weighted local

stimulus (natural image), (d) Local stimulus (checker-board flicker) and (e)
Gaussian weighted local stimulus (checker-board flicker).

intensity. Depending on the spatial arrangement of a pixel
(of the visual stimulus) in the receptive field (RF) region of
an RGC, the effect of light intensity on the RGCs spiking
behaviour differs. This is usually a maximum at the centre
and reduces gradually as it moves towards the periphery of
the RF region. In order to emulate this, the local stimulus (the
area of the visual stimulus that falls within the RF region)
of each RGC is weighted using a 2D Gaussian filter (with a
support of 3σ ). Two examples, one each for the natural image
stimulus and the checker-board flicker stimulus, showing the
Gaussian weighting are presented in Figure 3.

IV. MODELLING EXPERIMENTS

Computational models were developed to predict the rate of
spikes generated by the RGCs for each natural image stimulus.
The mean response from 13 repeated trials (spikes per trial) is
selected as the target spike rate for training the computational
models. The selection of input parameters to the computational
models is discussed in Section IV-A. Details of the modelling
techniques used for developing the computational models are
briefly discussed in Section IV-B and the results from the
modelling experiments are discussed in Section IV-C.

A. Selection of Inputs to the Models
Natural images have considerably different statistical

features in comparison with artificial visual stimuli, which are
generally used to stimulate the retina in electro-physiological
experiments. From the Gaussian weighted local stimulus
different statistical features, namely the mean, standard
deviation, skewness and kurtosis, were extracted and their
correlation with the neuronal response was analysed to identify
the input parameters to the models. Only those RGCs with the
3σ RF region falling within the image boundary and having

Figure 4. Correlation between local mean stimulus intensity and mean spike
rate (spikes/trial): (a) for Cell-14 with good correlation and (b) for Cell-15
with poor correlation. R2 values are also given as a measure of correlation.

The red line represents the best linear fit for the points.

Figure 5. Correlation between local stimulus intensity deviation and mean
spike rate (spikes/trial): (a) for Cell-14 with good correlation and (b) for
Cell-15 with poor correlation. R2 values are also given as a measure of

correlation. The red line represents the best linear fit for the points.

elicited spikes for a majority of the images were selected for
modelling. A general consensus among existing studies on the
modelling of RGCs is that the spiking behaviour correlates
with the mean intensity or mean contrast. In our analysis,
the majority of the RGCs had substantial correlation between
mean intensity and neuronal spiking, while others had very
poor correlation. An example is shown in Figure 4 for two
randomly selected sample cells, Cell-14 with good correlation
(Figure 4(a)) and Cell-15 with poor correlation (Figure 4(b)).

Among the cells with good correlation between the mean
intensity and the spike rate, the local stimulus intensity
deviation also had good correlation with the spike rate. This
is shown in Figure 5 for Cell-14 and Cell-15. It was found
that the skewness and kurtosis, although quite different from
that observed in random artificial stimuli, had little correlation
with the neuronal spiking. The scatter plots showing this are
presented in Figure 6.

From this analysis, only the mean and standard deviation
of local stimulus intensity were identified to be important in
predicting the cell’s response. Only those cells that showed
good correlation between the local mean stimulus intensity
and the spike rate were selected for modelling. Two sets
of computational models were developed to check whether
including more input parameters would improve the overall
prediction performance. The first set was developed with the
local mean stimulus intensity as the only input parameter to
the models. The second set was developed with the local mean
stimulus intensity and the local stimulus intensity deviation as
the input parameters to the models.
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Figure 6. Correlation between and mean spike rate (spikes/trial) and (a) local
stimulus intensity skewness, and (b) local stimulus intensity kurtosis and

mean spike rate (spikes/trial). The red line represents the best linear fir for
the points.

B. Modelling Techniques
The LN technique [5] to model an RGC separates the

model into a linear filter and a nonlinear function, which
are cascaded to estimate the spike rate corresponding to each
visual stimulus. The LN technique used here involves only
one linear filter, although multiple filters are possible [26]. The
shape of the linear filter is approximated by the spike triggered
average (STA) stimulus for the neuronal recording using the
Gaussian white noise checker-board flicker stimulus. The STA
is defined as the average stimulus preceding a spike in the cell.
This can be mathematically represented as:

STA =
∑

T
t=1
−−→
st (τ) ft

∑
T
t=1 ft

(1)

where T is the total time period in which spikes were recorded,−−→
st(τ) is the sequence of mean stimulus intensity (mean of the
Gaussian weighted local stimulus intensity, Figure 3(e)) from
time (t−τ) to time t, and ft is the number of spikes recorded
at time t. In this work, the value of τ was identified as 21 time
bins. The static nonlinearity is represented by a parameterised
form of a cumulative normal density function [5]. In order to
fit this nonlinearity, the target spike rate was approximated by
the total number of spikes in a time bin.

The LN models were developed with only the local mean
stimulus intensity as input. Although not addressed here, two
options to include more than one input parameter are to have
the same number of linear filters as the number of input
parameters, and to combine the input parameters linearly or
nonlinearly to form a single parameter.

Machine learning based regression algorithms used here
include ELM, BRNN, SVR and kNN regression. The
ELM [27] is based on single hidden layer feed-forward
networks. The back-propagation technique used for training
in feed-forward neural networks is replaced in the ELMs by
random assignment of weights of the hidden layer neurons
and analytical assignment of weights of the output layer
neurons to speed up the training process. The BRNN [28] is
a feed-forward neural network, which incorporates Bayesian
regularisation into the training process to reduce potential
overfitting and overtraining which commonly occur in the
back-propagation technique. The SVR [29] is an extension
of the popular support vector machine (SVM) classifier to
regression problems. In this, a complex nonlinear relationship

TABLE I. MAXIMUM MEAN SPIKE RATE OF THE SELECTED RGCS

Cell-ID Spike Rate Cell-ID Spike Rate Cell-ID Spike Rate
Cell-07 10.231 Cell-31 13.462 Cell-39 13.615
Cell-14 6.462 Cell-32 9.615 Cell-42 5.923
Cell-16 8.308 Cell-33 14.692 Cell-47 17.538
Cell-23 14.000 Cell-34 13.615

in the original space is transformed to a linear relationship
in a higher-dimensional feature space. In the kNN regression
algorithm [30], the value corresponding to an input is predicted
as the average of its closest k neighbours from the training
samples in a feature space. The parameters of the machine
learning models were estimated using five-fold cross validation
with five repeats.

C. Results
Among the 300 natural images, neuronal recordings for

150 images were selected for training the models, while
the neuronal recordings for the remaining 150 images were
used for testing. In order to compare the performance of
these models three metrics, namely root mean square error
(RMSE), coefficient of determination (R2) and Kendall’s rank
correlation coefficient (Tau) between the actual spike counts
observed in the electro-physiological experiments and the
model predictions, are used. Smaller values of RMSE, and
larger values of R2 and Tau are desired. Modelling results from
11 different RGCs are presented here. The maximum spike rate
from these RGCs are given in Table I, while they all had a
minimum spike rate of zero.

The first set of models was developed with the local mean
stimulus intensity as the only input using the LN, ELM,
BRNN, SVR and kNN techniques. Performances of these
models for the test samples are compared using the three
metrics – RMSE in Table II, R2 in Table III and Kendall’s Tau
in Table IV. In general, it can be seen that the machine learning
models performed better than the LN technique in terms of
RMSE and R2, while the LN technique performed better
in terms of Kendall’s Tau for majority of the RGCs. From
these results, although the improvement in the performances
is marginal, it can be observed that the machine learning
algorithms provide a good alternative to the standard LN
technique in modelling RGCs stimulated with natural images.

The second set of models was developed with the mean
and standard deviation of the local stimulus intensity as the
input parameters. As the LN technique used in this work has
only one linear filter, the mean and standard deviations could
not be used simultaneously as inputs. As the machine learning
algorithms performed on par or marginally better for the first
set of models, only these approaches were used to develop
the second set of models. Performances of these models for
the test samples of the same RGCs are compared using the
same three metrics - RMSE in Table V, R2 in Table VI
and Kendall’s Tau in Table VII. A comparison between the
corresponding metric comparison tables (RMSE in Tables II
and V, R2 in Tables III and VI, and Kendall’s Tau in Tables
IV and VII) shows that adding the local stimulus intensity
deviation as an additional input has not resulted in any major
improvement for majority of the modelled RGCs. This could
be because of the high correlation between the mean and the
standard deviation of local stimulus intensity (Figure 7). Due
to this, both these inputs could be feeding in similar and thus
redundant information to the models.
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TABLE II. RMSE BETWEEN ACTUAL SPIKE RATE AND PREDICTED SPIKE
RATE FROM THE FIRST SET OF MODELS. SMALLER VALUES INDICATE

BETTER PERFORMANCE.

Cell-ID LN SVR ELM kNN BRNN
Cell-07 1.114 1.133 1.120 1.127 1.101
Cell-14 1.042 1.031 1.030 1.035 1.026
Cell-16 1.703 1.679 1.646 1.669 1.645
Cell-23 2.419 2.443 2.401 2.381 2.396
Cell-31 1.666 1.801 1.853 1.772 1.724
Cell-32 1.836 2.050 1.739 1.871 1.900
Cell-33 2.639 2.680 3.131 2.665 2.631
Cell-34 2.996 2.837 2.681 2.824 2.684
Cell-39 2.951 3.241 3.035 3.084 3.030
Cell-42 1.662 1.581 1.568 1.595 1.568
Cell-47 2.956 2.981 2.950 2.961 2.937

TABLE III. R2 BETWEEN ACTUAL SPIKE RATE AND PREDICTED SPIKE
RATE FROM THE FIRST SET OF MODELS. LARGER VALUES INDICATE

BETTER PERFORMANCE.

Cell-ID LN SVR ELM kNN BRNN
Cell-07 0.778 0.771 0.773 0.769 0.780
Cell-14 0.630 0.626 0.627 0.621 0.630
Cell-16 0.294 0.331 0.324 0.294 0.325
Cell-23 0.241 0.225 0.220 0.237 0.222
Cell-31 0.637 0.587 0.543 0.578 0.601
Cell-32 0.411 0.460 0.456 0.371 0.343
Cell-33 0.608 0.576 0.506 0.570 0.588
Cell-34 0.256 0.341 0.352 0.282 0.349
Cell-39 0.265 0.270 0.262 0.206 0.260
Cell-42 0.105 0.121 0.117 0.100 0.117
Cell-47 0.299 0.287 0.282 0.279 0.286

TABLE IV. KENDALL’S TAU BETWEEN ACTUAL SPIKE RATE AND
PREDICTED SPIKE RATE FROM THE FIRST SET OF MODELS. LARGER

VALUES INDICATE BETTER PERFORMANCE.

Cell-ID LN SVR ELM kNN BRNN
Cell-07 0.671 0.631 0.654 0.668 0.668
Cell-14 0.542 0.536 0.536 0.538 0.537
Cell-16 0.416 0.410 0.407 0.385 0.407
Cell-23 0.355 0.342 0.351 0.376 0.340
Cell-31 0.501 0.48 0.485 0.505 0.502
Cell-32 0.374 0.359 0.375 0.367 0.329
Cell-33 0.565 0.519 0.548 0.534 0.542
Cell-34 0.271 0.319 0.326 0.266 0.337
Cell-39 0.358 0.343 0.341 0.271 0.340
Cell-42 0.225 0.237 0.244 0.223 0.244
Cell-47 0.397 0.362 0.376 0.374 0.376

V. DISCUSSION AND FUTURE WORK

Ganglion cells are the first spiking neurons in the visual
pathway, and accurately modelling them is an important step
towards a refined understanding of retinal functions in natural
visual environments and the development of a biologically
inspired artificial vision system. Most of the existing studies
that addressed this have used an artificial visual stimulus to
evoke spikes from the RGCs. As the artificial visual stimuli
have different statistical features and cannot generate the same
range of neuronal responses in comparison with the natural
image stimuli, realistic models of RGCs should be derived
from neuronal responses to natural image stimuli. This has
been addressed in the work presented by applying different
machine learning approaches to develop computational models
of RGCs, which have been stimulated with natural images.
From the results it can be seen that the machine learning
approaches provide a good alternative to the standard LN
technique in modelling RGCs. The modelling experiments
were performed in two stages. Initially the mean intensity of
the local stimulus region of each RGC was selected as the
input parameter to the models. Further modelling experiments
used the standard deviation of the local stimulus intensity as

TABLE V. RMSE BETWEEN ACTUAL SPIKE RATE AND PREDICTED SPIKE
RATE FROM THE SECOND SET OF MODELS. SMALLER VALUES INDICATE

BETTER PERFORMANCE.

Cell-ID SVR ELM kNN BRNN
Cell-07 1.109 1.298 1.147 1.322
Cell-14 1.047 1.171 1.024 1.034
Cell-16 1.662 1.625 1.658 1.635
Cell-23 2.414 2.368 2.447 2.380
Cell-31 1.678 1.744 1.848 1.797
Cell-32 1.930 1.871 1.906 1.865
Cell-33 2.588 2.452 2.696 2.472
Cell-34 2.829 4.663 2.769 2.771
Cell-39 3.321 3.045 3.043 3.067
Cell-42 1.581 1.581 1.614 1.579
Cell-47 3.092 2.948 3.108 2.921

TABLE VI. R2 BETWEEN ACTUAL SPIKE RATE AND PREDICTED SPIKE
RATE FROM THE SECOND SET OF MODELS. LARGER VALUES INDICATE

BETTER PERFORMANCE.

Cell-ID SVR ELM kNN BRNN
Cell-07 0.774 0.712 0.766 0.691
Cell-14 0.602 0.576 0.616 0.623
Cell-16 0.346 0.370 0.309 0.340
Cell-23 0.230 0.235 0.210 0.229
Cell-31 0.638 0.599 0.561 0.575
Cell-32 0.389 0.366 0.353 0.371
Cell-33 0.601 0.632 0.566 0.634
Cell-34 0.315 0.053 0.307 0.300
Cell-39 0.211 0.233 0.242 0.225
Cell-42 0.114 0.122 0.082 0.104
Cell-47 0.238 0.276 0.213 0.293

TABLE VII. KENDALL’S TAU BETWEEN ACTUAL SPIKE RATE AND
PREDICTED SPIKE RATE FROM THE SECOND SET OF MODELS. LARGER

VALUES INDICATE BETTER PERFORMANCE.

Cell-ID SVR ELM kNN BRNN
Cell-07 0.656 0.623 0.669 0.598
Cell-14 0.541 0.572 0.543 0.556
Cell-16 0.426 0.437 0.422 0.421
Cell-23 0.374 0.359 0.369 0.360
Cell-31 0.490 0.504 0.484 0.490
Cell-32 0.279 0.375 0.376 0.345
Cell-33 0.539 0.572 0.528 0.584
Cell-34 0.334 0.338 0.337 0.303
Cell-39 0.306 0.331 0.309 0.324
Cell-42 0.242 0.244 0.182 0.246
Cell-47 0.376 0.406 0.341 0.395

an additional input parameter, which marginally improved the
prediction results for some RGCs.

There are many future directions to this research. An
obvious one is to move from static images to temporal
image sequence of natural images (movies). However, further
improvements could be made to the current models before
that - (i) by using a better estimate of the RF region and
(ii) by considering the lateral interconnections that could
affect the spiking behaviour. A contributing factor towards
the marginal performance improvements of the machine
learning models could be the crude approximation of the
RF region with 3σ support and then weighting it with
the 2D Gaussian. An alternative way to estimate the RF
region is given in [18]. However, further experiments are
necessary to compare these two methods. The modelling
experiments presented in this paper treat the neuronal spiking
behaviour of each cell individually. However, this is not
the case in a biological system. There are many lateral
interconnections in the retina through horizontal and amacrine
cells that could result in an excitatory or inhibitory effect
on nearby RGCs [31] and could be more evident for a
natural image stimulus. Further modelling experiments are
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Figure 7. Correlation between local mean stimulus intensity and local
stimulus intensity deviation: (a) for Cell-14 and (b) for Cell-15. R2 values
are also given as a measure of correlation. The red line represents the best

linear fit for the points.

necessary to include such spatio-temporal correlations into
the RGC models. Furthermore, it is difficult to identify a
single machine learning approach that works for all RGCs.
Depending on the type of the RGC (e.g., approach motion
detection, lateral motion detection, etc.), the features in the
image that stimulate the cell vary and a machine learning
algorithm may perform best for a specific type of RGC. In
future modelling experiments, we will also be looking into
this.
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Abstract—	 Thanks to eye-tracking technology, we observe and 
measure the eye behavior of two samples of volunteers 
interacting with two Caravaggio’s paintings in different 
contexts of use, in order to test the artist’s ability to guide the 
reader through a visual pathway. According to our 
preliminary results, the context strongly influences the fruition 
pathway designed by the author. It is the first time that art 
perception is investigated in an ecological environment. 

Keywords-eye-tracker; art; Caravaggio; visual perception. 

I. INTRODUCTION 
Since ancient times, we wonder how the human brain 

acquires and processes images of the outside world. 
Aristotle, in "De Anima," said that the mind creates an 

inner world of images in which there is correspondence to 
the outer world [1]. Cognitive psychology explains the same 
phenomenon through embodied simulation: the ability to 
build a representation of the outside world to which our 
visual experiences is related [2].  

The experience of artistic fruition is so complex that the 
cognitive disciplines have begun to investigate it with 
growing interest. As art critics say, the viewer does not have 
the simple mechanical role of recording visual stimulation 
provided by the work of art, but the fundamental task of 
giving meaning to it [3]. For semiotics, the reader has in fact 
a cooperative role in the interpretation of any text, be it a 
painting, a story, etc. [4]. Some artists are clearly 
representative of this cooperation because they attempted to 
build spatial organization in their paintings, which are 
structures for both contemplation and interpretation, and are 
exploited by the viewer upon reception [5]. 

 The Italian painter Michelangelo Merisi, known as 
Caravaggio, creator of important paintings such as Sette 
Opere di Misericordia (Seven Acts of Mercy) and La 
Flagellazione di Cristo (The Flagellation of Christ), is one of 
the most representative painters in this sense. It says that he, 
at the end of the sixteenth century, probably skillfully 
manipulated an early but deep understanding of the field of 
optical sciences and visual perception to construct his 
paintings, thus guiding fruition through a specific path [5][6]. 
Research on the Galilean lenses, studies of Della Porta and 
Kepler on perception, feed the cultural patchwork around the 
painter [5].  

How these ideas were used by the artist to picture his 
subjects has been the focus of numerous studies, evidence of 

how interesting the manner is in which the painter translated 
the optical sciences into painting practice, using for example 
a hole in the ceiling of his studio as a prototype of the camera 
obscura [6]. Indeed, in the seventeenth century, science was 
investigating vision with particular attention. 

Eye tracking is a useful methodology for the 
experimental validation of the hypothesis that the pictorial 
technique of Caravaggio individuates in each painting a 
precise visual pathway passing through precise areas of 
interest. 

In this paper, we compare the ocular behaviors of two 
groups of volunteers dealing with two original works by 
Caravaggio: the first group observed the altarpiece Sette 
Opere di Misericordia (Fig.1) from the church of Pio Monte 
della Misericordia in Naples; the second group observed the 
painting La Flagellazione di Cristo (Fig.2), exhibited in the 
Museum of Capodimonte. 

The collected data show different fruition strategies: the 
visual scan path among the subjects belonging to the first 
group was almost always the same. Instead, among the 
subjects in the second group it was not possible to find any 
recurring pattern of fruition. 

The article is structured as follows: in Section II, we 
enumerate the studies related to artistic fruition performed to 
date. In Section III, we highlight the experimental hypothesis 
and in Section IV, we describe the experiment we carried 
out. The methodology used in compiling the data for the two 
samples of subjects is explained in Section V, and the 
procedures in Section VI. In Section VII, we compare the 
data collected and carry out a first analysis that leads us to 
the preliminary conclusion (Section VIII). 

II. PRIOR ART 
The eye-tracking devices for the analysis of the cognitive 

processes activated during artistic fruition have been used in 
several recent studies. The project started by the research 
group led by David Massaro of the Catholic University of 
Milan [7], like the study conducted by Rodrigo Quian 
Quiroga and Carlos Pedreira (respectively belonging to the 
University of Leicester and University of Magdeburg [8]), 
studied the perception of paintings using a digital version. 
Both studies investigated, through fixed eye-tracking 
devices, the neurocognitive processes that govern the way 
we see art.  

In these studies the paintings are measured primarily 
through their formal components. In addition, the study 
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performed by Quiroga and Pedreira addressed the topic that 
has always guided the studies on artistic perception: how to 
establish the judgment of a work of art, based on the question 
“is this beautiful?” Neither of the two studies focused on the 
visual pathway of observation. 

An example of a study of artistic fruition inside a 
museum itself, using the original painting, is that conducted 
at the Museum of Arts of Indianapolis in 2011 regarding the 
contemplation of Hotel Lobby by Edward Hopper. In this 
case, the eye-tracking device used was a fixed type which 
forced contemplation from a fixed position; distance and 
observation time were imposed by the conductors of the 
experiment and strongly influenced the viewing experience. 
For these reasons the experiment cannot be considered 
ecological. 

Another important experience is the one organized in 
2000 during the exhibition Telling Time at the National 
Gallery in London [9] in which museum visitors were invited 
to sit in a cubicle equipped with a fixed eye-tracker device 
inside and to watch some paintings on a screen. Participants’ 
visual scanning paths were projected outside the cubicle. The 
installation was aimed at enhancing the content of the 
museum with the use of new technologies. 

The experiments previously described aimed to validate 
the cognitive process of the subject and they did not take into 
consideration the painter’s perspective and intention. 
Moreover, they use paintings in a non-original context and 
often in a digital copy: these reasons have led us to initiate a 
series of new experiments on artistic fruition in ecological 
environments. 

III. THE EXPERIMENT 
Is there a narrative path in the works of Caravaggio that 

the painter consciously constructed and which has endured 
through the centuries? What are the elements that influence 
this visual pathway? Does the formant light, to which the art 
critic and historian Cesare Brandi refers, have a role in the 
revelation of Caravaggio’s paintings – either on the aesthetic 
level or on the level of the semiotics? [10]. In the following, 
we describe the experiments we performed. 

Two groups volunteered in the experiment. Group 1 
composed of 40 participants, with the same number of men 
and women, all aged between 17 and 70 years; Group 2 
composed of 28 participants randomly picked from the 
visitors of the museum, men and women of varying age 
between 18 and 65 years. They came from all over the 
world and had normal or corrected-to-normal vision; none 
of them received any remuneration. 

The painting Sette Opere di Misericordia portrays the 
Seven Acts of Mercy of the New Testament (Fig.1). The 
scenes on the painting are illuminated by a beam of light 
that follows the course of the scenes in the moment in which 
they take place: Pero on the right is nursing her father 
Cimone through the bars of the prison (corresponds to the 
two acts of mercy: to visit the imprisoned and to feed the 
hungry); behind her a bearer of the dead, called a “monatto” 
carries a deceased person (to bury the dead); at their feet 

Saint Martin gives half of his cloak to a sick, naked man (to 
care for the sick and to clothe the naked); a traveler (Saint 
James of Compostella) asks for hospitality (to shelter the 
homeless); in the shadow Samson is drinking from the 
jawbone of a donkey (to give drink to the thirsty). 

The painting looks crowded and very difficult to 
understand, however, it was painted in the century that gave 
rise to the Baroque style, characterized by multiple 
perspectives, both eccentric and oblique [11]. 

The painting is located in the church of Pio Monte della 
Misericordia in Naples, the original location planned by the 
painter, where the painting has been preserved since 1607. 
 

 

Figure 1. The painting Sette Opere di Misericordia by Caravaggio. 
 

La Flagellazione di Cristo is a less complex painting in 
terms of spatial organization (Fig.2). The center of the 
canvas is occupied by the figure of Christ suffering at the 
hands of two torturers intent on tying him to the column, the 
place of immolation. A third torturer, called “Scherano”, is 
bent down to pick up the branches they are going to use in 
the torture. As in the Sette Atti, a beam of light is striking 
the forms and the action, leaving large areas of the scene in 
the shadow.  

The painting is now located in the Museum of 
Capodimonte, in a little room where the visitor is forced to 
admire it from very close and from a different height than in 
the original location. However, it was commissioned for the 
De Franchis chapel in San Domenico Maggiore Church 
(Naples) where it was placed on the altar, about one meter 
above the ground and and viewed on a diagonal from two 
meters away. 
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Figure 2. The painting La Flagellazione by Caravaggio. 
 

In both paintings, a light beam illuminates the most 
important areas of the scene to look at, and it seems to merge 
them into one path. Our study aims to confirm this insight in 
a scientific way. 

A. Methods 
Eye-tracking devices are able to record the movements of 

the eye and some behaviors of the eyes related to cognitive 
activity.  

In the two experiments described in this paper, we used 
the Tobii eye-tracker wearable glasses [12]. Tobii glasses are 
able to record data at a frequency of 30 HZ; the acquired data 
can be analyzed using the software Tobii Studio. The 
characteristics that make Tobii glasses a device particularly 
suited to our purpose are the following: the portability, i.e., 
the device is integral with the head of the observer, the 
observer can conduct its normal viewing experience without 
the feeling of participating in an experiment; the 
independence, i.e., the participant does not need to be 
accompanied by the researcher during the visit; the 
understandability of data, i.e., thanks to Tobii Studio 
software you can easy overlap the visual scan path with the 
corresponding stimulus.  

The methodology used was validated using a control 
group [13]. 

B. Procedure 
The experiment included two procedures, named A and B in 
the following: 

1) Procedure A 
The first phase of the experiment was conducted over a 

span of three days at the church of Pio Monte della 
Misericordia. Participants were randomly selected from 
among the visitors of the museum. All participants said that 
they had normal or corrected vision (with contact lenses or 

eyeglasses). Participants were asked if they had seen the 
painting before (from a picture or in real life). 

A calibration phase is necessary for the device to 
recognize the coordinates of convergence of the gaze unique 
to each test subject. Once calibrated, the subjects were able 
to start their visit. Each participant wore Tobii glasses for 
three minutes.  

2) Procedure B 
The second part of the experiment lasted a whole day at 

Capodimonte Museum. The procedure we used was the same 
described in Procedure A. Participants, chosen at random 
from among the visitors of the museum, were asked if they 
had seen the painting before (from a book or in real life) and 
to wear Tobii glasses during a three-minute visit. 

IV. RESULTS AND ANALYSIS 
The following metrics are obtained through the Tobii 

glasses recordings (Visit duration: 3 minutes): Number of 
gazes: i.e., the number of times that the eye stops on the 
different parts of the work, and Number of fixations: the 
number of micro-movements of the fovea (part of the pupil) 
occurring during the path of fruition. This is a synthetic 
element, obtained through an algorithm to measure processes 
of attention. It can be considered an indicator of the intensity 
in which a visual stimulus is processed. Also measured are 
Time to first gaze and Time to first fixation (expressed in 
seconds): these measures allow us to know the exact moment 
when the eye of the subject stops on a precise region of the 
painting and the moment when the cognitive processes for 
the interpretation of the stimulus are activated.  

The Areas of interest (AOI) of the two images are defined 
with the program Tobii Studio. The AOI we activate are the 
regions with the highest number of visits (Visit Count). We 
obtain the visual pathway executed by each subject by 
extracting the Time to first fixation (expressed in seconds) of 
each participant in each of the AOI. 

1) Results for procedure A 
With the metrics described above, we are able to define 

the visual pathway of the subjects. In particular we discover 
that each participant focus their attention on the same AOI. 
In fact the data aggregation allow us to identify five areas of 
interest, namely the regions on which subjects’ attention is 
targeted on the basis of the Fixation Count and visualized by 
the program in a heatmap (Fig 3).  

We also notice that the AOI correspond to the 
illuminated areas: Pero nursing Cimone (a); The bare back 
of the sick man on the ground, (b); The torch (c); the Virgin 
and Child (d); Samson while drinking (e). 
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Figure 3. Heatmap by Tobii Studio software vizualizes in real time the 
intensity in the observation of the picture (Fixation Count). 

 
Moreover, the Time to first fixation, corresponding to the 

precise moment when the visitor observes actively each 
portion of the painting, allows us to recognize not only when 
the gaze is resting on each of the scenes of the composition, 
but also when the visitor starts the cognitive process of 
understanding.  

The GazePlot obtained with Tobii Studio (Fig.4) 
confirms that the visual pathway of the participants moves 
from the figure of the Virgin (or Pero sometimes), then goes 
to the torch, than Samson and the area occupied by the sick 
man at the end. 
 

 

Figure 4. GazePlot from Procedure A corresponding to Pattern 1. 
 

The two recurring visual patterns we find (Pattern A, B) 
are described in TABLE I. 

 
TABLE I. RECURRING VISUAL PATTERN IN PROCEDURE A. 

 AOI  
Pattern 1 d a c e b (for 18 subjects) 
Pattern 2 a d c e b (for 4 subjects) 
No Common 
Pattern 

     (for 18 subjects)  

 
The behavior of the subjects who participated in the 

experiment is not dependent on gender, age, country of 
origin, or prior knowledge of the painting.  

2) Results for procedure B 
The collected data allow us to define the AOI and the 

visual pathway of the visitors. Also in this case, we identify 
the bright regions of the painting corresponding to: The 
shoulder of Scherano (a); The hand of Scherano (b); The 
chest of Christ (c); The head of Christ (d); The face of the 
torturer on the right (e); The face of the torturer on the left 
(f); The calf muscle of the torturer on right (g). 

Using the Time to first fixation it is not possible to find a 
common pathway among the 22 participants in the 
experiment. In fact, 20 different patterns are identified. 

 
In order to compare the variability of the pathways in the 

two different scenes, we define a Pathway Variability Index 
(PVI): 

 
PVI = number of distinct pathways / number of subjects. 
 
This PVI tends to 0 when there are very few distinct 

pathways (i.e., low variability - several subjects performing 
the same pathway) and tends to 1 when the number of 
distinct pathways tends to the number of the subjects (i.e., 
high variability - each subject performing a different 
pathway). We obtain a PVI of 0.35 in the first scenario and a 
of 0.90 in the second one, much higher than the previous 
case. 

V. CONCLUSION AND FUTURE STEPS 
There is growing evidence that Caravaggio was aware of 

the phenomena of perception of images and optical studies in 
vogue between 1500 and 1600, and used this knowledge to 
direct the construction of his paintings so that this control is 
still valid after several centuries.  

The eye-tracking methodologies allowed us to verify the 
validity of this hypothesis observing the visual pathway of 
the visitors of Pio Monte della Misericordia, where the 
painting Sette Opere di Misericordia is preserved in original 
condition.  

Data collected from a group of 40 visitors allowed us to 
notice that people follows a consistent pattern when 
observing the painting. However, we could not find a 
common pattern among the visitors of the painting La 
Flagellazione di Cristo, on exhibit in different physical 
conditions from those originally foreseen when the work was 
created. Although the AOI were common to most visitors, 
the order (visual pathway) was different for each of the 
participants. 

Using a Pathway Variability Index of the patterns, ranged 
between 0 and 1 (0 is the minimum variation and 1 the 
maximum), in the case of the Sette Opere di Misericordia the 
index is 0.35 while in the case of La Flagellazione di Cristo 
the index is 0,90. 

The results of the two experiments have convinced us to 
go forward with the study, collecting and comparing the 
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fruition of other paintings by Caravaggio in the expected 
context or not in the original position. 

In the future we aim to identify the formal elements with 
the function of guiding the reader through the works of the 
painter. 

We intend to apply the technique of Caravaggio to other 
visual supports, with the aim of increasing the effectiveness 
of images. Furthermore, we hope to improve museum 
fruition and appreciation of works of art through the 
feedback from visitors. 
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Abstract—Determining the structure and size of a retinal 

ganglion cell’s receptive field is critically important when 

formulating a computational model to describe the relationship 

between stimulus and response. This is commonly achieved 

using a process of reverse correlation through stimulation of the 

retinal ganglion cell with artificial stimuli (for example bars or 

gratings) in a controlled environment. It has been argued 

however, that artificial stimuli are generally not complex 

enough to encapsulate the full complexity of a visual scene’s 

stimuli and thus any model formulated under these conditions 

can only be considered to emulate a subset of the biological 

model. In this paper, we present an investigation into the use of 

natural images to refine the size of the receptive fields, where 

their initial location and shape have been pre-determined 

through reverse correlation. We present findings that show the 

use of natural images to determine the receptive field size 

provides a significant improvement over the standard approach 

for determining the receptive field. 

Keywords- receptive field; retinal ganglion cell; retina; vision 

system; natural images. 

I.  INTRODUCTION 

Vision begins when light is projected onto the retina at the 

back of the eye. It filters down through a complex layered 

organisation of cells consisting of photoreceptors, horizontal 

cells, bipolar-cells, amacrine cells and finally retinal ganglion 

cells. The Retinal Ganglion Cell (RGC) is the last point of 

contact within the retina before information is transferred to the 

visual cortex for higher processing. This makes the retina an 

ideal biological system to model, as visual stimuli that impact 

on the brain’s signal processing   may be controlled while 

physiological information can be recorded simultaneously 

from multiple ganglion cells through the use of a multi-

electrode array [1]. 

Each RGC has a Receptive Field (RF) that is defined as the 

area of sensory space (photo-receptors), which when 

stimulated, elicits a response. In reality, the general shape of a 

RF is irregular [2] though it is commonly approximated to be 

either circular [3] or elliptical with a 2D Gaussian spatial 

profile [4][5].  

Identifying a RF in terms of its shape, size and location is 

critical in retinal modelling, as it is the first step in formulating 

a model that describes the relationship between stimulus and 

response. Mapping the RF is commonly carried out using a 

technique known as reverse correlation [5]–[9]. This method 

determines the size, location and shape of the RF by 

stimulating the retina with artificial stimuli and analysing the 

correlation between the stimulus and output response. For 

instance, in [3], spot, annulus, and grating patterns are used to 

determine the size and location of the receptive field while 

other techniques use spatio-temporal checkerboard data [10], 

[11].  

The drawback of determining the receptive field in this way 

is that artificial stimuli are generally not complex enough to 

describe natural visual scenes [12]–[15]. As the RGC cells are 

accustomed to the natural environment, natural images may be 

a more effective source of stimulation for characterising the RF 

[12]. The use of natural images has arguably become more 

popular within the last decade and has been shown to 

emphasize responses that were not as noticeable when using 

artificial stimuli [12]. In other work, it has been demonstrated 

that RFs derived from natural image stimuli are more robust in 

generalising novel stimuli not used in their estimation [9], as 

compared to RFs derived from artificial checkerboard and 

sparsely structured short bars. 

In this paper, we present an investigation into the use of 

natural images to refine the size of a receptive field where the 

initial location and shape have been pre-determined through 

reverse correlation. The work presented uses the method 

detailed in [13], which investigates the responses of RGCs, in 

terms of their centres and surrounds, to natural images within 

rabbit RGCs. Here, we apply this method to salamander retinas 

and measure its performance with the popular Linear-

Nonlinear (LN) cascade approach. We report on the effect of 

the determined surround area and provide supporting 

quantitative evidence of the benefits of using natural images as 

opposed to artificial stimuli.  

Section II provides an overview of the experimental 

procedure used for the physiological experiments for both the 

artificial and natural image presentations. The receptive field 

estimation following data collection is outlined in Section III 

with an overview of how the spatial size is determined for the 

centre and surround. Results stemming from the use of this 

method are presented in Section IV with a conclusion and 

future work in Section V.  

II. PHYSIOLOGICAL EXPERIMENT OVERVIEW 

Retinas were isolated from dark adapted adult axolotl tiger 

salamanders similar to the approach in [1][16], where the retina 
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is cut in half, with each half placed, cell-side down, onto a 

multi-electrode array to record cell activations in response to 

presentation of varying stimulus inputs. The stimulus was 

projected onto the isolated retina using a miniature display 

coupled with a lens that de-magnifies the image and focuses it 

onto the photoreceptor layer. Sampled at 10 KHz, the recorded 

spikes were sorted off-line and spike times were measured 

relative to the beginning of the stimulus presentation. 

Both artificial and natural image stimulation were utilised in 

these experiments. The artificial stimuli consisted of spatially 

arranged checkerboard patterns with no spatial or temporal 

order. The stimulus display ran at 60Hz whilst each 

checkerboard was updated at half this rate (30Hz) meaning a 

new checkerboard pattern was presented at approximately 

33
1

3
ms intervals. The dataset contained a large set of non-

repeated stimuli (258,000 samples) that are suitable to 

ascertain characteristics, such as the Spike-Triggered Average 

(STA, see below) and to ensure that a sufficient number of 

varied stimuli are presented in order to evoke cell responses. 
Natural image stimuli were obtained from the McGill 

Calibrated Colour Image Database, which includes a wide 
range of visual scenes, each with a resolution of 256 x 256 
pixels. Three hundred images were selected and arranged in a 
pseudo-random sequence and presented to the retina for 
200ms, with an inter-stimulus interval of 800ms to allow each 
cell to recover from the previous stimulus update. A total of 13 
presentations per image were carried out, with the mean 
response (per image) used for further calculations in this work. 

III. RECEPTIVE FIELD ESTIMATION 

In all, recordings for 49 RGCs were considered for 

determining the size and location of the receptive field (RF) for 

each RGC. Of these, 5 were classified as ON type cells by 

examining the shape of their temporal profiles [8][17][18], 

whilst the remaining exhibited temporal profiles similar to 

OFF type cells. Typically, the standard approach to estimating 

the size, shape and location of the RF is carried out using 

artificial checkerboard stimuli through a process of reverse 

correlation which is unsuitable for use with natural images 

[13][15].  

A. Receptive-Field Estimation using Checkerboard Stimuli 

Reverse correlation (also known as spike-triggered 

averaging) is the process of determining how cell activation is 

elicited through the study of how a sensory neuron sums 

stimuli that it receives at different times. The retina is 

stimulated with the spatio-temporal checkerboard stimuli; cell 

activations are recorded and used to calculate the average 

stimulus preceding a spike known as the STA [8]. Singular 

Value Decomposition (SVD) is then used to isolate the spatial 

component of the STA across time [19]. The process of 

defining the centre, size and shape of the RF is then 

accomplished by fitting a two-dimensional Gaussian function 

to the separated spatial component. 

B. Refining RF Estimation using Natural Images 

The use of natural images to determine the size of the RF 
is based on a technique detailed in [13] as the physiological 
experiments are similar to the experimental procedure outlined 
in Section II. Alternative methods involve data manipulation 
during the experimental procedure [9][14], which doesn’t align 
well with the presented approach. The aim is to utilise this 
approach to refine the predefined size of the 2D fitted Gaussian 
function. The method outlines a two-stage process that first 
determines the centre of the RF followed by the estimation of 
the surround with natural image stimuli.  

1) Centre Estimation 

In [13], centre estimation is performed through a series of 

estimated centre sizes and their cross-correlation with the cell’s 

response. Here, a range of assumed centre sizes are projected 

while retaining the original shape of the 2D Gaussian fitted 

function. 

 
Figure 1. Series of guessed centre sizes for the RF. 

Figure 1 depicts this process where a small subsample of 

estimates is demonstrated. In this example, the white disc 

represents the estimated centre size whilst the grey disc (in 

respect to this work) represents the original determined size of 

the RF through the reverse correlation technique. The black 

disc relates to the actual surround size, which will be further 

explained in the next section. For each estimated centre size, 

the mean contrast is calculated as: 

 

 
(1) 

where 𝑀𝑐 is the mean intensity of the centre region and 𝑀𝑔𝑟𝑎𝑦 

is the mean intensity of the entire image. A cross-correlation 

coefficient for each centre size is determined by: 

 

 

(2) 

where 𝐶𝑐 and  are the centre mean contrast for an individual 

image and mean of centre mean contrasts for all images 

respectively. A cell’s response to an image is denoted by 𝑟 

(which is the cell’s recorded neural response as defined in the 

experimental setup, Section II) whilst  is the mean of a cell’s 

response to all images. The cross-correlation coefficient 

essentially looks for a relationship between the centre mean 

contrast and the output response. As ON type cells respond to 

high contrast values [20] this coefficient should rise in 

proportion to the increase in the estimated centre size, until a 

point where the centre starts to be influenced by what should 

be the beginning of the surround area that adds inhibition. 

Conversely, OFF type cells are influenced by low contrast. 

This defines an inverse relationship between the cross-

correlation coefficient and centre mean contrast. 
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Consequently, the resulting shape of the curves can be a U or 

inverted U shape for OFF and ON cells respectively as shown 

in Figure 2. The three coefficients plotted (for both OFF and 

ON type cells) represent the calculated values for the example 

three centre sizes estimated depicted in Figure 1. The estimated 

centre size is determined as the size that provides the maximum 

correlation for the ON-cell and maximum inverse correlation 

for the OFF-cell. 

 
Figure 2. Example plot of the cross-correlation coefficient against the assumed 

centre size for both an a) ON and b) OFF cell.  

2) Surround Estimation 

Similarly to calculating the centre size, the approach to 

calculating the surround size begins with a series of estimated 

surrounds in the form of annuluses. The first estimate begins at 

the edge of the calculated centre size from the previous 

example as shown in Figure 3 where the grey disc represents 

the newly defined centre size, the black disc represents the 

perceived surround size whilst the white annulus represents a 

positional estimate for the surround architecture. 

 
Figure 3. Example of positional estimates for the surround architecture starting 
closest to the newly defined centre region (A) and expanding to the perceived 

outer region (C). 

The surround mean contrast is calculated as in Eq.1 with one 

amendment that replaces the mean centre intensity (𝑀𝑐) with 

the surround mean intensity (𝑀𝑠). Given that the response for 

a cell is predominantly attributed to the stimulation of the 

centre region [8][19][21], a different approach is required to 

determine the effect of each surround annulus. Computing the 

effect of each annulus requires that a selection of images is 

found that contain very similar centre mean contrast values. 

For this selection, it can be assumed that the variance in 

response, upon subtracting the mean, can be attributed to the 

surround. Fitting this response as a function of the surround 

mean contrast and taking the slope of the best fit line is 

considered to represent the effect of the annulus. Upon 

calculating the effect for several different annuluses, it is 

plotted and fitted against the position of the surround annulus. 

Figure 4 indicates the type of curves evident for a well behaved 

ON type cell and OFF type cell, respectively. 

Not all cells conform to this characteristic curve and in 

such cases, this technique in determining the size of the 

surround annulus cannot be performed with confidence. For 

cells that do conform, the first position that shows weak 

inhibition (A) determines where the surround begins. A 

further increase in inhibition is then perceived for every 

concurrent estimated annulus until it reaches a turning point 

(B) where maximum inhibition is evident. Inhibition to the 

cell’s response is then gradually decreased for further 

positional estimations until it reaches the point of providing 

no inhibition to the cell’s response (C). 

 
Figure 4. Characteristic curve fitted through the estimated annulus positions for 

an a) ON type cell and b) OFF type cell. The size of the annulus is determined 

by the distance from A to C.  

As the effect of the surround has no longer any contribution, 

this is considered the end of the surround. Thus, the size of 

the surround is determined by the distance from position A – 

C. Where there is a differential between the end of the centre 

region and the beginning of the surround (as happens in some 

cases), the stimuli in this area are not considered to be 

contributory to either the cell’s activation or inhibition and 

are ignored. 

IV. RESULTS 

To benchmark each model’s performance, a standard LN 

cascade model is implemented, which uses stimulus values 

from each approach in turn. The LN model is a popular method 

of estimating the output firing rate of a neuron by applying the 

input to a linear temporal filter followed by a static non-linear 

transformation [8][22]. For the results presented in this section, 

we perform a number of different experiments that first 

determine the effect of the surround (if any) followed by a 

comparison between the newly defined centres and the 

predefined centres (using reverse correlation) considering the 

effectiveness of the model fit. In the case of the predefined 

centres, a Gaussian smoothing function is also applied to the 

input stimulus, which accentuates the contrast levels within the 

visual scene [23] representing the processing that occurs 

between photo-receptors and RGCs. The specific parameters 

for this method are obtained through the reverse correlation 

technique thus they are dependent on the predefined centre 

size. As a result, this technique was not directly transferable to 

the natural image method.  

A. Estimated Centres 

The pre-defined size and shape is estimated as a 2D Gaussian 

distribution and given by: 

 

 

 
          (3) 

where 𝐳 is the 2D spatial coordinates,   is the centre of the RF  

and is the covariance matrix that defines the RF [7]. 

Manipulating this function allowed scaling of the RF while 
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retaining the centre and shape. For this study, RGCs close to 

the edge of the image whose predefined RF area extended past 

the 256 x 256 confines of the visual scene were ignored.  

Figure 5 shows a subsample of the resulting curves for two 

OFF and ON type cells. We found that just over half of all cells 

conformed to this characteristic ‘U’ shape. Cells that did not 

exhibit this irregular bell shaped description of the effect of the 

centre were considered unclassifiable as the correct centre size 

could not be determined with certainty. 

 
Figure 5. Subsample of characteristic curves for both ON and OFF type cells 

where the cross correlation coefficient is plotted vs. the assumed centre size for 
four different cells. 

B. Estimated Surrounds 

For the calculated centres of each cell considered, a number 

of annuluses of defined widths were formed for the surround 

estimation. We found that in most cases, the surround extended 

far beyond what we had initially estimated with a good 

proportion of the expected sizes extending beyond the visual 

scene. An example curve fit (3rd order polynomial), shown for 

cell 43, is displayed in Figure 6 where the maximum positional 

estimation failed to cross the zero threshold again. In these 

cases, we extrapolated the point at which the surround ends by 

computing the roots of the fitted polynomial.  

To illustrate the extent by which the surround occupies the 

visual scene, consider Figure 7 where both the centre and 

surround are indicated for both techniques. It is noticeable that 

the RF centre calculated via the reverse correlation method (red 

ellipse) is smaller than the defined centre using natural images. 

The surround (enclosed by blue ellipses) is quite large and 

expands close to the border of the visual scene. In many cases, 

the surround extended past the border and as a result, cells of 

this nature were excluded from the investigation.  

C. Effect of Surround 

In the literature, the surround is considered to have a weak 

to non-existent effect on a cell’s response [13][21]. Testing this 

theory for the axolotl tiger salamander RGC involved the use 

of the LN model with an input stimulus consisting of a 

combination of the centre values and varying contributions of 

the surround. We also evaluated the model with both the mean 

intensity and mean contrast values. Table 1 shows results for 

the RF presented in Figure 7 displaying the Root Mean 

Squared Error (RMSE) evaluation of the model fit. It is evident 

from these results that the RGC takes no contribution from the 

surround area given the proportional relationship between the 

RMSE and surround contribution, as is noted in the literature. 

Also apparent is the improvement in RMSE using the mean 

contrast values over the mean intensity. We found this to be the 

case for all cells evaluated with respect to the surround 

contribution. 

 
Figure 6. Characteristic curve of the effect of the surround for cell 43. 

 
Figure 7. Depiction of newly defined centre and surround for cell 43. Original 
spatial RF is enclosed with red ellipse whilst the newly defined surround is 

denoted with two blue ellipses. 

TABLE 1. EFFECT OF SURROUND FOR CELL 43 

Surround 

Contribution 

% 

Mean 

Intensity 

Mean 

Contrast 

RMSE RMSE 

0 2.40 2.37 

20 2.41 2.39 

40 2.43 2.41 

60 2.45 2.41 

D. Natural Image vs. Artificial Stimuli 

Given that the surround makes a very limited contribution 

to the modelling process, only the calculated centres using the 

mean contrast values were used as a direct comparison to those 

RFs calculated through reverse correlation. In contrast to the 

results already shown for the example cell (cell 43), two cells 

that respond frequently to stimulus presentation are shown in 

Figure 8. Here, the difference is illustrated between the 

calculated and predefined centres of these two cells that were 

previously omitted due to the surround areas expanding past 

the limits of the visual scene. 
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Figure 8. Calculated centres for cells 7 (left) and 14 (right). Red ellipse 

represents original spatial RF that is almost double in size of their calculated 
counterparts. 

Encircled in red, the predefined RF in both cases is almost 

twice the size of the newly calculated centres via natural image 

stimulation. In Table 2, MC represents the stimulus associated 

with the mean contrast values determined through the natural 

image approach whilst GW denotes the Gaussian weighted 

pixels associated with RFs determined through reverse 

correlation using artificial stimulus. Using MC values of newly 

defined RFs demonstrates a considerable improvement in 

terms of both the R2 and RMSE compared with the standard 

approach (GW).    

TABLE 2. RESULTS FOR LN ESTIMATES VS. REAL RESPONSE  

Cell Method R2 RMSE 

7 
MC 0.90 0.88 

GW 0.80 1.23 

14 
MC 0.72 0.96 

GW 0.68 1.04 

41 
MC 0.01 2.46 

GW 0.00 2.58 

43 
MC 0.20 2.40 

GW 0.20 2.41 

The method used for the standard approach utilised a Gaussian 

smoothing function to pre-process the pixel values as it 

simulates the processing that occurs between the 

photoreceptors and RGC by accentuating the contrast levels of 

the visual scene. Applying this method improved the results 

somewhat for the RFs determined through artificial stimulus, 

although still not enough to have better performance than the 

newly defined centres via natural images. Cell 7, in particular, 

shows a significant increase in performance for the newly 

defined centres (MC) over the standard approach (GW). To 

this end, Figure 9 shows the error between the LN estimate and 

the real response where a discernible difference can be visually 

identified between the newly estimated RFs in Figure 9(a) and 

the standard approach Figure 9(b). Further to this, Figure 10(a) 

shows the predicted vs actual spike count for the estimated 

centres whilst Figure 10(b) refers to the original RF centres. 

The newly defined centres (Figure 10(a)) show tighter 

clustered alignment along the line of expected fit that show a 

better correlation between the real and predicted response. This 

is specifically evident for a predicted spike counts greater than 

4 when comparing both plots. 

 
Figure 9. Error plot of the difference between the LN estimate and real response 
for cell 7 that compares a) the natural image approach to refining the RF to b) 

the originally defined spatial RF determined through artificial stimuli. 

 
Figure 10. Plot showing the predicted vs. actual response for cell 7 that 

compares a) the natural image approach to refining the RF to b) the originally 

defined spatial RF determined through artificial stimuli. 
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V. CONCLUSION AND FUTURE WORK 

In this work, an investigation into the use of natural 

images to refine the size of a RF has been presented, where 

their initial location and shape have been pre-estimated 

through reverse correlation. The precision of newly estimated 

centres is quantified by analysing a standard LN cascade 

model’s ability to describe the relationship between stimulus 

and response using the newly extracted stimulus as input. 

Results from this investigation provide supporting evidence to 

preliminary results in the literature that show the use of natural 

images, to improve the estimated size, provides a significant 

improvement over spatial profiles of RFs that have been 

derived entirely from artificial stimuli. An analysis of the effect 

of the calculated surround area was performed and found to 

have little to no contribution to the overall effect on the centre 

in terms of a cell’s response. 

Due to the significant performance increase through 

modification of only the size of the RF, further study is merited 

to extend this investigation into the shape and location of the 

RF. In terms of the shape, recent studies have shown that 

focusing on sub-receptive fields (bipolar cell RFs [24]) 

provides a more accurate description of a cell’s response to 

stimulus by improving the ability to define with greater 

precision the actual shape of the  RGC RFs and this will form 

the basis of our future research. 
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Abstract—Traditionally, it has been assumed that the 

important information from a visual scene is encoded within 

the average firing rate of a retinal ganglion cell. Many 

modelling techniques thus focus solely on estimating a firing 

rate rather than a cells temporal response. It has been argued 

however that the latter is more important, as intricate details 

of the visual scene are stored within the temporal nature of the 

code. In this paper, we present a model that accurately 

describes the input/output response of a retinal ganglion cell in 

terms of its temporal coding. The approach borrows a concept 

of layout from popular implementations, such as the linear-

nonlinear Poisson method that produces an estimated spike 

rate prior to generating a spiking output. Using the well-

known Izhikevich neuron as the spike generator and various 

approaches for spike rate estimation, we show that the 

resulting overall system predicts a retinal ganglion cells 

response to novel stimuli in terms of bursting and periods of 

silence with reasonable accuracy. 

Keywords-Temporal coding; Spiking; Retinal Ganglion Cell; 

ANN; NARMAX. 

I.  INTRODUCTION 

Visual processing begins within the retina, which is a 

complex, networked organisation of cells comprising of 

photoreceptors, horizontal cells, bipolar cells, amacrine cells 

and retinal ganglion cells (RGCs). The retina contains 

approximately 1 million RGCs, each pooling a signal from 

multiple photoreceptors that define a spatial area known as a 

receptive field (RF). Light, upon entering the eye, is focused 

onto the photoreceptor layer effecting a change in each 

cell’s potential and forming a signal that is communicated 

through the various inter-processing layers to the RGCs. 

Here, the signal is changed into what are known as action 

potentials (spikes) and transmitted via synaptic connections 

to the visual cortex for higher processing. Modelling this 

input/output relationship has been a topic of interest over the 

years as studies have shown that strategies that utilise this 

biological aspect to visual processing outperform various 

machine vision techniques [1] in terms of power, speed and 

performance. 

The biological configuration of the retina makes it an 

ideal system for study as visual information (stimuli) can be 

controlled whilst physiological signals (response) can be 

recorded via a multi-electrode array from multiple RGCs 

before further processing begins [2]. The response for each 

cell is represented by a series of temporal spikes known as a 

spike train, in which the processed information from the 

visual scene is considered to be encoded. Traditionally, it 

has been assumed that the important aspect of this coding is 

the rate at which the neuron fires on average [3] though 

others have argued that it is the temporal nature of the 

spikes, which carry the important information [4]. Evidence 

in support of the latter has been presented in various studies 

at multiple levels of the visual system [3]–[7] though 

depending on the stage of the visual processing, either one 

or a mixture of the two encoding representations may be 

relevant [2][5]. 

In [7], it is however reported that methods based on the 

mean firing rate in RGCs of a Poisson generated spike train, 

fail to account for the efficiency of information transfer 

between the retina and the brain. The emphasis is instead on 

the timing of the first spike across a population of RGCs to 

accurately describe the visual scene. In other work, brief 

bursts of spikes, post saccade (rapid eye movement), are 

thought likely to encode information pertaining to the 

encountered stimulus [2] and that the number of spikes 

within the burst are not necessarily as important as the time 

to the first spike. This would suggest that the importance in 

modelling the relationship between stimulus and response 

lies within matching bursts of spikes with particular 

emphasis on the first spike within the burst. 

Mathematical models of the relationship between 

stimulus and response in terms of the temporal code come in 

many variations with the simplest and most popular method 

stemming from a linear-nonlinear (LN) cascade approach 

using a Poisson process to generate a spiking output [8][9]. 

This method works on the premise that a spike rate 

estimation is generated first, followed by a temporal spiking 

output using a spike generating mechanism. Other variations 

propose the use of a leaky integrate and fire (I&F) neuron 

(or equivalent simplified model) at the latter stage of the 

model as it induces a more realistic comparison of the spike 

count variability, using a free firing rate, in cat and 

salamander RGCs, than that of the Poisson process, which is 

time-varying controlled [6].  

In this work, extending from a previous comparison 

involving the I&F neuron [10], we propose to use the 

Izhikevich (IZK) neuron as the spike generating mechanism 

as it is more suited to reproducing spiking and bursting type 

behaviours [11], which can be finely tuned using a number 

of parameters. It differs from the I&F model in that the IZK 

model does not contain a constant firing threshold. This 
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infers a behaviour that is closer to real neurons; therefore 

the IZK model is better equipped, than the I&F model, to 

incorporate the critical regime of spike generation. 

Moreover, parameters in this model are tuned with a genetic 

algorithm ensures that the spiking behaviour of the IZK 

neuron is as close as possible to the RGCs behaviour. This 

is supported by an investigation into various methods for the 

estimated spike rate computation beginning with the 

standard LN cascade approach [12]. Results from the overall 

system show good performance in predicting the temporal 

code of a RGC, when presented with novel stimuli, in terms 

of bursts of spikes and periods of silence. 

In Section II, an overview of the experimental procedure 

used for the physiological experiments is provided along 

with data pre-processing techniques used to create an input-

output dataset suitable for modelling. Methods used for 

spike rate estimation, spike generation, parameter tuning 

and temporal code analysis are presented in Section III with 

results for each phase presented in Section IV. Finally, 

Section V summarises the findings with a concluding 

statement. 

II. EXPERIMENTAL OVERVIEW 

A. Data Collection 

Physiological data were collected experimentally (in vitro) 

from adult axolotl tiger salamanders. Preparation involved 

isolating the dark-adapted retina, splitting into two halves 

and placing cell-side down onto a multi-electrode array, 

submersed in a chemical solution to prolong activity. 

Varying types of image stimulus inputs from a small OLED 

display were then focused onto the retina. Cell activations 

(via the multi-electrode array) were sampled at 10 KHz with 

spike times quantified with respect to the beginning of the 

stimulus presentation. Further details on the experimental 

setup and procedures can be found in [13][14]. 

 

 
Figure 1. Spatio-temporal checkerboard pattern. 

In this work, artificial spatio-temporal stimuli (Figure 1) 

were used to determine the size, shape and location of each 

RGCs’ receptive-field through reverse correlation. The 

spatially arranged checkerboard patterns contain no spatial 

or temporal order and were presented to the retina at 

approximately 33 ms intervals. In total, the stimulus 

presentations numbered 258000 non-repeated samples to 

assemble a dataset large enough to ascertain characteristics, 

such as the Spike-Triggered Average (STA) and to ensure 

that a sufficient number of varied stimuli are presented in 

order to evoke cell responses. Furthermore, an additional 

dataset comprised of 1200 samples was presented to the 

same cell for testing purposes once initial characteristics had 

been formulated. This smaller dataset was presented 

repeatedly to the retina 43 times and could be used to 

observe the typical variance in neural responses from trial to 

trial. Both the physiological preparation and data collection 

were carried out at University Medical Center Gӧttingen, 

from which 36 RGCs were supplied with the identified size, 

shape and location of each RF.  

B. Data pre-processing 

As a pre-processing stage the stimulus values must first be 

extracted from each checkerboard pattern, illustrated in a 

stepwise procedure in Figure 2. To approximate the 

processing that occurs between the photoreceptors and 

RGCs, each checkerboard (Figure 2(a)) is fitted with a 2D 

Gaussian filter (Figure 2(b)), which accentuates the contrast 

levels within the visual scene [15]. Only pertinent values 

located either inside or on the border of the RF are extracted 

(Figure 2(c)) and summed to form an input dataset for 

modelling purposes. 

 
Figure 2. Pre-processing step that shows how the local stimulus pertaining 
to a cell’s receptive field is weighted with a 2D Gaussian filter. (a) Local 

stimulus for a cells receptive field. (b) 2D Gaussian used to weight the 

stimulus intensities. (c) Weighted image of the local stimulus intensities.  

The sampled neural response for each RGC is binned to 
match the frequency at which the stimulus is updated. For 
the non-repeated dataset, this formed the basis for model 
targets and output comparisons while for the smaller dataset 
the average of 43 trials was utilised as the output. 

III. SPIKE GENERATION MODELLING 

The aim of the work is to develop a biologically plausible 

spike generation model, i.e., one that will generate spikes at 

the same times as the actual RGC for the same stimulus. 

 

 

Figure 3. Overview of spike generation model. 
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In the widely used linear-nonlinear-Poisson (LNP) cascade 

model, spike generation is normally represented by a 

Poisson process [8][12][16], which is driven by the 

estimated spike rate. To this end, a cascade-type model 

(Figure 3) is developed to process the spatio-temporal 

stimulus and produce a spiking output in a two-stage 

process where initially an estimated spike rate is computed, 

which is then used to drive a spiking neuron. However, in 

this work instead of the Poisson process, a spiking neuron 

model is explored to further develop a biologically plausible 

spike generation model. Extending from previous work [25], 

we explore two well-known black-box methods and two 

transparent methods as a means for spike rate estimation.  

A. Spike Rate Modelling 

This section summarises the computational methods 

explored to model the estimated spike rate that drives the 

spike generation phase of the overall system.  

1) Linear-Nonlinear: The linear-nonlinear (LN) model 

is one of the most popular methods for estimating a 

neuron’s spike rate as it is simple and efficient to implement 

[17]. It is computed by applying a linear filter to the input 

followed by a static nonlinear transform. Calculating the 

linear filter is typically achieved by computing STA, which 

is simply the average stimulus preceding each spike [12]. 

The main drawback is that the computed parameters of the 

model have no direct relationship to the underlying 

biophysics.  

2) Artificial Neural Networks: Artificial Neural 

Networks (ANN) have been used extensively in the field of 

image processing, computer vision and similarly in the field 

of the biological vision system [15][18]. Designed as a 

network of artificial neurons to model task related properties 

of the cognitive process [19], they excel in pattern 

recognition and classification problems. An important goal 

of an ANN is to have good generalisation over its input-

output mapping so that it can easily manage data that are 

slightly different to those upon which the network was 

trained [19]. One of the main drawbacks however is that, 

with too many training examples, the network may over fit 

the training data, meaning it can memorise specific traits of 

the training dataset, which are otherwise absent from further 

examples presented for testing resulting in poor 

performance. Bayesian Regularised Neural Networks 

(BRNNs), on the other hand, attempt to limit this inhibiting 

feature by restricting the magnitude of the weights to 

provide structural stabilisation [20][21]. Overly complex 

networks are thus reduced by effectively driving 

unnecessary weights to zero and calculating an effective 

number of parameters [21].     

3) Self-Organising Fuzzy Neural Network: Another way 

of reducing overfitting is to use less neurons within the 

network. This can further complicate matters by introducing 

the need to regulate the network size, as well as the number 

of effective parameters unless the network is self-

organising. In this work, we utilise the Self-Organising 

Fuzzy Neural Network (SOFNN) described in [22], which is 

a flexible, data driven model. This SOFNN was first 

introduced in [23], extended in [24], and is capable of self-

organising its architecture by automatically adding and 

pruning neurons as required depending on the complexity of 

the dataset. This alleviates the requirement for 

predetermining the model structure and estimation of the 

model parameters as the SOFNN can accomplish this 

without any in-depth knowledge of neural networks or fuzzy 

systems. 
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Figure 4. SOFNN Architecture 

The architecture of the SOFNN is comprised of five 

layers (Figure 4) that include an input layer, ellipsoidal basis 

function (EBF) layer, normalised layer, weighted layer and 

output layer. The EBF layer neurons do not need to be pre-

configured as they are organised by the network 

automatically. In this layer, neurons are added or pruned 

during the learning process to achieve an economical 

network size. With each EBF neuron being a T-norm of 

Gaussian membership function (MF) attributed to the 

networks inputs, the if-part of the fuzzy rule is observed. 

Also, MFs found to share the same centre during the 

learning process can be combined into a single function, 

which allows the network to reduce the overall number of 

rules created. The consequent then-part, upon being 

normalised in the third layer, is processed by the weighted 

layer. The weighted layer is fed by two inputs: one from the 

previous layer and the other from a weighted bias. The 

product of these layers translates as the output to the final 

layer that contains a single neuron representing a summation 

of all incoming signals. Further detailed information on the 

SOFNN’s online learning capability can be reviewed in 

[23]–[25]. 

4)  Nonlinear Autoregressive Moving Average with 

Exogenous Inputs: Another popular method used when 

attempting to model the nonlinear relationship between 

input and output (stimulus and response) is the Nonlinear 

Autoregressive Moving Average with Exogenous Inputs 

(NARMAX) approach. The modelling is achieved by 

representing the problem as a set of nonlinear difference 

equations and is an expansion of past inputs, outputs and 
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noise. Since its conception in 1981, the NARMAX 

modelling approach has come to represent a philosophy for 

nonlinear system identification consisting of the following 

steps [26]: 

1) Structure Detection: determine the terms within the 

model. 

2) Parameter Estimation: tune the coefficients.  

3) Model Validation: analyse model to avoid overfitting. 

4) Prediction: output of the model at a future point in time.  

5) Analysis: analyse model performance and determine the 

underlying dynamics of the system. 

Determining the structure of the model is critical and 

there exists a range of possibilities to approximate the 

function including polynomial, rational and various ANN 

implementations [27]. The polynomial models offer the 

most attractive implementation concerning visual systems 

modelling, as they allow for the underlying dynamical 

properties of the system to be revealed and analysed. 

Further details on the NARMAX approach and how it is 

implemented with respect to biological vision data can be 

found in [18][25] 

B. Spike Timing Model 

1) Izhikevich Neuron: The Izhikevich (IZK) neuron 

model [11], which is both computationally efficient and 

variable in terms of response patterns, is used in this work 

as a method of spike generation. Variable response patterns 

can be initiated by configuring the parameters (𝑎, 𝑏, 𝑐 and 
𝑑) of the IZK neuron, which can be set to obtain different 

types of neuronal responses, such as bursting, chattering or 

fast-spiking (Figure 5) that have been observed in real 

neurons [28].  

 
Figure 5. Small sample of spiking behaviours capable with the IZK neuron 

We envisage that such a range of behaviours will be 

useful for modelling RGCs and we find that a combination 

of Intrinsically Bursting and Regular Spiking behaviours 

performs best based on the visual inspection of the neuronal 

recordings from the electrophysiological experiments [29]. 

A full review of the biological behaviour of single neuron 

can be found in [3]. 

2) Parameter Tuning (Genetic Algorithm): A further 

improvement to the spike generation model was achieved 

through configuring the parameters of the model to best 

match the response patterns of the RGC. Given the range of 

possible combinations for each of the parameters in the IZK 

neuron, a genetic algorithm (GA) implemented from the 

DEAP toolbox [30] was utilised to search for the optimum 

parameters on the training data. As this method aims to tune 

a single IZK neuron as a one-time process, the GA is well 

suited as it is simple to implement and removes the need for 

manually tuning the parameters.  

To form the input of the GA, the real response was binned 

to form a spike rate and used to drive the IZK neuron. For 

one generation, the parameters for the neuron were drawn 

from a population size of 500 individuals using the 

tournament selection method, which involves running a 

tournament for several individuals and selecting the one 

with the best fitness for crossover or mutation. Each 

individual comprises the four parameters (a – d), which are 

randomly generated within the confines of each parameters 

limit as described by [11]. 

Finally, the evaluation of the neurons output is carried 

out using Dspike as the fitness function. Dspike [31] is a metric 

used as a numerical estimator of the similarity between the 

target (real) and estimated neural response. This algorithm 

essentially penalises a non-overlapping spike and/or 

penalises the necessity to insert a spike where if none exist 

in the estimated trace but does in the target response. Thus, 

Dspike is sensitive to the timing of the individual spikes and 

is calculated using a two-step process. The first step consists 

of inserting or deleting a spike to match the estimated spike 

train to the real spike train and involves a cost=1. The 

second step consists of moving a single spike and defines 

the sensitivity to spike timing. The cost associated with 

moving the spike is proportional to the time period by which 

the spike is moved. For example, if two spike trains A and B 

are identical except for a single spike that occurs at tA in A 

and tB in B, then c(A,B) = q|tA – tB| where c is the cost and q 

is a parameter specifying the cost per unit of time to move a 

spike. The Dspike can then be calculated as the total cost 

associated with the transformation path from A to B. If 

moving a spike by a time period  has the same cost 

as deleting it completely, it can be seen that the value of q 

determines the relative sensitivity of the metric to spike 

count and spike timing. In the implementation, a value of 

0.25 is selected for q corresponding to the size of time bins 

(four).  

IV. RESULTS 

A. Spike Rate Estimation 

We present results for two cells from the data collected; one 

OFF type and one ON type. Table1 and Table 2 outline the 

results for the OFF and ON type respectively, which were 

obtained for the spike rate estimation, which constitutes the 
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first stage of the overall model. Results from machine 

learning methods were validated using 5-fold cross 

validation, with parameters selected using a grid search 

approach. Model accuracy is presented in terms of the 

RMSE between the predicted and actual binned spike rate. 

As observed, the BRNN and LN perform similarly with the 

BRNN presenting better training results for the ON type cell 

and both training and testing for the OFF type cell. 

Although the NARMAX and SOFNN do not perform quite 

as well as these two methods, they do provide the capability 

of analysing the underlying system dynamics to gain a better 

understanding of what is actually happening. This is because 

one can interpret both the fuzzy rules of the SOFNN [25] 

and the estimated polynomial function of the NARMAX 

[18] method. An overall performance increase in RMSE for 

all methods is observable for the novel dataset. As the dataset 

is comprised of the average of 43 trials, this increase can be 

attributed to the removal of noise in terms of naturally 

occurring spontaneous spikes [28]. Further analysis on these 

results are shown in Table 3, as an example, where a 

statistical t-test has been performed between the various 

methods employed to show that the difference between the 

BRNN and LN methods, when compared to the SOFNN and 

NARMAX methods is significant for the OFF type cell. The 

test is based on the errors observed between estimated spike 

rate versus the actual spike rate. A small p-value in this case, 

below 0.05 indicates that the difference in performance is 

significant. As observed, the p-values from this statistical test 

when comparing the LN and BRNN methods are high, 

indicating that both methods are similar thus the null 

hypothesis, that the errors observed in both are similar, cannot 

be rejected. However, when comparing either the LN or 

BRNN methods with the SOFNN or NARMAX, the p-values 

are below 0.05 indicating that the null hypothesis can be 

rejected as the difference in performance is significant.  

B. Spike Count Estimation 

The purpose of the spike count estimation within this 

work is to evaluate the performance of the GA in tuning the 

parameters of the IZK neuron. Each model (for both ON and 

OFF type cells) had the parameters tuned using 100 

generations of a population size of 500 using both crossover 

and mutation as forms of manipulation of the individuals. 

The resulting spike counts produced by both models are 

shown in Table 4. 

 

TABLE 1. SPIKE RATE ESTIMATION RESULTS FOR OFF TYPE CELL 

RMSE for OFF type cell 

Model Model Training/Testing on 

Non-repeated dataset 

Novel 

Dataset 

Training Testing Testing 

LN 0.35 0.35 0.27 

BRNN 0.34 0.35 0.27 

SOFNN 0.36 0.37 0.30 

NARMAX 0.35 0.36 0.28 

 

TABLE 2. SPIKE RATE ESTIMATION RESULTS FOR ON TYPE CELL 

RMSE for ON type cell 

Model Model Training/Testing on 

Non-repeated dataset 

Novel 

Dataset 

Training Testing Testing 

LN 0.38 0.38 0.24 

BRNN 0.37 0.36 0.23 

SOFNN 0.39 0.38 0.27 

NARMAX 0.39 0.38 0.25 

 

TABLE 3. COMPUTED P-VALUES FOR THE NOVEL DATASET FOR THE OFF 

TYPE CELL (TABLE 1). 

Model LN BRNN SOFNN NARMAX 

LN -- 0.85 0.0057 0.00024 

BRNN 0.85 -- 0.012 0.0079 

SOFNN 0.0057 0.012 -- 0.70 

NARMAX 0.00024 0.0079 0.70 -- 

 

TABLE 4. SPIKE COUNT OF EACH RATE ESTIMATION METHOD AS A MEASURE 

OF THE GA’S PERFORMANCE. 

Model Spike Count 

 OFF type cell ON type cell 

Actual Experimental 

(Average of 43 trials) 

41.16 65.56 

LN 37 68 

BRNN 41 69 

SOFNN 46 77 

NARMAX 47 69 

As illustrated in Table 4, the spike counts for both the 

ON and OFF type cells are similar to the average spike 

count of 43 trials pertaining to the real response for the LN 

and BRNN approaches. Resulting spike counts for the 

SOFNN and NARMAX approaches are not as accurate 

however; they provide better transparency in terms 

underlying model dynamics [25].  
 

TABLE 5. DSPIKE
 PERFORMANCE MEASURE OF THE TEMPORAL OUTPUT FOR 

EACH RATE ESTIMATION MODEL. 

Model OFF type cell ON type cell 

LN 42.23 63.38 

BRNN 45.17 62.14 

SOFNN 51.33 67.73 

NARMAX 49.45 66.03 

C. Temporal Coding 

The novel testing dataset, with the 43 repeated trials was 

used to test the spike generation performance. TABLE 55 

outlines the main results in terms of the Dspike metric, which 

indicate that the IZK neurons driven by both the BRNN and 

LN methods are the top performers with the LN driven 

neuron performing better for the ON type cell and the BRNN 

driven neuron performing better for the OFF type cell. Figure 6 

shows the predicted response plotted, for these two methods, 

in combination with a raster plot of all 43 individual trials for 

the OFF type cell.  
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Figure 6. Raster plot of real neural response shown alongside the outputs of 
the LN and BRNN driven IZK neurons. 

Visual analysis indicates the predicted spikes correlate well to 

the overall real neural response in terms of periods of non-

activity and periods of burst activity. Both methods perform 

almost identically except for the initial spikes that were 

missed by the LN approach and picked up by the BRNN 

approach. This negligible difference, which was absent within 

the spike rate estimation results, could be attributed to the 

Dspike
 configuration where the moving of a spike is only 

allowed if the spike, to be moved, resides within 4 time steps 

of its intended location, otherwise it must be deleted and 

reinserted. In terms of cost, this means that the deletion and 

reinsertion of a spike for the BRNN approach equates to 2 

points whilst with the LN approach, there is only the need for 

a spike insertion. Also worth noting is that the IZK neurons 

driven by any method will retain repeatability in terms of 

producing the same spike trains each time. Since the IZK 

model is deterministic in nature, it lacks the ability to 

accurately reflect the random variability inherent in real 

biological systems, often observed as variations in spike times 

from trial to trial [3]. 

V. CONCLUSION AND FUTURE WORK 

In this paper, an investigation into the creation of a two-

stage temporal coding model has been presented where first a 

spike rate is estimated followed by a spike generation stage. 

The computational models reported for spike rate estimation 

were used to explore the development of a biologically 

plausible spike generation technique for spatio-temporal 

visual stimulus where the BRNN and LN methods were 

found to perform best though as the methods are opaque, 

further analysis of the underlying system dynamics is not 

possible. We evaluated the performance of the IZK neuron 

model cascaded with the spike rate estimation models and 

used both the spike count and Dspike
 metric as a measure of 

performance. The resulting temporal code, again for the 

BRNN and LN methods, compared well against the real 

output though it is noticeable that the performance of the 

spike generation method is directly related to the performance 

of the machine learning approaches in predicting the spike 

rate, as they are cascaded. 
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Abstract— Brain-computer interfaces (BCI) are paradigms 

that offer an alternative communication channel between 

neural activity generated in the brain and the users’ external 

environment. The aim of this paper is to investigate the 

feasibility of designing and developing a multiclass BCI system 

based on a single limb movement due to the factor, high 

dimensional control channels would expand the capacity of 

BCI application (multidimensional control of neuroprosthesis). 

This paper also proposes a method to identify the optimal 

frequency band and recording channel to achieve the best 

classification result. Twenty eight surface 

electroencephalography (EEG) electrodes are used to record 

brain activity from eleven subjects whilst imagining and 

performing right wrist burst point-to-point movement towards 

multiple directions using a high density montage with 10-10 

electrode placement locations focusing on motor cortex areas. 

Two types of spatial filters namely Common average reference 

(CAR) and Laplacian (LAP) filter have been implemented and 

results are compared to enhance the EEG signal. Features are 

extracted from the filtered signals using event related spectral 

perturbation (ERSP) and power spectrum. Feature vectors are 

classified by k-nearest neighbour (k-NN) and quadratic 

discriminant analysis (QDA) classifiers. The results indicate 

that the majority of the optimum classification results are 

obtained from features extracted from contralateral electrodes 

in the gamma band. Based on  a single trial, the average of the 

classification accuracy using LAP filter and k-NN classifier 

across the subjects in predicting intention and direction of 

movement is  68% and 62% for motor imagery and motor 

performance respectively; which is significantly higher than 

chance. The classification result from the majority of subjects 

shows that, it is possible and achievable to develop multiclass 

BCI systems based on a single limb.  

Keywords - Brain computer interface (BCI) ; wrist 

movement; motor imagery; Electroencephalography (EEG); 

intention of movement. 

 

I.  INTRODUCTION  

A Brain Computer Interface (BCI) system applies and 

decodes the brain signature obtained from an 

electroencephalogram (EEG) signal and translates this 

information into a usable signal such as command signals  

to control and/or communicate with augmentative and 

assistive devices [1]. Implementation of a BCI system in 

assisting neurally impaired patients in controlling an 

orthosis device [2], operating functional electrical 

stimulation (FES) [3] or operating spelling device [4] have 

evidently proven that a BCI system can potentially provide 

alternative communication methods for the neurally 

impaired community in particular locked in patients.  

Despite of recent achievements, most existing BCI 

systems are still under development and constrained by 

limitations. For instance, the current BCI system faces a 

challenge when it comes to equip a system with multiple 

independent control channels [5] due to the low dimensional 

control. BCI systems with low dimensional control only 

manage to recognise a limited number of mental tasks as 

control command [6]. Most current BCI systems are based 

on two-class [27]. 

There a number of approaches to overcome the multi-

dimensional control problem; one such approach is by using 

a combination of mental tasks that involve motor imagery of 

more than one limb, e.g., left hand, right hand, left foot and 

right foot [7].  Although this approach increases the control 

dimensionality, but it could be challenging to neurally 

impaired patients as they have limited access/control over 

their limbs and their brain signatures are affected by 

deafferentation and cortical reorganisation of brain regions 

which depend on the duration, level and type of disease [8]. 
The primary goal of this study is to explore the feasibility 

of designing and developing a four-class BCI system based 
on the movement of a single limb; namely the movement of 
the right wrist. The wrist movements are burst point-to-point 
centre-out movements comprising of extension (toward 
direction 3 o’clock), flexion (toward direction 9 o’clock), 
ulnar (toward direction 6 o’clock) and radial (toward 
direction 12 o’clock). This study also investigates the 
optimum frequency band and recording channels across the 
participating subjects that contribute to the highest 
classification accuracy in a motor performance                            
(including motor imagery) paradigm. 
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The rest of the paper is structured as follow: Section II 

describes the implemented experiment protocol and data 

analysis procedure. Sections III presents the results of the 

experiment and section IV elaborates the discussion on 

presented results. The paper end with a conclusion of the 

findings in section V. 

 

II. METHODS 

The set-up of the experiment, data acquisition and the 
data analysis will be explained in this session. 

A. Experimental Setup  

Surface EEG signals were recorded from 11 subjects (9 
males). All subjects had no history of neurologic disease and 
with 20/20 vision or corrected vision. Subjects were 
postgraduate students of the University of Strathclyde with 
average age of 28.91 years.  All subjects have given their 
informed consent.  

The experimental procedure was approved by the 
Departmental Ethics Committee of the Biomedical 
Engineering Department of the University of Strathclyde. 

Each subject was comfortably seated on a wheelchair 

facing a LCD monitor at a distance of 1 meter from the 

screen. As it can be seen in Figure 1 that    a manipulandum 

placed on the right side of the wheelchair, which allows the 

movement of the wrist in multi-direction. During the data 

recording process, subjects were required to hold the 

manipulandum and attempt, perform and imagine 

(kinesthetic imagery) performing right wrist burst, point to 

point center out movement towards four directions (3, 6 , 9 

and 12 o'clock) triggered by a visual cue showing the target 

direction on the monitor. On reaching the target position, 

subjects had to hold the manipulandum for as long as the 

cue remained visible on the screen and later reposition the 

manipulandum to the neutral position (0) according to the 

cue. While in the neutral position, subjects were instructed 

to stay calm and relaxed. 
The participating subjects manage to complete all trials 

for motor imagery and motor performance. Each experiment 
comprised of trials of both motor imagery and motor 
performance towards four different directions, establishing 
50 repetitions per direction. 

 

 
Figure 1. Experimental Recording Set Up 

Figure 1 shows the implemented set up during recording 
session. Subject is seated on the wheelchair and made to face 
a LCD monitor screen at distance of 1 m with a 
manipulandum attached to him on his right side. Neuroscan  
Synamp system was used for EEG and EMG signal 
recording. Movement signal was recorded from 
manipulandum using Cambridge Electronic Design 1401 
(CED). All systems were synchronized during recording 
process. 
 

B. Data Recording Set Up 

EEG, surface electromyography (sEMG) and movement 
signals were recorded simultaneously during the trials. EEG 
signal was recorded using 28 electrodes (earlobe reference) 
placed in a high density montage on the scalp according to 
10-10 system and the EMG signal was recorded from flexor 
carpi radialis, extensor carpi ulnaris, extensor carpi radialis 
brevis and extensor carpi radialis longus muscles. The sEMG 
signal was recorded in order to make sure that there is no 
movement during motor imagery experiments. Both EEG 
and sEMG were recorded using Curry Neuroimaging Suite 
7.0.8 XSB software with NeuroScan

TM 
Synamps

2
 at a 

sampling frequency of 2 KHz.  
The movement signal was recorded using two precision 

servo potentiometers that are attached to the manipulandum 
in order to detect the onset and the direction of movement. It 
was recorded by Spike2 software through CED 1401 
(Cambridge Electronic Design, United Kingdom) at a 
sampling frequency of 100Hz. 

 
C. Data Preprocessing  

The recorded data from motor imagery and motor 
performance experiments were processed offline using 
MATLAB. EEG was epoched using EEGLAB toolbox 
version 12 [9] based on type of experiments (motor imagery 
and motor performance) and categorised according to the 
direction toward 3, 6, 9 and 12 o’clock. For instance, in the 
motor performance data, the EEG signal was epoched 3 
seconds before and 3 seconds after the onset of movement 
whereas, for the motor imagery, the EEG signal was epoched 
3 seconds before and 3 seconds after the visual cue 
presentation. 

The epoched EEG was filtered by a notch filter to 
remove any 50 Hz power line interference [10] and a high 
pass filter with cutoff 0.5 Hz in order to extract EEG 
component signal such as delta/δ (1-4 Hz), theta/θ (5-7 Hz), 
alpha/α (8-12 Hz), beta/β (13-30 Hz) and gamma/γ (31+ Hz) 
[11].  Common average reference (CAR) [12] and Laplacian 
(LAP) [13] spatial filtering methods to improve localisation 
were applied before any further processing of the data. 

 

D. Features Extraction and Classification  

In this study, we are interested in extracting salient 
features from: (1) Event Related Spectral Perturbation 
(ERSP) which is a 2D frequency-by-latency map, and (2) the 
distribution of Power spectrum. ERSP is a generalisation of 
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Event Related Desynchronisation (ERD)/Event Related 
Synchronization (ERS) which visualizes the entire spectrum 
in the form of baseline-normalised spectrogram. ERD refer 
to the decrease in synchronisation of firing neuron that cause 
a decrease of power in specific frequency band and can be 
identified by a decrease in signal amplitude. On the other 
hand, ERS is characterised by an increase of power in 
specific frequency band due to the increased in 
synchronisation of firing neuron and can be identified by 
increase in signal amplitude. ERSP is computed where each 
epoch was divided into a number of overlapping windows 
and spectral power is calculated for each window. The 
calculated spectral power was then normalized (divided with 
the baseline spectra calculated from the EEG immediately 
before each event) and averaged over all the trials.  This 
whole process was done using EEGLAB software version 12 
[14] [15]. Power Spectrum indicates the distribution level of 
the signal power for each of the frequency and latency. The 
Power Spectrum in the δ-, θ-, α-, β- and γ- bands from the 
ERSP was computed using code adapted from the EEGLAB 
version 12. 

Features were extracted based on the type of response, 
either predicting the intention of movement or the direction 
of movement. For the former response, we identify the 
subject’s intention to move by distinguishing whether the 
subject is static or moving his/her right wrist. For the latter 
response, we try to predict the direction of the movement in 
addition to the intention of movement.  

Predicting the intention of movement required 
identifying features extracted during both motor imagery and 
the motor performance for all four directions. Features were 
extracted from a 500ms window before onset of wrist 
movement (t=0).  On the other hand, for motor imagery, 
features were extracted from a 500ms window after cue 
presentation (t=0) [16].   

Conversely predicting intention and direction of 
movement required further analysis which involved 
statistical testing.  In order to determine whether a 
statistically significant difference exists in the extracted 
features between the four directions, analysis of variance 
(ANOVA) has been implemented [17]. Repeated measure of 
ANOVA was applied across the four directions through 
ERSP at each time and frequency point with p value was set 
at 0.05.  The Power Spectrum from the ERSP with p-value 
<0.05 was concatenated to form the feature vectors.  

 To reduce the dimensionality of the feature vectors, 
Principal component analysis (PCA) has been used [18]. The 
principal components that represent 90% (PCA is set to 90% 
in order to get a balance between features dimension, 
computational time, complexity of classification process and 
computation demands) variance of the original data formed 
the new reduced dimension feature vector for the 
classification. The new features vectors were randomly split 
into training and testing data sets [19]. The training and 
testing datasets were randomly selected using the MATLAB 
function k fold cross validation (where k=10 was chosen) 
[20] and fed to the classifier as input. We used two different 
classifiers for comparison and verification: k-Nearest 

Neighbours (k-NN) (where k=7) [21] and quadratic 
discriminant analysis (QDA) classifiers [22].  

III. RESULTS 

A. Results of Event Related Spectral Perturbation (ERSP) 

Figures 2 and 3 show a typical ERSP results of subject 
S1 for both motor imagery and motor performance 
respectively. The top four panels represent the average ERSP 
maps for all four directions and the ANOVA result for the 
electrode C3 using CAR. Although both of the figures using 
CAR, still they demonstrated different mapping results.  

For instance, in Figure 2, ERD was detected 
approximately 300ms post visual cue presentation (t=0) and 
this is illustrated by the presence of a blue region in all four 
directions. ERD is evidently detected in the β- (in all four 
directions 3, 6, 9 and 12 o'clock) and the γ- (in all four 
directions 3, 6, 9 and 12 o'clock) band. 

On the other hand, in Figure 3, the appearance of ERD is 
detected approximately 400ms preceding onset of movement 
(t=0) in the β- (in directions 3, 6, 9 and 12 o'clock) and in the 
γ- (directions 3 and 9 o'clock) band. In this study, the 
detection of the ERD prior to onset of movement indicates 
the intention of movement (planning phase).   
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Figure 2. ERSP and p value of channel C3 for detection of motor imagery 
using CAR Method.  
 

     Referring to Figure 2, vertical axes represent the 
frequency of signal and horizontal axes represent the time. 
Top four represent the ERSP for direction towards 3, 6, 9 
and 12 o’clock respectively (blue shows ERD and red shows 
ERS) and the bottom one represent p value (blue indicate 
significance area in ERSP among four directions). t=0 
signifies the display of the visual cue. 
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Figure 3. ERSP and p value of channel C3 for detection intention of 
movement using CAR Method.  
 

     Referring to Figure 3, vertical axes represent the 
frequency of signal and horizontal axes represent the time. 
Top four represent the ERSP for direction towards 3, 6, 9 
and 12 o’clock respectively (blue shows ERD and red shows 
ERS) and the bottom one represent p value (blue indicate 
significance area in ERSP among four directions). t=0 
signifies the display of the visual cue. 

Even though the mapping results of ERSP of four 
directions are different between the Figures 2 and 3, both 
figures share a similarity when it comes to the ANOVA 
results. The ANOVA results that is presented by the p-value 
(p<0.5 for the blue region) indicate that there are significant 
differences in the ERSP among four directions.  
 

B. Predicting Intention and Direction of Movement 

The classification results in predicting intention and 
direction of movement for both of motor imagery and motor 
performance are based on single trial classification and 
presented in Figures 4 and 5, respectively. Tables 1 and 2 
show the detail of the results for each figure including the 
frequency band (b) and channel (Ch) associated with the 
maximum classification accuracy for motor imagery and 
motor performance respectively.  

Figure 4 and Table 1 present the results of predicting 
intention and direction of movement for the motor imagery 
scenario using k-NN and QDA classifier for both spatial 
filters, namely CAR and LPA. The classification results lie 
between 35% - 95% using a combination of CAR filtering 
and a k-NN classifier (36% of the maximum classification 
results are contributed to features in the γ band and 64% are 
associated with contralateral electrodes) and lie between 
40% - 80% using the QDA classifier (27% of the maximum 
classification results are contributed to both δ and γ band, 
and 73% of it are recorded from the contralateral electrodes).  

On the other hand, the classification results of LAP 
filtering combined with classifiers k-NN and QDA dwell 
within the range of 38% - 96% (54% of the maximum 
classification results are contributed by γ band, and 73% of it 
recorded from contralateral electrodes) and 41% - 76% (45% 
of the maximum classification results are contributed by γ 
band, and 55% of it recorded from ipsilateral electrodes) 
respectively.  

Distribution of the classification results show that, only 
subject three give a consistence and high classification result 
for both spatial filters (CAR and LAP) using k-NN and QDA 
classifier. Moreover, it also indicates that LAP has higher 
average classification accuracy compared to CAR using both 
of the classifier namely k-NN and QDA.   

 

 
Figure 4. Classification results in predicting intention and direction of 
movement for motor imagery.  
 

Apart from that, LAP and CAR have same thing in 
common, that is k-NN classifier offer higher average 
classification over QDA. Besides that, the highest 
classification accuracy contributed by the high density 
electrodes highlight the importance of the high density 
montage used.  
 
TABLE I. FREQUENCY BAND AND CHANNEL ASSOCIATED WITH 
CLASSIFICATION RESULTS IN PREDICTING INTENTION AND 
DIRECTION OF MOVEMENT  

 
S 

CAR LAP 

k-NN QDA k-NN QDA 

b ch % b ch % b ch % b ch % 

S1 γ FC4 90 δ CZ 61 γ CFC1 89 α CFC3 70 

S2 θ C4 61 β C4 58 γ CP4 38 γ CP4 61 

S3 γ CFC4 83 γ CZ 80 γ CFC1 96 β C4 76 

S4 β FC3 62 δ FC3 64 δ FC4 54 α CFC5 50 

S5 α C3 49 θ C3 40 θ CCP5 65 γ FC2 41 

S6 α FC5 37 α FC5 42 γ FC4 71 γ FC4 76 

S7 α CFC3 55 α FC1 54 γ FC1 73 θ CP3 76 

S8 β C5 64 δ CFC3 41 θ CCP5 67 δ CCP5 68 

S9 δ CFC4 45 γ CCP5 45 α CP4 47 γ C4 64 

S10 γ CP5 35 γ CFC4 43 β C5 49 γ FC5 55 

S11 γ FC3 95 β FC1 41 γ CFC3 94 β CP2 46 

 
Figure 5 and Table 2 indicate the classification result for 

CAR filtering dwell within the range of 30%-82% when 
using a k-NN classifier (55% of the maximum classification 
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results are contributed by γ band and 82% of it recorded 
from contralateral electrodes) and 25% - 72% when using 
QDA classifier (46% of the maximum classification results 
are contributed by β band and 91% of it recorded from 
contralateral electrodes).  

On the other hand, classification results of LAP filtering 
when using k-NN and QDA classifiers within the range of 
48% - 84% (55% of the maximum classification results are 
contributed by γ band, and 100% of it recorded from 
contralateral electrodes) and 31% - 76% (46% of the 
maximum classification results are contributed by β band 
and 64% of it recorded from contralateral electrodes) 
respectively. 

 

 
Figure 5. Classification results in predicting intention and direction of 
movement for motor performance.  

 
TABLE II. FREQUENCY BAND AND CHANNEL ASSOCIATED WITH 
CLASSIFICATION RESULTS IN PREDICTING INTENTION AND 
DIRECTION OF MOVEMENT FOR MOTOR PERFORMANCE  

 
S 

CAR LAP 

k-NN QDA k-NN QDA 

b ch % b ch % b ch % b ch % 

S1 
γ FC4 

49 
β CPZ 

46 
γ CCP5 

56 
β CCP2 

54 

S2 γ FC5 55 δ FC5 45 α C3 50 δ FC5 43 

S3 
δ FC5 

82 
γ C1 

72 
γ FC5 

75 
γ FC4 

75 

S4 γ CP1 46 β C1 36 γ C1 54 γ CCP1 42 

S5 
γ C3 

47 
β FC5 

26 
δ CCP5 

60 
β CP3 

74 

S6 δ FC5 47 β CP5 25 γ CFC5 48 β CP3 51 

S7 γ C5 39 θ CFC3 28 γ CP3 60 δ FC1 67 

S8 β CFC5 65 α CCP3 32 β CCP5 84 γ CP2 76 

S9 
γ C4 

37 
δ CP5 

26 
γ C5 

51 
β FC5 

54 

S10 δ FC1 30 β CP5 34 γ CP3 50 β FC5 53 

S11 
β CFC5 

57 
δ C3 

30 
δ CFC5 

67 
δ CP4 

31 

     
Dissemination of the classification result demonstrate that, 

subject three give a consistence and high classification result 
for both spatial filters (CAR and LAP) using k-NN and QDA 
classifier. Additionally LAP has higher average classification 
accuracy compared to CAR using both of the classifier 
namely k-NN and QDA. Subsequently for both spatial filters 
(CAR and LAP) k-NN classifier has higher average 
classification accuracy compared to QDA. 

IV. DISCUSSION  

Based on the classification’s result criteria, this study 

demonstrates that the proposed methodology and features 

extraction approach are capable of increasing and providing 

multiple control signals using single limb. It is undeniable 

that, detecting and discriminating the motor imagery and/or 

motor performance within the same limb is a challenging 

task. This is because of the motor tasks actives regions have 

very close representations on the motor cortex area [23] 

[24].  

Although it is difficult - but not impossible,   Liao et al. 

[25] managed to distinguish right hand finger movements 

(thumb, index, middle, ring and little) using power spectral 

changes as features. Thus, we apply centre out right wrist 

movement (flexion, extension, ulnar and radial) and power 

spectrum as features with the hypothesis that there is a 

difference in distribution of power spectrum among the four 

different directions. The hypothesis is tested using ANOVA 

and the results showed that there is significance difference 

with p value < 0.05 among the different directions. 

The classification results from motor imagery and motor 

performance experiments indicate that, the maximum 

classification electrodes dominantly from contralateral 

electrodes. This is because movement related neural activity 

is lateralized where a significance occurrence of ERD over 

contralateral side whereas a significance occurrence of ERS 

over ipsilateral side of the brain during planned and 

terminated movements respectively [26]. Apart from that, 

the maximum classification electrode can be either the same 

or the nearest neighbour of that electrode when classified by 

different classifier. This is would be an advantage for the 

BCI design because, improper placement of BCI cap would 

not have much effect to the BCI system itself. 

 

V. CONCLUSION  

In this paper, we have demonstrated the feasibility of 

developing a single trial four class BCI systems based on a 

motor performance of a single limb, namely the wrist 

moving in four different directions using a single trial. This 

is evidently supported by detecting ERD and ERS in both of 

motor imagery and motor performance for all four 

directions extracted from ERSP maps. Additionally, the p 

values estimated from ANOVA test verify that there is 

significant difference of the extracted features among the 

four directions. 

Moreover, the classification results of predicting 

intention of movement for both of motor imagery and motor 

performance emphasised that, the majority of the maximum 

classification accuracy are recorded from contralateral 

electrodes and from γ band features. 

Subsequently, the classification results from both of 

motor imagery and motor performance in predicting 

intention and direction of movement highlighted that, all of 

the maximum classification accuracy are contributed by 
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contralateral electrodes. The majority of the maximum 

classifications are associated with features from the γ band.  

The findings from this study highlight the importance of 

using high density montage electrodes placement and shows 

with experimental evidence that LAP is superior to CAR in 

terms of source localisation. 
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Abstract—Willshaw networks are a type of associative memo-
ries with a storing mechanism characterized by a strong redun-
dancy. Namely, all the subparts of a message get connected to
one another. We introduce an additional specificity, by imposing
the constraint of a minimal space separating every two elements
of a message. This approach results from biological observations,
knowing that in some brain regions, a neuron receiving a stronger
stimulation can inhibit its neighbors within a given radius.
We experiment with different values of the inhibition radius
introduced, and we study its impact on the error rate in the
retrieval of stored messages. We show that this added constraint
can result in significatively better performance of the Willshaw
network.

Keywords—Willshaw Networks; Clique-Based Neural Networks;
Lateral Inhibition.

I. INTRODUCTION

Associative memories are a type of computer memories
that are part of the broader category of content-adressable
memories. Where adressable memories associate an adress
with a piece of data, associative memories have the char-
acteristic of associating patterns to one another. Among this
group, we distinguish between hetero-associative memories,
and auto-associative memories. An hetero-associative memory
will associate together patterns in pairs. For instance, if the
pattern p1 was associated with pattern p2, the request p1 will
bring the response p2. Auto-associative memories follow a
different principle, as they will associate a pattern with itself.
The main application of these memories is pattern completion,
where a request made of a subpart of a stored message will get
as response the completed pattern. It is today widely accepted
that the working principle of the brain can often be likened to
the operation of an associative memory.

The prominent model for associative memories was intro-
duced by John Hopfield [1]. Hopfield networks are associative
memories made of a set of N neurons that are fully intercon-
nected. The training of these networks, given n binary vectors
xµ of length N , consists in modifying the weight matrix W
according to the formula:

wij =
1

n

n∑
µ=1

xµi x
µ
j , (1)

where element wij at the crossing between line i and
column j of W is the real-valued connection weight from
neuron i to neuron j.

As connections are reciprocal and not oriented, we have :

wij = wji ∀i, j ∈ J1, NK (2)

for any indices i and j in the list of neurons, which makes W
symmetrical.

The binary values considered for the stored messages are
usually -1 and 1, but can be adapted to work with other
binary alphabets. The Hopfield model has a limited efficiency,
in particular it doesn’t allow a storage of more than 0.14N
messages [2]. The limits of the model can be explained by the
facts that each entry of the matrix is modified at every time
step of the storing procedure, and that the changes are made in
both directions and can therefore cancel each other out. This
overfitted caracteristics of associative memories is very dif-
ferent from that observed in learning applications. Indeed, an
overfitted learning system recognizes only the training samples
and fails at generalizing to novel inputs. To the contrary, an
overfitted storing system recognizes everything and does not
discriminate anymore between stored and nonstored data.

Willshaw networks [3] are another model of associative
memories in which information is carried by the existence
or absence of connections. Its material is made of a set of
N neurons and N2 potential connections between them. A
message is then a fixed size subset of the N neurons, and
can be represented by a sparse vector of length N with
ones at these neurons’ positions and zeros everywhere else.
The connection weights are binary, and the active units in a
message get fully interconnected as soon as it is memorized,
thus forming a clique. Figure 1 gives an example of such a
network. The performances of Willshaw networks are way
superior to those of Hopfield memories, given that stored
messages are sparse (i.e., they contain a small proportion of
nonzero elements). Further theoretical and numerical compar-
ison between Hopfield and Willshaw networks can be found
in [4]–[7].

Recently, a novel type of associative memories was pro-
posed by Gripon et al. [8], called Gripon-Berrou Neural
Networks (GBNNs) or clique-based neural networks. These
associative memories make use of powerful yet simple error
correcting codes. These networks consider input messages to
be nonbinary, and more precisely to be words in a finite
alphabet of size l. This specific structure allows the separation
of nodes into different clusters, each being constituted of the
same number l of nodes. Connections between nodes inside
a given cluster are forbidden, only the connections between
nodes in two different clusters are allowed. There again, this
model brings a significantly improved performance as com-
pared to the former state-of-the-art of associative memories,
namely Willshaw networks [9]–[11]. For instance, with 2048
nodes and 10000 stored messages of order 4 and 2-erasures
queries, a Willshaw network will have an error rate close to
80%, while a clique-based neural network will only make 20%
of wrong retrievals.

In both Hopfield and Willshaw models, the number of
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messages the network can store and retrieve successfully
is linearly proportional to the number of nodes, with a
greater proportionality constant for Willshaw networks [5]. In
clique-based neural networks however, storage capacity grows
quadratically as a function of the number of units.

One of the objectives of the present work is to explain the
performance improvement brought by the separation of the
network into clusters. We therefore study a network that can
be considered as an intermediate between the Willshaw and
Gripon-Berrou models. More precisely, our proposed model
adds a locally exclusive rule for nodes to be active in the
network.

We focus here on the phenomenon observed in biological
neural networks, called lateral inhibition [12]. It can also
be referred to as surround suppression [13]. This translates
in the inhibition exerted by some neurons on their close
neighbors when these have an activity inferior to their own.
We consider that the Willshaw model is not totally biologically
plausible, as it does not feature this phenomenon of inhibition
of close neighbors. We propose a model of Willshaw network
that is improved in terms of plausibility, by the introduction
of local inhibition that results in the prohibition of short-
range connections. We show that this modification brings a
performance improvement in the retrieval of stored messages.

Section II introduces Willshaw networks and biological
considerations related to our model. Section III details mod-
ifications in our implementation as compared to the classic
Willshaw model, including the constraint applied on the space
between connected neurons. Section IV presents the results
we obtain, and gives some theoretical explanations.

II. WILLSHAW NETWORKS AND BIOLOGICAL
CONSIDERATIONS

Willshaw networks are models of associative memories
constituted of a given number of neurons. A stored message,
or memory, is a combination of nodes taken in this set.
The storage of this information element corresponds to the
creation of connections with unitary weights between every
two neurons in this message. The graphical pattern thus formed
is termed "clique". The storing process of n binary vectors xµ

of length N is equivalent to the modification of elements of
the network’s connection matrix W , according to the formula:

wij = max
µ

xµi x
µ
j (3)

Note that here, the max operator is performed coefficient-
wise. Equivalently, the connection weight between nodes i and
j is equal to 1 if, and only if, those two nodes are used in a
same message among the n stored messages.

The network’s density d is defined as the expected ratio of
the number of 1s in the matrix W to the number of 1s it would
contain if every possible message was stored. In the case of
uniform i.i.d. messages, all containing exactly c active nodes,
binomial arguments quickly lead to the formula:

d = 1−

(
1−

(
c
2

)(
N
2

))n (4)

Figure 1. Willshaw network. Black nodes represent a message, and the
connections between them are the means of its storage in the network.

The efficiency of an associative memory is defined as the
ratio of the maximal amount of information carried by the
messages it is capable of storing then retrieving with high
probability, over the total information quantity represented by
its set of connection weights. For a Willshaw network with N
nodes, the number of potential connections or binary resource
is

Q =
N(N − 1)

2
[bits]. (5)

After M mesages have been stored in the network, the amount
of information it contains is

B =M

(
log2

((
N

c

)))
[bits]. (6)

Hence the efficiency of a Willshaw network is

η =
2M

(
log2

((
N
c

)))
N(N − 1)

. (7)

The maximal attainable efficiency is ln(2) [14].
The stimulation of a Willshaw network with an input request

can be performed as the product of the sparse input vector
by the network’s connection matrix. The resulting vector then
contains the output scores of the network’s neurons. The score
of a neuron is thus the sum of unitary stimulations it receives
from the request elements it is connected to. Neurons must
then be selected based on their score.

Figure 2 defines a procedure that can be used for the
recovery of a complete message from a subpart of its content.
The Global Winner-Takes-All step consists in discarding all
active neurons with a score below the maximum.

We aim to modify classic Willshaw networks in a way that is
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Data: Subpart x of a stored message
Result: Set of nodes z active after treatment
z = x
Repeat

y =Wz
z = GlobalWinnerTakesAll(y)

while (convergence not reached
and max. nb. of iterations not reached)

Return z

Figure 2. Message retrieval procedure in a classic Willshaw network

relevant in regard to biological observations. Emphasis is put
on lateral inhibition, a phenomenon that has been observed
in several areas of the brain. It is notably present in sensory
channels. For vision, it operates at the level of retinal cells
and allows an increase in contrast and sharpness of signals
relayed to the upper parts of the visual cortex [13] [17].
In the primary somatosensory area of the parietal cortex,
neurons receive influx coming from overlapping receptive
fields. The Winner-Takes-All operation resulting from the
action of inhibitory lateral connections allows to localize
precisely tactile stimuli, despite the redundancy present in the
received information [18]. The same scheme of redundancy
among sensory channels, and filtering via lateral inhibition,
is present in the auditory system [12]. WTA is observed in
the inferior colliculus and in upper levels of the auditory
processing channel.

III. PREVENTING CONNECTIONS BETWEEN NEIGHBOR
NEURONS

Classic Willshaw networks have no topology. Their material
is constituted with a list of neurons each having an index
as sole referent. There is neither a notion of spatial position
in these networks, nor, a fortiori, of spatial distance. We get
closer here to a real neural network, by arranging them on a
two-dimensional map. In the model we propose, the respective
positions of two neurons impact the possibility for them to
get connected together. The considered network is composed
of a number N of nodes evenly distributed along a square
grid, of side S =

√
N . Stored messages are of constant

order, meaning they are all constituted of the same number
of neurons. We forbid connections between nearby neurons.
To this end, we apply a threshold σ on the spatial length of a
connection. Stored messages must necessarily be conform to
this constraint. Each message is formed in a random manner,
units are chosen iteratively. Each new element of the message
is picked from the positions left available after the removal of
the neighbors of the formerly selected nodes, as indicated on
Figure 3. One can consider the introduced constraint as applied
on the network’s material, as the weights of a predetermined
set of short-range connections will be enforced to stay null all
along the network’s life. During the formation of a message,
it is practical to pick neurons to satisfy this constraint in
a sequential manner, with a local inhibition applied on a
neuron’s neighborhood from the moment it is selected until
the message generation is complete.

Figure 3. Willshaw network with a constraint on local connections.

A link can be drawn between this approach and Kohonen
Self-Organizing Maps [15], where closeby neurons encode
more similar information. Long-range distance therefore sepa-
rates information elements that are different in nature, whereas
shorter-range distance depicts a difference in degree. Local
competition is particularly relevant in this scheme.

During retrieval, the network is stimulated iteratively with
a request that will most often change from one iteration to
the next. Each node of the request will first stimulate every
other element it is connected to. Scores are initialized at
zero at the start of every iteration, and each stimulation is
a unitary increment to the score of the receiver unit. For the
first iteration, after the stimulation we apply a global Winner-
Takes-All rule, which consists in excluding from the research
scope all units that do not achieve the maximal score observed
in the network. We know indeed that the neurons from the
searched message will all have the maximum possible score,
equal to the number of elements in the request. Once non-
maximum elements are put to zero, we only pay interest in
the remaining neurons during the rest of the retrieval process.
Moreover, for every iteration after the first one, neurons in the
new request are the only ones that can receive stimulation as
the algorithm proceeds to only discard neurons from then on.

Thereafter, we can keep using the global Winner-Takes-
All principle iteratively, but other algorithms such as Global
Winners-Take-All (GWsTA) or Global Losers-Kicked-Out
(GLsKO) [16] are more efficient in discriminating the right
nodes from the spurious ones that can appear during retrieval.

Global Winners-Take-All relies on the calculation of a
threshold score to select winner neurons. This threshold is
chosen such that neurons with an activity above it are in
number at least as large as the order of stored messages.
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Data: Subpart x of a stored message
Result: Set of nodes z active after treatment
Phase I

y =Wx
z = GlobalWinnerTakesAll(y)

Phase II
Repeat

y =Wz
a = active nodes in y
m = nodes in a with minimal score
z = a−m

while (convergence not reached
and max. nb. of iterations not reached)

Return z

Figure 4. Message retrieval procedure in a Willshaw network with lateral
inhibition

Global Losers-Kicked-Out consists in putting off, at each
iteration, all the units that do not have the highest score, or a
subgroup sampled randomly in this ensemble.

These two algorithmic techniques allow to get rid of an
important proportion of false-positives. In the clique-based
GBNN, clusters play a similar role.

The iterative nature of the process means that a message
retrieved as output from the network is typically reinjected in
it until input and output no longer differ. A limited number of
iterations is applied in the case where the network would not
converge to a stable solution, an observable case in which it
can oscillate between two states.

In addition to these two stopping criteria that are the
maximum number of iterations and convergence, comes a
third one which is the identification of a clique. Indeed, if
we observe that the units still active after an iteration are in
number equal to the order of stored messages, and that they
all have the same score, this means it is a stored message.
This ensemble is then retained as the response given by the
network for the current request.

Figure 4 shows the message retrieval procedure used in the
results we present. Phase II uses Global Losers-Kicked-Out.

We experiment the storage of messages of order c in the
connection matrix of the network. Messages are formed with
the constraint of a minimal space between connected nodes.
Two units in a message must be spaced apart at a distance
superior to a minimum σ. In order to ease computations and
avoid edge effects, we choose to use the L1 distance, even
though we believe this method should work using any distance.
This way, when picking a node x for a message, all nodes
located in a square grid centered on x, of side 2σ+1, are
excluded from the possible choices for the elements of the
message remaining to be filled. Moreover, this distance is
applied in a cyclic way, meaning a node located on the right
edge of the grid will be considered a direct neighbor of the
element located at the crossing between the same line and the
left edge of the grid. All four corners of the grid will also be
neighbors to one another. As a result, the spatial distance we
consider can be written:

d(A,B) = min(abs(xa − xb), S − abs(xa − xb),
abs(ya − yb), S − abs(ya − yb)),

(8)

where abs denotes the absolute value function.
We call the network so described a torus. During retrieval,

only a sample from the nodes of the complete message are
stimulated, the inputs are subparts of stored messages. Units
that are close to elements of an input will not reach the
maximum score in the network, and will therefore be ruled out
after the first Global Winner-Takes-All operation. During the
second phase of the algorithm, nodes in the vicinity of input
neurons will also be more likely to reach a low score if they are
activated, and to be discarded. Hence, the local inhibition used
initially during the creation of messages impacts the retrieval
process as well.

We pay interest in the network’s ability to return the exact
memory associated to a request. Hence every difference, even
marked by a single unit, between the expected pattern and the
network’s output is counted as an error.

We measure the performance of the network as the ratio of
the number of successfully retrieved messages over the total
number of requests.

Various parameters can impact this performance, albeit to
different degrees:
- the length S of the grid’s side
- the number M of stored messages
- the minimal space σ between two elements of a message
- the order c of stored messages
- the number of erasures ce applied on stored messages to
obtain the corresponding request messages

Let’s note that the constraint applied on the length of
connections reduces the number of messages one can form
for a given network. It thus lowers the information quantity
carried by single messages. Hence, there is a tradeoff on the
individual quantity of information of the messages and the
performance of the retrieval algorithm.

The behavior of this network is interesting in relation to
Willshaw networks and clique-based neural networks, as it is
close to a classic Willshaw network and displays the added
feature of prohibited connections as observed in GBNNs. One
could talk about sliding-window clustering here.

IV. RESULTS

For every configuration of the network, messages and re-
quests we test, we store a set of thousands of messages in the
network. These messages are generated randomly following
the local inhibition pattern described in section III. We then
request it with the full set of queries associated to stored
messages.

For each network size, we observe that there is an opti-
mal value of the minimal distance σ, that lowers the most
significantly the error rate, as compared to the corresponding
Willshaw network without constraint on local connections. For
a given minimal distance, the reduction in error rate depends
on the number of stored messages, with an optimal number of
messages which is a function of the network size. For cliques
of order 4 and 2 erasures, the maximal reachable improvement

99Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-462-6

COGNITIVE 2016 : The Eighth International Conference on Advanced Cognitive Technologies and Applications

                         110 / 147



Figure 5. Evolution of the retrieval error rate with and without constraint
σ = 5 in a network of side length 20 with 400 neurons, stored messages of
order 6 and 1 erasure applied to form corresponding requests, with a maximum
of 5 iterations.

Figure 6. Minimal connection distance effect on performance in a network of
side length 20 with 400 neurons, stored messages of order 4 and 2 erasures
applied to form corresponding requests. The case where minimal spacing
σ = 0 corresponds to a classic Willshaw network.

is close to 15%, and seems to be the same for all network sizes.
In this configuration, the minimal distance bringing the best
performance is approximately the third of the network side.

The evolution of the retrieval error rate as a function of
the number of stored messages is slower with the appropriate
constraint on connections than for a classic Willshaw network,
as can be seen on Figure 5.

For a constant number of stored messages, the graph of the
error rate as a function of σ is characterized by a progressive
decay down to a minimum, followed by a rapid growth for
upper values of σ, as shown on Figure 6.

This can be explained by two phenomena. On one part,
the prohibition of a growing part of the possible connections
gradually decreases the probability of a "false message",
characterized by the intrusion of a spurious node in the output.
The existence of a node that is connected to all elements in

Figure 7. Evolution of the density with and without constraint in a network
of side length 20 with 400 neurons, stored messages of order 6.

a request yet is not part of the corresponding message will
potentially cause an error. In fact, forbidding some connections
has the effect of reducing the number of concurrent nodes
susceptible to cause errors. We can estimate the mean number
of concurrent nodes remaining after the choice of k neurons
of a message:

Ncompetitors = N

(
1−

(
(2σ + 1)

2

N

))k
The corresponding number of nodes blocked by the con-

straint on connections is, on average:

Nblocked = N

1−

(
1−

(
(2σ + 1)

2

N

))k
This explains the decay phase in error rate observed for the

first values of σ. Let’s note that it comes with a decrease
in the diversity of messages, namely the total number of
different messages that can be stored in the network. Following
this decay, the decrease in the number of concurrent nodes
has another effect: the reuse of connections by different
messages becomes more frequent as the choice for possible
connections gets reduced. This comes to counteract the former
phenomenon and raises the error rate.

The network density grows faster as messages are stored in
the network, than for a classic Willshaw network, as shown
on Figure 7. This is because of the decrease in number of
possible connections due to the spacing constraint.

Besides, we observe that the maximal improvement in
performance, for given values of c and ce, varies little as a
function of the network size. This can be explained by the
fact that the minimal distance giving the best performance
is approximately proportional to the side of the network.
Consequently, the proportion of neurons in the network that
cannot be connected to the c − ce neurons in the request
remains more or less the same for different network sizes,
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Figure 8. Maximal improvement obtained over a classic Willshaw network
of side length 20 with messages of order 6.

with the optimal minimal distance.
The benefits brought by the constraint on connections seems

stronger for smaller numbers of erasures. For erasures of about
half the units of the messages, the maximum gain will be
lower, yet for a high amount of erasures the performance can
be noticeably enhanced by the added constraint. Moreover, the
graph of the best performance improvement as a function of
the number of stored messages has a shape that varies depend-
ing on the number of erasures. The performance improvement
over a classic Willshaw network also depends on the number of
messages stored in the network. It reaches a peak for a certain
number of stored messages, and then decays when additional
messages get stored. The higher the number of erasures, the
earlier this peak is reached during storage. For lower numbers
of erasures, average performance gain increases more slowly
at first but decays faster after the maximum is reached, as
illustrated by Figure 8.

The greatest performance improvement is most often ob-
served for a Willshaw network and a number of stored
messages giving a performance between 40 and 60%. The
performance gain is then often close to 15%.

V. CONCLUSION

We introduced a modified version of Willshaw neural net-
works that has interesting properties regarding storage capacity
and retrieval performance. By prohibiting certain types of
connections in the network, we observe that the retrieval
ability can be enhanced, and that the value of the threshold
on inter-neuron connection spacing has a direct impact on
performance. This is relevant with observations on clique-
based neural networks, in that it shows constraining connec-
tions in a Willshaw network modifies its capacity in a way
that depends on the nature of the applied constraint. It is
a step forward in understanding why the use of clusters in
GBNNs brings significantly higher capacity as compared to
Willshaw networks. To some extent, it also emulates biological
observations of lateral inhibition in the brain and sensory
channels, as we prevent neighbor neurons from connecting and

therefore let them compete for activity. This makes sense with
a framework in which close-by neurons encode patterns that
differ only in degree and where only one unit that resonates
most with input stimuli must activate. Future work might
involve a deeper theoretical analysis of this result, and a
further attempt to explain the gain in performance brought by
clustering the pool of neurons in GBNNs. It may also involve
experimenting with other constraints on connections based on
the relative locations of neurons.
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Abstract—Global Positioning System (GPS) has extensively 
been employed in various applications, including the use of 
GPS to analyze the cognitive diseases and find better treatment. 
Geometric Dilution of Precision (GDOP) is an indicator 
showing how well the constellation of GPS satellites is 
geometrically organized. GPS positioning with a smaller 
GDOP value usually yields better accuracy. However, the 
calculation of GDOP is a time- and power-consuming task that 
requires to solving measurement equations with complicated 
matrix transformation and inversion. When selecting the one 
with the lowest GDOP for positioning from many GPS 
constellations, methods that can fast and accurately calculate 
GPS GDOP are imperative. Previous works have shown that 
numerical regression on GPS GDOP can yield satisfactory 
results and eliminate many calculation steps. This paper 
employs a new pairing support vector regression algorithm 
(pair-SVR) to the approximation of GPS GDOP. The pair-SVR 
determines indirectly the regression function through a pair of 
nonparallel insensitive upper- and lower-bound functions, each 
of which is solved by support vector machine (SVM)- type 
quadratic programming problems (QPP) with smaller-sized. 
This strategy makes the pair-SVR not only have the faster 
learning speed than the classical SVR, but also be suitable for 
many cases, especially when the noise is heteroscedastic. 
Besides, pair-SVR improves the sparsity than that of twin 
support vector regression (TSVR) by employing the concept of 
insensitive zone. This makes the prediction time complexity of 
pair-SVR is obviously smaller than TSVR. The experimental 
results show that pair-v-SVR gains better performance for the 
approximation of GPS GDOP than previous support vector 
regression machine. 

Keywords- GDOP; GPS; kernel-based method; support 
vector machine; support vector regression. 

I.  INTRODUCTION 
Cognitive impairment manifests in changed out-of-home 

mobility. Until recently, the assessment of outdoor mobility 
relied on the reports of family care-givers and institutional 
staff and used observational approaches, activity monitoring 
or behavioural checklists. Shoval et al. [1] apply GPS to 
analyze the mobility of the people who have Alzheimer's 
disease and related cognitive diseases.  Shoval et al. [2] 
apply GPS to measure the out-of-home mobility of older 
adults with differing cognitive functioning. The GPS is a 
satellite based navigation system that helps users to 
determine their locations on Earth. A GPS receiver compares 
the time difference between the signal transmitted by a 
satellite and the time it was received and calculates the 
distance between the satellite and GPS receiver. GPS 

receivers analyze such signals from at least 3 satellites and 
use triangulation to determine the user’s location. GPS, 
which consists of at least 24 active satellites provides 24-
hour, all-weather, worldwide coverage with position, 
velocity and timing information. Nowadays, GPS has 
become a popular tool for positioning and navigation. 
However, the accuracy of GPS positing may unavoidably 
degrade by two causes [3]: the errors in each observable 
signal, and the geometry formed by the observables 
employed for positioning or navigation. Reasons resulting in 
the former factor include ionospheric delay, tropospheric 
delay, satellite clock and receiver clock offsets, receiver 
noise and multi-path problems. The later one is usually 
referred to as the GDOP, which describes the effect of 
geometry on the relationship between measurement error and 
position determination error. 

GDOP is an indicator showing how well the constellation 
of GPS satellites is organized geometrically. Because some 
receiver device may be restricted to processing a limited 
number of visible satellites, hence, it needs to select the 
satellite subset that offers the best or most acceptable 
solution. Since GDOP provides a simple interpretation of 
how much positioning precision can be diluted by a unit of 
measurement error, positioning or navigation can obtain a 
better quality by choosing the combination of satellites in a 
satellite constellation with GDOP as small as possible. 

Existing methods for calculating GDOP include matrix 
inversion, closed-form algorithms, maximum volume of 
tetrahedrons, etc. The most accurate method for determining 
GDOP is to use matrix inversion to all combinations and 
select the minimum one. However, this approach is a time- 
and power- consuming task because it usually requires 
considerable computational power and a large amount of 
operations for exhaustively examining all possible 
combinations of satellites. It would be a computational 
burden for real time application and mobile device. Closed 
form methods simplify the computational procedure under 
specific circumstances, but there still has roundoff errors due 
to the floating-point operations. Instead of directly 
calculating the GDOP equations and avoiding the 
complicated solving of matrix inversion, Simon and El-
Sherief [4][5] rephrase the calculation of GDOP as 
regression/ approximation problems and apply neural 
networks (NN) to solve such problems. However, solving 
regression problems using NN usually suffer from the slow 
training speed and difficulty in determining the network 
architecture. Besides, the overfitting problem degrades the 
generalization ability of NN applications when the numbers 
of features and training samples are large. Wu first employs 
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the support vector regression machine for the approximation 
of GPS GDOP [6]. 

The SVMs have been very successful in many fields. 
Peng proposed a TSVR for data regression [9]. In TSVR, a 
pair of smaller sized QPPs is solved rather than the large 
single QPP in the SVR. This strategy makes the training 
speed of TSVR is faster than classical SVR machine. 
However, the major disadvantage of TSVR is its prediction 
speed is significantly slow due to the loss of sparsity. In 
TSVR, the number of basis function used for estimating the 
final regression function is equal to the number of training 
samples. Therefore, predicting using TSVR is a time-
consuming task for large-scale data set. In many real 
applications, the prediction speed is more important than 
training speed. Hence, it is necessary to improve the sparsity 
of TSVR, since a sparse regression model means a low 
economy for storage requirement and a high efficiency for 
the real time prediction. 

In the spirit of TSVR, this paper proposes a novel pair-
SVR, which seeks a pair of nonparallel bound function of 
regression model by solving two related SVM-type problems, 
each of which is smaller than conventional SVM. The major 
benefit of the proposed pair-SVR is the efficiency for both 
learning and prediction. We improve the sparsity of TSVR 
by adopting an insensitive zone that is determined by a pair 
of nonparallel upper bound and lower bound function. Only 
samples outside the insensitive zone are captured as SVs, and 
only those SVs construct the final regression model. In 
general, the number of SV is very few. This makes the 
prediction time cost of pair-SVR is obviously smaller than 
TSVR. Besides, the strategy of solving two QPPs with 
smaller-sized instead of a single large QPP makes the 
training time complexity of pair-SVR approximately 4 times 
smaller than that of a classical SVR. 

The rest of this paper is organized as follows. Section II 
gives a brief overview of GDOP and TSVR. Section III 
describes a modification of TSVR, called pair-SVR, and 
applies pair-SVR for GDOP approximation. Experiments are 
presented in Section IV, and some concluding remarks are 
given in Section V. 

II. BACKGROUND 

A. Geometric Dilution of Precision  
In GPS applications, the GDOP is often used to select a 

subset of satellites from all visible ones. In order to 
determine the position of a receiver, pseudoranges from n 
(4) satellites must be used at the same time. By linearizing 
the pseudorange equation with Taylor’s series expansion at 
the approximate (or nominal) receiver position, the 
relationship between pseudorange difference ( i ) and 
positioning difference ( ix ) can be summarized as follows 
[2]: 
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Equation (1) can have a general form represented as 
z = Hx + v                                (2) 

where the geometry matrix H is n × 4, n ≥ 4, since it is 
necessary to use at least 4 satellites to determine a position 
in a 3-dimension space. Such an overdetermined system like 
(2) has no exact solution. However, the n columns of H are 
linearly independent since they are signals received from 
individual satellites independently. The linear least squares 
solution can be obtained by solving the normal equations 

vHHxHzH ttt                         (3) 
H has full rank and HHM t is invertible, then we can 
have 

zHHHx tt 1)( 
                           (4) 

GDOP becomes a linear least-squares solution of a 
linearized pseudorange equation by taking the difference 
between the estimated and the true positions. Therefore 

vHHHx tt 1)(~                            (5) 
The quality of this solution is evaluated by cov(·), which 
denotes the covariance of a measurement. 

 ttttt HHHvHHHx 11 )()cov()()cov( 
          (6) 

If all components of v are pairwise uncorrelated and have 
variance σ2, cov(v) can be normalized to an identity matrix 
cov(v)=σ2I, and a simplified expression of (6) can be 
obtained as 

12 )()cov(  HHx t                     (7) 
This quantifies the magnification of pseudorange errors onto 
the user position errors. Let HHM t   be the measurement 
matrix. The GDOP factor is defined as 

 
)det(

)()( 1

HH
HHHH t

t
t adjtracetraceGDOP         (8) 

B.  Twin Support Vector Regression  
The TSVR finds a pair of nonparallel functions around 

the data points [9].  In general, it considers the following 
pair of functions for the nonlinear case: 

111 )()( bf T  xA,Kwx  and 222 )()( bf T  xA,Kwx  
each one determines the   -insensitive down- or up-bound 
function, respectively. The functions f1(x) and f2(x) are 
obtained by solving the following pair of QPPs: 
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where 1, 2 0 are the insensitive parameters. C1, C2 0 are 
the regularization parameters. e are vector of ones of N 
dimensions. Y is the target vector Y=(y1,..,yN)T.  is the 
slack vector  =(1,.., N)T. K(A,x) is the column vector 

T
Nkk )),(),...,,(( 1 xAxA  where Ai are the ith training sample 

(row vector). K is the N by N kernel matrix such that 
Kij=k(Ai,Aj). By considering the Karush-Kuhn-Tucker 
(KKT) conditions for the Lagrangian functions of (9) and 
10), we obtain the dual QPPs, which are  
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and 
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where ][ eKH  , eYf 1 , and eYh 2 . After optimizing 
(11) and (12), we obtain the augmented vectors for f1(x) and 
f2(x), which are 
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Then, the estimated regressor is constructed by as follows: 
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III. GDOP APPROXIMATION USING PAIRING SUPPORT 
VECTOR REGRESSION ALGORITHM 

A. Pairing Support Vector Regression Algorithm  
Motivated by TSVM, the goal of the proposed pair-

SVR algorithm is to estimate a pair of nonparallel function 
f1(x) and f2(x) by solving two SVM type QPPs with smaller 
size, each of which determines the upper bound and lower 
bound of the insensitive zone, such that the insensitive zone 
includes all training samples with smallest size. According 
to the concept of kernel-based learning, a non-linear 
function is obtained via a linear learning machine in a 
kernel-introduced feature space while the capacity of the 
learning machine is controlled by a parameter that is 
independent to the dimensionality of the space. The basic 
concept is that a nonlinear regression function is estimated 
via simply mapping the training data vector ix  by : nR → 
F into a high-dimensional feature space F. Therefore, the 
proposed pair-SVR aims at estimating the following two 
functions: 

111 )()( bf  xwx , where Fw , nRx , Rb , 

222 )()( bf  xwx , where Fw , nRx , Rb  

For the estimation of 111 )()( bf  xwx , the upper 
bound function of the insensitive zone, we force the upper 
bound function f1(x) to move downward via minimizing 

2
1w  and b1 in the objective function, and requires all 

training data ),( ii yx  to be below the upper bound function 
in the constraint, simultaneously. Hence, the problem of 
estimating the w1 and b1 is equivalent to solve the following 
QPP: 
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subject to  
 iii yb 111 )(  xw     

and  01 i   for i=1,…,N.  
We can find the solution of this QPP in dual variables by 
finding the saddle point of the Lagrangian: 
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where i1  and i1  are the nonnegative Lagrange multipliers. 
Differentiating L with respect to w1, b1 and i1  and setting 
the result to zero, we obtain:  
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Substituting Eqs. (17)-(19) into L, we obtain the following 
dual problem 


 


 N

i
ii

N

i

N

j
jiji y

1
1

1 1
11 )()(

2
1

max  xx       (20) 

subject to     ,1
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Parameter b1 can be calculated from the KKT conditions:  

  0)( 1111  iiii yb  xw ,             (21) 
   0111  iiC                                         (22) 

For some  11 ,0 Ci  , we have 01 i  and moreover the 
second factor in (21) equals to zero. Hence, b1 can be 
calculated as follows: 

)(11 iiyb xw   for some  11 ,0 Ci  . 

Finally, the upper bound function of the regression model is  
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For the estimation of 222 )()( bf  xwx , the 
lower bound function of the insensitive zone, intuitively, we 
should force f2(x) to move upward via maximizing 2

2w  
and b2 in the objective function, and requires$ all training 
data ),( ii yx  to be above the lower bound function in the 

constraint, simultaneously. However, maximizing 2
2w  

violates the principle of sparsity regression model. Hence, 
we apply the following trick to estimate the lower bound 
function. First, we multiplies the desired target yi by -1 and 
estimates a mirroring function of f2(x). We force the 
mirroring function 222 )()( bf  xwx  to move 
downward, and require all instances ),( ii yx  to be below 
the mirroring function, simultaneously. Finally, the lower 
bound function is )()( 22 xx ff  . The problem for seeking 

222 )()( bf  xwx  is equivalent to solve the following 
optimization problem: 
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subject to  iii yb 222 )(  xw     
and  02 i   for i=1,…,N.  

 
Similar to the above Lagrange multipliers substituting 
procedure, we obtain its dual problem as  
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After solving (26), we obtain the weight vector 
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22 )(xw  . While parameter b2 can be calculated 

from the KKT conditions:  

  0)( 2222  iiii yb  xw ,             (27) 
   0222  iiC                                           (28) 

For some  22 ,0 Ci  , we have 02 i  and moreover the 
second factor in (27) equals to zero. Hence, b2 can be 
calculated as follows: 

)(22 iiyb xw   for some  22 ,0 Ci  . 

Finally, the lower bound function of the regression model is  
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After seeking the upper bound and lower bound function, 
the final regression function is obtained as follows 
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The training samples with corresponding 1i, 2i>0 are 
called support vectors since only those data vectors 
construct the final regression function. Noted, according to 
the KKT conditions (17), (18), (22), and (23), only points 
outside the insensitive zone (or lying on the upper or lower 
bound function of the insensitive zone) are captured as 
support vectors. Usually, the number of support vector is 
very few. Hence, pair-SVR significantly enhances the 
sparsity than that of TSVR. 

B. GDOP approximation by pair-SVR 
In a complex system, if the input–output values were 

most concerned, rather than how their relationships are 
organized, numeric regression for fitting input–output data 
provides a efficient solution. Previous studies have reported 
that numerical regression on GPS GDOP can yield 
satisfactory results and reduce many calculation steps [4-6]. 
This paper apply the proposed pair-SVR algorithm as a 
means for the approximation of GPS GDOP. 

In (8), GDOP is mainly evaluated by   1
HHt . 

Nevertheless, it is not a good practice to invert the normal 
equations matrix. If the matrix is well-conditioned and 
positive definite, that is, it has full rank, the normal 
equations in (8) can be solved directly by using the 
Cholesky decomposition [10], RRHH tt  , where R is an 
upper triangular matrix. It gives 
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where  ijt
kh HH , 1 ≤ i ≤ j ≤ 4, k = 1,…, 10. A regression 

problem is formed as a functional mapping R10→R1 with 10 
inputs from h1, h2, . . . , h10 and one output for GDOP. Based 
on these settings, pair-SVR can be trained with a set D of 
input-output pairs di ∈ D,  iii GDOPhhhd ,),,( 1021   and 
expected to produce a functional approximation for GDOP. 
In each di, ihhh ),,( 1021   is computed from HHt  and 
GDOPi is determined by (8).  

IV. EXPERIMENTS 
In experiment part, we first adopt a heteroscedastic 

dataset to verify the effectiveness of the proposed pairing 
support vector regression algorithm. The Gaussian kernel  

)exp(),(
2

jijik xxxx    
is used here. The RBF kernel is widely used due to its 
simplicity and the ability to deal with nonlinear problems. 
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The optimal value of model-parameters was tuned using a 
grid search mechanism. For simplicity, we set C1=C2. The 
training data sets are generated by 

,)05.01.0(3.02.0)2sin(2.0 22
kkkkk exxxy         (32) 

,51,....,2,1),1(02.0  kkxk                             
where ke  represents a real number randomly generated in 
the interval [−1; 1]. This dataset has heteroscedastic noise 
structure, i.e., the noise is strongly corrected with the input 
value x. This example was also used in [11]. Figure 1 shows 
the regression function estimated by classical SVR (  -
SVR), TSVR, and the proposed pair-SVR. The support 
vectors are marked with circles in  -SVR and pair-SVR. In 
 -SVR and pair-SVR, the number of basis function for 
estimating the regression function is equal to number of 
support vector. However, in TSVR, the number of basis 
function is equal to the number of training samples. Hence, 
the sparsity of TSVR is worst. The  -SVR is based on the 
assumption that the noise level is uniform throughout the 
domain. The assumption of a uniform noise model, however, 
is not always satisfied. In many regression tasks, the spread 
of noise might depend on location. Due to the assumption 
that the  -insensitive zone has a tube (or slab) structure, the 
test error (risk) in  -SVR is sensitive toward the changes in 
  on this heteroscedastic data. As shown in Figure 1 (a) and 
(b), parameter   determines the trade-off between sparsity 
and accuracy. As seen from Figure 1 (c), the nonparallel 
bound functions of TSVR captures the characteristics of the 
data set well and yield satisfactory regression function. 
However, the major disadvantage of TSVR is it loses the 
sparsity. The prediction time cost of TSVR is worst among 
the three approaches. Figure 1 (d) shows that the proposed 
pair-SVR derives the satisfying solution to estimating the 
distribution of noise and captures well the characteristics of 
the data set. More importantly, our approach preserves the 
benefit of TSVR, i.e., fast speed in learning, and meanwhile 
has the benefit of sparsity of classic  -SVR, that is, small 
prediction time complexity.  

We then employ the proposed pair-SVR algorithm to the 
approximation of GPS GDOP problem. In order to fairly 
compare the performance of other support vector regression 
algorithm, the same data set from [12] is adopted. In the 
dataset, more than 2500 data pairs are obtained. For forming 
the geometry matrix HHM t , signals from 4 different 
satellites are randomly selected, from which GDOP is 
computed according to (8). The input h1, h2, . . . , h10 are 
extracted by using the Cholesky decomposition on 

RRHH tt  . Finally, inputs are collected accordingly from 
(31). To avoid the biased results, we employ the ten-fold 
cross-validation for the estimation of regression 
performance. All results are presented in average. The 
effectiveness of the GDOP regression model is evaluated by 
the mean square errors (MSEs):  
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The model parameters of classical SVR, TSVR and the 
proposed pair-SVR are tuned by grid-search strategy and 
ten-fold cross-validation procedure. Table I reports a 
comparison of the regression performance of classical SVR, 
TSVR, and the proposed pair-SVR in terms of MSEs, 
training time, and sparsity (the number of basis function (BF) 
used in the final regression model) on the GPS GDOP 
approximation problem. Noted, the number of basis 
function used in the regression model estimated by TSVR 
equals the number of training samples, while the number of 
basis functions in classical SVR and the proposed pair-SVR 
equals the number of support vectors (SVs). In general, the 
number of SVs is much fewer than training samples. 
Because the number of basis function is the main factor that 
effects the prediction time, the prediction speed of TSVR is 
the slowest due to the sparsity of TSVR is the worst. As 
shown in Table I, the training speed of classical SVR is the 
slowest because the learning of SVR needs to solve a large 
dense QPP. The computational complexity for solving the 
SVM-type QPP is O(N3), where N is the number of training 
samples. On other hand, the TSVR and the proposed pair-
SVR employ the strategy that solves two smaller-sized QPP 
rather than a single larger QPP. This strategy makes the 
learning speed of TSVR and the pair-SVR is approximately 
four times faster than classical SVR, as shown in Table I. 
Another disadvantage of TSVR is it considers only the 
training error instead of the generalization performance in 
the primal problem. In other words, TSVR performs the 
empirical risk minimization principle. However, it is well 
known that the superior generalization capability of SVM is 
achieved by performing of the structure risk minimization 
principle. Because both classical SVR and the proposed 
pair-SVR perform the structure risk minimization principle 
by introducing a regularization term that captures the 
characteristics of model complexity, they yield better MSEs 
than TSVR, as shown in Table I. Experimental results have 
demonstrated the effectiveness of the proposed method. 

TABLE I.  PERFORMANCE COMPARISONS. 

Model SVR TSVR Pair-SVR 
MSEs 0.808 0.811 0.808 

Training time 273.1 0.947 2.562 
Num of BFs 1032.1 2250 956.4 

 
In summary, the proposed approach not only has the 

superiority in faster training speed, but also owns better 
generalization ability and faster prediction speed. 

V. CONCLUSION 
One of the more common behavioral manifestations of 

dementia-related disorders is severe problems with out-of-
home mobility. Various efforts have been attempted to 
attain a better understanding of mobility behavior, but most 
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studies are based on institutionalized patients and the 
assessment usually relies on reports of caregivers and 
institutional staff, using observational approaches, activity 
monitoring, or behavioral checklists. Previous studies have 
reported that GPS is an advanced research tool able to 
understand out-of-home behavior better than was possible 
with previous methods. In this paper, the new pair-SVR 
algorithm is proposed to evaluate nonlinear regression 
models for the approximation of GPS GDOP, which can 
improve the use of GPS and advanced tracking technologies 
for the analysis of mobility in cognitive diseases. Motivated 
by TSVR, the pair-SVR estimates indirectly the regression 
model through a pair of nonparallel insensitive upper bound 
and lower bound functions solved by two smaller sized 
SVM- type problems, which makes the pair-SVR not only 
yield the faster learning speed than the classical SVR, but 
also be suitable for many cases, especially when the noise is 
heteroscedastic, that is, the noise is strongly corrected with 
the input. Besides, we improved the sparsity of TSVR by 
introducing an insensitive zone constructed by a pair of 
nonparallel upper bound and lower bound function. Only 
points outside the zone are captured as SVs, and only those 
SVs construct the final regression function. The 
experimental results validate that the pair-SVR not only has 
small training cost, but also owns good generalization 
ability and sparsity. 
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(a)                                                                                        (b) 
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Figure 1. Regression models obtained by (a) -SVR (=0.1), (b) -SVR (=0.01), (c) TSVR, and (d) pair- SVR 
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Abstract—This study shows how intelligence of an individual 
can be determined in different intelligence domains using brain 
and bio-signals. Results of pupil dilation, eye-blink and EEG 
(Electroencephalogram) signals were analyzed. It was found 
that high intelligent individuals (HI) could easily modulate 
their resource allocation and information processing strategy 
than low intelligent individuals (LI) depending on task demand.  

Keywords-multiple intelligence; pupil dilation; eye blink; 
EEG; coherence analysis. 

I.  INTRODUCTION  
Intelligence is one of the characteristics that define 

human beings. However, in practice, the level of intelligence 
varies from individual to individual. At one level it varies in 
degree and at another it varies in kind. In contrast to the 
traditional view that intelligence of an individual can be 
measured with a single score, researchers have argued that 
individuals are intelligent in their own different ways. For 
instance, some are good in logic while some are good in 
language. This idea is strongly supported by the theory of 
Multiple Intelligence (MI) proposed by Howard Gardner [1]. 
Gardner chose eight following domains of intelligence - 
musical-rhythmic, visual-spatial, verbal-linguistic, logical-
mathematical, bodily kinesthetic, interpersonal, intrapersonal 
and naturalistic.  

While the nature of intelligence is debated, the method to 
measure them individually or together has also turned out to 
be a big area of research in educational psychology. Several 
methods such as questionnaires and personal interviews have 
been proposed. Questionnaires are cheap but do not give an 
estimate of subjective potential of an individual. Personal 
interviews do provide a subjective insight into the potential 
of an individual but they are time consuming and expensive. 
Therefore, there is a great need to explore alternative 
methods to assess the potential of an individual in different 
intelligences that are cheap, readily available and subjective. 
We conducted our experimental studies to asses the 
intelligence of an individual based on their brain and bio-
signals such as pupil dilation, eye blink, Galvanic Skin 
Response (GSR), heart-beat and body temperature. In this 
paper, we focus on brain and eye-movement analysis.  
        Previous studies have shown that bio-signals, 
particularly, pupil dilation and eye blinks provide 
complimentary indices of information processing [2]. In 
general, pupil dilates when the processing demand is higher. 
Pupil dilation also indicates sustained information 
processing [3][4]. Similarly, eye blinks also indicate 

cognitive processing [5]. Some independent studies on eye 
blink have shown that eye-blink bursts follow high 
cognitive load or information processing [6][7]. This 
suggests that eye blinks reflect the release of resources used 
in stimulus related cognition [8]. While bio-signals reflect 
the cognitive processing and resource allocation, brain 
signal analysis using EEG such as power analysis and 
coherence also indicate mental activity [9][10].  
      The present paper is structured as follows: In Section II 
we focus on the experiment design and in Section III we 
discuss the results. In Section IV we present the conclusions. 

II. PRESENT STUDY 
We report our experiment to determine the intelligence of 

an individual in fundamentally two different domains namely 
language and visuo-spatial. In the experiment, 40 high school 
students (divided into high and low intelligent individuals 
based on a pre-test) solved 20 questions that were divided 
into tough and easy (10 from each domain).  While 
participants solved the questions, their pupil dilation was 
measured using tobii eye tracker and eye blink was measured 
using a web-camera. Their brain signals were acquired using 
bio-semi EEG device with 32 channels. To better understand 
the processing mechanism of participants, the trials were 
divided into three conditions: pre-stimulus, during-stimulus 
and post-stimulus. Change in pupil dilation, eye movement 
and brain signals during problem solving were contrasted 
with rest state. 

III. RESULTS  
        Results of pupil dilation (Table 1) show that high 
intelligent individuals have greater change in pupil dilation 
for tougher questions and in tasks that require creativity and 
imagination (i.e., visuo-spatial tasks), and lesser change in 
pupil dilation for easier questions and in tasks that require 
algorithmic approach (i.e., language). Low intelligent 
individuals have significant increase in all conditions, which 
indicates higher processing load. High intelligent 
individuals showed higher eye-blink rate for tough and 
creative tasks than low intelligence individuals.  
        Similarly, results of EEG coherence (Figure 1) showed 
higher coherence between pairs of electrodes in frontal lobe 
in theta and alpha band (but not in other bands) for higher 
intelligent individuals for language tasks. For visuo- spatial 
tasks, high intelligent individuals showed wide spread 
coherence indicating a networking of various brain regions. 
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TABLE 1. CHANGE IN PUPIL SIZE AND EYE BLINK RATE IN LANGUAGE AND VISUO-SPATIAL DOMAIN FOR HIGH AND LOW INTELLIGENT INDIVIDUALS 

 
 

 
 
 
 
 
 
 

 
 
 

 
 
 
 

 

 
Figure 1. Significant electrode pairs of HIs and LIs during easy and tough 
tasks in theta and alpha bands in language and visuo-spatial domains 
(confidence level set at .05) 
 

IV. CONCLUSION  
     Overall, our results present following important findings: 
First, high intelligent individuals modulate their brain 
resource allocation patterns according to demand of the task. 
In contrast, low intelligent individuals allocate more 
resources for all kinds of tasks. Second, high intelligent 
individuals allocate restricted brain areas for tasks that 
require fewer resources but different brain regions for tasks 
that require additional resources. Overall, these findings 
showed that individuals with different potentials have 
different ways of processing information. Moreover, bio and 
 

 
brain signals can be reliably used to assess the intelligence. 
In future we will explore other domains of intelligence.   
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  Tough Task Easy Task 
  High-Intelligent (HI) Low-Intelligent (LI) High-Intelligent (HI) Low-Intelligent (LI) 
  Pupil 

variation % 
Eye-

blink/sec 
Pupil 

variation % 
Eye-

blink/sec 
Pupil 

variation % 
Eye-

blink/sec 
Pupil 

variation % 
Eye-

blink/sec 
Language Pre-test 23.2* 0.78* 17.3* 0.62* 14.93 0.41 5.41 0.43 

During-test 36.1 0.34* 28.49 0.52* 2.18* 0.57 15.03* 0.32 
Post-test 11.2 0.87* -1.72 0.32* 5.89 0.65 9.82 0.50 

Visuo-
spatial 

Pre-test 17.12* 0.72* 4.65* 0.64* 19.7* 0.52 -3.78* 0.45 
During-test 39.71** 0.43 22.6** 0.42 7.53* 0.22 10.24* 0.52 

Post-test 9.82 0.89* 8.03 0.41* 17.71 0.75 -1.05 0.35 
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Abstract—Network theory was used to gain a deeper 

understanding of emotional cognition, pretending that 

Shakespearian tragedies of Othello and Hamlet were life-like 

linguistic contexts. A manual segmentation of both plays was 

carried out for defining a lexicon of emotional words 

represented by networks. Using ad hoc developed 

computational methods, further instances of the emotional 

lexicon networks were compared with WordNet’s manually 

extracted data. The results revealed organizations of emotional 

terms’ neighborhoods, evidencing the emergence of emotional 

patterns, with symmetries and breaches of symmetries, thus 

giving a strong support to comprehend the dynamics operating 

on speech production cognitive processes. 

Keywords-language; Shakespeare; network; semantics. 

I.  INTRODUCTION 

Network science considers the organizational principles 
of complex structures found in different fields of research, 
from physics to biology and social sciences. Its starting point 
is the graph, a mathematical structure made of nodes 
connected by links. Network science has recently contributed 
to the study of language as a real-life problem, by analyzing 
the statistical properties of words associations [1], thesauri 
[2], syntactic dependencies networks [3], modeling the 
properties of these structures [1] and proposing abstract 
models for increasing the general knowledge of language 
functions. Though networks were already associated to 
cognition using different methods [4][5], network science 
greatly expanded cognitive science domains, improving 
knowledge about brain connectivity [6], representing 
semantics in the human brain [7] and studying semantic 
organization of memory [1][8][9]. Despite the huge number 
of studies aiming at analyzing language networks, cognitive 
processes underlying these networks have only been studied 
at the phonological level [10], for spoken word recognition 
[11], or failed lexical retrieval [12], thus leaving away the 
study of lexical semantic organization. In this paper, network 
theory was used as an explanatory principle and a 
methodological tool to gain a deeper understanding of 
emotional cognition into the Shakespearian tragedies of 
Othello and Hamlet as the best exemplar of narrative text, 
pretending they were real life situations. We considered 

mental lexicon as the parameter space of cognitive processes 
related to speech production. We considered the mental 
lexicon as a small-world network, and lexical retrieval as a 
search through that network, similar to the PageRank 
algorithm [13] searches through the World-Wide Web. Our 
aim was to represent the organization of words in memory in 
order to develop a more comprehensive view of emotional 
cognition dynamics and to see how the emotional speech 
could be understood and represented as dynamical system by 
network theory. Data obtained through the manual method 
was subsequently compared and analyzed by computational 
systems searching through WordNet, to examine the growth 
of semantic networks with networks obtained by manually 
segmenting both plays. Networks organized in structures that 
span from simple to complex mathematical configurations 
were detected. They represented patterns of semantically 
similar neighborhoods of emotional words, showing 
symmetries and motifs [14]. The organization of these 
semantic networks has been considered as dynamical 
attractors that work on the connections of semantic 
similarity. If two nodes share many common properties then 
it will be very likely that these two nodes share several links. 
Their concepts are definitely connected. The attractors also 
showed different dynamical patterns, used as a representation 
of emotional dynamics in the plays’ characters and of 
productive processes in the verbal production.  

The paper is organized as follows. After a subsection on 
the theoretical approaches to cognitive processes involved in 
emotional speech and behavior, and basic notions about 
network science, the methods used to analyze text as real life 
situations are described in Section II, specifying the two 
different types of analysis: the manual and the computational 
one. Results on the main theme of this paper are then deeply 
discussed in Section III. Conclusions and further 
developments are presented in Section IV, closing the work. 

A. Basic assumptions on emotions and network science 

Emotions as psychological occurrences have exclusive 
traits, they are embodied, displayed into stereotyped 
behavioral patterns of facial expressions and conduct, stimuli 
driven and related to all aspects of cognition. Besides, 
emotions are significantly connected to the social-cultural 
situations in which they occur [15][16]. According to many 
researches [17][18][19][20], a stimulus in the environment 
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triggers a chain reaction in humans. According to Frijda [21], 
emotions trigger cognitive structures, which are 
characteristic of a given emotional experience, by a process 
known as cognitive tuning. Human language represents the 
means to reach a deep knowledge about emotions and body 
language allowing furthermore to understand the other 
participants cognitive mental processing of ideas and 
concepts [22]. Linguistic properties have often been analyzed 
through network science, interpreting language as a graph. A 
classic definition of network is a set of nodes connected by 
edges [23][24][25]. Considering G as an ordered set G = {N , 

E}, where E = {eij = (xi, xj) | xi, xj ∈ N} is a set of paired 

elements of N, among which a relationship is established. 
The components belonging to N are called nodes, or vertices, 
while the components belonging to E are called edges. At the 
words level, the single term is considered a node, while the 
connections among words is the synonymic relation. Crucial 
features of semantic organization can be detected and 
explained with networks models. To analyze the size of a 
semantic network, the total number of nodes (n) and edges 
(m) is calculated. Size in terms of nodes may also be critical 
for the structure of word relationships. Another significant 
feature of semantic networks is the degree of a word (k), 
which identifies its number of links and highlights the weight 
that a single term has as a source of ties (possible 
connections and influences of a word with other words in the 
whole structure). For very large networks, the degree 
distribution deviates significantly from the Poisson 
distribution, as highlighted for the World Wide Web [24], for 
the Internet [26], and for metabolic networks [27]. The work 
of Barabási et al. [23] defines these networks as scale free. 
This structure includes few words which are highly 
interconnected nodes (hubs) participating to a large number 
of interactions and other terms connecting to the network by 
following a preferential attachment to these hubs. The 
mathematical approach based on network science’s 
principles used in this experiment represented a useful tool to 
model and analyze cognition. 

II. METHODS 

This Section describes the two different methods used. 

A. How to 

In order to obtain a cognitive organization of emotional 

terms, these steps were followed: starting from a text a list of 

emotional terms was manually extracted; from this list 

several networks were built as described in the next 

subsection; finally a comparison between these networks 

with the network extracted from WordNet [28][29][44] was 

made to depict and analyze how the emotions are configured 

in the text. 

B. Manual research method 

Two different methods were used for analyzing 

emotional cognition. The first one employed a lexicon of 

about 2000 emotional words, drawn directly and manually 

from the tragedies of Hamlet and Othello, referring to the 

five basic emotions of ‘anger’, ‘love’, ‘sadness’, 

‘joy’/’enjoyment’ and ‘fear’. A first linguistic modeling was 

applied to this data, organizing them in tables divided by 

emotion and five grammatical categories: verbs, names, 

adjectives, adverbs and sentences (i.e., metaphors or 

idiomatic expressions). The annotation system that was used 

is showed in Figure 1. 
From this first step, a second kind of modeling was built: 

the linguistic data was transformed in numerical data, where 
every element was associated to its synonyms, in order to 
create five separated undirected graphs, containing all the 
words selected for each emotion, with links to every 
synonym in the text. The next step was to complete the 
nodes in the networks, using different kinds of codes: 

 a color code to indicate grammatical categories; 

 a numerical code for the same purpose (i.e., Names 
1, Adjectives 2): it allowed the extraction of 
quantitative information about the distribution of the 
nodes in the text; 

 an alphabetical code of small letters to indicate acts 
and scenes (i.e., a=sc.1); 

 an alphabetical code of capital letters indicating the 
character speaking. 

C.  Computational Research Methods 

In order to define a computational model inspired to 
biological cognition, the psychological resource WordNet 
was downloaded from Princeton University’s website [44]. 
Developed by George Miller and collaborators [28][29], the 
resource is an attempt to capture psycholinguistic theory 
within a linguistic system, for defining and modeling the 
meaning of words and associations between meanings. The 
system was then transformed into a network, presenting 
139,999 nodes (at the time the system has been downloaded 
for the present study). The following computational models, 
completely adherent with the WordNet system, were 
developed: 

 R1_Antonyms collected words which stand in 
gradual opposition with a chosen term, have 
complementary meanings, or are the opposite, as 
different and symmetrical terms; 

 R2_Hypernyms created the hierarchical structure of 
the words, taxonomically classifying them into types 
and subtypes; 

 the function R3_Hyponyms collected terms 
correlated by the ‘IT IS A’ relationship; 

 R4_Entailment identified all the terms that were in 
some way required, from a conceptual point of view, 
by the starting term; 

 R5_Similar collected semantic resemblance between 
terms; 

 R6_Synonyms searches for words with share partial 
sharing of semantic content, denotative and 
connotative meaning, are perfectly interchangeable; 

 R7_Related identified the terms correlated to the one 
chosen for the study; 

 R8_Overview identified a mix of all the above 
semantic dynamics for the term under study, for all 
syntactic categories. 
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The above detailed formal models were implemented in 
the software (SWAP), which performs search in the 
WordNet database, and then calculates a network in which 
nodes are connected by edges according to a chosen R.  

 Figure 1. The annotation system used for creating the dictionary and the 

emotional words' classification system. 
 

We thought of these computational models as 
‘emotional-terms-hunters bots’, or search engines (software 
robots) of emotional terms, virtually able to ‘hunt’ all the 
semantic connections related to emotional lexicon. 
Investigating the system with different computational models 
allowed the detection of distinct characteristics due to the 
particular network topology: choosing to move only within 
paths of the network that converged to few nodes or a single 
node, the number of nodes visited decreases, as in the case of 
the computational model R3_Hyphonyms. But, if the paths 
diversified or specialized (as in the case of computational 
models such as R2_Hypernyms and R6_Synonyms), the 
number of visited nodes increased. This could suggest that 
the neighbors of synonyms and hypernyms are more densely 
populated while those of hyponyms are sparser. The total 
network held steady, while the visited part changed. But, if 
the visited nodes were considered as possible states of the 
system, with the computational models seeking synonyms 
and hypernyms, then the number of states eligible by the 
system was wider than in the case of the system using the 
computational model to search for hyponyms. 

III. RESULTS AND DISCUSSION 

Section III highlights and discusses major results. 

A. Manual Research Network Results 

The manual annotation method of emotional terms 
disclosed several features of emotional cognition for every 
character (see an example in Table I). 

Considering parameters λ and γ, where λ is the ratio 
between the average path length (L) and the path length of 
the equivalent random network and γ is the ratio between the 
network clustering coefficient and the random one 
clusterization, the small-world index σ is then calculated as 
the ratio between the clustering coefficient and the path 

length ratios. If γ >> 1, λ ≈ 1, σ > 1 [30], the network 

has a small-world structure. Statistical data reported in Table 
II shows such parameters for emotional terms in both 
tragedies: the emotional language in Hamlet follows a small-
world structure and the same is for ‘fear’ and ‘joy’ in 
Othello. What emerged was that verbs related to the main 
emotions, for example ‘to fear’ in both tragedies, were 
generally pronounced by the main characters in every act. 
Positive emotion words were rare and they generally 
appeared only in negative contexts. The verb ‘to love’ and 
the substantives ‘passion’ and ‘happiness’ in the tragedy of 
Othello, were always related to the idea of ‘hate’, and to the 
character of Iago. The inner emerging dynamics are invisible 
to a classical approach, the association of the character of 
Iago to the idea of ‘hate’ and ‘anger’ could be rather 
predictable, but the semantic slip of the idea of ‘hate’ hiding 
in term such as ‘passion’ and ‘love’ are not completely 
detectable without considering different level of complexity 
and different computational models, such as the one 
proposed to the present study. In Hamlet, the main character, 
according to his dramatic role in the play, had never 
pronounced the most meaningful substantives of the network 
of the term ‘enjoyment’. Later, the computational approach 
allowed to calculate and to visualize the networks dynamics 
in Othello and Hamlet, detecting the main organization 
involved in this process, compared to the growth model and 
the communities of the WordNet networks. 

B. Computer Simulation Results: Network Statistics for 

Emotional Terms 

The statistical values for the analyzed sample of 
networks, for the 5 emotional terms, till 5 levels, together 
with the communities of each network, were calculated. As 
for Othello and Hamlet, such values revealed a small-world 
structure and a broad scale behavior (see as example Tables 
III and IV). It was observed that the relationship between 
nodes varies from one term to the next, with a number of 
similarities among terms. It should be noted that for certain 
terms the overall number of nodes and edges is very high, 
and the number of nodes and number of edges are correlated. 
It also stands out that the term ‘fear’ is the one with the 
absolute highest number of nodes and edges, at all the levels 
that were taken into consideration (Table V and Figures 2, 3 
and 4). 

 
Figure 2. First level of the experimental run with the computational system 

R8_Overview. 
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TABLE IV. SMALL WORLD PARAMETERS FOR THE NETWORK OF THE TERM 

‘FEAR’, WHICH IS A VERY MUCH CLUSTERED AND SMALL WORLD NETWORK. 

‘fear’  n γ λ σ 

 8228 60.81 1.226 49.61 

 
Results from the other experimental runs are presented in 

Appendix B [43]. The degree was also distributed among 
individual networks in accordance with the terms that 
presented a very high correlation between nodes and edges. 

Networks clustering peaked in correspondence with 
‘anger’ and ‘sadness’, reflecting high search levels in the 
WordNet repository. On the other hand, the networks’ 
efficiency seemed to follow a trend that was only marginally 
significant to increase in search levels. Another important 
element was represented by the network’s diameter, which 
grew in correspondence with the increase in size of the 
linguistic networks. A comparative analysis about simulated 
and inside the tragedies communities was made and it is 
reported in the following paragraph. 

 
 

 
 
 

 
 

TABLE V. NETWORK STATISTICS (n=NUMBER OF NODES,  m=NUMBER OF 

EDGES, <k>=AVERAGE DEGREE, C=CLUSTERING COEFFICIENT, 

E=EFFICIENCY, <L>=AVERAGE PATH LENGTH,  d=DIAMETER,  δ=DENSITY) 

FOR THE TERM ‘FEAR’ FOR FIVE EXPERIMENTAL RUNS. 

Net n m <k> C E <L> d δ 

Fear1 11 10 1.82 0 0.09 0.48 1 0.09 

Fear2 72 98 2.72 0.08 0.07 2.3 3 0.02 

Fear3 393 769 3.91 0.16 0.05 3.66 5 0.005 

Fear4 2178 4778 4.39 0.17 0.04 4.73 7 0.001 

Fear5 8228 23521 5.72 0.23 // 5.41 13 0.0004 

C. Analysis of both Computational and Manual Networks 

The various search algorithms that were developed 
contributed to the creation of completely different networks, 
identifying the relationships within WordNet’s deep 
structure. In order to collect all of the experimental data, the 
search algorithm R8_Overview was used. For each emotional 
term, the search variable ALL was applied (thus the 
algorithm searched for and inserted in the network all the 
grammatical categories for the studied term, only varying in 
the depth level – in this case, from level 1 to level 5). For 
each search level, the relationships established between 
terminal nodes were not taken into account. 

D. Computer Simulation Results: Emerging Cognitive 

Attractors 

The term ‘love’ was used as an example. Two 
fundamental dynamics showed noticeable phenomena, both 
quantitative and qualitative. 

 

 
Figure 3. Second level using the function R8_Overview, for the term ‘fear’. 

It shows a significant network’s growth and three communities. 

TABLE I. STIMULUS-TRIGGER MODEL [20] APPLIED TO SOME CRUCIAL EVENTS OF THE TRAGEDIES (MANUAL ANNOTATION METHOD). MORE DATA IN 

APPENDIX A [43]. 

Event Stimulus Event: ‘threat’ Cognition: ‘danger’ Feeling State: ‘fear’ 
Overt Behavior: 

‘escape’ 
Effect: ‘safety’ 

Othello: 

ACT II SC III Othello is afraid 

of what Iago says about 

Desdemona and Cassio 

Desdemona could betray him 

and fall in love with Cassio 
Desdemona is unfaithful 

and Cassio is a betrayer 
Fear of betrayal 

He escapes the idea 

of a betrayal 

Iago could be wrong 

and his love is not in 

danger 

Event: 
Stimulus Event: 

‘obstacle’ 
Cognition: ‘enemy’ 

Feeling State: 

‘anger’ 

Overt Behavior: 

‘attack’ 

Effect: ‘destroy 

obstacle’ 
Hamlet: 

ACT II SC II Hamlet discovers 

the truth about the betrayal of 

his mother 

The shame that the Queen 

threw upon Hamlet and his 

father must be revenged 

Hamlet perceives his 

mother as an enemy: she 

is a betrayer 

Disgusted by the 

Queen’s treachery, 

Hamlet is mad for anger 

Hamlet prepares his 

revenge against the 

Queen 

He is going to destroy 

his mother, revenging 

his father 

TABLE II. SMALL-WORLD PARAMETERS [30]. 

Hamlet 

Network γ λ σ 

‘fear’ 2.32095 0.96244 2.41154 

‘anger’ 1.67713 0.99621 1.68352 

‘joy’/’enjoyment’ 2.00461 1.00792 1.98886 

‘love’ 1.70119 0.99388 1.71167 

‘sadness’ 1.96461 0.97257 2.02008 

Othello 

‘fear’ 1.54020 1.00695 1.52956 

‘joy’/‘enjoyment’ 1.42291 1.01292 1.40476 

TABLE III. FIT RESULTS FOR THE DEGREE DISTRIBUTION OF THE 

NETWORK OF THE TERM ‘FEAR’, SUGGESTING A TRUNCATED POWER LAW. 

‘fear’ 
Truncated Power Law Power Law 

a b kc R2
adj a b R2

adj 

in 1.041 -1.096 22.24 0.999 1.007 -1.5 0.996 

out 0.295 0.035 9.435 0.9994 0.355 -0.675 0.804 

tot 0.957 -0.779 66.16 0.976 0.976 -0.895 0.969 

‘fear’ 
Exponential Law 

a kc R2
adj 

in 1.652 1.783 0.962 

out 0.3 9.956 0.9992 

tot 0.817 5.64 0.83 
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Figure 4. Third level using the function R8_Overview, for the term ‘fear’, 

with a greater growth rate of both the network and the communities.  

 

1) The Growth of the Network Structure Through the 

Function R8_Overview 

Networks analysis was carried out using the software 

Mathematica. The program to achieve communities of 

networks with this software is given in the Appendix C of 

supplementary materials [43]. This network is composed by 

a mix of names and verbs, related to the term ‘love’ in all its 

varieties of manifestation and behavior. 
The first levels of the system and the communities of the 

network (Figure 5) showed strongly connected terms, 
sharing mutual meaning relationships: links are bidirectional. 
In fact, there is a clustering of terms based on the 
communities to which they belong. The verbs of the first 
experimental run for the word ‘love’ have reciprocal links, 
which create an emerging structure with terms very close 
from the semantic point of view. The emerging structure is a 
complete graph (see following paragraphs for details). The 
second community presented different relationships, less 
dense and more distant, and moreover, with a different 
spatial organization. From a cognitive perspective, these 
differences in topology may imply a greater clustering of 
terms (denser neighborhoods [10]), resulting in a higher 
availability of the terms of one community compared to 
another.  

In the second level of the network, the number of 
communities arose from 2 to 4 and, as before, the dynamical 
reorganization of meanings was complex. The denser 
community didn’t change throughout the growth processes, 
while the other community acquired new terms. These 
additions let the three new communities emerge, i.e., three 
new network topologies. A growth that was significantly 
different from Barabási and Albert’s preferential attachment 
[23] was observed in this case, given that each node had the 
possibility to develop in multiple dimensions of the semantic 
space.  

 
Figure 5. Communities of the first growth level of the term ‘love’. The 

whole network is showed on the left, and the communities on the right. 
 

At level 4, this phenomenon kept getting more and more 
complex: here, the computational system collected a network 
composed by 290 nodes and 2546 edges, structured over the 
13 communities. 

Many of the communities among the 13 formed in this 
level, though still belonging to the term ‘love’, created in 
turn second level structures, which reproduced the structures 
observed at the first depth level of search algorithm. 
Topologically, similar structures emerged in this network, 
with the same spatial organization, but with different terms. 

These structures started to grow in neighborhoods 
characterized by highly connected terms, or in 
neighborhoods, which were globally poorly dense, but 
locally dense. From this analysis, generative growth models 
were detected: they worked combining their own growth 
mechanism to other existing ones, thus realizing creative 
cognitive processes of terms association. 

 

2) The Associative Dynamics Obtained through the 

Functions R2_Hypernyms, R3_Hyponyms and 

R6_Synonyms 
The simulations with the functions R2_Hypernyms, 

R3_Hyponyms and R6_Synonyms revealed interesting 
behaviors of terms organizations. Again, using ‘love’ as an 
example, simulations were run for the three functions at level 
4, in order to understand the general dynamics of aggregation 
and the related network topologies that sustained such 
functions. 

For the function R2_Hypernyms, the computational 
simulations gave the network (Figure 6) showing behaviors 
of terms aggregation, which were similar to the synonyms. 
As for the function R3_Hyponyms, instead, the topological 
organizations of the emerging communities were different. 
The relationship between nodes and edges had the same 
nature for synonyms and hypernyms, changing for the 
hyponyms network. 

As regards the function R2_Hypernyms, it showed 
behaviors of terms aggregation that are similar to the 
synonyms, as can be seen in Figure 7. 

As for the function R3_Hyponyms, instead, the 
topological organizations of the emerging communities are 
different, as showed in Figure 8. In this last network, 
communities were not linked: hypernyms network showed a 
greater amount of communities as for the other two 
functions, but these communities were composed by terms 
settled in non-densely populated neighborhoods, which 
somehow linked themselves to the key terms of every 
detected sub- community.  

 
Figure 6. Network obtained by R2_Hypernyms starting from the term ‘love’, 

and realizing a structure composed by 125 nodes and 1142 edges. 
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Figure 7. Communities of the hypernyms network of ‘love’. The structure 

had 168 nodes and 1480 edges. 

 

 
Figure 8. Hyponyms network, presenting 370 nodes and 758 edges. The 

aggregational structures are limited to few terms, often not interconnected. 
 

What emerged were structured dynamics hiding in both 
computational and cognitive modeling, similar to a mental 
lexicon organization, shaped by the processes of 
clusterization according to semantic fields and grammatical 
categories or according to a set of stimulus-reaction families, 
which activated different cognitive spreading activation 
dynamics of meaning. 

The clusterization of emotional terms at the first level 
appeared as a structured set of three main collections linked 
to the central term love. The emerging idea is that terms 
clustered according to grammatical categories, where verbs 
topologically and quantitatively represented the main nucleus 
and two outlying clusters composed by adjectives and 
substantives fork, changing the main geometry. At the 
second level of growth, the communities arose with the 
grammatical clusterization of substantives and related 
hypernyms, hyponyms and synonyms. The third level totally 
broke the initial topology of the network, creating new 
ramifications, which semantically blended. The term love 
reached its whole geometry covering with brand-new 
meanings. The emerging grammatical phenomenon is the 
absence of relevant new verbs, in fact, newly appeared 
categories were substantives, adjectives and adverbs. The 
existing set of adjectives near the meaning of ‘dear’ 
increased its cluster, strengthened its connotation and mixed 
grammatical categories. At this level, emerging phenomena 
focused on specific growing principle and structured 
dynamics hiding in computational modeling and similar to a 
mental lexicon organization. 

E. The Resulting Dynamics for Othello and Hamlet 

The emergence of communities was analyzed in the five 
networks related to the five basic emotions in Hamlet and 
Othello as well (Figure 9). 

1) ‘anger’ 
Starting with Othello (Figures 10 and 11), the first level 

of connection of the central term was related to the concept 
of ‘evil’. The growing process of the synonym network 
proceeded in a shading semantic path, sliding from the 
notion of ‘fury’ and ‘rage’, to the conceptualization of ‘bad’ 
and ‘evil’. First high degree nodes arose as central 
architecture of meaning where the emotional lexicon was 
shaped. At an advanced growth level ‘foul’ created a new 
geometry, connecting the meaning of ‘evil’ and ‘bad’ to the 

concept of ‘madness’ with the term ‘foul’. The creative 
process seemed to model the shade of meaning according to 
the cognitive dynamics involved in the play. There were 
different levels of synonymy, which modeled the topology of 
the network. 

The second major clustering of the network reorganized 
the semantic space, moving from the concept of ‘madness’ to 
the cluster with the highest degree node ‘caitiff’. The new 
shade of meaning shuttled to another dimension and affected 
the initial denotation of ‘anger’, according to the well-known 
plot of Othello, where the idea of ‘evil’ and ‘anger’ was 
strictly related to ‘dreadful traitors’. The term ‘anger’ was 
analyzed in detail in Hamlet too, through the visualization of 
three time steps of its network evolution, from a single node 
to a small synonymic network.  

At time step 1 (see Figure 12), ‘anger’ linked itself to 
other key terms such as ‘rage’, ‘choler’ or ‘wrath’, 
reproducing results that were similar to WordNet networks, 
where they were considered pure synonyms of ‘anger’. Due 
to diachronic mutations of semantic areas of the terms, in 
this step other words were included as synonyms, such as 
‘gall’, ‘distemper’ or ‘venom. These elements gave 
remarkable hints about the author perception of the emotion 
‘anger’, always focused on poisonous and contagious 
elements. Unsurprisingly, at the second level of the network 
(Figure 13) terms as ‘poison’ and ‘contagion’ appeared, 
progressively expanding the semantic area covered by the 
initial node ‘anger’. It is interesting to note the immediate 
presence of the term ‘madness’ in the network, already at 
level 1 of its evolution and growing at level 2, linking to 
other existent nodes such as ‘choler’, Furthermore, ‘lunacy’ 
was added as node to the network configuration. ‘madness’ 
and ‘poison’ (which are the two leitmotifs in Hamlet’s plot) 
were well-represented concepts in Shakespearian language 
production networks. 

 

 
Figure 9. Communities of emotional words in Othello (left) and Hamlet 

(right).  
 

 
Figure 10. The network of emotion ‘anger’ in Othello at levels 1, 2, 3 and 

5, clockwise. 
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Figure 11. The network of term ‘anger’ in Othello, at the second level of 

clustering on the left. 

 

1)  ‘fear’ and ‘joy’ 
‘fear’ and ‘joy’ were analyzed as well. Two levels of 

growth were found by using both methods: the 
computational and the manual one showed few similar 
results. The term ‘joy’ reflected the same dynamics of 
growth. In the computational model, the starting point was a 
first setting of direct synonyms, which clearly belonged to 
the semantic field of ‘joyfulness’. As seen in Figure 14, the 
manual model, at the first level, reproduced a structure of 
cognitive organization similar to WordNet communities, 
connecting the word ‘joy’ with a specific set of word 
(‘delight’ and ‘pleasure’).  

The second level detached from the probability rules of 
the computational model, clustering the terms according to 
different cognitive processes, used in the creation of the 
tragedy’s plot. Then, the term ‘joy’ acquired a different 
shade, growing in a non-linear sense, towards the semantic 
field of ‘satisfaction’ and ‘bliss’ with a hidden idea of 
‘revenge’. This outcome was due to the differences in the 
structural properties of the two networks: the computational 
one grew by searching into a bigger database (WordNet) and 
looking for various kind of connections, while the manual 
one focused on the search of strong (mainly synonymic) 
links inside the pool of words used by Shakespeare in 
Hamlet. It is noticeable that while the first network allowed a 
general exploration of the semantic space of the ideal term 
‘fear’, the second network was strictly indicative of 
Shakespearean lexical choices. The relationship between the 
same term in the two networks reflected the relationship of a 
‘type’ with its ‘token’, where a ‘type’ represents a 
prototypical concept, and the token represents one of its 
possible real occurrences (in this case, the one chosen by the 
author of the tragedy). 

 
Figure 12. The network of the term ‘anger’ in Hamlet, at level 1. 

 
Figure 13. The node ‘anger’ in Hamlet, at level 2. 

 

2) Body and Emotions Dynamics in Othello and Hamlet 

Physiological changes due to specific emotions represent 

reparatory reactions to specific events [31]. Most of these 

modifications are highly visible, such as increase/decrease 

in heart rate, changes in skin complexion, etc. A deep 

analysis of the metaphors and images consciously or 

unconsciously associated to emotional states helped 

clarifying the way emotions are perceived. In the networks, 

we found a good example for this phenomenon, useful to 

discover how the characters of the plays sensed emotions. In 

Figure 15, the cluster in the network revealed how 

‘mourning’ and ‘sorrow’ were expressed through a group of 

interconnected verbs. Sorrow expression was linked to 

hearing and voice. Thanks to clusters visualization, it was 

easy to study verbs such as: ‘to mourn’, ‘to weep’, ‘to 

grieve’, and ‘to lament’. They shared different auditory 

variations of the same sense, through which ‘sorrow’ 

became concrete and audible. Tables opened the possibility 

to enter in the character’s inner sensing and understand how 

an emotion shaped its body and mind. 
 

 
Figure 14. Growth levels Comparative analysis (first top and second level 

bottom) of the term ‘joy’: manual (right) and computational (left) methods.  
 

 
Figure 15. ‘sadness’ (Hamlet). Focus on the cluster of verbs representing 

pain and its expressions. 
 

3) The Emotional Continuum in Cognitive Phenomena: 

Dynamical Transitions 
Generally, emotions are described as a discrete 

phenomenon [32][33]. In real situations, subjects experiment 
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a continuous passage from one emotion to another, giving 
the change of the variables (internal and external factors) that 
influence cognitive behavior [34]. 

We use networks and communities of emotional words as 
indicators of these complex changes in Shakespearean 
characters. In fact, networks visualizations made visible the 
intersection points between different emotional words. It 
allowed us to identify those terms recurring in every (or 
almost every) emotional phenomenon, as can be seen in 
Table VI for Hamlet and Othello.  

F.  Emerging Motifs as Cognitive Attractors 

After this initial work, we found that cognitive networks, 

not only created structured connections between terms, but 

such terms, far from being arranged randomly, had an 

organization. We assisted to the emergence of self-

organizing structures [35][36]. In discrete dynamic systems, 

such as Cellular Automata, said motifs are known as gliders 

[37], and are responsible for the stowing and transportation 

of information [38][39]. Similarly, the growth of linguistic 

networks produced increasingly complex structures, 

showing that there existed many modalities of network 

growth: at the global level, within the social/cultural 

expression of emotions, and at the community of words 

level, within the large domain of the characters dialogue. 

Well organized patterns were observed, recalling platonic 

solids and other multidimensional geometric figures. Each 

motif was preceded by the starting emotional noun and 

followed by a number. The latter defined the order of 

appearance of the motif within the growth of the emotional 

linguistic network. An iconographic apparatus was 

associated to each motif: two images that present the 

constitutive elements of the motif itself in two dimensions, 

one with linguistic tags and one without, and one three-

dimensional image. Some explanatory examples are 

provided below. 

G. Complete Graphs, Symmetries and Breaches of 

Symmetries 

Complete graphs were composed of n nodes, each of 

which was connected to all of the other ones. These motifs 

possessed both reflective and translational symmetries. 

Since the detailed study of said symmetries went beyond 

this article’s objectives, for further details please see [40]. 

For explanatory purposes, it must be pointed out that 

polygons have two dimensions, prisms are three-

dimensional objects (whose volume is composed of a finite 

number of planar polygons), and polytopes have various 

dimensions (4, 5 . . . n . . .), known as polychorons. The 

concept of polytopes extends that of prism to various 

dimensions. Some of the emerging motifs that were found 

belonged to the prism category and others to the polytopes 

category. 

A second category of motifs was similar to the previous 

one, although some of the edges were removed: this resulted 

in the loss of some symmetries, also known as breach of 

symmetries. The latter had a very complex organizational 

nature; for example, the breach of two symmetries, if 

appropriately situated, could restore symmetry [41]. This 

category of motifs highlighted the presence of non-

conventional symmetries of great interest to the previously 

presented cases. Many of these motifs presented a pair of 

elements joined by a double bond that pointed to other 

nodes situated in a plane orthogonal to the pair’s axis. For 

example, AngerEP_C1 presented a pentagonal structure 

orthogonal to the pair’s axis. The most outstanding 

symmetry in this structure was the 72° rotation, as in the 

traditional pentagon. Similarly, AngerEP_C3 presented an 

octagon on the plane orthogonal to the pair’s axis, with a 

rotational symmetry of 42°. Examples of said motifs are 

presented in Figure 16 with the labels on the left, the link 

directions in the middle, and 3D structure on the right. 

AngerEP_B1 (containing the term ira, synonym of anger 

and degenerated to other meanings) and DisgustEP_B1 

underwent a break of symmetry. 

H. Motif Composition 

The emergence and breach of symmetries provided 

information regarding the extraordinary compositional 

abilities of the organizational and semantic structure of 

language. The sequence of motifs and patterns highlighted 

the typical nature of a generative grammar, significantly 

recalling the language of chemistry and the formation of 

biological macromolecules. Figure 17 shows some 

examples of the motifs AngerEP_D1 and AngerEP_D2, 

which identify attractors of emotional terms. 

A variant of this structure was found in DisgustEP_D3, 

where a 3-simplex and a triangle related to the pair’s axis. 

This case also presented a double breach in symmetry that 

reproduced another symmetry. Motif DisgustEP_D4 was 

more complex and difficult to visualize (and represent). 

Parallel to a plane containing a triangle, a square developed 

on a plane to one side, and a triangle to the other side, 

resulting in a breach of symmetry. The motif DisgustEP_D5 

highlighted the emergence of a complex structure, starting 

from a complex 3-motif graph, from which several bonds 

with other motifs unraveled, situating themselves in a 

variety of manners across space. The motif 

ExpectationEP_D1 was particularly interesting: two 

TABLE VI. CROSS-EMOTIONAL TERMS IN HAMLET AND OTHELLO 

Hamlet ‘fear’ ‘anger’ ‘sadness’ ‘love’ ‘joy’ 

‘blood’ + + + + - 

‘soul’ - + + + - 

‘heart’ - + + + + 

‘passsion’ - + + + - 

‘madness’ + + + + - 

‘fire’ + + + + - 

‘bosom’ - + + + - 

‘heat’ - + + + - 

Othello  

‘blood’ - + + - - 

‘soul’ - + + + + 

‘heart’ + + + + + 

‘love’ - + + + - 

‘happiness’ - + + + + 
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complete graphs composed of a 9-simplex and a 3-node 

motif, joined around the axis of a node pair. The two nodes 

connected, one opposite the other, to the central pair and to 

one of the motifs, respectively. 
 

 

 
Figure 16. The figure shows examples of symmetries that intercept the 

semantic organization of two emotional terms. 
 

This kind of visualization highlighted a typical feature of 

emotions: they tend to blend and mix in a sort of continuum 

[42], with no clear borders.  

IV. CONCLUSIONS 

This analysis was a non-conventional study of texts full 

of emotional cognition: Hamlet and Othello, the two well-

known Shakespeare’s tragedies. The aim was to convert 

these masterpieces in a multi- dimensional field of 

exploration in order to understand how the creative 

processes in the Shakespeare mind modeled an emotion, 

how the emotional words semantic network was involved in 

the process, and how a character, like any other person, felt 

and expressed an emotion inside communicative contexts. 

 
Figure 17. This collection of images represents two different semantic 

organizations for the emotional term ‘anger’. 

The first step was the creation of a list of names, verbs, 
adjectives, adverbs and sentences for five specific emotions, 
manually segmented from both plays. Terms referred to 
‘anger’, ‘love’, ‘sadness’, ‘joy’ and ‘fear’ and their related 
semantic fields were selected. The list included specific 
characteristics for each term, such as who pronounced it, 
when it appeared in the plays, its context and the perceptual 
modality by which it was expressed. Then, complex systems 
theory was applied to the analysis of emotional cognition and 
these words were transformed into networks. The 
investigation was further explored by interconnecting the 
first skeleton of words with WordNet, thus allowing the 
flourishing of emotional words organization patterns, 
emerged from the interaction of many basic components at 
several levels of complexity. 

The investigation highlighted the following issues: 
- emotional states represented dynamical conditions 
explained through linguistic and behavioral complex 
configurations; 
- transitions existed at different emotional states; 
- linguistic and behavioral attractors were detected as stable 
configurations or related words patterns, which demonstrated 
complex organization, with symmetries and breaches; 
- such attractors were identified by a set of variables 
describing environmental, cognitive and physical features of 
the main characters of both plays; 
- patterns variations demonstrated the same features of 
chaotic systems: small changes in variables’ values involved 
abrupt qualitative behavioral changes (both in corporeal and 
cognitive states changes). The transition from one attractor to 
another could represent phase transitions from an emotional 
state to another; 
- complex organization motifs can be found in both the plays 
and in the WordNet search networks, that not only 
highlighted the complexity of the neighborhoods of each 
emotional term, but that such neighborhoods came with 
special organized structures, with different geometrical 
features, which arose during linguistic production. 

The emotional terms networks’ growth showed a 
different level of complexity for the various terms, which far 
from being strictly ordered, created many cognitive 
organization patterns. Results showed the evolution of the 
story plot connected to the growth of the emotional cognition 
networks, at the single character, and at the global level, 
particularly represented by transitions among different kinds 
of emotions, that demonstrated the complexity of the 
emotional dynamics in the characters of both plays. 

The innovative contribution of this paper was to highlight 
how these elements are brought together in an extraordinary 
variety of patterns and dynamics, which according to us can 
represent an expression of cognitive organization of emotion.  
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Abstract—The emergent technology of virtual presence systems
opens up new possibilities for locked-in syndrome patients to
regain mobility and interaction with their familiar environment.
The classic locked-in syndrome is a state of paralysis of all four
limbs while retaining full consciousness. Likewise, there is a
paralysis of the vocal tract and respiration. Thus, the central
problem consists in controlling a system only by eyes. In this
paper, we present a prototype of a communication interface
for patients with locked-in syndrome. The system allows the
localization and identification of objects in a view of the local
environment with the help of an eye tracking device. The selected
objects can be used to express needs or to interact with the
environment in a direct way (e. g., to switch the lights of the
room on or off). The long term goal of the system is to give
locked-in syndrome patients a larger flexibility and a new degree
of freedom.

Keywords–Biomedical communication; Human computer inter-
action; Eye tracking.

I. INTRODUCTION

It is undoubtedly a major challenge for locked-in syndrome
(LIS) patients to communicate with their environment and to
express their needs. Patients with LIS have, for example, to
face severe limitations in their daily life. LIS is mostly the
result of a stroke of the ventral pons in the brainstem [1].
The incurred impairments of the pons cause paralysis, but
the person keeps his or her clear consciousness. The grade of
paralysis determines the type of LIS and has been classified
in classic, total and incomplete LIS. Incomplete LIS means
that some parts of the body are motile. Total LIS patients are
like classic LIS patients completely paralyzed. However, the
latter ones still can perform eyelid movements and vertical eye
movements that can be used for communication. Therefore,
several communication systems for classic LIS patients have
been designed in the past.

This paper provides, in contrast to already existing solu-
tions, an alternative way to enable LIS patients to use eye
gaze and eye gestures to communicate with their environment.
In the presented prototypic environment, the patients will
see exemplary scenes of the local environment instead of
the typically used on-screen keyboard. These scenes contain
everyday objects, e. g., a book the impaired person wants to
read, which can be selected using a special eye gesture. After
selection, the patient can choose one of various actions, e.g.,
“I want to read a book” or “please, turn the page over”. A

selection can either lead to a direct action (light on/off) or to
a notification of a caregiver via text-to-speech.

In a long-term perspective, the aim is to build a system
where the screen shows a live view of the environment
captured by a virtual presence systems (VPS). The LIS patient
should also have the ability to control the VPS. This enables
the patient to directly interact with its environment. To be able
to perform direct actions with some everyday objects (e. g., a
light switch), the system has to be extended with an object-
recognition approach.

The text is structured as follows: Section II describes
related work and other communication systems using eye
tracking. Section III describes the prototype design with the
implementation of eye gesture recognition and simple object
recognition. In Section IV and V, the evaluation results will
be presented and discussed. This work will be concluded
alongside a description of future work in Section VI.

II. RELATED WORK
This section gives a brief overview on eye tracking and

already existing systems that support LIS patients with their
communication.

A. Eye Tracking
Many existing eye tracking systems use the one or other

kind of light reflection on eyes to determine the direction of
view. The human eye reflects incident light at several layers.
The eye tracking device used for controlling the prototype
employs the so-called method of dark-pupil tracking. Dark-
pupil-tracking belongs to the video-based eye tracking meth-
ods. Further examples are bright-pupil- and dual-Purkinje-
tracking [2].

For video-based systems, a light source (typically infrared
light) is set up in a given angle to the eye. The pupils are
tracked with a camera and the recorded positions of pupil
and reflections are analyzed. Based on the pupil and reflection
information, the point of regard (POR) can be calculated [2]. In
Figure 1, the white spot just below the pupil shows a reflection
of an infrared light on the cornea. This reflection is called
the glint. In case of dark-pupil tracking, it is important to
detect both, the pupil center and the glint. The position of
the pupil center provides the main information about the eye
gaze direction while the glint position is used as reference.
Since every person has individually shaped pupils, a onetime
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Figure 1. The reflection of the infrared light on the cornea.

calibration is needed. In case of a stationary eye tracker, also
the distance between the eyes is determined to calculate the
position of the head relative to the eye tracker.

B. Other Systems
There are many prototypes that have been developed in

order to support LIS patients with their communication. Many
of them are video-based eye tracking systems. One of the first
systems was the communication project ERICA developed in
1989 [3]. With the help of the system users were enabled to
control menus with eyes. They were able to play computer
games, to hear digitized music, to use educational programs
and to use a small library of books and other texts. Addition-
ally, ERICA offered the possibility to synthesize speech and
control nearby devices. Currently available and commercial
communication systems for LIS patients are basically based on
ERICA. These systems include the Eyegaze Edge Talker from
LC Technologies and the Tobii Dynavox PCEye Go Series.
The Tobii solution provides another interaction possibility
called “Gaze Selection” in addition to an eye controlled mouse
emulation. It allows a two stage selection, whereas starring at
the task bar on the right side of the screen enables a selection of
mouse options like right/left button click or the icon to display
a keyboard. Subsequently, starring on a regular GUI-element
triggers the final event (such as “open document”). Two-stage
means that the gaze on the target task triggers a zoom-in event.
It is said, that this interaction solution is more accurate, faster
and reduces unwanted clicks in comparison to a single stage
interaction.

Furthermore, current studies present alternative eye based
communication systems for LIS patients. For example, the pro-
totype developed by Arai and Mardiyanto [4], which controls
the application surface using an eye gaze controlled mouse
cursor with the eyelids to trigger the respective events. This
prototype offers the possibility to phone, to visit websites,
to read e-books, or to watch TV. An infrared sensor/emitter-
based eye tracking prototype was developed from Liu et al. [5],
which represents a low-cost alternative to the usual expensive
video-based systems. With this eye tracking principle, only
up/down/right/left eye gaze moves can be detected as well as
staying in the center using the eyelids to trigger an event. By
using the eye movement, the user can move a cursor in a
3 × 3 grid from field to field. And by using the eyelids, the
user can finally select the target field. Barea, Boquete, Mazo,
and Lpez [6] developed another prototype which is based on
electrooculography. This prototype allows by means of eye
movements to control a wheelchair allowing an LIS patient to
freely move through the room.

Figure 2. An example scene used with this prototype.

All prototypes that have been discussed so far are based on
an interaction with static contents on screen, for example of a
displayed 2-D keyboard. However, the prototype presented in
this contribution shows a path to select objects in a 2-D picture
by a simulated object recognition. This allows an evaluation of
the system without the need of a full recognition engine. The
latter will lead to a selection of real objects in the patient’s
proximity.

III. OUR METHOD
Now, we will present the concept and implementation

details of our method.

A. Concept
The following section provides an overview of the basic

concept of this work. As already mentioned, the impaired
person will see an image of a scene with typical everyday
objects. This image is representative for a real scene, which
is to be captured by a camera and analyzed by an object
recognition framework in future work. Figure 2 shows an
image of one possible scene. The plant can be used by a LIS
patient to let a caregiver know, that one would like to be in
the garden or park, the TV can be used to express the desire
to watch TV, while the remote control directly relates to the
function of the room light. The red circle shown at the center of
the TV illustrates the point of regard (POR) calculated by the
eye tracker. The visual feedback by the circle can be activated
or deactivated, depending on individual preferences.

An object is selected by starring a predetermined time on
the object, what we call a “fixation”. With a successful fixation
a set of options will be displayed on the screen. A closing of
the eyelids is used to choose one of these options. Depending
on the selected object, a direct action (e. g., light on/off) or an
audio synthesis of a corresponding text is triggered (e. g., “I
would like to read a book.”).

Furthermore, other eye gestures have been implemented
to control the prototypes. By means of a horizontal eye
movement, the object image is changed. And by means of
a vertical eye movement, the visual indication of the POR can
be switched on and off.

B. Implementation
The eye tracking hardware used is a stationary unit with

the name RED manufactured by SensoMotoric Instruments
(SMI). RED comes with a Notebook running a controller

121Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-462-6

COGNITIVE 2016 : The Eighth International Conference on Advanced Cognitive Technologies and Applications

                         132 / 147



Figure 3. This figure shows the components of the prototype.

software. The latter provides a network component to allow an
easy communication between the hardware and any software
through a well-defined network protocol.

Figure 3 gives a brief overview of all components of our
prototype. Area 1 shows the patient’s components to display
test scenes with different objects. The stationary eye tracking
unit is shown in area 2. Area 3 shows the eye tracking
workstation with the eye tracking control software in area 4.
Finally, area 5 contains a desk lamp, which can be turned on
and off directly with a fixation of the remote control shown in
Figure 2.

C. Eye Gesture Recognition
Eye gesture recognition is based on the following principle:

the received POR-coordinates from the eye tracker are stored
in circular buffer. At each coordinate insertion the buffer is
analyzed for eye gestures. These eye gestures are a fixation, a
closing of the eyelids, and a horizontal/vertical eye movement.
The following values can be used to detect these eye gestures:

• the maximum x- and y-value: xmax, ymax

• the minimum x- and y-value: xmin, ymin

• the number of subsequent zero values: c

The detection of the fixation is performed as follows:

|xmax − xmin|+ |ymax − ymin| ≤ dmax, (1)

where dmax is the maximum dispersion while the eye move-
ments are still recognized as fixation. The value of dmax is
individually adjustable.

The detection of a closing of the eyelids is realized by
counting the amount c of subsequent coordinate pairs with zero
values for x and y. Zeros are transmitted by the eye tracker,
when the eyes couldn’t be recognized. This occurs on the one
hand when the eyelids are closed, but on the other hand when
the user turns the head or disappears from the field of view of
the eye tracker. Therefore, this event should only be detected
if the number of zeros corresponds to a given time interval:

(c > cmin) ∧ (c < cmax) (2)

All variables cmin and cmax can be customized by the impaired
person or the caregiver, respectively.

Figure 4. Simulated object recognition.

The combination of these two different approaches is a
benefit, because object selection is realized through the fixation
while option selection is done by closing the eyelids. The latter
allows the LIS patient to rest the eyes while the option panel
is open. Hence, the patient can calmly look over the offered
options in order to get an overview.

For the horizontal eye gesture detection, a given range of x-
values must be exceeded while the y-values remain in a small
range, and vice versa for the vertical eye gesture. As already
mentioned, the horizontal eye movement is used to switch
between different images. But this functionality is not a part
of a later system and is merely a simple additional operation
to present a variety of objects while using this prototype. The
vertical eye movement (vertical eye gesture) is used to enable
or disable the visual feedback of the POR. While the visual
presentation of the POR may interfere with the passing of
time, the marker can be used to check the accuracy of the eye
tracking.

D. Simulated Object Recognition
Figure 4 shows schematically the principle of the simulated

object recognition. It is based on a gray-scale image that serves
as a mask for the scene image. On this mask the available
objects from the scene image are filled with a certain gray
value. Thus, each object can be identified by a unique gray
value (grayID). The rear plane illustrates the screen. The
coordinates that correspond to a fixation of an object (1.) refer
to the screen and not to a potentially smaller object image.
Thus, these raw coordinates require a correction by an offset
(2. & 3.). The corrected values correspond to a pixel (4.) whose
value (5.) may belong to one of the objects shown. In case of
the example illustrated in Figure 4 this pixel has a gray value
of 5 which corresponds to the object “plate” (6.). Finally, either
all available options will be displayed (7.) or nothing will
happen in the case the coordinates do not refer to a known
object.

IV. RESULTS
The prototype has been tested by five non-impaired persons

to analyze its basic usability. Figure 5 briefly illustrates the
results of the usability test. It shows whether a test person
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Figure 5. Bar diagram of the eye gesture recognition.

(subject) required one or more attempts to use a specific
function successfully. During these tests, the subjects were
able to validate the detected position of the eye tracker by
means of the POR visualization. The diagram shows that none
of the test persons had problems with the fixation. While the
options were selected due to closing the eyelids, only one
subject required several attempts. The same applies to the
vertical eye movement. In a second pass, it turned out that
precisely this subject requires other settings for a successful
eye gesture recognition. Thus, more time for training and
personal settings will help to achieve better results. However,
it should be stated that this combination of object selection via
fixation and option selection by closing the eyelids turned out
to be a workable solution. Figure 5 further shows that three of
five test persons had difficulties to deal with the horizontal eye
movement. Interviews with the subjects showed that it appears
to be very difficult to control the horizontal eye movement to
get a straight motion. Apart from that, it must be considered
that in general LIS patients are not able to do horizontal eye
movements.

Apart from the latter, the usability can be assessed as
stable and accurate. With a well-calibrated eye tracker, the
basic handling consisting of the combination of fixation and a
closing of the eyelids is perceived as comfortable. Additionally,
it is possible to adjust the eye gesture settings individually at
any time. This enables an impaired person to achieve optimal
eye gesture-recognition results and a reliable handling.

V. DISCUSSION

Since this work is in progress, there are different parts of
this work that need to be discussed, implemented and evaluated
in the near future. We list the main points – even in parts –
below:

• Currently, the LIS patient cannot deactivate the eye
tracking. Thus, there should be a way to disable
the fixation detection. Since eye gestures based eye
movements have proved to be difficult, our idea is a
combination of two consecutive fixations, e. g., in the
upper left and lower right corners.

• Instead of the currently used static pictures a live view
of the VPS will be shown. This requires that the LIS
patient can control the VPS. For this purpose, we
would use the same control scheme as in the previous
point, but with the lower left and upper right corners.

When enabling the VPS control this way, the eyes can
be used like a joystick to move the VPS. The joystick
can be temporarily disabled or enabled by closing the
eyelids.

• A major part of this work will be the recognition of
a useful set of everyday objects. Recently, deep con-
volutional neural networks trained from large datasets
have considerably improved the performance of object
recognition. At the moment, they represent our first
choice.

In addition, there are many other minor issues to deal with.
However, at this point these issues are not listed individually.

VI. CONCLUSION AND FUTURE WORK
The presented prototype demonstrates a user-friendly and

alternative communication interface that allows the localization
and identification of objects in a 2-D image.

In contrast to the discussed state-of-art methods, which are
based on an interaction with static content on screen, the direct
interaction with the environment is a benefit in two ways.
On the one hand, compared to the methods that use a virtual
keyboard, our method is faster and less complex. And on the
other hand, compared to the methods where pictograms are
used, our method eliminates the search for the matching icon.
Thus, the advantage of such a system is a larger flexibility
and a greater interaction area, i. e., a direct connection to
controllable things like the light, a TV, or a radio.

Future work will include a live view from a VPS and
the possibility to individually select objects from the local
environment. This will enable the patients to select real objects
for communication tasks with the help of an eye tracker. On the
one hand, this ensures a more intuitive interaction where the
live view provides LIS patients a new degree of freedom where
they can leave behind static contents on screen for communi-
cation purposes and can interact with the real environment.
On the other hand, changes within the room (displacement or
exchange of objects) do not affect the interaction range of the
patients.
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Abstract— Emotions may play an important role in human-

robot interaction, especially with social robots. Although the 

emotion recognition problem has been massively studied, few 

research is aimed at investigating interaction strategies 

produced as response to inferred emotional states. The work 

described in this paper consists on conceiving and evaluating a 

dynamic in which, according to the user emotional state inferred 

through facial expressions analysis, two distinct interaction 

strategies are associated to a virtual character. An Android app, 

whose development is in progress, aggregates the user interface 

and interactive features. We have performed user experiments 

to evaluate whether the proposed dynamic is effective in 

producing more natural and empathic interaction. 

Keywords - emotions; mobile devices; human-robot 

interaction; social robots; virtual assistant. 

I.  INTRODUCTION 

People have traditionally seen the interaction between 
humans and computer systems as an essentially non-
emotional one, in which user emotional reactions do not affect 
the system behavior [1]. Researchers point, however, that 
emotions may play an important role on these environments. 
On the one hand, since emotions have significant influence on 
human cognition, artificial emotions may provide computer 
programs with better problem solving or decision-making [2]. 
On the other hand, Picard [3] suggests that abilities to 
recognize, understand and show emotions are requisites for 
these systems to interact naturally with humans. Therefore, the 
effort to consider emotions in different kinds of computer 
systems is justified. 

Personal assistants for smartphones, endowed with a 
virtual body, show several features in common with social 
robots [4]. Although, according to some general definitions, 
not having a physical body may disqualify them of being an 
actual robot [5], some definitions of social robots cover virtual 
agents as well. Hegel et al. [6] define a social robot as an 
autonomous agent that behaves socially in a given context, 
have specific communicative abilities and shows an explicitly 
social appearance. 

Research in the literature investigate how emotion-aware 
interaction strategies may influence the feeling of empathy 
towards robotic agents [7]. However, in these studies, the 
user’s emotional state affects only behavior selection, not the 
behaviors themselves. In this paper, we investigate not only 
possible roles of emotion recognition on behavior and content 
selection during social human-agent interaction, but also 

whether expressing the same agent’s behaviors through 
different verbal and visual cues, according to an inferred 
emotional context, may increase the feeling of empathy and 
improve the quality of the interaction. 

It consists on development and evaluation of an Android 
application provided with a virtual female character, with 
personal assistant features. The system continuously analyses 
the user facial expression, obtained by the smartphone frontal 
camera, and infers its emotional state with an emotion 
classifier previously developed, as a product of another 
research. The result of this classification determines one 
between two possible interaction strategies. One of them, 
aimed at positive emotional states, is more extroverted, while 
another, aimed at negative emotional states, is more formal. 
We have also performed user experiments with the proposed 
approach. 

This paper is organized as it follows. In Section II, some 
related work is presented. In Section III, we describe the 
emotion recognizer adopted in the project. The main 
application is presented, in details, in Section IV. In 
Section V, the experiments performed are described, jointly 
with a discussion of the results obtained. Finally, in Section 
VI, the conclusion and future works are presented. 

II. RELATED WORK 

Pütten et al. [8] investigated whether humans are able to 
feel empathy towards robots. They conducted an experiment 
to investigate emotional reactions of participants towards 
Ugobe’s Pleo, a robotic dinosaur, shown in different 
situations. A group of volunteers watched a video of a friendly 
interaction between a person and the robot, and another group 
watched a video in which the robot was tortured. 
Physiological measurements and self-reported emotional 
reactions revealed that participants who watched the friendly 
video experienced soft and positive emotions, while 
participants who watched the torture video experienced more 
intense and negative emotions, reporting having felt empathy. 

Jo et al. [9] investigated whether humans may perceive a 
robot as a real company, by conducting an experiment with 
students of the Sungkyunkwan University, South Korea. First, 
all participants, alone, have watched a presumably funny 
video, with laughs inserted in determined passages. After that, 
this time accompanied, they watched another video, with no 
laughter included. A group watched the video with a human 
companion, while the other group watched it with a Nao robot, 
provided with an artificial laugh in certain parts of the video. 
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Results revealed that the participants had more fun when the 
watched the video accompanied, no matter if this companion 
was a person or a robot. The authors concluded that this might 
mean that participants interacted empathically with the robot, 
sharing positive emotions with it. 

The above-mentioned works have shown that humans are 
capable of feeling empathy toward robots. Pütten et al. [8] 
evaluated emotional reactions, whereas Jo et al. [9] 
investigated the pleasure caused by a robotic companion. 
However, these researches did not investigate how changes in 
the robot behaviors would affect that feeling of empathy, and 
how such features may improve the social human-robot 
interaction. To provide researches on this direction, more 
dynamic environments would be needed. 

Some research deals with automatic interaction strategies 
to produce empathic interactions between human and robot. 
Leite et al. [7] have created an environment in which the iCat 
robot played chess with 8 to 12 year-old children. The system 
inferred the child emotional state through her facial 
expressions, caught by a webcam. The robot displayed some 
empathic strategies, such as making encouraging comments, 
offering help or deliberatively playing a bad move. A 
reinforcement-learning algorithm selected the interaction 
strategy. According to its results, the referred work 
successfully provided a set of adaptive behaviors and applied 
emotion recognition to train the learning algorithm 
responsible for the arbitration process. However, the 
described system used emotional response to determine which 
behaviors it would execute, but not how. In other words, the 
behaviors were the same, despite the user emotion. 

The Smartphone Intuitive Likeness and Expression 
(SMILE) app, described by Russel et al. [10], is an interface 
to produce animated emotions, synthetize speech and learn 
vocabulary. The smartphone, in which the app runs, was 
placed on a UM-L8 robot, dedicated to children. The 
smartphone screen was displaying a pair of eyes, which 
blinked intermittently, used to modulate artificial emotions. 
Although the system was capable of synthetizing emotions, it 
had no component to analyze users’ emotions. The authors 
conducted only exploratory studies. Although this paper 
relates few relevant experiments, the emotional interface is 
interesting. Besides, placing a mobile device as part of a social 
robot is a viable approach to endow a virtual character with a 
physical body. 

III. THE EMOTION RECOGNIZER 

Concerning emotion recognition, several systems have 

been proposed and evaluated. The available approaches may 

consider different cues of the emotion that a person is 

experiencing, such as neurological responses, autonomic 

activity, facial expressions or speech [1]. The available 

emotional models may be classified in two categories: 

discrete (i.e., a finite set of well-defined emotions) [11] or 

continuous (i.e., a dimensional space with continuous 

variables attributed to different emotional properties) [12]. 
The emotion recognizer adopted in our application is a 

product of a previous research performed in our lab, the 
Robots Learning Laboratory (LAR) of the Institute of 

Mathematical and Computer Sciences at University of São 
Paulo (ICMC/USP) [13]. It takes frontal images of human 
faces and classifies them as one between seven discrete 
emotions. Six of them are the basic emotions proposed by 
Ekman [11]: happiness, surprise, fear, anger, disgust and 
sadness. The other one is the neutral emotion. 

FaceTracker library [14], applied in that project as a 
feature extractor, obtains interest points (regions of the nose, 
the mouth, the eyebrows and the chin, for example) on images 
of human faces. The recognizer computes the ratio between 
distances and angles of pairs of these points, as illustrated in 
Figure 1, and stores them in a feature vector. Then, it applies 
the generated vector as input of a classification technique. 

The system provides six different feature vectors and three 
different machine-learning techniques for emotion 
classification: multilayer perceptron (MLP), support vector 
machines (SVM) and the C4.5 algorithm. A detailed 
discussion on how the system prepares each feature vector, 
with comparisons between all combinations of feature vectors 
and classification techniques, is found in Libralon [13]. The 
machine learning techniques were trained with two datasets: 
the Radboud Faces Database (RaFD) [15] and the Extended 
Cohn-Kanade (CK+) [16]. 

 

 
 

Figure 1 - Points, distances and angles considered by the emotion 

recognizer. 

IV. PROPOSED SYSTEM 

The proposed application consists on an embodied virtual 
agent for smartphones, whose interaction strategy adapts itself 
to the user’s emotional state inferred by his facial expression 
analysis. The character always displays one between two 
interaction strategies: friendly or normal. Besides influencing 
content selection, the current interaction strategy determines 
how the agent must express each of its behaviors. For now, it 
is done by, depending on the interaction strategy, using a 
different sentence for the same verbal behavior or showing 
slightly different general visual cues. The behavior of the 
system is the following, according to each strategy: 

 Friendly: the environment is more proactive than in 
normal interaction. Besides, it shows a more personal 
language, using first person nouns and verbs. For 
example, “I would be very happy to help, in case you 
need something. May I show you the available 
commands?” 

 Normal: the environment is less proactive than in 
friendly strategy, and its language is more objective. 
For example, “Would you like to check the available 
commands?” 
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The system selects the current interaction strategy based 
on the last outputs of the emotion recognizer. If the inferred 
emotion is positive, the system changes the interaction 
strategy to friendly. If the emotion is negative, it changes the 
interaction strategy to normal. If the emotion is neutral, the 
interaction strategy is not changed. 

The user may interact with the system through speech, 
applying the Android native speech recognition and synthesis 
Application Programming Interfaces (API). A text input was 
also included. The spoken language is Brazilian Portuguese, 
given we are performing user studies in Brazil. 

As Figure 2 illustrates, the interaction strategy determines 
slight changes on the visual representation of the character. 
For now, the only difference is that, when performing the 
friendly strategy, the character shows a slight smile, which 
does not happen when it performs the normal strategy. 
 

 
Figure 2. Virtual character, with strategy: (a) friendly; (b) normal. 

The application development consists of three modules. 
One of them is the emotion recognition module, already 
described in Section III. The two others are the interaction 
motor and the content motor, presented further in this section. 
Connections between these three modules within themselves 
and with the human user are shown in Figure 3. 

 
 

Figure 3. Proposed system architecture, comprised by an emotion classifier, 
an interaction motor and a content motor. 

The emotion recognizer takes, as input, images of the 
user’s face, acquired in real time from the smartphone frontal 
camera. Every time it finishes the classification process, the 

system sends the result to the interaction motor. This process 
repeats indefinitely, whenever the application is running. 

The interaction motor aggregates the speech recognizer, 
the speech synthesizer, the text interface and the visual 
representation of the character. Therefore, besides selecting 
the interaction strategy based on the recognized emotion, it is 
responsible for all interaction features: receiving the user 
inputs, recognizing and sending commands to the content 
motor, manifesting interactive behaviors and providing 
content to the user. It expresses all behaviors according to the 
current interaction strategy, by providing verbal and visual 
cues that allows the user to perceive the current interaction 
strategy. 

The content motor, which has access to the current 
interaction strategy, is responsible for selecting the behaviors 
and the specific content shown to the user. It also processes 
the user commands. The content motor may operate in three 
distinct modes, each related to a specific functionality, 
comprising a subsystem: latent, game and news. In the latent 
mode, the environment keeps with no action most of the time, 
and eventually, it manifests proactivity and suggests an 
activity. The other modes are described on the following 
subsections. 

A. Game Mode 

In this mode, the user plays a classical words-based game 
called Doublets, which does not require a dedicated graphical 
interface, endowed with some proactive behaviors. As the 
experiment described in Section V deals solely with the game, 
it is appropriate to give a more detailed description of it. 

The goal of Doublets is, given two words, A and B, to start 
from word A and change it one letter at a time, always 
resulting in an existent word, until to obtain the word B. As 
input interface, the user can always choose between speech 
and a keyboard interface, which has been included to prevent 
the user of being stuck in case the speech interface is 
inaccurate in a given situation. In implemented version, the 
supported language is Brazilian Portuguese. 

At any time, the virtual character may take initiative by 
exhibiting three verbal behaviors: making encouraging 
comments, giving information on how many words the user 
has reached or suggesting a viable word. Although the system 
randomly decides whether to take initiative or not, a 
reinforcement-learning algorithm arbitrates on which 
behavior it will show. The same behavior may cause different 
sentences to be spoken, according to the interaction strategy. 

The arbitration process has been modeled as a multi-armed 
bandit problem, which consists in, given a set of possible 
strategies, called gambling machines, choosing the next 
machine so that the reward is maximized in the long run [17]. 

After having chosen each behavior (gambling machine) at 
least once, the implemented algorithm selects the behavior 
that maximizes (1), where �̅� is the average reward obtained 
from behavior 𝑖 , 𝑛𝑖  is the number of times behavior 𝑖  was 
selected and 𝑛 is the number of behaviors selected so far. 

 𝑥𝑖 + √
2 ln 𝑛

𝑛𝑖
 
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We applied a reinforcement rule based on emotional 
response. It considers the mean value of the first two emotions 
recognized immediately after the behavior exhibition (the 
greater the value, the more positive the emotion; zero means 
neutral) and subtracts the mean value of the last two emotions 
recognized before the behavior exhibition. The result of this 
computation is the behavior’s reward. 

B. News Mode 

In this mode, the system downloads a collection of recent 

news and recommend some of them, based on their category. 

As we did with the game behaviors, we have modeled this 

recommender as a multi-armed bandit problem, in which 

each news category is a gambling machine. 

The interaction happens as follows: after having chosen 

each news category at least once, the system chooses the 

news category that maximizes (1). Then, the character reads 

the selected news title and allows the user to access its 

description. If the user requests the description, the referred 

news category receives a reward. Otherwise, the character 

asks the user to rate his interest on that news in a 1 to 3 scale, 

and obtains a reward value based on it. 

To get the news, we have chosen Folha de São Paulo, a 

traditional Brazilian newspaper that provides separate RSS 

files for each news category. In the implemented system, we 

have included the following news categories: politics, sports, 

tech and science. 

V. EXPERIMENTS  AND RESULTS 

As already mentioned, we have performed user 
experiments only with the game mode, which is more 
interactive and allows the character to take initiative in more 
situations. Thus, for the experiment, we have modified the 
application to operate only on the game mode. 

A. Experimental Setup 

The participants evaluated two versions of the application. 
For convenience, we are going to assign arbitrary names to 
each version: Claire and Rachel. Claire is the full app, as 
described above. Rachel is a modified version, which shows 
only the friendly interaction strategy and selects its proactive 
behavior randomly. The experiment aims to test whether users 
feel more empathy towards Claire than towards Rachel, and 
whether they perceive a more interesting behavior in the 
former than in the latter. 

We performed the experiment on 14th and 15th January 
2016, at the Integration of Systems and Intelligent Devices 
Laboratory (LISDI) of São Paulo State University (UNESP), 
Bauru campus. All 11 participants were 18 to 21 year-old 
Computer Science freshman students. We asked them to play 
with both versions and fill a subjective questioner after each 
session. Participants were informed that the system would 
analyze their facial expression, but they were not told the 
differences between the two versions of the app, neither which 
version they were experiencing at each time. The experiment 
was counterbalanced, it is, half of the participants played first 
with Claire, and the other half played first with Rachel. 

Each answer of the questioner had to be a 1 to 5 rate. The 
participants answered whether they felt empathy towards the 
virtual character and evaluated some desirable characteristics, 
such as realism, kindness, pleasantness and competence. 
Given the within-subject approach of the experiment, the 
means of the differences of both user evaluations were 
analyzed and it was applied a paired t-test to check whether 
there was statistical significance. 

B. Results and Discussion 

The experiments have shown interesting results 
concerning the empathy feeling of the users, although the 
differences on the perception of the other characteristics has 
shown no statistical significance. 

Concerning the question about having felt empathy, the 
mean of the differences of the two approaches was 0.36, with 
standard deviation 0.67 . The t-test obtained 𝑝 = 0.052 , 
which shows a strong tendency towards statistical significance 
(given that, by convention, it is desirable that 𝑝 < 0.05). 

This result points that the described approach is likely to 
increase the feeling of empathy of a human user towards an 
artificial agent. Stronger evidence may be provided by 
improving the emotion recognizer, expanding the application, 
which is still a prototype, and running further experiments to 
achieve actual statistical significance. 

The evaluation of other desirable features led to p-values 
farther from the conventional 0.05 threshold. TABLE I shows 
the means of the differences between Claire and Rachel for 
each feature, the respective standard deviations and the 
obtained p-values. 

TABLE I.  EVALUATION RESULTS 

Feature Mean Standard deviation p-value 

Empathy 0.36 0.67 0.05 

Realism 0.18 0.98 0.28 

Pleasantness 0.18 1.17 0.31 

Kindness 0.09 0.70 0.34 

Competence 0.09 0.54 0.29 
 

VI. CONCLUSION AND FUTURE WORKS 

In this article, it has been proposed and developed an 
environment for human-robot interaction based on emotion 
recognition, which produces adaptive interaction strategies. 
The environment suggests, proactively, behaviors and content 
that may be interesting for the user, during the activities 
provided. The inferred emotional state of the user might 
determine the interaction strategy and influence the behavior 
selection. 

User studies were performed for evaluating whether users 
perceive the proposed dynamic, with two interaction 
strategies combined on an emotion-aware approach, as more 
interesting than a static strategy, and how this may affect their 
feeling of empathy towards the virtual agent. The results were 
promising on conceiving a more empathic interaction, but 
improvements must be made to achieve stronger evidence. 

Future works will include, besides improving the emotion 
recognizer and finishing the application, conducting studies 
with physical robots and investigating the differences when 
applying the described approach. To do so, we are going to 
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connect mobile devices to small robots and introduce some 
non-verbal behaviors. 
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Abstract—Knowledge is enriched information which contains
framed experience, values, context and expert insight. It has been
posited that the survival of the modern organization depends
heavily on knowledge, since it has become one of the primary
sources of competitive advantage. Given that knowledge exist
in people, processes and data, it is necessary for deliberate
organizational activities aimed at accessing, explicating and where
applicable converting information into knowledge. In addition,
technology driven systems are required to support storage, update
and the application of knowledge in order to produce the desired
benefits. This can be accomplished by implementing knowledge
management systems (KMS). However, the process for developing
KMS that extends the existing information systems infrastructure
remains inadequately addressed in the existing literature. Whilst
there are some successes, many knowledge management initiatives
(KMIs) are challenged by lack of process visibility, in addition
to the difficulties associated with defining system requirements
early in the process as it is not known what new knowledge will
be discovered and how the new knowledge can be applied or
will be integrated at the beginning of these initiatives. Improved
process visibility enables better tracking towards completion or
transitioning between the activities in the process. In this paper,
we advance the argument that a work-flow system can be used to
overcome some of these issues associated with KMIs and therefore
have positive impacts on the success KMS implementation.
Further, we discuss a framework for an intelligent, adaptive work-
flow system for supporting activities related to implementing a
KMS. We suggest that the integration of adaptive and intelligent
techniques will improve outcomes of initiatives geared towards
improving knowledge capability of the organization.

Keywords–Knowledge Management System; Work-flow system;
KMI-IWS.

I. INTRODUCTION
Knowledge is a ’fluid mix of framed experience, val-

ues, contextual information and expert insight that provide a
framework for evaluation and incorporating new experiences
and information [1]. This differs significantly from information
and data which are lower according to the data-information-
knowledge-wisdom (DIKW) hierarchy [2]. Bowman argues
that knowledge can be critical to an organization’s success
as it can improve their capability [3]. Other authors have
underscored the importance of knowledge to success and
competitive advantage of the modern organization [4][5].
Knowledge has become critical to the survival of the orga-
nization since it provides for learning, and supports strategy.
Given the importance of knowledge to the organization, it is
very important to advance initiatives to manage knowledge in

order to support the continued survival of the organization.
Important consideration must be given to how information
and communications technology can be used to support these
KMIs. Given the proliferation of computer-based information
systems, consideration must also be given to how these tech-
nologies can help and facilitate the knowledge initiatives in
the firm. This study defines a KMI as a group of tasks aimed
at improving the knowledge capability of an organization.
Primarily, a KMI is aimed at exploiting some aspect of the
organization or some process to enable the acquisition, storage,
application and update of new and existing knowledge. Whilst
the it is not always the case, generally, the desired outcome of
a KMI is a KMS.

A KMS is a class of information systems applied to
managing knowledge in the organizational context. They are
IT-based systems developed to support and enhance organiza-
tional processes related to knowledge management [6]. KMS
extend beyond traditional information systems as they provide
a context within which information is coded and presented for
use [7], in addition to supporting the four main knowledge
management activities of knowledge creation, storage, appli-
cation and update. KMS within this context should therefore
be comprised of a toolset that facilitates proper organization
of resources with emphasis on information technologies that
will drive the knowledge processes in the organization. KMS
should also provide components that will support the acquisi-
tion, modeling, representation and use of knowledge [6][8]. It
is also important that knowledge is suitably modeled so that
it integrates into the organization to enable appropriate use.
Knowledge must also be constantly updated to ensure that the
most current knowledge is being used. The type of knowledge
that exists in the organization also plays a significant role in
determining the actions necessary for knowledge management
and building KMS. If the knowledge exists in experts, then
capturing (knowledge elicitation) should be the focus. If the
knowledge is an object then the focus should be collect,
store, and share knowledge. If the knowledge is embedded
in processes the KMS should provide for improvements in the
flow of the knowledge [9].

Most modern organizations today use computer based
information systems that are vital to their processes and
data management needs. These provide features to effectively
manage their data and transform this into information. There
is however less evidence of firms effectively implementing and
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using KMS and by extension, leveraging their information
resources for knowledge. Several methodologies have been
proposed for knowledge management in the organizational
context. There is however gap in the current literature related
to moving from information management systems to KMS,
i.e., transitioning from information management to knowledge
management supported by existing information systems. Based
on an action research study in a developing country context,
a domain specific model CoMIS-KMS was developed and
applied to address this problem [10]. The major challenges
with the case based application of this model included many of
the process based challenges such as lack of process visibility
and limited or no room for adaptability and/or flexibility.
These challenges have been well addressed in the work-flow
systems literature. A work-flow can be defined as a collec-
tion of tasks organised to accomplish some business process
(e.g., processing purchase orders over the phone, processing
insurance claims). One or more software systems, one or a
team of humans, or a combination of these can perform a task.
Human tasks include interacting with computers closely (e.g.,
providing input commands) or loosely (e.g., using computers
only to indicate task progress) [11].

This study posits that work-flow technologies can be
successfully applied to a KMI and in particular in the manage-
ment of task associated with transitioning an information sys-
tems environment into a knowledge management environment
driven by computer based KMS, which extends the current
information system.

In this paper, we propose a framework for a Knowledge
Management Initiative Intelligent Work-flow System (KMI-
IWS), which provides tools to support the execution of a KMI
that includes the transitioning of a current information system
to a KMS. We discuss the framework in relation to a current
project in a developing country environment. The rest of this
paper presents our work in progress. Section II discusses work-
flow systems and techniques applied on other domains. We
then present the KMI-IWS framework in Section III followed
by a discussion, conclusion and future work.

II. WORK-FLOW MANAGEMENT SYSTEMS
A work-flow management system either completely or

partially support the processing of work item(s), in order
to accomplish the objective of a group of tasks within a
process activity. These systems usually include features for
routing tasks from person to person in sequence, allowing
each person to make a contribution before moving on in the
process [12]. Given that work-flow systems allow tracking of
tasks from one step to the other and assigns participants in a
process, they have the advantage of providing positive benefits
to managing processes and enhances visibility of the process
it manages. In general, work-flow systems would depend on
a well defined process that is then automated by the use
of computer software. The rules and process steps are pre-
defined and remains relatively static. Given that the business
environment has become increasingly fast paced and dynamic
there has been the need to allow static work-flow systems
to evolve into adaptive, flexible systems [13][14][15]. The
literature provides several reasons and examples of methods for
developing adaptive work-flow systems and examples of their
use are well established. The key reasons supporting the need
for adaptability include new business needs, supporting change
after the process has begun, handing exceptions during process

execution and providing flexibility while assuring coherence
and process quality [14][16][17]. The literature also provides
significant focus on the benefits, application and techniques
used in work-flow systems and how they can be made more
effective in supporting the modern organization. Work-flow
systems have undoubtedly provided significant benefits to
process management in many domains and is the core of many
enterprise resource planning systems.

III. THE KMI-IWS FRAMEWORK
The presented framework illustrated in Figure 1 depicts

a combination techniques that may be implemented as an
intelligent work-flow system to enhance the success of KMIs.
Particularly, the framework develops on the specific domain
where activities have been applied to transition an existing
MIS to a KMS [10]. The process applied in this domain was
successful but several questions about its continued application
and generalization remain. One major issue was that given
that KMIs are not prevalent, especially in developing country
environments, organizations want to be able to track these
processes more carefully to enhance the likelihood of success;
as such process visibility is desirable. Additionally, given that
many of the tools and techniques have never been applied in
these organizations, expertise is lacking in their use, selection
and application. Therefore if the work-flow system can provide
guided assistance and decision support, this may improve
outcomes. Finally, as we propose the application of the pro-
cess to develop the knowledge management capability of the
organization by transitioning to a knowledge management
environment applying a KMS, the nature of change in the or-
ganizational setting, differences between knowledge resources
and organizational culture among other things enforces the
need for our work-flow system to be flexible, adaptive and
robust. Figure 1 illustrates the proposed framework.

A. Components of Framework
The KMI-IWS framework (see Figure 1) specifies two

major components: activity management work-flow and the
interactive management component. The interactive manage-
ment component includes process improvement tools, analytics
engine and a plugin manager.

In the activity management work-flow component, tasks
for the KMI are identified and sequenced. The tasks are first
listed by the initiative owner who may or may not specify
all the task at the planning/beginning of the project. Impor-
tantly, the tasks dependencies must be defined. Thereafter,
we suggest tasks be plotted on a directed graph to represent
the constraints on the order of execution. This approach is
useful as once graph representation is used, several techniques
such as shortest paths and minimum spanning trees can be
applied over the set of tasks plotted as a graph or any sub-
graph of tasks. This representation will allow for multiple
possible arrangements of tasks depending on the dependencies
that will be enforced by the directed edges between nodes
which represent tasks. Adaptability and flexibility is enabled by
this representation as the initiative can have tasks reorganized
as more tasks are added or removed or can be re-sequenced
to give alternative sequences of execution subject only to the
constraints of which tasks must be done before others. This
activity management work-flow component is the core of the
system which supports the other main components in applying
tools for process improvement, analytics and the support of
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Figure 1. The KMI-IWS Framework

specific tasks within the work-flow. The arrangement of tasks
in this component represents the work-flow to be used.

Within the interactive management component, the pro-
cess improvement tools, analytics engine and plugin manager
will interact with the activity management work-flow to allow
several intelligent and assistive tools and agents to better
execute the tasks within the work-flow system. A core design
requirement is a plugin manager that will allow for the
insertion and removal of tools to be used during the execution
of the tasks within the KMI. It is established that KMIs differ
in what is required to complete them depending on the type
of knowledge that exists [9]. Therefore, the tools required to
support the execution of specific tasks in one initiative may dif-
fer significantly for another. In general, the tools may include
knowledge elicitation (KE)/knowledge acquisition (KA) tools,
such as questionnaire manager, repertory grid or other artificial
tools that are widely used in elicitation/acquisition and coding
of knowledge. Built into these tools are relevant intelligent
agents that will ensure the proper elicitation of knowledge.
One simple example is the use of an expert system to do
automated questioning of an expert where subsequent question
responses are used to determine next questions in the sequence.
Additionally, with the use of artificial methods for knowledge
elicitation, the data collected can be interpreted by algorithms
or heuristics to produce the knowledge automatically. The
primary goal of the tools in this sub-component is to improve
on how well tasks are done in relation to the overall work-flow.
Thus, any tool that can allow for improving the sequencing
of tasks, the completion of specific standard tasks or the
reorganization and visualization of the tasks in the work-flow
are included. Process improvement tools may also include a
set of decision support tools that will provide suggestions
throughout the execution of the initiative such as suggestions
on tasks that may not have been completed and those that
are pending as well as prompting and suggesting alternative
allowable sequencing of tasks. The insertion and removal of

tasks and alternative plotting of execution sequences that the
initiative may take to its completion are also included in this
sub-component. This provides the flexibility of having multiple
sequences for completing the initiative and the adaptability
required based on changes in tasks or the need to add and
remove tasks as the initiative progresses. In addition, tools to
allow the execution of specific tasks are included in process
improvement tools. One example, based on the tasks in the
work-flow, could be, tools to assist the user in identifying
and specifying possible knowledge sources, then use heuristics
in a decision support system (DSS) to reason and suggest
the best method to elicit/acquire the knowledge based on
the description of each knowledge source identified. In an
organisation that has their data in largely structured ways such
as in relational databases, this DSS may be able to guide the
user on the best methods and tools to apply based on the
task goals. This intelligent agent will add value to, and allow
for improvement in the user’s ability to successfully complete
tasks. The process improvement sub-component should also
include document management capabilities which will allow
the system to act as the document repository for the initiative.
This is useful to ensure that the entire initiative management
and tracking is integrated into the designed work-flow system.

The analytics engine will provide assessments of task
performance within the work-flow. It will log activities and
provide analysis of performance with visualizations of tasks
progress. This sub-component will also include a set of tools
that can perform basic data analysis to support knowledge
elicitation and acquisition activities within the execution of
the overall KMI. The collated data within the analytics engine
focus on how tasks are done, and their progression. This will
be capable of eliciting trends based on the performance of tasks
within the initiatives and will include tools to allow the user
to specify rules for identifying lagging activities, prompting
where tasks are overdue and managing the metrics that must
be met as performance indicators for the KMI. The analytics
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engine collects, collates and assesses performance within the
context of the initiative itself such that on-the-fly reports and
analysis of the KMI can be done. This should inform the user
of how well the initiative is going, patterns of success or failure
on execution, changes and any trends that could inform how
things should change to meet the objectives of the KMI.

IV. DISCUSSION
The KMS-IWS framework specifies how an intelligent

work-flow system may be developed to support a sequence
of activities that are associated with a KMI. In this study
the focus is on transitioning a current computer-based infor-
mation processing environment to a knowledge management
environment driven by a computer-based KMS. Regardless of
the determined tasks, the framework suggests that any work-
flow system built according to this design will allow tasks
to be defined and their dependencies and constraints will be
enforced by using well established techniques from graph
theory. The other important components of the system will
allow for managing the process to make sure there is increased
process visibility and will integrate intelligence based tools to
assist in the efficient completion of tasks. The system must
allow for plugins to be added and removed as necessary since
some of the assistive tools that are required for use in the
analytics engine for process improvement may not always be
applicable to each KMI. Therefore, the initiative owner should
be allowed to check-in and check-out tools as necessary so that
the process is managed within the work-flow system without
the need to use several fragmented systems.

The primary aim of the framework is to establish a
suitable design specification that may be useful when designing
a work-flow system for managing KMIs. The resulting work-
flow system may be widely used for many different organiza-
tions and types of initiatives with many different constraints
or unique properties. This design specification incorporates
flexibility and robustness given that initiatives for knowledge
management depend on the sources, type and the availability
of knowledge which may differ in each domain. We posit that
this framework is a useful guide that can lead to building
adaptive/intelligent work-flow systems generally applicable to
different knowledge management context.

V. CONCLUSION, CURRENT AND FUTURE WORK
This paper presents a framework for developing an

intelligent, adaptive knowledge initiative work-flow system.
The framework provides a design guideline and components
that are relevant to the development of a work-flow system that
will allow an organization to manage their KMI. The basis of
this framework was a specific domain in a developing country
context where a successful knowledge initiative process was
executed following a defined process model, which identified
tasks and the sequence for execution. The researchers having
completed this initiative observed challenges with managing
the tasks in the process. One major challenge was process
visibility. Additionally, upon completion of the initiative, the
evaluation identified improvements, if integrated could assist
the process through better tracking of progress. In addition
to the need for process improvement, the initiative could
have benefited from other assistive tools that could make
the execution of tasks more efficient. This work therefore
provides the design specification a work-flow system that
would address these problems. We therefore developed
the KMI-IWS framework. Our current work includes the

development of a prototype system based on this framework
after which we will use the system for another initiative and
do a comparative analysis of its impact.
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Abstract—Voxelnet is a proposed voxel-based spatialised 

framework built upon internet communication and associated 

geospatial data standards. Each Voxelnet block has an 

individual IP address and functions as a computational agent. 

The internet of things (IoT) is also based upon objects having 

individual IP addresses on the internet so they can 
communicate using an individual unique identifier. IP 

addresses can roughly reveal where things are via geo 

locations. The internet, though, is a document based repository 

with 3D plug-ins that is not effective for sharing a unified 

world of interconnections from a volumetric point of view. The 

Voxelnet provides volumetric semantics on top of the current 

internet, within which measurements can be located, shared, 

interrelated and spatially analysed, supporting smart informed 

decisions in real and virtual worlds that account for spatial 

structure. It can also be used to interact with IoT systems using 

an integrated spatial representation. 

Keywords; Geospatial Data Systems; Block Models; Internet 

of Things; Data Sharing; Multi-Agent Systems. 

I.  INTRODUCTION 

Increasing amounts of data are becoming available in all 
sectors. One area that is leading the growth and availability 
of large and heterogeneous data sets is in geosciences, and 
more broadly in the availability of different modes of remote 
sensing data in various spectral regions and resolutions. 
Point sensor networks are also becoming increasingly 
common, measuring factors such as climate (temperature, 
pressure, rainfall, wind direction and speed), river and water 
body temperatures, levels and flow rates, and traffic location 
and movement information. Concepts such as the IoT [1]-[3] 
propose the networked interconnection of an increasing 
variety of physical objects, ranging from sensors to 
consumer and industrial devices. The integration of these and 
other forms of sensors collecting data, using contemporary 
internet protocols and technologies, results in vast amounts 
of heterogeneous data, much of which is spatially specific or 
spatially located. However, current generic web tools are 
based upon a 2-dimensional (2D) text and image based 
presentation model, with few broadly available tools for 
analysing or even traversing or visualising large and complex 
data sets. To address this, this paper proposes the 
development of a Voxelnet, as an inter-networked system of 

volume elements that can provide an intrinsically 3-
dimensional (3D) user interaction paradigm structured to 
readily provide visualisation of and access to spatial data 
sets. An active voxel system is proposed, where volume 
elements are also active computational agents that can 
process the data that they represent. 

 The Voxelnet is based upon points in space-time 
identified by [x, y, z, time], where time can be a specific time 
or a composite specification of times and/or time ranges. The 
Voxelnet space can be traversed (the spatial analog of 
browsing) using 3D interactive interfaces and systemised via 
a default index of 1 m³ cubes penetrating the whole digital 
world. The Voxelnet concept includes the composition or 
decomposition of blocks into smaller units down to an 
arbitrary resolution or up to a universal level providing a 
macro perspective. Every 1 m³ block also represents an agent 
with its own state that is able to react to and process data that 
enters and leaves the block, deciding what data is managed 
by the cube and what to do with it. The cubes will have their 
own IP addresses and can communicate with each other 
when changes occur to their current state. Hence, the 
Voxelnet readily lends itself to parallel computing and 
implement multi-block computations such as 3D cellular 
automata and finite element models.  

This paper elaborates on various features of the Voxelnet 
concept. Section II proposes what a 3D indexation and 
annotation editor supporting the Voxelnet can look like, 
Section III reviews the IoT, Section IV discusses what is 
achievable and identifies some bottlenecks and issues, 
Section V discusses how this system can be implemented in 
a practical sense, Section VI summarises progress to date, 
and Section VII describes future work. 

II. A 3D INDEXATION AND ANNOTATION 

EDITOR 

The Voxelnet editor needs an annotation and indexation 
function supporting: 1) a functional communication 
architecture processing an individual spatialised IP address 
for each voxel, 2) agents accessed via their spatialised IP 
addresses, performing functions such as communicating 
what data they store (including 3D content such as 3D 
models with 3D sub-parts, 3D scanned objects, 3D 
environmental scans, data generated in a volume/area [x, y, 
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z], etc.), 3) annotation and indexation functions so that 3D 
objects and related data can be created, changed, located, 
processed or displayed, 4) a 4D distributed data base 
management system so all data can be accessed and 
projected, and 5) scripting tools for active transformations 
and processing of block data. 

In a dynamic world with huge amounts of data, in 
addition to capturing data we need to be able to display it as 
text or visually as 3D architectures, masses, areas and 
objects, and to represent where the location that it represents 
is in the real world. The vast amount of data needs to be 
categorised and indexed for use by researchers, industry and 
the public, allowing reuse of measurements, analyses and 
informed decisions that have been made. This includes data 
generated by agents in space, air, land, water and 
underground that perform distributed sensing and analytical 
functions while being contextualised via their location in the 
world. The Voxelnet with its indexation function will 
support researchers and engineers so they can focus on 
scientific challenges of analysis and discover new knowledge 
in cross disciplinarily correlations, rather than needing to 
handle details of data management.  

III. THE IOT 

The term “Internet of Things” was coined around 1999 
by Kevin Ashton at Auto-ID Center mainly in reference to 
radio frequency identification (RFID) tags [3]. RFID tags are 
electronic transmitters that can provide identification and 
other data to a networked system. For the cargo industry this 
means that goods can be tracked anywhere at any time. In 
2008 a group of companies launched the Protocol for Smart 
Objects (IPSO) alliance to promote the use of the internet 
protocol (IP) in networks of so-called smart or intelligent 
objects. Internet Protocol version 6 (IPv6) is the latest 
version of communication protocols providing an 
identification and location system for computers on networks 
[4]. As Leibson put it, “we could assign an IPv6 address to 
every atom on the surface of the earth, and still have enough 
addresses left to do another 100+ earths … if you take the 
surface of the earth as a perfect sphere and covered it with 1-
layer-thick of atoms packed maximally close together.” [5]. 
Even here the spatiality of the IoT starts to manifest. 

The concept of the IoT, also referred to as the Industrial 
Internet, has expanded to encompass machine-to-machine 
internet connections in general. From a business perspective 
it needs to support machine and process-based analytics that 
are physics based, process deep domain expertise, are 
automated and are predictive. The analysis of physical 
machines and systems requires access to data from remote 
and centralised sources and visualisation in 3D and 2D 
graphical systems [1]. 

 

A. Unmanned Aerial Vehicles 

As a caste study, Unmanned Aerial Vehicles (UAVs) 
flying and capturing data underground [6] will be considered 
as an example of active IoT nodes. A UAV is ‘a thing’ in 
IoT terms. The UAV has several sensors mounted on it and 
these are the things on the thing (the ‘thing’ concept is 

compositional: a bunch of things can constitute another 
thing). The sensors include video for navigation, inertial 
navigation sensors, and sonar distance sensors mounted on 
the UAV pointing towards surfaces in the environment that it 
flies by. Records of the physical location of the generation 
points of data includes complex relations like the thing (the 
UAV) located within 3D space with many other things 
(sensors) mounted to it directed towards many other things 
(walls, vehicles, people, etc.). The IoT universe is not merely 
concerned with individual things, but the compositional and 
spatial relationships among and between those things; 
locality is of fundamental interest. This can be achieved by 
associating every sensor value with a point in space, which 
can be specified in terms of a number of potential reference 
frames. For example, a sensor value might be represented in 
a location specified in a global reference frame (latitude, 
longitude and elevation), or by an orientation and 
displacement from a local coordinate frame centred on the 
UAV, which is in turn represented as a location and 
orientation in relation to the origin of a local mine (in this 
case) coordinate system, which has its own geometrical 
relationship to a wider area reference system such as latitude, 
longitude and elevation. In order to process all of this 
information, optimally in real time, data needs to be accessed 
in comprehensive and standardised formats, ideally 
contextualised based upon its meaning. Note however that 
this is not an argument for the semantic web in the common, 
ontology-based understanding of the term with all of its 
associated techniques. Rather, it is an argument for location 
and content-based indexing mechanisms. This is more of an 
argument for a denotational semantic web [7][8], where 
denotational meaning drives access. Remote control and 
navigation of UAVs flying in unknown spaces would benefit 
from a Voxelnet framework as a reference source of existing 
spatialised data, such as mine models and drill core data. 3D 
models of old mine voids provide an initial estimate of the 
likely structures that will be encountered. Drill core data can 
provide contextual information for the probabilistic data 
fusion of sensor information to make new measurements and 
maps of lithology and mineralogy [9]. 

The Voxelnet system provides a framework for the 
storage, use and reuse of data generated by the UAVs and 
other sensor systems. Drill core data is used routinely 
together with geological expertise, lithology, and contextual 
knowledge to create block models, which are voxel models 
of underground ore bodies, where features are represented 
for each voxel (which has dimensions on the order of 5 m on 
a side) such as specific gravity, hardness, grades of metals of 
interest, etc. [10]. In addition to this conventional mine 
analysis modelling, the Voxelnet also stores all data from the 
UAV. This includes data that can be processed to produce 
3D models of mine void spaces, such as visual (video) data, 
LIDAR (laser scan data), sonar, optical or sonar flow, and 
inertial navigation data. All of these data can be retained in 
the spatial index system of the Voxelnet, together with all 
other forms of spatialised data gathered by other platforms, 
such as other UAVs or surface robots, manual survey 
instruments, and instrumentation built into mining vehicles 
such as load-haul-dump (LHD) machines, drill jumbos and 
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drill platforms. All survey data can potentially add to 
mineralogical evaluations and estimates (e.g., of grades, 
percentages of target metal concentrations, with associated 
probabilities). But the totality of data can be used for 
potentially diverse purposes, such as relating vehicle 
performance and maintenance data back to spatial attributes 
of the working space (e.g., rock hardness, shape, gradients, 
sharpness of turns, stability), actual work records (distances 
and heights traversed, motor accelerations and decelerations, 
total vehicle accelerations and decelerations), and mean time 
between failure for vehicle parts, subsystems and systems. 
These data can feed into site and enterprise level operations 
analysis and optimisation. Not all of these data are or need to 
be spatially specific, but the availability of spatially indexed 
data supports forms of cross model analytics, such as the 
discovery of terrain regularities associated with temporal 
data features that in turn associate with maintenance trends. 

The forms of spatialised data noted above could be (and 
currently are) recorded using methods that are not primarily 
indexed spatially, or if they are spatially indexed, the indices 
exist in highly localised systems. The Voxelnet generalises  
access to spatially indexed data, supporting a much greater 
variety of scales in analytic functions, and analytics across 
more diverse perspectives  and interests than the design 
targets of existing tools. 

IV. HOW  CAN THE VOXELNET AND THE IOT CO-

EXIST? 

The Voxelnet uses IoT concepts in two ways: i) as a 
repository, spatial browsing and analytics system for IoT 
connected objects, and ii) each block behaves as an 
interconnected “thing” within the IoT. Where the IoT deals 
with actual physical objects and sensors, the Voxelnet can 
support virtual objects and sensors that may have been 
converted or derived from physical world data by agents 
within the Voxelnet infrastructure. 

The IoT relies on IPv6 due to the huge number of 
individually accessible things (objects) that are expected to 
be part of it. Likewise, the Voxelnet has the same issue with 
the default 1 m3 block index representing the world. The 
volume of the Earth is approximately 1021 m3, so that is how 
many blocks that would be needed for a complete Voxelnet 
of the Earth. IPv6 supports about 3.4 x 1038 individual 
addresses and so could represent each individual block as an 
IP-addressable entity for the entire Earth and still have most 
of its addresses left over. Just considering the surface area of 
the Earth of 5.1 x 1014 m² and with 2000 m of height interest, 
then there are around 1018 blocks of 1 m3 size. 

However, the represented volume needs to accommodate 
the volumetric data available and context of how it is used. 
For example, geological block modelling used in 
geosciences seeks to achieve a block scale derived from the 
scale of available data samples together with considerations 
of the evidence that the data provides and a suitable degree 
of averaging for resource estimation purposes [11]. Raw data 
should be represented in the highest level of available detail. 
The proposition of a default 1 m3 block is a human scale 
convenience for traversing the complete volumetric system, 
where specific functions may require the aggregation or 

decomposition of this scale to the degree needed. For 
example, underground mine planning typically uses block 
around a size of 5 m3, while an autonomous vehicle that 
needs to analyse points in a point cloud to derive the location 
and classification of features and objects in its immediate 
operational environment might need a spatial index accuracy 
on the order of millimetres. The requirements of scale and 
the functional ability to transition to different scales impacts 
the design of the underlying computational and 
communications infrastructure, including storage 
requirements, network bandwidth, and processing time 
requirements (not considered in detail here). 

This leads to questions for representing the world as a 
block model including how to meet requirements for: i) 
memory, ii) connectivity, iii) speed, iv) network bandwidth 
and v) processing (speed) related to a large number of 
addressable objects. 

V. TECHNICAL APPROACH 

Internet IP addresses currently using IPv6 have 128-bit 
addresses facilitating routing via octets representing hosts 
and subnet structures. A domain name or URL is a 
representation that is more understandable and memorable to 
a human, which maps onto a detailed numeric IP address. 
The semantics of an Internet URL or IP address is essentially 
a routing instruction identifying a specific machine within a 
network. This depends only upon the network topology and 
domain structure and has nothing to do with any other form 
of locational information, e.g., about location specific data. 

The Voxelnet proposed here aims to create an alternative 
addressing system having semantics of spatial locations 
instead of routing pathways. This could sit on top of a 
transport layer protocol like IPv6, but it needs to provide 
users with spatial location, content, data modalities and 
feature information, rather than routing information. Hence, 
the semantics of a Voxelnet address is a 3D spatial location 
(within a designated geographic coordinate system), time or 
time range (default to latest), a data type selection 
specification, process instructions, etc. The list of data types 
and processing required includes specific spatial data sets 
(which could include temperature, surface type, pressure, 
gravity, magnetism, biomass, mineralogy, infrastructure, etc. 
The possible format for such a spatialised URL can be based 
upon existing standards for geospatial data systems, such as 
those specified by the Open Geospatial Consortium (OGC) 
[12], including netCDF, GeoSPARQL, Geography Markup 
Language Encoding Standard (GML), KML (formerly the 
Keyhole Markup Language), etc. However, currently there is 
no universal access tool that provides a higher level interface 
for access to the data mediated by these standards and hides  
source details from users.  

Such a tool should have analogous seamless integration 
across multiple heterogeneous databases as provided by web 
browsers for data that is unified into a 2D text/image 
presentation paradigm. The Voxelnet is intended to provide 
this kind of access. This is fully in line with current broad 
standardisation efforts (e.g., [13]), but with an emphasis 
upon the creation of a unified user experience paradigm for 
3D spatialised data and analytics. It can also be approached 
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as a user-oriented layer on top of ongoing initiatives to create 
a Spatial Identifier Reference Framework (SIRF) [14].  

The Voxelnet is conceived as a system of agents, each of 
which is responsible for the following kinds of functions, 
including requested processing within the scope of its 
designated volume: 

 

 Responsibility for management of a specified volume 
of information at a specific scale. 
 

 Activated by and responds to Voxelnet requests falling 
within its volume of responsibility. 
 

 Interpretation of the request. 
 

 Assembly of a data package or service that satisfies the 
request. 
 

 Conversion from stored coordinate format to coordinate 
format requested. 
 

 Filtering by attribute value as requested. 
 

 Aggregation and disaggregation functions associated 
with nested spatial structures. For example, the volume 
represented by an agent may exist within larger scale 
volumes represented by other agents, or may contain 
smaller scale volumes represented by other agents. A 
query might be satisfied by assembling a data package 
from several different scales representing varied 
resolution of sensor instruments and technologies. 
 

 Streaming to participate in traversal interactions 
through virtual spaces that are constituted by many 
agents, e.g., to create a coherent virtual world 
experience assembled from many smaller scale spatial 
data elements. 
 

 Implement computationally derived data modalities, 
either pre-computed or computed on demand. 
Examples of these might include finite element or 
cellular automata computations, e.g., to find a path 
through a landscape that minimises gradients or height 
changes, to predict flooding locations, for bushfire 
behaviour prediction, etc.). 

 
On top of this network client functions must be provided to 
provide a coherent experience for users that hides the 

underlying standards and distributed repositories unless 
requested, and focuses upon the creation of a user task-
oriented interaction, visualisation and comprehension 

paradigm. 

VI. SUMMARY AND FUTURE WORK 

The Voxelnet concept aims to provide seamless traversal 
through a 3D virtual space with content generated from 
diverse and heterogeneous data sources. Content may be 
multimodal, and can be computed from primary or other 
computational sources. Development of a demonstrator for 
this is work in progress that will support underground void 
mapping by UAVs as a first example use case. The Voxelnet 
concept is general and can be used for many applications. 
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