
CLOUD COMPUTING 2020

The Eleventh International Conference on Cloud Computing, GRIDs, and

Virtualization

ISBN: 978-1-61208-778-8

October 25 - 29, 2020

CLOUD COMPUTING 2020 Editors

Bob Duncan, University of Aberdeen, UK

Magnus Westerlund, Arcada University of Applied Sciences, Finland

Andreas Aßmuth, Ostbayerische Technische Hochschule (OTH) Amberg-Weiden

Germany

Sebastian Fischer, Fraunhofer AISEC, Germany

Aspen Olmsted, Ph.D., Fisher College, USA

                             1 / 96



CLOUD COMPUTING 2020

Forward

The Eleventh International Conference on Cloud Computing, GRIDs, and Virtualization (CLOUD
COMPUTING 2020), held on October 25 - 29, 2020, continued a series of events targeted to prospect the
applications supported by the new paradigm and validate the techniques and the mechanisms. A
complementary target was to identify the open issues and the challenges to fix them, especially on
security, privacy, and inter- and intra-clouds protocols.

Cloud computing is a normal evolution of distributed computing combined with Service-oriented
architecture, leveraging most of the GRID features and Virtualization merits. The technology foundations
for cloud computing led to a new approach of reusing what was achieved in GRID computing with
support from virtualization.

The conference had the following tracks:

 Cloud computing

 Computing in virtualization-based environments

 Platforms, infrastructures and applications

 Challenging features

Similar to the previous edition, this event attracted excellent contributions and active participation from
all over the world. We were very pleased to receive top quality contributions.

We take here the opportunity to warmly thank all the members of the CLOUD COMPUTING 2020
technical program committee, as well as the numerous reviewers. The creation of such a high quality
conference program would not have been possible without their involvement. We also kindly thank all
the authors that dedicated much of their time and effort to contribute to CLOUD COMPUTING 2020. We
truly believe that, thanks to all these efforts, the final conference program consisted of top quality
contributions.

Also, this event could not have been a reality without the support of many individuals, organizations and
sponsors. We also gratefully thank the members of the CLOUD COMPUTING 2020 organizing committee
for their help in handling the logistics and for their work that made this professional meeting a success.

We hope that CLOUD COMPUTING 2020 was a successful international forum for the exchange of ideas
and results between academia and industry and to promote further progress in the area of cloud
computing, GRIDs and virtualization.
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Secure Business Intelligence Markup Language (secBIML) for the Cloud 

Aspen Olmsted 
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e-mail: aolmsted@fisher.edu 

 
 

Abstract— Enterprise organizations have relied on correct data 

in business intelligence visualization and analytics for years. 

Before the adoption of the cloud, most data visualizations were 

executed and displayed inside enterprise applications.  As 

application architectures have moved to the cloud, many cloud 

services now provide business intelligence functionality.  The 

services are delivered in a way that is more accessible for end-

users using web browsers, mobile devices, data feeds, and email 

attachments.  Unfortunately, along with all the benefits of the 

cloud business intelligence services comes complexity.  The 

complexity can lead to slow response times, errors, and integrity 

issues.  An information technology department or service 

provider must get ahead of the problems by automating the 

execution of reports to know when availability or integrity issues 

exist and dealing with those issues before they turn into end-user 

trouble tickets.  In this paper, we develop an Extensible Markup 

Language programming language that allows execution against 

many cloud documents and business intelligence services. The 

language enables issues to be proactively discovered before end-

users experience the problems. 

Keywords-Business Intelligence; Cloud Computing; 

Heterogeneous Data  

I. INTRODUCTION  

Forrester Research defines business intelligence as "a set 
of methodologies, processes, architectures, and technologies 
that transform raw data into meaningful and useful 
information used to enable more effective strategic, tactical, 
and operational insights and decision-making [1]. For today’s 
businesses, this mainly takes shape through data visualization 
(tabular and charts), business documents, data mining, 
customer interaction automation, and email marketing. 

Data visualizations have been developed by enterprises 
for decades to allow users to analyze their data in tabular or 
chart format.  The visualizations change based on runtime 
prompts that filter the data displayed in the visualization.  
Data from separate Online Transaction Processing (OTP) 
systems are often aggregated into data warehouses to allow 
visualizations that span data from multiple source systems.  
Unfortunately, little tooling was provided to ensure the 
visualizations guaranteed the required availability and 
integrity.  This paper describes our work in developing a 
programming language to help an organization with these 
issues.  We call our programming language, Secure Business 
Intelligence Markup Language (secBIML). Our 
programming language secBIML allows an organization to 
script the correctness requirements and receive proactive 
notification of security issues. 

Data mining allows an enterprise to discover new 
knowledge from their OTP data using data science 

algorithms.  Unfortunately, the integrity of the source data is 
often ignored, leading to new knowledge derived from bad 
information.  Utilizing secBIML, an organization can script 
the correctness requirements into comparison tables and 
receive proactive notification of integrity issues in the source 
data. 

Many cloud application providers sell customer 
relationship management (CRM) and email marketing 
solutions and advertise their ability to automate interactions 
with customers based on changes in the data.  Unfortunately, 
little attention is provided to how the data is aggregated and 
the availability and integrity of the information that is used as 
the source of the automation or email marketing.  Our 
programming language secBIML can alert an organization of 
issues so they can proactively solve the problems with the 
correctness of the data used in the process. 

The organization of the paper is as follows. Section II 
describes the related work and the limitations of current 
methods. In Section III, we describe the elements in the 
secBIML programming language.  Section IV provides the 
motivating example behind our work. Section V describes 
how we developed our runtime engine. Section VI drills into 
the data we gather in our experimentation with data 
visualizations. Section VII investigates the tests we used in 
our experimentation with business document integrity. 
Section VIII describes the test implementation used in our 
experimentation with business email integrity.   We conclude 
in Section IX and discuss future work. 

II. RELATED WORK  

The large corporate cloud providers such as Microsoft, 
Google, Amazon, and IBM hold many patents in the domain 
of recognizing application availability.  The patents are 
designed for business to consumer websites where there is 
less control than we have in our enterprise BI environment.  
The lower level of control stems from the client machines in 
business to consumer architectures are unknown to the 
provider. One example of such a patent is from Letca et al.[7].  
In the patent, Microsoft inserts a stub between the calling 
client and the web application.  The stub gathers performance 
data as the user is using the web application.  Unfortunately, 
with such a solution, a flaw in the stub can reduce the 
availability of the service. In our work, we utilize the network 
during off-hours for the enterprise to gather application data.  
The information gathered informs the information 
technology staff of priorities to proactively solve problems 
before they are filed as end-user trouble tickets. 

Codd [1] describes integrity constraints in his original 
work on relational databases.  Codd's original work assumed 
the data sources are two-dimensional tables that are 

1Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-778-8
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normalized to eliminate redundancy.  Codd’s ideas made it 
into most online transaction processing (OTP) databases but 
never made it to the BI or document level.  The data layer 

behind most BI architectures often increases availability by 
allowing dirty data through the use of database hints.  In our 
work, we are looking for integrity errors by defining 
constraints in the document testing language itself and not in 
the data layer behind the documents. 

Many security software vendors offer a web application 
security scanner.  These scanners try to break a web 
application to find common vulnerabilities such as cross-site 
scripting and SQL injection.  Khoury et al. [8] evaluate the 
state of art black-box scanners that support detecting stored 
SQL injection vulnerabilities.  Our work utilizes white box 
testing to find vulnerabilities in access control on both the 
docuememt or data element level.  

 

III. LANGUAGE ELEMENTS 

The programming language secBIML is defined in 
Extensible Markup Language (XML) with elements 

expressing the statements and expressions. Attributes or child 
elements express the parameters to the statements and 
expressions. Elements are identified in a SecBIML program 
as a start-tag, which gives the element name and attributes, 
followed by the content, followed by the end tag. Start-tags 
are delimited by `<, ' and `>'; end tags are delimited by `</' 
and `>'. TABLE I shows a breakdown of the tags available in 
the secBIML language. 

 

A. Statement Tags 

secBIML syntax is made up of declarative statements that 
define one of eight statement entities: credential, report, 
execution, parameter, alert, RESTaction, DBaction, and 
LOGaction. Figure 1 shows an example set of declarations to 
define a single implementation of a report with two runtime 
parameters.  The parameters are set for a date range of the 
entire month of July 2019.  The following is the set of 
language elements currently supported by secBIML: 

 

• Credentials – The credential tag declare 

• Reports – The report tag states the details on the server 
and the name of a specific report that is tested.   

• Executions – The execution tag declares a specific test 
case for a report.  

• Parameters – The parameter tag declares the runtime 
values used in the test of a specific execution.  

• Alerts – The alert tag defines the data that is tested 
specify actions to take on failures. Actions can add tuples 
to a datastore, send emails, or call web-services. Parent 
tags for Alerts can either be comparison entities or 
execution entities. 

• RESTactions – The RESTaction tag defines actions that 
call to web-services.  The web-services call has the key-
value pairs in the delivery. 

• DBActions – The DB actions tag defines tuples written 
to a database table.  The key in the key-value pair 
returned from the ActionValue entity matches with a 
table column, and the value is inserted in the tuple. 

• Logactions – The “Logaction” tag is used to define 
values written to a log file. 

 
 

B. Expression Tags 

Expressions in the secBIML are entities where the syntax 
returns one of five different data types: list, boolean, 
numbers, text, or key-value pairs.  Expressions are used to 
find a specific value in the report output, aggregate a set of 
values in the report output, express literal values, or define 
what data is sent to actions. Operators can combine 
expressions to be used in complex relational comparisons.  
There are four expression elements that return values in the 
secBIML language. The four elements are reference, literal, 
comparison, and ActionValue.  We document the four 
elements below: 

 

• References – The reference tag allows for the 
retrieval of a value from a report.  The values are 

<report name="eventbyhour" 
server=https://logireports.fi.edu?rdName=Reports.Admissio

ns.Event_ByHour credential=”bilogin”/> 

<execution name="eventbyhourjuly" 
report="eventbyhour"/> 

 
<parameter execution="eventbyhourjuly" 

name="BeginDate" value="07/01/2019"/>  
 

<parameter execution="eventbyhourjuly" 
name="EndDate" value="07/31/2019"/>  

 
Figure 1. Example Report, Execution and Parameter Declaration Elements 

TABLE I. secBIML TAGS. 

Tag Type Parent 

Credential Statement  

Report Statement Credential 

Execution Statement Report 

Parameter Statement Execution 

Alert Statement Comparison 
or Execution 

RestAction Statement Alert 

DBAction Statement Alert 

LogAction Statement Alert 

Reference Expression Comparison 

Comparison Expression Comparison 

Literal Expression Comparison 

ActionValue Expression RESTAction, 
DBAction or 
LogAction 
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specified in the output by the hypertext markup 
language (HTML) id or a position in an HTML table.  
The type attribute allows values to be accumulated, 
counted, or averaged.  The selector attribute is used 
to aggregate the values in a row or column within an 
HTML table.  Selectors are patterns that match 
against elements in a tree and are the primary method 
used to select nodes in an XML document.  secBIML 
supports CSS Level 3 selectors [9]. 

• Literals - The literal tag allows the expression of a 
constant value.  Literal tags are used when comparing 
a value in a report to a static value defined at the time 
the test is created. 

• Comparisons – The comparison tag allows values to 
be compared.  A comparison tag returns a Boolean 
value based on the results of the comparison.  The 
comparison tag requires an operator attribute to 
specify the comparison operation type.  There are six 
supported comparison operator abbreviations: equal 
(EQ), not equal (NE), greater than (GT), less than 
(LT), great than or equal to (GE), less than or equal 
to (LE). The value in the parenthesis is the 
abbreviated version of the comparison operator. 
Figure 2 shows the declaration of a reference to a cell 
within the last row of a table in the report output.  A 
comparison of a literal value of 23,201 is made to the 
value on the report, and if the data is different, a 
REST web service call is made to save the data.  By 
default, actions include the data used in the 
comparison, the name, the compared values, and a 
timestamp marking the comparison evaluation time. 

• ActionValues – The ActionValue tag allows the 
delivery and storage of key-value pairs in response to 
the alert.  The type attribute defaults to a comparison 
name but can be a comparison, reference, literal, or 
execution result.  There are two available values from 
the execution results; the HTTP status and the 
duration of the execution. 

 

C. Attributes & Child Elements 

In both the statement and expression tags, white space and 
attributes are allowed between the element name and the 

closing delimiter. An attribute specification consists of an 
attribute name, an equal sign, and a value. A child element is 
a tag fully enclosed between the open tag of another 
statement or expression and the matching closing tag. White 
space is allowed around the equal sign. Attributes and child 
elements in the secBIML syntax specify the parameters in the 
statements or the expressions.  It is possible to express any 
parameter either through an attribute or through a child 
element. The expression of a child element allows for more 
complicated parameters including collections of values. 
Figure 2 shows how the RestAction and ActionValue entities 
can be rolled up into attributes. Attribute parameters are 
similar to read but do not allow for more than one value of 
the same attribute type. 

  

IV. SECBISQL& MOTIVATING EXAMPLE 

To facilitate the usage of the programming language by 
non-programmers, we developed a version of the language 
that has the tags stored in a SQL database.  The SQL version 
is called secBISQL.  The semantics of the two versions 
secBIML and secBISQL are identical.  The difference is in 
how the programming language is stored in the source 
format. Figure 3 shows an entity-relationship diagram (ER) 
for secBISQL. 

secBISQL was developed for The Franklin Institute (TFI) 
in Philadelphia, PA [10] to allow them to identiy availability 
and integrity errors in their business intelligence operations.  
In their business intelligence operations, TFI had one hundred 
and twenty custom reports that ran in the cloud using a 
business intelligence tool name Logi Analytics [11]. The 
custom reports were developed over many years by several 

<reference name="attendancetotal" 
execution="eventbyhourjuly" type="sum" 

selector=”#attendance”/> 
 

<comparison name="totalattendance" 
reference="attendancetotal" literal="23201"/> 

 
<alert comparison="totalattendance" 

action="writeerror"/> 
 

<action name="writeerror" restaction=" 
http://https.logireports.fi.edu/saveerror"/ 

actionvalue=”totalattendance”> 
 

Figure 2. Example Alert and Supporting Elements 

 

 

Figure 3. secBISQL ER Diagram 
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different developers. Unfortunately, the end-users were 
experiencing errors and timeouts throughout the day. 

In our first iteration, we used secBISQL to measure the 
security of data visualizations.  We followed this iteration up 
by experimenting with other generated business documents 
and communications.  The documents we experimented with 
can be categorized into three primary categories; word 
processing, presentation, and spreadsheet documents.  Each 
document we looked at had aggregation of values or 
references to data from business intelligence reports.  We also 
looked at automated emails sent to patrons after activities 
with the patrons, along with mass emails that were sent for 
marketing future events to patrons. 

For the word processing, presentation, and spreadsheet 
documents, we utilized Microsoft™ Office 365 [8].  Office 
365 is a cloud-based software as a service (SAAS) solution 
for word processing.  To programmatically reference the 
word processing document, the URL of the office 365 
document is added in the entity object as a “report” entity.  
Comparisons can be defined to compare individual values in 
the document to other values or aggregated values in the same 
document or a data visualization. For example, an invoice 
document laid out in Microsoft™ Word can be verified to 
ensure that the columns for quantity and amount are equal to 
the total column.  A spreadsheet document has the 
functionality to aggregate values but a word processing 
document is often used for the end printed business document 
because of layout concerns. Integrity checks can be 
established in secBIML to ensure the word processing data is 
correct. Values in a business document could also be 
compared to a source business visualization. Often data is 
pulled from a data visualization and placed in a flyer or 
presentation, but that data may change in the source system.  
secBIML can ensure that data remains correct. This same 
technique can be used with documents stored in competitive 
cloud SAAS word processing solution providers such as 
Google™ GSuite [9].   

After tackling the business documents, we looked at 
emails generated from back-end business transactional data.  
We were able to retrieve emails from an email service 
provider (ESP) through the Representational state transfer 
(REST) application programmer interface (API)s.  REST is a 
software architectural style that defines a set of constraints 
for Web services creation. Web services that conform to the 
REST architectural style, called RESTful Web services, 
provide interoperability between computer systems on the 
Internet. The “report” entity was used to specify a REST front 
end URL, and the parameters were used to call out to the web-
service for the specific REST data.  The data was then 
compared to a report that listed the source data consumed in 
the generation of the email marketing or business automation. 

 

V. RUNTIME ENGINE 

The language compiler and execution engine were built 
using the C Sharp programming language on the .NET Core 
runtime engine [12]. .NET Core is an open-source, managed 
execution framework that allows execution on the Microsoft 

Windows, Linux, and macOS operating systems. The 
framework is a cross-platform successor to the .NET 
Framework. The framework allows the implementation of 
secBIML on any modern operating system. 

secBIML links to a .NET library named Puppeteer Sharp 
[13]. Puppeteer Sharp is a .NET port of the Node.JS 
Puppeteer API [14]. Puppeteer is a Node programming 
language library that provides a high-level API to control the 
Chrome browser. Puppeteer allows a program to run the 
browser headless so that the browser interface is not exposed 
to the console.  This layer of browser execution is critical in 
the execution of the business intelligence reports to ensure 
proper execution of JavaScript rendered HTML reports. 

 

VI. EMPIRICAL DATA – DATA VISUALIZATION 

In this section, we look at the empirical data we gathered 
to support our hypothesis that the usage of the secBIML 
language could increase the security of business intelligence 
reports and visualizations.  To measure the availability of the 
business intelligence reports, we scheduled one hundred and 
twenty reports to run overnight in six modes.  The six modes 
were sequential with a cache and without a cache, four 

 

 

Figure 4. Average Timing 

 

TABLE II SECBIML PRE-TESTING DATA 

Data Point Timing Executions 

Cache-miss sequential 17652 120 

Cache-hit sequential 1464 120 

Cache-miss 4 thread 20556 120 

Cache-hit 4 thread 1824 120 

Cache-miss 8 thread 22380 120 

Cache-hit 8 thread 2016 120 

Cache-hit production 145873 910 

Cache-miss production 4864 320 
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concurrent threads with a cache and without a cache, and 
eight current threads with a cache and without a cache.  The 
tests were run over thirty days, and the average execution is 
shown in TABLE III.  Also, include in the table is the average 
production data for the same period.  The production data was 
gathered by parsing the web server logs for calls to the 
business intelligence report. 

The reports that exhibit slow behavior were optimized 
based on the data gathered in the first phase and were 
optimized, and the experiment was run again for thirty days.  
TABLE III shows the average timing data collected in the post-
optimization period. Figure 4 shows the comparison of the 
average per report timing for both pre-optimization and post-
optimization timing experiments.  The data clearly shows that 
the availability was increased in every mode of data gathering 
based on the knowledge gathered from the secBIML 
executions. 

 
 

VII. EMPIRICAL DATA – BUSINESS DOCUMENTS 

In this section, we look at the empirical data we gathered 
to support our hypothesis that the usage of the secBIML 
language could increase the security of business documents.  
We sampled fifty-seven business documents stored as 
Microsoft™ Office 365 documents.  The data was either 
stored in Word, PowerPoint, or Excel applications.  TABLE IV 
shows the documents used in our tests.  The internal and 
external columns represent the number of tests that we 
established in each category.  The internal tests compare 
values within the document, and the external tests compare 
values across documents.  The initial integrity column 
displays the percentage of the correctness of the numbers 
returned from the first execution of the test.  The continuous 
integrity displays the rate of accuracy over 12 weeks.  After 
the initial test, corrections were applied to the documents, and 
continuous integrity tests ran nightly.  The test demonstrates 
how often the data changed in the source data.  We only found 
one excel document that had external budget data, and the 
data was correct and did not change over the 12-week test 
period.  Discovery and setup of tests for business documents 
was a tedious process. In our future work, we plan to develop 
a Chrome web browser plugin to allow the automation of the 
test creation within the document.  Nightly executions of the 
tests for business documents helped to improve the integrity, 
but trigger-based test execution would be a better solution.  
Both Microsoft Office 365 and Google GSuite offer API 
hooks that can be used to launch the test when a document is 

saved.  The test could then run and immediately notify the 
user of the error.  We would also plan to add web browser 
notifications immediately when an integrity error occurs. 

 

VIII. EMPIRICAL DATA –EMAILS  

In this section, we look at the empirical data we gathered 
to support our hypothesis that the usage of the secBIML 
language could increase the security of email marketing and 
business automation.  Many CRM and email marketing 
vendors claim functionality to allow artificial intelligence 
with email marketing and continuous communication with 
customers based on business automation.  We believe this is 
a more difficult process than vendors imply.  The difficulty 
comes from the fact that the data used to generate these 
emails and automation must be accurate and current. So, we 
wanted to test the correctness of data used in a production 
system. To measure the integrity of the data, we used an email 
services provider (ESP) Mailgun [13].  An ESP is a cloud 
service provider that manages the delivery of email messages.  
Some vendors provide analytic data on email delivery, such 
as the number of messages delivered, suppressed, and 
dropped.  Data about the email clients, click-throughs, and 
unsubscribe data is also maintained.  An added benefit of the 
provider we chose is that a free version is available through 
the GitHub Student Developer Pack [14].   

A Standard Query Language (SQL) Server Common 
Language Runtime (CLR) extension was developed to send 

TABLE III SECBIML POST-TESTING DATA 

Data Point Timing Executions 

Cache-miss 
sequential 

14808 120 

Cache-hit sequential 1452 120 

Cache-miss 4 thread 18324 120 

Cache-hit 4 thread 1812 120 

Cache-miss 8 thread 20556 120 

Cache-hit 8 thread 2016 120 

Cache-hit production 139647 989 

Cache-miss 
production 

4393 289 

 

TABLE IV SECBIML BUSINESS DOCUMENT TESTS 

Document Type Count Internal External Initial Integrity Continuous Integrity 

Word Documents 102 24 82 82% 94% 

PowerPoint 
Documents 

55 2 53 86% 92% 

Excel Documents 1 0 1 100% 100% 
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the emails with proper tagging and retrieve the sent email 
data through the APIs.  Database triggers were used to send 
automation responses based on the visitation of patrons.  For 
example, an email was sent before a visitation that included 
details on arrival, directions to the venue, and the group's 
itinerary.  Surveys were also sent to the patrons the day after 
visitation. Using the APIs from Mailgun, we were able to 
retrieve the data about the sent emails and check the integrity 
of the merged fields, appropriateness of the content in the 
email, and problems with delivery. TABLE V shows the errors 
found over a month of tests.  The errors fell into two 
categories; data errors with the automated emails and data 
merge errors where data was truncated or displayed 
improperly in the final layout.  The automation errors 
originated from data entry errors from operators entering 
transaction data and poor design in the transactional systems 
to allow the data inconsistencies to exist.  The merge errors 
originated from live data that did not look like the data used 
in the testing of the email templates.  In both cases, the 
percentage of error is small, but if an organization works hard 
to acquire a customer, these types of errors can negate that 
hard work. 

IX. CONCLUSIONS AND FUTURE WORK 

Based on our research, we demonstrate that the 
availability and integrity of business visualizations, 
documents, and communications increase using the secBIML 
programming language.  This work demonstrates the 
successful implementation of the tests written in secBIML for 
an actual organization utilizeing their production 
environment.  Our future work will develop tooling to make 
it easier to create business document tests while doing layout 
in the document.  The tooling will make it more likely that an 
end-user will specify the correctness of a document. We will 
also create trigger-based executions of our testing programs.  
The triggers will enable on the fly verification instead of a 
point in time testing.  
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TABLE V SECBIML EMAIL AND AUTOMATION TESTS 

Type Count Errors 

Visitation Email 
Automation  

18,114 13 

Email Merge Errors 756,123 1,243 
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Abstract— Common wisdom on how to evaluate preventative 
goods is weak, and as a result cybersecurity suppliers provide 
tools without hard evidence or guarantees. While it may be 
naive to expect any one tool to act as a silver bullet, information 
asymmetry is a problem that can and should be addressed. We 
argue that well-informed consumers are essential to responding 
to the security, privacy, and usability challenges associated with 
developing web applications hosted in the cloud. Accordingly, 
we study Web Application Firewalls to draw attention to the 
status quo, and provide questions that allow the public to readily 
identify information asymmetry in the goods they consider. 

Keywords- application firewalls; secure coding; 

I.  INTRODUCTION 
A number of market studies indicate the demand for Web 

Application Firewalls (WAFs) is increasing rapidly [1]-[4]. At 
the same time, the InfoSec community readily offers concrete 
examples of how to carry out attacks on systems protected by 
WAFs [5]-[8]. We are confused by these two observations. Do 
consumers understand the extent of the limitations of their 
tooling? Are better options not available? Are they obligated 
the purchase by compliance requirements? The modern 
cybersecurity consumer faces many challenges. We argue that 
a broad survey of the WAF landscape will serve as a means to 
identify the paradigms with which researchers should equip 
consumers, so they make prudent and informed decisions. 

A quick internet search will show that much published 
research on WAFs focuses on measuring and improving 
specific aspects of attack detection via involved techniques 
like machine learning [9]-[12]. Although none of the authors 
say so directly, the papers offer the impression that researchers 
are well aware that WAFs are flawed and that energies are 
focused narrowly on making these flaws smaller. While we 
agree that novel techniques may in the end improve these 
tools, we find it implausible that WAFs will ever provide the 
same protection as bug-free code. We'll support this theory 
and explain why you should care in later sections. First 
though, we'll step back and ask the natural question, what 
problems are WAFs actually intended to solve? 

A good challenge for readers would perhaps include 
exploring a few vendor sites and, using only the information 
there, explain the purpose of WAFs. We found this task 
somewhat onerous, but in good faith we'll offer the following 
non-comprehensive list of uses: (1) protect applications, (2) 
detect attacks, (3) provide reporting and (4) meet compliance 
[13]-[16]. Upon compiling this list of uses, we found 
something to admire in each—they represent genuine 

concerns that consumers need to address and for which they 
seek out solutions. On closer inspection, however, we 
wondered how one could quibble with such broad objectives? 
Were they so broad as to be rendered meaningless? We find 
that savvy consumers are left still wondering a number of 
questions. First, how do WAFs accomplish their intended 
purpose? Second, to what extent do WAFs actually solve the 
problems that vendors claim they solve? Third, are WAFs in 
particular better suited to address these problems than other 
tools or processes? 

Some cybersecurity specialists have argued that Payment 
Card Industry (PCI) requirement 6.6 explains the proliferation 
of WAFs without necessarily answering these questions. 
Requirement 6.6 states that organizations must either (1) use 
an application firewall or (2) implement a process for code 
reviews [17]. Wicket offers the somewhat critical conclusion 
that, given the unappealing nature of the second option, most 
organizations read this as a WAF mandate [18]. His argument 
is that organizations don't install WAFs for their security 
value, but instead out of a desire to pass their mandatory PCI 
certification. While we agree that PCI probably does drive 
some demand for WAFs, we disagree that this alone could 
explain such high demand for WAFs. This is simply due to the 
fact that a vast number of organizations don't actually pursue 
PCI certification. We considered the possibility that 
organizations look to PCI as a defacto standard, essentially "if 
it's good enough for banks it's good enough for us." We would 
be more inclined to expand on that theory, however, provided 
more evidence. Our debate of PCI is, in fact, addressing a 
larger matter—that some in the cybersecurity community 
believe it is safe to forgo the proactive process of removing 
bugs from code as long as one installs some type of reactive 
tool like a WAF. This is at best misleading and at worst wrong. 

Other popular channels of information, like Wikipedia, are 
more realistic in their description of WAFs, but in our opinion, 
are not without problems. Although Wikipedia does give 
some matter of fact information such as, "By inspecting HTTP 
traffic, WAFs can prevent attacks stemming from web 
application security flaws, such as SQL injection, cross-site 
scripting, file inclusion, and security misconfigurations," it 
also makes hard-to-support claims such as, "The Open Web 
Application Security Project (OWASP) produces a list of the 
top ten web application security flaws. All commercial WAF 
offerings cover these ten flaws at a minimum [19]." We argue 
that less savvy readers may be misled into feeling a false sense 
of security due to the fact that the meaning of the word 
coverage is unclear. We have to ask, is this just a poorly 
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worded sentence, or is it evidence of bona fide 
embellishment? 

In their recent work, Muegge and Craigen have offered the 
conclusion that cybersecurity specialists manipulate cognitive 
limitations to over dramatize and oversimplify risks [20]. 
Essentially, Muegge and Craigen maintain that, because there 
is a lack of reliable information around cybersecurity, 
processes should be anchored around what they call 
"evidence-based design principles." We agree that it's not easy 
to find reliable data, or data that's not oversimplified, in 
cybersecurity because our experience researching WAFs 
confirms it. Muegge and Craigen's theory on the absence of 
quality information is extremely useful because it sheds light 
on the problem of how difficult it is for consumers to make 
well-informed decisions without sufficient evidence. 

At this point we would like to raise some objections 
inspired by our own internal skepticism. We feel that we may 
have been ignoring the fact that eliminating risk entirely is 
considered impossible. "Tools will never be perfect", we say, 
"we should reduce harm in any ways we can afford." 
Cybersecurity specialists in particular will note that the goal 
is less about perfection and more about reducing risk. Our 
point is not that we should cast aside tools simply because 
they're not perfect. Our point is that if suppliers are not 
offering a guarantee for their claims about the quality of 
services provided, consumers should be given information 
that lets the cold sting of these limitations sink in. 

We are not the first to make the connection between 
cybersecurity tools and Akerlof's Market for Lemons [21]-
[23]. Putting to use the example of used car sales, Akerlof 
famously put forth that quality will degrade in markets where 
it is not possible for consumers to validate the quality of goods 
being offered [24]. He maintains that these markets lead to 
weary consumers, willing to pay only lower prices for specific 
classes of goods no matter the quality [25]. Still more 
interesting, others have made the claim that information 
asymmetry has been solved in the market of used cars by 
guarantees like pre-certified used car programs and reputable 
third-party quality information sources like Carfax [26]. 
Arguments like this make us optimistic about the future, and 
we would like to see efforts toward analogous solutions for 
the problems of information asymmetry in markets for 
cybersecurity goods. 

During the course of the COVID-19 pandemic, firms 
capable of working in the cloud have benefited, and those yet 
to shift to the cloud are accelerating plans to do so [27]. As the 
cloud continues to prove itself essential, the selection 
processes consumers use for tools to secure applications run 
in the cloud grows proportionally. We encourage researchers 
to acknowledge these trends and focus on addressing security, 
privacy, and usability challenges with solutions that lead to 
well informed consumers. 

The organization of the paper is as follows: Section II 
reviews work related to assessing WAFs, and we provide a 
motivating example along with explanations of our empirical 
evidence. Section III provides discussion of our solution—a 
mental paradigm for savvy consumers. We conclude and 
describe future work in Section IV. 

II. MEASURING THE EXTENT TO WHICH WAFS SOLVE 
PROBLEMS 

Many assume that the capability of WAFs to analyze and 
filter requests at the application level is new technology. In 
fact, application-level access control systems that embody the 
firewall design have existed since at least 1998 [28]. In these 
systems, depicted as a flow diagram in Figure 1, just like in 
traditional network firewalls a special intermediate server 
establishes a barrier between a trusted internal domain and an 
untrusted external domain. These self-contained, generally 
configurable firewalls provide a chokepoint from which a 
policy of security rules may be enforced with the intent of 
denying suspicious traffic while allowing other credible 
seeming traffic. Toward this goal, a negative or positive 
security model can be used as a basis for access decisions. We 
focus only on the negative security model, as we have found 
this to be more popular by far, likely due to the fact that it 
requires little manual configuration by administrators when 
compared with the positive security model. We construct a 
basic threat model for this generic system using the STRIDE 
methodology in Table I. 

 
Figure 1.     Data Flow Diagram 

TABLE I.  STRIDE THREAT ANALYSIS OF FIGURE I 

Data Flow Diagram Element S T R I D E 

1) User ✓  ✓    

2) User Interface ✓ ✓ ✓    

3) Web Application Firewall ✓ ✓ ✓ ✓ ✓  

4) Ruleset     ✓  

5) Resource Server ✓ ✓ ✓ ✓ ✓ ✓ 

6) Persistent Storage ✓ ✓ ✓ ✓ ✓ ✓ 

7) DFs 3-4, 6-9  ✓  ✓ ✓  
 
There are numerous closed- and open-source initiatives 

attempting to provide tools for measuring the performance of 
WAFs, most with an emphasis on regression testing [29]-[31]. 
Azaria and Shulman, affiliated with Imperva, presented a 
methodology for assessing the performance of WAFs with a 
focus on two qualities: legitimate traffic that is blocked, and 
malicious traffic that is not blocked [31]. In their benchmark 
analysis, it was demonstrated that in the set of sample requests 
shown in Table II, there existed no instance of legitimate 
traffic that was blocked and there existed many instances of 
malicious traffic that was not blocked. This presentation is 
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instructive because it sheds light on the fact that the 
complexities of binary classification systems are central to the 
issues that WAF developers face. Using this information, we 
can speculate that False Negatives are preferred over False 
Positives, probably because they do not cause service 
interruptions for clients using the WAF. 

TABLE II.  BENCHMARK OF CLASSIFICATION OF ATTACKS BY WAF 

Attack Type Total Attacks Misclassified % 

False Negative 67 67 100 

False Positive 148 0 0 

a. False Negative Attacks are malicious requests that should be blocked 
b. False Positive Attacks are legitimate requests that should not be blocked 

We may expand on this speculation with a theoretical 
example. Consider the situation given in Figure 2 when 2 
percent of all traffic received by a web server is malicious. We 
then integrate a WAF that returns a positive classification 
result 95 percent of the time for requests that are actually 
malicious. If a request is not malicious, the WAF returns a 
negative classification result 99 percent of the time. 

 

 
 Figure 2.     Tree Diagram of Request Classification 
 
If the WAF returns a positive classification for a request, 

the probability the request is actually malicious is given by 
(2), 

                      P(C) = (0.02)(0.95) + (0.98)(0.01) 
                              = 0.029 
 

(1) 

                 P(M|C) = P(M∩C) / P(C) 
                              = (0.02)(0.95) / 0.029 
                              = 0.655 

(2) 

 
If the WAF returns a negative classification for a request, 

the probability the request is actually not malicious is given 
by (4),  

                    P(¬C) = (0.02)(0.05) + (0.98)(0.99) 
                               = 0.971 
 

(3) 

             P(¬M|¬C) = P(¬M∩¬C) / P(¬C) 
                               = (0.98)(0.99) / 0.971 
                               = 0.999 

(4) 

 
We remark that the sensitivity we assigned to our WAF in 

this example is high and would drastically reduce the total 
number of malicious requests received by the webserver. For 
a webserver responding to 1 million requests daily this would 
result in a 95 percent decrease from 20K to 1K malicious 
requests. While this improvement, if reflective of real-world 
scenarios, seems encouraging, we are left with the thought that 

a webservice absent of its own well-designed security 
mechanisms processing 1K malicious requests on a daily basis 
seems far from secure. Basically, it seems that no matter how 
advanced the sensitivity of our WAF, the reality appears that 
our webservice will always have the responsibility to respond 
appropriately to a nonzero number of malicious requests. 
This, in a nutshell would imply that the benefits of WAFs are 
strictly supplementary and not substitutionary. 

Bonneau, Herley, Oorschot, and Stajano describe the use 
of passwords for authentication purposes as an, at first, 
seemingly analogous situation where organizations settle for 
more lax security policies involving binary classification 
systems, due to usability challenges [32]. They offer the fairly 
sympathetic argument that organizations do not expect to 
achieve ironclad invulnerability, so they instead seek only to 
reduce harm at acceptable cost. We agree that this is the status 
quo and we believe, in the case of authentication strategies, 
that this compromise seems justified because it is likely to 
impact only individual users rather than an organization as a 
whole. We find this reminder helpful because it sheds light on 
the fact that consumers are in fact very accustomed to making 
compromises in their security strategies. 

If we had an imaginary dial for the sensitivity of a system 
of authentication signals, we could imagine, at the highest 
setting, many users would have a hard time logging in, but 
fewer accounts would be hijacked. As we lowered this 
imaginary setting, we could foresee these numbers shifting 
until, at the lowest setting, few users would have problems 
authenticating, but most accounts could be easily hijacked. 
Despite having sensitivity configurations, WAFs simply do 
not provide an analogous type of tradeoff because application-
specific implementation bugs can lead to all-or-nothing types 
of attacks, for example database dumps instead of attacks that 
only impact specific users. We find that making this 
distinction is essential. There is no blanket one-size-fits-all 
policy suggesting what compromises to security strategies are 
favorable. 

In the remainder of this section we will refute the idea that 
WAFs provide coverage of vulnerabilities created by 
application-specific implementation bugs. We have elected to 
test injection attacks, because they represent the number one 
web application security risk per the OWASP Top Ten 2017 
list [33]. Additionally, we document things of interest that 
arise in the process of integrating the WAF with our basic 
webservice. 

A. Technology Stack 
We use the following tools to conduct this experiment. 

• IBM Public Virtual Server C1 
• Ubuntu 18.04-64 
• Node.js 12.14.1 
• MySQL 5.7.28 
• Cloudflare Web Application Firewall 

 
L I S T I N G  I .  

 
VULNERABLE CODE SNIPPET 

1  const userInput = req.query.itemID; 
2  const statement = ` 
3    SELECT 
4      ItemID, 
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5      ItemName, 
6      ItemDescription 
7    FROM Items 
8    WHERE ItemID = ${userInput}; 
9  `; 
10 
11 connection.query( 
12   statement, 
13   function callback(err, rows) { … } 
14 ); 
 

In Listing 1, representing a snippet of the vulnerable code, 
on line 8 an unsanitized user input is interpolated into the 
string representing the SQL statement. This bug represents the 
source of the vulnerability we will use to test the WAF. 

B. Attacks 
We start with three basic SQL-injection (SQLi) attacks 

[34] and enhance each version by applying a technique called 
obfuscation [5]. 

i. Basic Tautology – the goal of tautology is to inject 
SQL tokens that cause the conditional statement of a 
query to evaluate true, like 
 
GET /items?itemID=1 or 1=1 

 
ii. Basic Union Query – the goal of a union query is to 

manipulate the where clause of a query so that 
multiple sub-queries can be made in addition to the 
one the programmer intended, like 
 
GET /items?itemID=1 UNION SELECT UserID, 
UserName, UserPassword FROM Users 

 
iii. Basic Piggyback Query – the goal of a piggyback 

query is to exploit a misconfiguration where it is 
sometimes possible to append a query to another 
query, like 
 
GET /items?itemID=1; DROP TABLE Users 

 
iv. Obfuscated Tautology – the goal of this obfuscation 

is to use quotation marks to trick the WAF into 
thinking the attack is legitimate traffic, like 
 
GET /items?itemID=1 OR 1#"OR"’OR’’=’"="’OR’’=’ 
 

v. Obfuscated Union Query – the goal of this 
obfuscation is to use different encodings to trick the 
WAF into thinking the attack is legitimate traffic, like 
 
GET /items?itemID=1 
union%23foo*%2F*bar%0D%0Aselect%23foo%0D%
0A UserID,UserName, UserPassword+FROM+Users 
 

vi. Obfuscated Piggyback Query – we can use similar 
techniques for piggyback queries, like 
 
GET /items?itemID=1; +DROP%20TABLE%20Users 
 

In further consideration of the STRIDE classification 
model, the tautology and union query attacks represent 
information disclosure threats, while the piggyback query 
represents a tampering threat. In the DREAD threat rating 
methodology, SQLi attacks are given the highest possible 
score of ten out of ten [35]. These styles of attacks are 
prolific, decades-old and have impacted significant players 
like the World Health Organization and the Wall Street 
Journal [36]. 

C. Integration 
We find some snafus encountered during the integration 

process noteworthy. At first, the process of activating the 
WAF appeared to involve updating our DNS provider and 
clicking a button next to our CNAME entry to turn an icon 
from grey to color. We were unsure what to think when, at 
first, all of our attacks succeeded. We reviewed the 
configuration settings in the provided dashboard several times 
and, after a few days, contacted customer support. Customer 
support explained that the service tier we were using would 
protect against only DDoS attacks, not OWASP sourced 
attacks like the ones we were testing. 

Later, we upgraded our service tier and ran our tests a 
second time. Again, all of our attacks succeeded. We returned 
to our configuration settings and discovered that upon 
upgrading plans, new options had become available and, by 
default, were not active. After toggling these to active, we, at 
last, observed our first blocked attack. Still, we later 
uncovered more configurations for the sensitivity of the WAF. 
All tests in the next section were performed with the 
sensitivity set to the highest possible setting. These snafus 
may represent human-usability issues and demonstrate how a 
pivotal ingredient to usable cybersecurity is informative 
feedback, especially visibility of the system state [37]. 
Basically, integrating a WAF adds a nontrivial level of 
operational complexity to a system, and this is a drawback 
because it can sometimes make it difficult to measure the 
security integrity of a system. 

D. Results 
The results of the experiment, provided in Table III, 

concluded that the WAF is unable to guarantee protection 
from the risk of injection attacks caused by application-
specific bugs. A trivial level of obfuscation makes it possible 
for an adversary to succeed at all three flavors of the attacks 
tested. This result makes us doubt the significance of the 
calculations made in Section II. At first, the possibility that 
under certain conditions we could reduce the total number of 
malicious requests received by a webservice seemed 
promising, but in retrospect, when there still exists in reality a 
nonzero number of known attacks that the WAF does not 
correctly classify, it is not straightforward to describe what 
benefit this would provide, if any. 
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TABLE III.  CLASSIFICATION OF ATTACKS ON VULNERABLE WEBSERVICE 
BY WAF 

Attack Class True-negative False-negative Misclassified 

B. Tautology yes no no 

B. Union yes no no 

B. Piggyback no yes yes 

O. Tautology no yes yes 

O. Union no yes yes 

O. Piggyback no yes yes 

a. For each of the six attack classes we send one request in order to observe the result. 
Because each of the six instances represent a malicious request, each should result 
in a True-negative outcome. We label all requests with different outcomes as 
Misclassified. 

We contacted Cloudflare customer support and provided 
the obfuscated versions of each example attack along with 
links to a live server for demonstration purposes. A customer 
support representative communicated that the keywords we 
provided were, “not a combination we have connected to an 
active software vulnerability we are ware [sic] of currently.” 
The representative suggested that we create a custom ruleset 
to block these exact requests from our system using the web 
interface. The same representative later added that, “for our 
global rulesets we need to balance coverage and avoiding false 
positive(s) from over agrresive [sic] rules in our network.” We 
find that this commentary further supports the hypothesis 
made in this paper regarding inherent weaknesses of systems 
involving binary-classification. In the end, a different 
customer support representative in the same conversation 
wrote, “our WAF Engineering team will add the first two 
examples to our WAF engine so this will be picked up by 
Cloudflare WAF rules. I am afraid we are not yet on a position 
to provide you with a [sic] ETA but it will be taken care of 
soon.” Another representative later reiterated that they were 
unable to share further details regarding how or when these 
changes would take effect. 

E. Guaranteeing Protection 
We will briefly demonstrate the effort involved in patching 

the application bug using secure coding. We know where the 
bug resides in our source code because we designed it 
intentionally. We are aware of course, that the writers of 
applications do not always know about the bugs in their code. 

The patch will involve changing two lines of code, lines 8 
and 13, to leverage a technique called parameterized queries, 
or prepared statements. Parameterized queries guarantee 
protection from SQLi attacks by ensuring that the SQL engine 
parses and compiles the query separately from the variables. 
The variables are escaped and inserted into the query later, so 
that no matter their content, they will be interpreted as 
ordinary strings [38]. 

 
L I S T I N G  2 .  

 
PATCHED CODE SNIPPET 

1  const userInput = req.query.itemID; 
2  const statement = ` 
3    SELECT 
4      ItemID, 
5      ItemName, 

6      ItemDescription 
7    FROM Items 
8    WHERE ItemID = ?; 
9  `; 
10 
11 connection.query( 
12   statement, 
13   [userInput], 
14   function callback(err, rows) { … } 
15 ); 

 
In Listing 2, representing a snippet of the patched code, a 

placeholder is put in line 8 indicating that the second argument 
to the query function on line 13 will contain the variable that 
should be escaped and inserted into the query after it has been 
parsed and compiled. 

After our modifications, the attacks are unsuccessful at 
tampering with the integrity of the database and disclosing in-
formation additional to what the author intended. This 
solution is low effort and highly effective but depends on 
knowledge. 

III. A MENTAL PARADIGM FOR THE SAVVY CONSUMER 
To paraphrase John Berger on art, it isn't so much the 

WAFs we want to consider, but the ways we see them [39]. 
Essentially, our point is not to convince consumers to reject 
tools like WAFs because they are imperfect. Our point is to 
convince consumers that they must resist the potential peace 
of mind and assurance that comes with preventative goods like 
WAFs. These delusions may become reasons to not carry out 
other prudent behaviors.  

Although much of this paper may make this idea seem 
obvious, we argue that, in fact, it's difficult for consumers to 
recognize the extent to which the position they hold in the 
market for cybersecurity tools lacks quality information. As 
we have discussed, while organizations are desperate for 
meaningful solutions, suppliers offer tools without guarantees 
and it is difficult to research credible information on the 
quality of tools offered. In situations like these, we wish to 
provide a paradigm allowing consumers to readily identify 
information asymmetry in the goods they consider. Due to the 
nature of cybersecurity tools we will focus specifically on 
preventative goods that aim to forestall negative outcomes. 

We are aware that in economics, goods are often given 
labels when they exhibit particular qualities that make them 
special. In the case of luxury, or Veblen goods for instance, 
demand can appear to increase as price increases contradicting 
the law of demand [40]. In this close study of tools like WAFs, 
it is possible to make the argument that many cybersecurity 
products embody their own unique set of characteristics, and 
we have yet to discover an economic term for this type of 
good. These unique properties are: 

 
1. You pay for it hoping to stop something undesirable 
2. If you observe nothing, you might assume it worked 
3. If you observe anything, you will know it did not 

 
Standing alone, we think these observations may not seem 

striking, so, in an attempt to promote sticky mental 
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associations between the domain of our problem and the 
solution, we surveyed a few students and colleagues, asking 
them to name a familiar product that has these characteristics. 
The list below represents the responses. The entries do not 
necessarily reflect our own opinions. 

 
• Flu Vaccinations 
• Vaccinations (Other) 
• Vitamin C Supplements 
• Supplements (Other) 
• Surgical Masks 
• Mosquito Repellent 
• Pest Extermination Service 
• Antivirus Software 
• Anti-Aging Treatments (Beauty Industry)  
• Contraceptives 
• Light Therapy Lamps 
• "Paying off the mob" 
• "A rock that keeps tigers away" 

 
To make it clear, this paper has no interest in making 

arguments for nor against any of these goods. The observation 
that many of these goods are controversial however, is 
interesting because it sheds light on the fact that goods with 
the particular qualities highlighted above may present special 
challenges for consumers. Basically, we argue that thinking 
about a few preventative goods that consumers are already 
familiar with may enable us to more quickly grasp the 
challenges present in markets for cybersecurity tooling. 
Complexity of subject matter, lack of data, supplier 
reputation, industry regulations and social pressure appear to 
be key factors that these markets share in common. 

In the end, we cannot provide a blanket prescription 
regarding whether or not organizations should use 
preventative tools like WAFs to protect their cloud hosted web 
applications. What we can do is ask the consumer an 
analogous question like, do you think you should take a 
vitamin C supplement to prevent illness? To what extent does 
the supplement prevent you from getting sick? How will you 
know? Specifically, how will you measure whether the claims 
the supplement supplier makes are true using valid data? If 
you cannot obtain the data needed to make this analysis, will 
the supplier provide you a guarantee? Ultimately, if you have 
a few extra dollars, and taking a supplement would give you 
peace of mind, the negative impacts of doing so, on the 
surface, seem low, but that's no excuse to not wash your hands 
in the first place. 

IV. CONCLUSION 
In this paper, we address the problem of how to assess 

preventative goods. We argue that consumers are left to trust 
suppliers who provide imperfect technology for cybersecurity 
without guarantees. In this paper, we evaluate problems with 
WAFs and how they can be compared and contrasted. We 
utilize the STRIDE threat model in an applied experiment on 
a WAF analyzing a SQLi attack. Our conclusion is that small 
changes in configuration can lead to very different results with 
the tooling and implementation knowledge is currently the 

most important ingredient in the equation. Our future work 
will calculate a measure of dependency on outside knowledge 
that is required for individual cybersecurity tools. 
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Abstract—As more organizations move critical infrastructure
to the cloud and leverage features like auto-scaling to grow
according to the customer demand, we see a new set of challenges
specific to this class of dynamic, distributed systems. In this paper,
we propose a model leveraging Bayesian networks to help in
the diagnostics of these systems during failures to considerably
shorten the time to localize the cause of Service Level Objectives
violations. The model subsequently reduces the violation duration
by reducing the Mean Time To Resolution.
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I. INTRODUCTION

The move of modern software to the cloud has been in-
creasing over the past decade, and organizations are migrating
more distributed systems to execute in the cloud environment.
One of the reasons for this migration is the advanced custom
auto-scaling abilities [1] provided by the cloud vendors. While
deploying distributed systems has become a lot easier, im-
provements like these make it radically different from the older
model of deploying systems on a mostly static infrastructure
and introduces its own set of challenges.

However, businesses must continue to be actively mindful
of the availability that their users expect. Most organizations
design deployments around a set of metrics known as Ser-
vice Level Objectives (SLOs). We define SLOs in terms of
performance, reliability, and availability of the application and
quantify the SLOs in metrics such as downtime, error rates,
end-to-end request latencies, etc. An example latency metric
would be to expect an average of 200ms response time over
5 minutes for a server side HTTP application. Exceeding this
threshold would be considered an SLO violation. The expec-
tations for a well-engineered application is high availability,
i.e., infrequent SLO violations. This infrequency, and many
metrics that are recorded for each system make it especially
complicated to detect, localize and fix the system during a
violation. This complication can result in the Mean Time To
Resolution (MTTR) being unacceptable to the stakeholders of
the system.

This paper focuses on the automated localization of the
problem in a distributed system with each service leveraging
shared infrastructure, such as network equipment, resource
capacity, and even a shared database. We assume that an
issue has been detected in at least one part of the distributed
system. We do not specifically attempt to surface the root
cause of the problem. However, we expect that by localizing

the problem automatically, the MTTR decreases significantly.
The decrease comes by allowing further human intervention to
determine the root cause faster. In the proposed strategy, we
leverage Bayesian networks and as a custom reactive probing
framework that observes the state of a subset of previously
hidden nodes in the Bayesian network.

The paper’s organization is as follows: Section II describes
the related work and the implementations of current methods.
In Section III, we provide a motivating example where this ap-
plication is useful. Section IV details the underlying framework
and the methodology, along with the results, while Section V
concludes and describes future work.

II. RELATED RESEARCH

There is an existing body of literature that tackles the
problem of automated diagnosis of SLO violations in dis-
tributed systems, which broadly categorizes the diagnosis into
two parts. The first part is localizing the issue to a specific
subset of the system. Zhang, et al. [2] focus on response
time problems caused by abnormally slow services, and use
Bayesian networks to diagnose the issues. This approach’s
primary focus is using the response time of individual observed
services and total end-to-end response time to infer time
taken by unobserved (uninstrumented) services. A limitation
of this model is that the localization’s granularity is only up
to a specific service, which itself could be a complex system
and hard to debug. The research assumes that parts of the
system which are not instrumented to report SLO violations
of their own. Our research will aim at yielding a more granular
diagnosis by introspecting services and their dependencies.

Cohen et al. [3], attempt to correlate system metrics in a
distributed system with the SLO violations. They explicitly do
not use application metrics, focusing instead on system-level
metrics from the server such as CPU time in user mode, disk
read frequency, etc. where each metric they use is specific to
the system of a particular application, enabling a more granular
localization of the problem. However, they require training
the classifier on past data which is hard to come by since
SLO violations are infrequent in a well-engineered system.
Our research leverages Bayesian networks, where the prior
probabilities are calibrated by a domain expert who has access
to past data. Furthermore, the study mentioned above does not
consider the cloud platform, which can be responsible for a
separate class of SLO violations related to newer features they
provide.
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The second part of the problem is root cause analysis,
which can be computationally intensive and therefore is not
viable for large volumes of data or compromises accuracy due
to many metrics and a large number of data points for the
metrics. Natu et al. [4] apply feature selection to prune the
search space of irrelevant and redundant metrics. Our approach
does not attempt to prune the search space but does try and
glean as much information as possible from the available
metrics while maintaining focus on solving the first part of
the problem.

III. MOTIVATING EXAMPLE

When an error occurs in a dynamically scaled distributed
system SLO violations are often caused by time spent col-
lecting the information needed to understand the root cause.
In the case of the services we are researching, we consider a
response latency over 400ms to be an SLO violation as this
has been demonstrated to cause user impact.

We measure this SLO on a subset of the distributed system
that corresponds to synchronous operations that directly impact
the “real-time” user experience. We do not consider scheduled
or deferred jobs in this. For example, we observe the time to
load a specific URL on the website, or a view in the mobile
application, but we do not consider a violation of a queued
email sending job.

The following graph shows the full duration of SLO
violations by time period that have been recorded in official
postmortems in the company:
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Figure 1. SLO Violations in Hours.

In particular, there was one incident where the cloud
provider the company infrastructure is deployed on was facing
issues in one subnet, which prevented scaling new servers to
accommodate user load. It took 6 hours to mitigate user impact,
2.5 hours (˜42%) of which was spent in localizing the issue
to that particular subnet. In this incident, we were alerted that
we had scaling issues, without further specificity.

IV. METHODOLOGY AND EMPIRICAL EVIDENCE

To form the model, one should reason about what the SLO
violation in such a distributed systems setup in the cloud could
be caused by:

• Database issues: If the database was under load,
e.g. due to too many queries per second, or other
availability concerns.

• Application Errors: If there were application errors
due to a bug or application level dependency issues.

• Resource starvation: If the servers were being limited
by CPU, memory, network, etc.

• Bad deployment: If there was an issue with the de-
ployment process itself.

Similarly, resource starvation can be caused by buggy
code or scaling issues. Here, the buggy code would likely be
unrelated to the business logic of the application. An example
of such a problem one might encounter is a memory leak
by the application not correctly freeing the memory allocated
for an operation. In a database-backed application, as we are
examining, this can be discovered in a bug in the database
access layer where too many connections are open, tying up
the resources of both the application and the database server.

Scaling issues are best described as the service’s inability
to receive more capacity, despite the metrics indicating a need
for this extra provisioning. An example here would be when
a service exceeds the aggregate CPU utilization threshold
over a cluster of hosts for a service and triggers the cloud
configuration scaling but is denied extra capacity.

Furthermore, resource starvation can be caused by buggy
code or scaling issues, and scaling issues can be caused by:

• Cloud limits: If the cloud resource limits set by an
agreement with the company and the cloud vendors
was hit.

• Recent configuration change in the infrastructure: If
a potential new bug was introduced.

• Infrastructure or external dependency issue: If there
was an issue with other services or infrastructure that
we depend on for scaling up.

With this in mind, a causal, directed acyclic graph on which
the Bayesian network would be built was created to reflect the
infrastructure:

Database
Issues

Application
Errors

Resource
Starvation

Bad
Deployment

SLO
Violation

Buggy
Code

Scaling
Issues

Cloud
Resource

Limits

Configuration
Change

External
Dependency

Figure 2. Causal, Directed Acyclic Graph for the Bayesian Network
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The model’s implementation used the pomegranate python
library [5], and a series of implemented checks to make
some of the nodes “observed”. The checks linked into various
monitoring systems and ruled out cloud limits, recent config-
uration changes, database issues, and application errors. This
was determined by leveraging APIs (Application Programming
Interfaces, in this case over the HTTPS protocol) of the
monitoring systems and comparing with the conditions for the
nodes in the Bayesian network, e.g., whether a deployment
occurred in a period of time that correlates with the timeline
of the incident.

The nodes for which information is not available are known
as unobserved nodes and form the crux of the model. With
the help of the pomegranate library, the output of the model
results in the unobserved nodes of the Bayesian network
being associated with their updated probabilities, given the
information gathered from the monitoring systems, i.e., the
observed nodes. These calculated probability values show with
reasonable certainty that the issue was an external dependency
or infrastructure issue and that deploy issues and errors are un-
likely. This also indicates that there is a high chance the alerted
scaling issues are causing an SLO violation. The specific
probabilities generated with the above mentioned methodology
associated with the nodes in the Bayesian network can be seen
in Table I.

TABLE I. CALCULATED PROBABILITIES OF OUTCOMES

Node Name P(True) P(False)
Resource Starvation 0.9899687033177891 0.10031296682210913
SLO 0.9810724570630289 0.018927542936970975
External Dependencies 0.6070287539936117 0.39297124600638844
Bad Deployment 0.10035812797969593 0.8996418720203041
Application Errors 0.09677684818274046 0.9032231518172594

V. CONCLUSION AND FUTURE WORK

In this paper, we addressed the problem of minimizing
SLO violations in an organization’s infrastructure. We argued
that using Bayesian networks and leveraging past data to
assist with localizing of the problem can drastically reduce
the Mean Time To Resolution of incidents. In this paper,
we addressed this issue of minimizing SLO violations by
designing a Bayesian network that incorporates causal relations
and is initialized by a subject matter expert leveraging past data
and experience with the system. We demonstrated in a specific
type of incident that the model could correctly determine the
cause and provide alternative paths in decreasing order of
likelihood of occurrence.

In the future, we will prove the model can be generalized
across a variety of incidents, and not just the specific motivat-
ing example in this paper. Furthermore, the model should be
able to update itself with new data over time, so the relevance
of the prior probabilities defined by a subject matter expert will
decrease. Eventually, a pluggable architecture can be provided
where the prior probabilities can be generated by automation
leveraging historical data in the various monitoring systems.

REFERENCES

[1] “Big Day for Amazon EC2: Production, SLA, Windows, and 4
New Capabilities,” 2008, URL: https://aws.amazon.com/blogs/aws/
big-day-for-ec2/ [accessed: 2020-03-03].

[2] R. Zhang, S. Moyle, S. Mckeever, and A. Bivens, “Performance problem
localization in self-healing, service-oriented systems using bayesian
networks abstract,” in Proceedings of the ACM Symposium on Applied
Computing, 01 2007, pp. 104–109.

[3] I. Cohen, J. S. Chase, M. Goldszmidt, T. Kelly, and J. Symons,
“Correlating instrumentation data to system states: A building block for
automated diagnosis and control.” in Proceedings of the 6th conference
on Symposium on Operating Systems Design —& Implementation -
Volume 6, 01 2004, pp. 231–244.

[4] M. Natu, S. Patil, V. Paithankar sadaphal, and H. Vin, “Automated debug-
ging of slo violations in enterprise systems,” in 2010 2nd International
Conference on COMmunication Systems and NETworks, COMSNETS
2010, 02 2010, pp. 1 – 10.

[5] J. Schreiber, “pomegranate,” 2016, URL: https://github.com/jmschrei/
pomegranate/ [accessed: 2020-03-03].

16Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-778-8

CLOUD COMPUTING 2020 : The Eleventh International Conference on Cloud Computing, GRIDs, and Virtualization

                            26 / 96



IoT Device IdentificAtion and RecoGnition (IoTAG)

Lukas Hinterberger∗

and Bernhard Weber†
Dept. Electrical Engineering and

Information Technology
Ostbayerische Technische Hochschule

Regensburg, Germany
email:

lukas.hinterberger@st.oth-regensburg.de∗

bernhard1.weber@st.oth-regensburg.de†

Sebastian Fischer

Secure Systems Engineering
Fraunhofer AISEC
Berlin, Germany

email:
sebastian.fischer@aisec.fraunhofer.de

Katrin Neubauer‡

and Rudolf Hackenberg§
Dept. Computer Science and Mathematics

Ostbayerische Technische Hochschule
Regensburg, Germany

email:
katrin1.neubauer@oth-regensburg.de‡

rudolf.hackenberg@oth-regensburg.de§

Abstract—To ensure the secure operation of IoT devices in the
future, they must be continuously monitored. This starts with
an inventory of the devices, checking for a current software
version and extends to the encryption algorithms and active
services used. Based on this information, a security analysis and
rating of the whole network is possible. To solve this challenge
in the growing network environments, we present a proposal for
a standard. With the IoT Device IdentificAtion and RecoGnition
(IoTAG), each IoT device reports its current status to a central
location as required and provides information on security. This
information includes a unique ID, the exact device name, the
current software version, active services, cryptographic methods
used, etc. The information is signed to make misuse more difficult
and to ensure that the device can always be uniquely identified.
In this paper, we introduce IoTAG in detail and describe the
necessary requirements.

Keywords—Internet of Things; device identification; open stan-
dard; IoTAG; security rating.

I. INTRODUCTION

It has been shown that the use of Internet of Things (IoT)
technologies is always associated with risks. Both, in terms
of data protection and the reliability and security of an IoT
environment. It is not always possible to completely eliminate
all sources of risk. However, the threat potential can be
reduced by introducing new technologies to simplify system
maintenance. The Federal Office for Information Security in
Germany lists measures to protect IoT devices [1]. Based on
this, requirements for a compatibility interface will be defined,
which can be used to implement a central and manufacturer-
independent security management of IoT systems. The data to
be provided and the security requirements to be fulfilled by the
interface will be based on the draft of the European standard
for the security of IoT devices ETSI EN 303 645 v2.0.0 [2].
This standard defines basic requirements for the security of
IoT devices.

In order to be able to monitor and evaluate each component
individually, even in complex IoT environments, a way to
identify each device is required. This means that each device
must have a unique identifier, which may only be assigned at

least once within a closed system. At best, the identifier is
unique worldwide.

After each device has been recorded individually, it must
also be possible to identify the product type. This enables
the devices to be classified in safety categories. For example,
the failure of an individual telephone must be considered less
critical than the failure of an alarm system. It is only possible
to test a device for existing weak points or for information
published by the manufacturer if the product type is known.
In the latter case, at least the manufacturer and a clear product
designation is required.

In order to be able to check whether the firmware of a
device is up-to-date, it is necessary for a device to provide its
currently running firmware version. In addition, information
about the update behaviour of the device must be provided.
This includes information on whether the device can be up-
dated, whether it has an automatic update mechanism and up to
which point in time updates are provided by the manufacturer.

IoT devices are by definition in exchange with other network
components. This can be done either locally isolated in a sepa-
rate network or globally over the Internet. To protect sensitive
data from unauthorized access, the use of verified algorithms
and communication protocols is required. By providing an
overview of the encryption and hashing algorithms used by
a device, it is possible to check whether outdated or insecure
procedures are used. The same applies to network protocols
and network technologies in use. If a device provides all
network protocols it supports, including the protocol version,
it can be checked whether the device is vulnerable to attacks
against its communication.

To meet these requirements, we present a proposal for
a standard for the detection of IoT devices: IoT Device
IdentificAtion and RecoGnition (IoTAG). It focuses on the
security of the devices and will provide necessary information
to estimate the security of all devices in the network.

This paper is based on our previous publication [3] and
extends the idea of IoTAG with the necessary descriptions and
more details. It is structured as follows: Section II shows some
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related work and Section III consists of the IoTAG definition,
subdivided into the dataset, the serialization, the integrity and
the communication. In Section IV, a brief conclusion is given.

II. RELATED WORK

There are several suggestions to detect IoT devices automat-
ically. However, most of them only consider functionality and
not security. Two concepts which also consider security are
the Thing Description and the Device Description Language.

A. Thing Description

The concept of Thing Description (TD), presented by the
World Wide Web Consortium (W3C), is a uniform repre-
sentation of metadata of a device, as well as the interfaces
provided by the device. It can be either physical or purely
virtual properties. These include device properties, such as
currently stored settings or sensor data.

In addition, information is provided on available control
actions or events that can be used to interact with the devices.
Furthermore, an optional “Security” field provides information
on the authorization procedures available for accessing device
resources. According to the W3C specifications, the TD is
exclusively a data exchange format for device metadata that
can be provided by the device itself or by an independent
resource [4].

For the use of this technology as a security interface,
the device-independent provision of information proves to be
problematic. As a result, it cannot be guaranteed that the infor-
mation actually refers to the device and that the data records
are up-to-date and correct. The Thing Description specification
does not provide any procedures for the transmitted values to
be signed by the device or another instance [4].

Also, the small amount of security related information de-
scribed above excludes TD for use in an automated monitoring
and testing scenario. Our requirements for the predefined
dataset, data integrity, as well as the availability of predefined
communication procedures can be regarded as not fulfilled.

B. Device Description Language

The IoT Device Description Language (IoT-DDL) is a
machine- and human-readable XML-based description for IoT
devices. The IoT-DDL is used by a device to provide informa-
tion about its capabilities, resources, entities and services, as
well as cloud-based functionalities. This includes information
about the hardware installed in a device (e.g., Secure Ele-
ments), software functions (e.g., switching the device on or
off) or external services (e.g., log server), as well as descriptive
metadata, which can include the device manufacturer or the
device name. But the scope of this information has not been
firmly defined.

The IoT-DDL focuses on both device-to-device and device-
to-cloud communication and is intended to simplify the
creation of heterogeneous IoT scenarios. Message Queuing
Telemetry Transport (MQTT) and the Constrained Application

Protocol (CoAP) are supported for communication between
devices. The security mechanisms supported by these pro-
tocols are not used to secure the communication. Instead, a
specially developed AES-based procedure is used to encrypt
the transmitted data [5].

Thus, in the case of the IoT-DDL, the requirement for a
firmly defined dataset and its integrity are also violated.

III. IOTAG DEFINITION

In contrast to existing interoperability procedures for facili-
tating the setup and control of IoT infrastructures, as presented
in Section II, a new technical proposal for the automated
identification and recognition of IoT devices (called IoTAG)
will be defined.

The focus of the IoTAG definition lies on the standardized
provision of security-critical device data, the integrity preser-
vation of the datasets to be transmitted and the relevance of the
information for an individual classification of each device with
regard to the implementation of security specifications and
recommendations. When designing the necessary guidelines
for this purpose, the requirements defined at the beginning of
this document for such a communication standard are taken
into account.

The implementation of IoTAG on the devices is done by
the manufacturers.

A. Dataset

The section “Dataset” consists of subsections which repre-
sent some of the attributes. These give an explanation why
this information must be provided by an IoTAG compatible
device and a description of the attribute’s content.

1) Manufacturer: The provision of a manufacturer’s des-
ignation is useful for several reasons. On the one hand,
there is always the possibility that devices with identical or
very similar designations are sold by different companies. On
the other hand, this information can be used to contact the
manufacturer and inform them about software errors or to be
able to make use of support services.

The information about the manufacturer thus contains the
name of the company that provides the firmware and its up-
dates. This is a string value that contains the official company
name according to the respective entry in the commercial
register.

2) Name: The name or designation of a device serves to
identify the product. This attribute contains the product name
under which the device is sold by the manufacturer in the form
of a string.

3) Serial number: The serial number of a product is a
unique marking of a device assigned by the manufacturer and
enables its identification within a product line. In the event
of production faults, the affected devices can be identified by
their serial numbers.

The representation of the serial number is manufacturer-
specific. Basically, it is an arbitrary string of characters that
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is unique for each device in a product series and thus, in
conjunction with the manufacturer and product name, allows
a clear conclusion to be drawn about the object.

4) Type: The device type provides information about the
type of product. It indicates the main functionality of the de-
vice and can be used to draw conclusions about the complexity
of the device. This information is important for the security
of an IoT system in that it allows conclusions to be drawn
about the effects an attack on a device may have. For example,
an attack on a surveillance camera is a greater problem from
the perspective of data protection than an attack on a smoke
detector, for example. A locking system or an alarm system,
must also be classified as more security-critical than a TV.

Possible values for the product type specification are:

• alarm system
• camera
• smart lock
• smart speaker
• smart TV
• smoke detector

This list contains first suggestions and can be extended at any
time by further product definitions.

5) ID: In order to be able to identify a device at any time,
it must have a unique identifier. For this reason, a combination
of existing information is created for device identification:
the manufacturer, the product name and the serial number.
Although this information can be calculated by software, it is
also stored for manual linking of a dataset to a device.

The specifications included in the generation of the device
ID are to be regarded as constants and must not be changed
subsequently after the device has been taken into operation.

The device ID is a character string that contains a hash
value in alphanumeric representation. It is generated by con-
catenating the information about manufacturer, product name
and serial number, then generating the hash value of this
string using the SHA-256 algorithm [6] and finally encoding
the resulting binary data as base16 string [7]. The use of
SHA2 and SHA3 family algorithms is recommended by the
National Institute of Standards and Technology (NIST). For
performance reasons, the SHA2 algorithms are preferred to
the SHA3 algorithms [8] [9] [10].

6) Category: The product category fulfills a purpose com-
parable to that of the product type. An additional security-
related assessment can be carried out by dividing devices
into categories that describe their area of application or use
scenario. If the two categories “lighting” and “assisted living”
are considered as two different areas, the failure of a device
can have different effects. If a motion sensor responsible for
the lighting fails, the user must activate the light manually.
However, if a motion sensor from the assisted living area,
which is supposed to report whether the occupant of a house
is entering and leaving the bathtub, fails, the help hoped for
by using this system can be missed in an emergency like a
fall in the bathtub. Thus, devices in the assisted living area

are to be classified as more security-critical than pure comfort
functions.

The device category attribute can have the following values,
among others:

• assisted living
• entertainment
• household
• industry
• infrastructure
• lighting
• personal assistance
• security

These are also initial proposals. With the increasing spread
of IoT devices, the fields of application are also expanding,
so that further definitions are necessary.

7) Secure boot: Secure boot mechanisms can be used to
ensure the integrity of a device’s firmware at system startup.
When a device is started securely, signature mechanisms are
used to check whether the components involved, such as the
boot loader and operating system, are unchanged originals.
The information required for this verification is stored in a
suitable hardware module, such as a Trusted Platform Module
(TPM) [11] [12].

The secure boot attribute uses a boolean value. If no
software integrity check is performed, the value is “false”.

8) Firmware: In order to be able to check that the firmware
of a device is up-to-date, it must publish the firmware ver-
sion currently being executed. If a device requires a manual
installation of the firmware, there must be a possibility to
retrieve it from the manufacturer. To prevent software from
being obtained from dubious sources, the IoTAG dataset also
provides an internet address for downloading the firmware.

In contrast to the specifications described so far, the
firmware is not an atomic value, but two strings to be
considered separately: the firmware version (referred to as
“version”) as published by the device manufacturer, and a
Uniform Resource Locator (URL) [13], which refers to the
download resource for this firmware.

For consecutive versions, lexicographically ascending terms
are recommended so that the order of release can be deter-
mined.

9) Client software: If software for third-party devices is
required for the use of an IoT device, IoTAG will provide the
latest version supported by the device. In addition, a link to a
resource is also provided here from which this software can
be obtained. This eliminates the need for the user to search for
a source of supply, which in turn reduces the risk of obtaining
software from untrusted sources.

The specifications of the client software are analogous to
those of the device firmware (see 3.2.8). However, if no client
software is required, empty strings are specified.
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10) Updates: The update behaviour of a device provides
information on whether a device updates itself automatically,
i.e., whether it checks for the availability of new firmware
versions and obtains and installs them, or whether it must be
manually updated to the new version.

It should be noted, that even if a device is configured for
automatic updating, the provision of new firmware by the
device manufacturer is also necessary. In order to be able to
take a device out of service when it is no longer supplied with
new software, it is necessary to specify the point in time from
which this is the case.

The update configuration information is also a multi-part
record within the update item. A boolean value is used to
indicate whether a device has an automatic update mechanism
and also uses it. “Automatic updates” is chosen as the name
for this value.

The end of support is a date formatted as a string according
to ISO 8601 [14] and integrated into IoTAG under the name
“end of life”.

11) Cryptography: In order to be able to make predictions
about the cryptographic capabilities of a device, it is necessary
that the algorithms used by a device to secure its communi-
cation are known and a statement can be made as to whether
these are implemented in hardware or software. It must also be
specified whether secret keys are stored exclusively in secure
hardware or also in memory areas accessible via software.

The private key required for the signature of IoTAG as
described in subsection C is treated individually. A separate
variable is introduced to show how this key is managed, as it
is essential for the reliability of IoTAG.

Two identical structures are subordinated to the superor-
dinate term cryptography. Each contains an attribute “IoTAG
key”, which is a boolean value. If the signature key is managed
in a secure hardware environment and cannot be read by
software, it takes the value “true” in the hardware structure
and the value “false” in the software structure. The reverse is
true if the key is accessible via software.

Another boolean value is the variable “key store”. This
indicates whether cryptographic keys to be kept secret are
stored in this area. This specification can be true in both
structures. An overview of the cryptographic algorithms used
in a device is given by the variable “algorithms”. This con-
tains a collection of character strings. Each element of this
collection contains a cryptographic algorithm according to its
standardised designation (example: “ecdsa-sha2-nistp256”, as
defined in RFC 5656 [15]).

12) Connectivity: The connectivity of a device describes its
physical possibilities to connect to communication partners.
Different technologies are used for data exchange. These
include the standards under IEEE 802.3 and IEEE 802.11
[16] developed by the Institute of Electrical and Electronics
Engineers (IEEE) as well as industrial standards such as
Bluetooth [17], ZigBee [18] or other.

For compatibility reasons, IoT devices can support older
versions in addition to the current standard of a communication
method. But if these have security problems, an attacker can
use them to gain access to confidential information [19] [20].

For the transmission of the supported communication stan-
dards, a multi-part data structure is used. For example, it will
have the attributes “IEEE802 11”, “Bluetooth” and “ZigBee”.
Each of them forms a collection of strings. While in the case
of Bluetooth and ZigBee the alphanumeric version numbers
are included, for the IEEE family of standards, the suffixes
of the individual standards are entered. If the suffix begins
with a hyphen, it is removed. The first standard of the family
is specified with an empty character string. Additionally, the
collection can contain the values “WEP”, “WPA”, “WPA2”
and “WPS”. These inform whether the respective technology
is used by a device.

13) Services: Network devices offer various services to
interact with them. Analogous to securing the communication
against external attacks as described in subsection D, the
interception of the connection by devices within the network
must also be prevented. This goal can be achieved, among
other things, by dispensing with unencrypted transmission
protocols. It should be noted, however, that the implementation
of these protocols can also contain errors and therefore the
version of the software used must be checked and published
by IoTAG.

A separate data structure is defined to describe a network
service. This contains the name of the service (Name), the
network port (Port), the protocol used (Protocol) including
any version designations, as well as the name and version
of the software (Software) that offers the service in the format
<designation>-<version>. Since the information whether
the connection is UDP or TCP-based is also required to
specify the network port, the port is specified in the format
<Port>/<UDP|TCP>.

The actual IoTAG attribute is ultimately a collection that
contains such a data structure for each service offered.

B. Serialization

To prevent incompatibilities due to incorrect interpretations,
the serialization format Javascript Object Notation (JSON),
according to the specification in ECMA-404 [21] and RFC
8259 [22] with UTF-8 encoding, is selected.

JSON is preferred over the Extensible Markup Language
(XML) because it has a higher performance in terms of
memory resource consumption and computing power [23].

Listing 1 shows a serialized IoTAG data set. The attribute
names to be used can be taken from this example. For space
reasons, the value of the “ID” attribute has been wrapped into
two lines.
{
"Manufacturer": "Beispiel GmbH",
"Name": "Example-Device",
"SerialNumber": "D1.0",
"Type": "example device",
"ID": "2071c7736acd16f6cea3727d3b7ecde5

20Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-778-8

CLOUD COMPUTING 2020 : The Eleventh International Conference on Cloud Computing, GRIDs, and Virtualization

                            30 / 96



3f4c2e97b421f3550248e19d7309c636",
"Category": "infrastructure",
"SecureBoot": false,
"Firmware": {

"Version": "1.0",
"URL": "https://192.168.102.94:10000/FirmwareInfo"

},
"ClientSoftware": {

"Version": "",
"URL": ""

},
"Updates": {

"AutomaticUpdates": false,
"EndOfLife": "2021-01-01T00:00:00"

},
"Cryptography": {

"Software": {
"IoTAGKey": true,
"KeyStore": true,
"Algorithms": [

"RSASSA-PSS",
"SHA-256",
"TLS_AES_128_GCM_SHA256",
"TLS_CHACHA20_POLY1305_SHA256",
"aes256-ctr",
"ecdsa-sha2-nistp521",
"diffie-hellman-group-exchange-sha256",
"hmac-sha2-256,hmac-sha2-512"

]
},
"Hardware": {

"IoTAGKey": false,
"KeyStore": false,
"Algorithms": []

}
},
"Connectivity": {

"IEEE802_3": [
"WPA2",
"b",
"g",
"n"

],
"Bluetooth": [

"4.2"
],
"ZigBee": []

},
"Services": [

{
"Name": "IoTAG",
"Port": "27795/TCP",
"Protocol": "HTTP/2",
"Software": "IoTAG-Server"

},
{

"Name": "SSH",
"Port": "22/TCP",
"Protocol": "SSH-2",
"Software": "OpenSSH-8.1"

}
]
}

Listing 1. IoTAG example

C. Integrity

1) Signature algorithm and authentication: The RSA pro-
cedure serves as the basis for the signature mechanism of
IoTAG. A minimum length of 2048 bits is recommended
for the keys required by this procedure [24]. Since the RSA
algorithm would always generate the same encryption text
for identical messages, methods have been developed that
combine the plaintext with a random value, the padding,
before each encryption process. The Public-Key Cryptography
Standards (PKCS) define in PKCS#1 with RSASSA-PKCS1-
v1 5 and RSASSA-PSS two signing procedures for RSA that
take such padding into account. The latter is preferable for new
developments, which is why it is used for IoTAG signatures
using the standard options defined in PKCS#1 [25].

To verify the signature, the message recipient must know
the sender’s public key. However, this must also ensure that an
attacker has not mistakenly published his key to the recipient
and is therefore able to generate misleading messages whose
signature is considered valid by the recipient. To counteract
this, the signer’s public key is published in conjunction with a
certificate, which in turn is signed by a trusted third party [12].
In IoTAG certificates are used according to the specification in
ITU-T X.509 [26] and RFC 2459 [27]. Such a certificate can
be issued directly by the manufacturer of a device and stored
on the device, or it can be created when the device is set up
and then signed by a local or external certification authority.

2) Signed dataset: Basically, the target of the signature is
always the IoTAG dataset in serialized form and thus a UTF-8
encoded character string (see subsection B). However, not this
entire string is used for the signature, but instead a hash sum
is calculated from it, which is then signed. As recommended
by NIST, the SHA-256 algorithm is used to generate this sum
[28].

Before the hash algorithm can be applied, the IoTAG string
is converted into a byte array. Only from this array the hash
sum is calculated, to which the signature algorithm is then
applied. If the array contains a terminating null byte, this is
ignored in the hash calculation.

D. Communication

The last open point to be defined is the IoTAG related
communication behaviour. This includes not only the retrieval
of IoTAG data from a device, but also the retrieval of software
resources via an URL, provided inside the IoTAG dataset.
The same technologies are used for both procedures, which
is why a general description of the communication endpoint,
the transmission protocol and the data format is given before
the two procedures are explained in more detail.

1) General description: The Hypertext Transfer Protocol
Version 2 with Transport Layer Security (TLS) [29] is selected
as the transmission protocol (HTTPS) [30]. This means that
an HTTPS-capable server application must be provided as
the communication endpoint for querying information, which
has a trustworthy certificate for encrypted communication.
This application does not have to support the full scope of
operations defined in RFC 2616 [31], it only has to be able to
respond to a single GET request by providing the respective
data record. The addressed resource is determined by the
respective URL.

For formatting the data for transmission within HTTP
packets, JSON is used.

2) Retrieving Software Resources: It is defined that the
IoTAG data set provided by a device always contains a URL to
obtain the latest available device firmware or, if necessary, the
software for client systems. It is not possible to download the
software directly via this URL. Instead, it is used to execute the
HTTP request described in subsection A. The response to this
request contains a JSON object, which in turn has the string
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attributes “URL” and “Version”. This URL can now be used
directly to download the firmware. The second specification
informs about the version of the software.

3) Retrieving IoTAG: Every IoTAG compatible device must
provide a communication interface to retrieve the IoTAG data
set. In order to make this procedure uniform, a unique HTTP
URL must be defined via which a corresponding resource
can be accessed. This requires a uniform port number and
a predefined path for the request to the HTTP server. 27795 is
specified as the network port. The path consists of a single
segment called “iotag”. This results in the following URL
scheme, whereby the “<host>” statement is to be interpreted
according to the definition in RFC 3986 paragraph 3.2.2. [13]:
https://<host>:27795/iotag

4) Transmitted data record: The specification of the signa-
ture process shows that in addition to the actual IoTAG data
set, additional information is required to verify its correctness.
This is a certificate containing the key needed to verify the
signature as well as the signature itself. A separate JSON
object is also defined for this, which contains this information
in the form of the attributes “IoTAG”, “Certificates” and
“Signature”.

Since the signature is present as a byte sequence during its
calculation, it is encoded for transmission to base64 and can
thus be integrated into the JSON object as a string.

A uniform form for the transfer of the certificate must be
ensured. For the transmission of ITU-T X.509 certificates in
non-binary form, the coding according to RFC 7468 [32] is
suitable. Basically, the certificate is first converted into a binary
structure, taking into account the coding rules specified in
ITU-T X.690 [33], and then encoded to base64, which also
allows it to be embedded as a string in the JSON object. If
additional certificates are required for the verification of the
certificate, all certificates are first encoded and the resulting
character strings are then concatenated. The order of the
certificates must be observed according to the specification
in RFC 5246 chapter 7.4.2 [29].

The IoTAG dataset could be entered directly as an object,
since it is JSON-serialized for transmission anyway. To check
the signature, the IoTAG object must be extracted from the
parent object. This can be done in two ways: the recipient can
still treat the transmitted data as a string and try to extract
the IoTAG object by manipulating it. However, this procedure
is unusual and involves additional development effort, since
the corresponding extraction routine must be implemented.
Alternatively, the received JSON object can be deserialized
to an object of the respective programming language and then
processed further.

Although the latter approach is preferable, it also makes
signature verification more problematic. To perform this step,
the IoTAG object must be serialized to a string again after
extraction to calculate the hash sum. However, this serial-
ization produces different results depending on the software
used, and thus ultimately results in different hash values. A

signature check based on the respective hash sums would thus
fail, although the information remained unchanged.

To counter this problem, a way must be found to transfer
the IoTAG data set within a JSON object in such a way that it
can be extracted by deserialization without affecting the for-
matting. This can be achieved by treating the serialized IoTAG
data for transmission as a string rather than as an object. In this
case, all JSON control characters within this string must be
replaced by appropriate escape sequences before transmission
to ensure error-free interpretation. However, these must also be
removed by the receiver before the hash calculation in order
not to falsify the result.

Instead, preference is given to another approach. Here, the
transmission of the IoTAG data as a string is retained, but the
character string resulting from its serialization is first base64
encoded. The result of this process is then set as the value of
the IoTAG attribute. This enables the recipient of the data to
parse the received JSON object and decode the information it
contains, which ultimately results in the same form as it was
processed by the sender.

IV. CONCLUSION

With IoTAG, a fast and easy solution for the security man-
agement of IoT networks is described. The proposed standard
includes the necessary information for a risk analysis and the
possibility to monitor all devices, regarding to their running
software version, protocols and the encryption algorithms.

The implementation can be realized with little effort and
the security of the whole network can be improved easily.
However, this proposed standard must be implemented and
integrated into products by all manufacturers.

This standard can also help attackers to gain information
about the devices in the network, but with an improved
overview over the devices and their security state, it helps
more than it brings new risks.

As a next step, IoTAG can be discussed as a standard or an
existing standard can be extended with the features of IoTAG.
For this purpose, the signature process must also be adopted
to ensure data integrity.

We are currently working on implementation examples to
help getting started with IoTAG. With these different imple-
mentations, it is also possible to evaluate the best methods and
libraries for the signature and the JSON serialization.
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Abstract—The Internet of Things (IoT) is widely used as a
synonym for nearly every connected device. This makes it really
difficult to find the right kind of scientific publication for the
intended category of IoT. Conferences and other events for
IoT are confusing about the target group (consumer, enterprise,
industrial, etc.) and standardisation organisations suffer from
the same problem. To demonstrate these problems, this paper
shows the results of an analyses over IoT publications in different
research libraries. The number of results for IoT, consumer,
enterprise and industrial search queries were evaluated and a
manual study about 100 publications was done. According to
the research library or search engine, different results about
the distribution of consumer-, enterprise- and industrial- IoT
are visible. The comparison with the results of the manual
evaluation shows that some search queries do not show all desired
publications or that considerably more, unwanted results are
returned. Most researchers do not use the keywords right and
the exact category of IoT can only be accessed via the abstract.
This shows major problems with the use of the term IoT and its
minor limitations.

Keywords–Internet of Things; IoT; publications; consumer;
industrial; enterprise; categorization.

I. INTRODUCTION

The Internet of Things is defined in ISO/IEC 20924:2018
page 9 as “[...] infrastructure of interconnected entities, people,
systems and information resources together with services,
which processes and reacts to information from the physical
world and virtual world.” [1] This definition is very broad
and includes all possible devices that are connected to other
devices via a network (not necessarily the Internet), like smart-
phones, personal computers, connected vehicles, airplanes,
smart grid components, smart home devices, connected envi-
ronment sensors, eHealth hardware, wearables and many more.
The ISO/IEC definition is not the only one using this range of
devices, also researchers are using IoT to describe all kind of
products and prototypes. This leads to difficult situations where
conferences or other events focus on IoT and the attendees do
not know if the presentations are in their field of interest.

Searching for IoT scientific publications can be difficult as
well. With only IoT, a too wide range of topics are returned.
Restrictions, such as “consumer” or “enterprise” can help,
but a lot of researchers do not use it. For example, the
publication “Smart Charger Based on IoT Concept” [2] is
about a consumer product, but the title and the keywords

(Smart Charger, Arduino, Phone Charger, Battery Charger)
are only containing “IoT” and “Smart Charger”. A search for
“IoT” and “consumer” will not include the publication.

In this study, we want to show the different problems of
IoT as a general term. We start with some related work in
Section II and the first part of research (Section III) consists of
the different numbers of IoT publications in selected research
libraries. The second part (Section IV) shows the results of
a manual review of 100 publications according to their IoT
category. In Section V, the results were then compared and
evaluated to show the problems with the term IoT in research.
At the end, a short conclusion and our future work are given
in Section VII.

II. RELATED WORK

There is no recent study about current research on IoT pub-
lications, which includes the different categories “consumer”,
“industrial” and “enterprise”. Some publications, like a study
from Mishra et.al. [3] are covering the years from 2000 to
2015 or another study about the IoT trends reaches from 1992
to 2015 [4].

Some newer bibliometric studies from 2019 and 2020 are
restricted to Blockchain [5] or Industrial 4.0 [6]. They are both
showing the increasing amount of IoT publications, but no
current overview of the whole situation of the last two years.

This study was inspired by the approach of the publications
mentioned above, although the focus is different. The used
academic search libraries differ in many point. For example,
the target group and the type of search are different. IEEE
Xplore targets technical publications, while Google Scholar
and Semantic Scholar are universal. A 2018 paper examined
the sizes of different libraries and identified Google Scholar as
the largest [7]. Semantic Scholar, on the other hand, uses an
algorithm that is based on artificial intelligence and is therefore
supposed to provide very precise results [8]. In the course of
this paper, the differences with respect to IoT will become
clear again.

III. IOT PUBLICATIONS IN RESEARCH LIBRARIES

The aim of this study is to find out whether it is possible
to find publications on specific areas of IoT without getting
too many results and limit the great diversity of IoT, but also
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TABLE I. NUMBER OF RESULTS PER SEARCH QUERY

Search term: Springer Link IEEE Xplore ScienceDirect ACM digital library Google Scholar Semantic Scholar
iot 16,545 10,996 7,203 3,027 44,800 56,000
iiot 529 398 359 74 4,730 2,230
smart home iot 4,096 615 1,954 814 20,000 11,500
automotive iot 1,277 117 639 155 8,270 2,830

TABLE II. NUMBER AND PERCENTAGE OF THE RELEVANT IOT CATEGORIES

Search term: Springer Link IEEE Xplore ScienceDirect ACM digital library Google Scholar Semantic Scholar
iot 16,545 10,996 7,203 3,027 44,800 56,000
industrial iot 5,780 1,197 3,281 735 20,400 16,000
consumer iot 3,738 545 2,010 1,316 17,100 9,620
enterprise iot 3,272 157 1,712 424 14,200 6,780
% of iot search:
industrial iot 34.9 % 10.9 % 45.6 % 24.3 % 45.5 % 28.6 %
consumer iot 22.6 % 5.0 % 27.9 % 43.5 % 38.2 % 17.2 %
enterprise iot 19.8 % 1.4 % 23.8 % 14.0 % 31.7 % 12.1 %
Sum of % 77.3 % 17.3 % 97.2 % 81.8 % 115.4 % 57.9 %

without overlooking relevant publications. For this goal, we
started with “IoT” as a search query in our manual study
(Section IV) and after analysing the publications, we came up
with three categories “industrial”, “consumer”, “enterprise”, as
most of the devices can be classified into these (see Table III).

To find research about used encryption methods in con-
sumer IoT devices, for example, the first search approach
would be “consumer IoT encryption”. However, some re-
searcher are not restrict their publications about encryption
and just use the term IoT. The previous query will not find
this work. If we just use “IoT encryption”, there are too many
results (compared to the restricted). Research about encryption
in vehicles, industrial environment, etc. are included as well.

To prove this statement we started with different research
libraries and different queries and collected the numbers of
results.

Overall, six libraries / search engines were used:

• Springer Link

• IEEE Xplore

• ScienceDirect

• ACM digital library

• Google Scholar

• Semantic Scholar

These libraries / search engines are the most common ones
and widely used in computer science. Because of their different
search algorithms (as seen in the results), data from all of
them are shown. For example, IEEE Xplore finds a lot of
results for “IoT” alone, but not much with “IoT” and other
words combined. The words are all combined the same way
over all search engines with the “AND” operator to find only
publications with both words in it (e.g., “IoT AND consumer”).

The search was done with some word combinations to
investigate the different areas of IoT. However, only a few
words yielded many results. A precise search for a specific
area is thus very well possible (e.g., automotive), as can be
seen in Table I. However, the abbreviation IIoT for industrial
IoT is not very common. All the results in this paper are only

with new publications from the years 2019 and 2020, to show
a current overview of the research in the field of IoT.

To get a better separation, for example of the whole 44,800
IoT results of Google Scholar, we used the three search terms
in addition to “IoT”: “industrial”, “consumer” and “enterprise”.
The results are shown in Table II. In our example from Google
Scholar, we get about 45.5 % for “industrial”, 38.2 % for
“consumer” and 31.7 % for “enterprise”. The sum is over 100
% because some of the publications can include more than one
of them. This shows (in the case of Google Scholar) a good
idea of how to find the right IoT category for a research (see
Table II).

IV. IOT PUBLICATIONS STUDY

Because of the big differences in the search results and
therefore in the search type, we made a manual study with
100 publications about their category of IoT. We want to know
exactly, which publication belongs to industrial, consumer,
enterprise or is not related to IoT at all. For this study, we
needed 100 full publications most random as possible. Because
we do not know the algorithms behind the different search
engines, we decided to use Semantic Scholar with the option
“has PDF”. This adds a bit randomness and makes it easier to
get the full text. All the search parameters are:

• Keyword: iot

• Language: english

• Publication date: 2019 and 2020

• Option: ”has PDF”

• Sort by Relevance

This search leads to 11,800 results. We downloaded the first
100 publications [2], [9]–[107] and determined the categories.
For a better evaluation of the results, it was also noted whether
the category of the IoT devices in the publication can already
be identified in the title, the abstract or only in the text.
Additionally, it was evaluated whether the category can already
be extracted from the keywords.

Table III shows the result of the manual review. First, the
total number of publications. Not specified publications are
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referring to IoT in general. For example, the publication about
“Security on IoT Devices with Secure Elements” [30] can be
applied to consumer, enterprise and industrial IoT devices. The
category ”consumer” consists of devices, which are meant
to be used by consumers, not professional people. “Enter-
prise” describes the category for devices used by companies
or installed / assembled by a professional service. The last
category “industrial” are IoT devices for production. Overall,
the different areas for each category were assigned as follows:

Consumer

• Smart Home devices

• Wearables

• Connected home automation and alarm systems

Enterprise

• Smart city devices

• Environment sensors (for big buildings or fields)

• Medical devices

• Vehicles (transportation)

• Sensors for bigger buildings

• Alarm systems (for business)

Industrial

• Machine sensors

• Machine control systems

• Industrial sensors

• Industrial devices with network connection

The lists above are not exhaustive. Medical and transporta-
tion devices can be used by consumer, but they have to be
installed by a professional. Therefore, they are assigned to
enterprise.

The remaining columns in Table III are showing the
difficulty of assigning the publications to the categories. If the
category can be be determined by the title, the publication is
added to column t. If it is only in part possible, it is added to
column (t). For example, the title “IoT based home automation
using Raspberry Pi” [23] is clearly for consumer, because
home automation is one of the consumer parts. In this case the
publications is added to column t. Another title “IoT-Enabled
Door Lock System” [28] is not clear, because a door lock
system can be for the smart home market or just for business
buildings. In this case the publication is added to column (t)
as the product is in the title, but the main category can only be
recognized in the abstract. Therefore, the publication is added
to column a as well. The procedure is the same for the columns
a and (a). If it is not possible to recognize the category from
the title or abstract at all, the publication is added to the text
column. If the category is already determined by the title, it
will not be counted to the abstract or text, but it can be added
to the keywords.

There are only 9 publications in the keywords column,
because only clear keywords like “industrial” count. If the

TABLE III. RESULT OF THE MANUAL REVIEWED PUBLICATIONS

title abstract
total t (t) a (a) text keywords

not specific 30 2 6 17 6
industrial 14 1 3 8 2 1
consumer 22 4 8 9 1 3 5
enterprise 33 10 15 5 4 3
not IoT 1
sum 100 17 32 39 1 15 9

Figure 1. Result of the search in research libraries

keywords are not clearly about the category, like “door lock”,
they do not count.

There are 30 publications for IoT in general, 22 for
consumer devices, 33 for enterprise, 14 for industrial and
one publication, which is not related to IoT, but has some
serial number with iot in the title. Most of the time, the
publications for enterprise can be categorized with the title
alone, 10 directly and 15 not clearly with related words.
Overall, the most publications can be categorized without
reading the whole text (but not without reading the abstract), in
only 15 cases, further reading is needed. The keywords usage
is not good, as only 9 are clearly categorizeable.

V. RESULTS

All results are from the previous research in early April
2020 as described in Sections III and IV. Figure 1 shows
the percentage of the different categories according to the
search results for only the term ”IoT” in the different research
libraries, compared with the manual study.

In the manual study, about 65 percent of all publications
can be categorized. Semantic Scholar and Springer Link are
near to this number with 58 and 77 percent. But with different
weightings of the categories. This may be due to the limited
number of samples in the manual study of 100.

IEEE Xplore shows a significantly lower number of results
if the search term is expanded with the categories. This is due
to the search method of IEEE Xplore, since only the metadata
(title, abstract and keywords) are searched by default. This
procedure has advantages and disadvantages, as will be shown
in Section VI.

The other three libraries, ScienceDirect, ACM digital li-
brary and Google Scholar are over 82 percent (Google with
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Figure 2. Result of the manual publications study

115 percent even over 100). This is the case, because some
publications containing more than one of the three search
words. This is useful, because general publications about IoT
are still included in the restricted search queries, but for
example, Google Scholar finds a lot of publications with “iot
AND consumer” which are not consumer related. The high
number of search results is because of the comprehensive
search method. Even text inside the publication is found. For
example, the two search results are in the first 100 results
from google (search term: “iot AND consumer”): “A review of
Internet of Things (IoT) embedded sustainable supply chain for
industry 4.0 requirements” [108] and “Beyond IoT Business”
[109].

A big difference in all libraries are the weights between
the categories. For example, the technical library IEEE Xplore
has more industrial publications as a percentage than all the
others. This should be considered by a search for only one
category.

The results of the manual study from Section IV are shown
in Figure 2. This figure shows the difficulty by categorizing
IoT research. Only 17 publications can clearly be assigned with
the title and 15 of them only via the text. The keywords are
often not used and only useful in 9 cases. The different search
approach from IEEE Xplore can only find results from column
t and a, but most of the time, there is not a clear “consumer” or
“industrial” in the title or the abstract and the library can not
include the publication. Some assignments can only be done
if, for example, it is possible to relate smart home to consumer.

Only with the results from Figure 1, it seems that IoT can
be clearly delimited to the three categories (Google Scholar
with over 100 percent together in all 3 categories). However,
the manual study shows that there is research in IoT that is
suitable for all areas (“not specific” in figure 2). But it is
not easy to find the research that is relevant for your own
field. Depending on the research library, different numbers
of results are found and the weighting of the categories also
varies greatly. The search for publications in the field of IoT
is therefore associated with many problems, which will be
described in more detail in Section VI.

VI. PROBLEMS

Since IoT is a comprehensive term, some problems arise
when searching for scientific publications. Some of them are
described in more detail in this section on the basis of the
previous study.

We use the same example from Section III: searching for
an encryption method for consumer IoT devices, like a smart
home sensor. If we use “IoT AND consumer AND encryption”,
we get a lower number of search results, but missing general
IoT solutions for encryption, which do not include “consumer”
in their text. If we change the search term to “IoT AND
encryption AND NOT enterprise AND NOT industrial” we
might miss some general research, too, but not as much as
before. But also publications about production line encryption
will be included, because they often miss the term “industrial
IoT” or IIoT. Therefore, all unwanted terms must be excluded.

It takes less effort, to search for more specific term like
“smart home” instead of IoT to get fewer results. However, by
doing that, one misses a lot of publications or has to search
for a lot of specific words. A Keyword search would be the
best solution, but only a small subset would be returned. A
restriction to categories is almost impossible, regardless of the
fact that the keywords exists exactly for this purpose.

One of the biggest problems, with the large amount of
search results is the difficulty to determine, if the publication
is relevant. The results of the manual publications study
shows, most of the time the abstract is necessary to get the
information. This should be easier if the title or the keywords
are better.

Another problem are the different ways in which the search
engines work. Depending on the library, a restriction of IoT
is useful or not (fewer results from IEEE Xplore with the
category).

As a last issue, it is not clear how many publications in
total from one category have been published in 2019 and 2020
because every search engine differs in the number of results
and some are showing publications in more than one category.
Therefore, this research question cannot be answered by this
study.

VII. CONCLUSION AND FUTURE WORK

IoT is a too broad term. Nearly every device can be
counted as an Internet of Things devices. Therefore, a scientific
search about IoT returns thousand of results. No categorization
or other distinction is used by many researchers. In this
study we only presented results about the big three categories
“consumer”, “enterprise” and “industrial”. The more detailed
results are not necessary for the biggest problems with IoT
and not shown in this paper.

Some weak points about this study are the limitation of 100
papers from only one research library and no further research
about the quality of the publications. Nevertheless, the study
shows the need of clear categories and a strict use of them.
The best way is to include them into the keywords and avoid
using words from other categories in the whole publication,
as the most search engines including the whole text. In some
publications, the term IoT is not necessary at all (e.g., smart
home or smart vehicles).
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As future work, we are trying to find suitable categories and
additional characteristics to build a categorization for every IoT
device. Because not only researchers are struggling with the
term IoT, standardisation organisations have the same problem,
too. They have to decide, which product should be included
in a new standard and which restrictions can be applied to
all the included ones. They use very broad definitions like in
ETSI EN 303 645, consumer devices are defined to be used
typical in the home or as wearables, but they can be included in
enterprise IoT environments as well: “Consumer IoT devices
are commonly also used in business contexts. These devices
remain classified as consumer IoT devices.” [110]
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“Transparent coap services to iot endpoints through icn operator
networks ,” Sensors (Basel, Switzerland), vol. 19, 2019.

[63] S. Taj, U. Asad, M. Azhar, and S. Kausar, “Interoperability in iot based
smart home: A review,” 2019.

[64] N. Surantha, C. Adiwiputra, O. Kurniawan, S. Muhamad, and B. Soe-
wito, “Iot system for sleep quality monitoring using ballistocardiogra-
phy sensor,” International Journal of Advanced Computer Science and
Applications, vol. 11, 2020.

[65] A. Pravin, P. Jacob, and G. Nagarajan, “A comprehensive survey on
edge computing for the iot,” 2019.

[66] S. Awadallah, A. D. Moure, and P. Torres-González, “An internet
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Abstract—As part of the Internet of Things, industrial devices
are now also connected to cloud services. However, the connection
to the Internet increases the risks for Industrial Control Systems.
Therefore, a threat analysis is essential for these devices. In this
paper, we examine Industrial Internet of Things devices, identify
and rank different sources of threats and describe common
threats and vulnerabilities. Finally, we recommend a procedure
to carry out a threat analysis on these devices.
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I. INTRODUCTION

Approximately 20 billion Internet of Things (IoT) devices
are in use today [1], and this number could double in the next
five years [2]. The steadily increasing number of devices also
raises the interest of attackers. During the first half of 2019,
the overall number of cyberattacks increased by more than
350% compared to the previous six months [3]. The majority
of attacks either aim to infect IoT devices or to launch attacks
using them, such as Distributed Denial of Service (DDoS)
attacks.

The increasing number of attacks also affects Industrial
Internet of Things (IIoT) devices. These are IoT devices
specialized on industrial applications and used in Industrial
Control Systems (ICSs) for holistic monitoring and analysis
using cloud computing. A common approach is to integrate
the IIoT functionality into existing low-power Operational
Technology (OT) devices. This can be recognized by the
number of OT devices connected to a network. While about
60% of OT equipment was connected to the network in 2016,
the figure had risen to almost 78% by 2018 [4].

ICSs are a frequent target for attacks. Recently, Microsoft
security researchers discovered that the hacker group APT33
focuses specifically on manufacturers, suppliers and maintain-
ers of ICS components [5]. OT devices installed in an ICS can
cause extensive damage, since they control physical processes.
The impact can be severe, especially in critical infrastructures,
where this can result in a breakdown of power or water
supply, for example. The increasing number of OT devices
connected to the network, however, increases the attack surface
of ICSs. As a result, it becomes easier for hackers to attack,
successfully exploit OT devices and cause damage to ICSs.

Furthermore, the takeover of IIoT devices can also have
an impact on cloud computing. In addition to the previously
mentioned DDoS attacks on cloud servers, false data can be

injected [6]. For example, ICS operators can be selectively
supplied with incorrect information, e.g., abnormally high
temperature values, to cause erroneous reactions, such as an
emergency stop.

As a consequence of the increasing threats, IIoT manufac-
turers must secure their devices to prevent such incidents. This
requires awareness of the risks. It is important to understand
who is interested in exploiting their device and what motivates
attackers to do so. In this paper, we aim to identify the
threats specific to IIoT devices, describe how attackers could
proceed and support IIoT manufacturers in conducting a threat
analysis for their devices. The paper is structured as follows: in
Section II, the differences between IoT, IIoT and OT devices
are clarified and the use of IIoT devices in ICSs are described.
Different types of threat sources and their respective intentions
are introduced in Section IV. In Section V, several threats and
vulnerabilities for IIoT devices are presented. A list of steps for
a successful threat analysis follows in Section VI. The paper
concludes in Section VII with an outlook on further work.

II. THE INDUSTRIAL INTERNET OF THINGS

After a term differentiation, three potential setup options for
a connection from IIoT devices to the cloud are described.

A. IoT, IIoT, OT and ICS

The IoT is a network of connected devices, which are
sensors and/or actuators fulfilling a specific application [7].
Via the network they can, for instance, mutually exchange data
or store and process data centrally and feed back the gained
knowledge. This can be supported by cloud services. These
have the advantage that there are already many semifinished
solutions that simplify the integration of different devices. The
number of devices or the required storage capacity can also be
easily adapted, i.e., scalability. The use cases can be grouped in
several categories, such as consumer applications (e.g., Smart
Home), commercial (e.g., Medical and Healthcare) or infras-
tructure applications (e.g., Smart Grid). This paper focuses on
industrial applications for which the already introduced term
IIoT has been established. The main difference between IIoT
and most IoT applications, such as consumer IoT, is that IoT
services are human-centered and IIoT services are machine-
oriented [8].

The use of IIoT devices can have various advantages, such
as boosting productivity, avoiding plant downtimes through
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predictive maintenance and reducing energy consumption.
Furthermore, the IIoT should also enable products to be
manufactured only after the order has been placed, i.e., build
to order, and to be tracked by the customer during production
and delivery. IIoT devices are usually part of the OT. OT
can be found, for example, in industrial factories to monitor
and control physical processes. The term was introduced
to emphasize the significant difference to IT, such as field
of application and used communication protocols. Some ex-
amples for OT/IIoT sensors are temperature probes or bar
code scanners, actuators are, for instance, valves or power
converter. The primary security challenges for IoT devices are
privacy and confidentiality, e.g., human health data. However,
IIoT devices focus additionally on safety and the impact
on environment and society [9]. They can potentially cause
injury, death, damaged production equipment or environmental
disasters. This can also affect large parts of the population
through critical infrastructures, such as food or health.

An ICS is usually structured into several layers. The lower
levels are made up of OT devices and Programmable Logic
Controllers (PLCs). The middle layers contain, for example,
Human Machine Interfaces (HMIs) and engineering worksta-
tions. The top levels provide servers for services and backups.
An increase in security can be achieved by dividing the ICS
into multiple layers so that more protection can be provided
to the lowest level, which is especially safety-critical. This
concept is known as defense in depth. Another approach is air
gapping, isolating the entire ICS network from the Internet
or even corporate network. It has been demonstrated that
particularly the latter does not provide sufficient security. Nev-
ertheless, both measures result in more complex and expensive
attacks. First, the IT network must be compromised (e.g.,
via email intrusion), then malware must be transferred to the
OT network (e.g., via USB sticks) and, lastly, malicious code
must be transferred to the PLCs [10]. Once this is achieved,
systems be controlled, damaged or spied on. However, these
approaches conflict with the IIoT functionality of OT devices,
as the lowest level requires Internet access. As a result, the
architecture of ICS networks is affected by IIoT devices.

B. Cloud Connection Setups

Several IoT/IIoT architectures have already been proposed
to implement segmented and logically structured networks
[11]. In reality, however, these architectures can differ sig-
nificantly. Therefore, different setups are only considered in
an abstract way. The characteristics of a device, the task it
performs and the level it is located on are important for the
threat analysis.

Figure 1 illustrates three possible setups. In small ones,
each device can be connected separately to clouds. This could
be, for example, a small, remote hydroelectric power plant
connected to the Internet via mobile networks. The proprietary
firmware of valves has been extended by a network stack for
this purpose. The devices are connected to the operator’s cloud
for centralized monitoring and controlling and to the device

Plant Cloud
Device

Manufacturer
Cloud

Company Cloud Other Clouds

SCADA

PLC Edge

Large Setup Middle Setup Small Setup

Figure 1. Three possible setups for connections from IIoT devices to clouds.

manufacturer’s cloud service for installing remote firmware
updates.

In the middle setup, devices are connected to the cloud via
an edge gateway. It is not unusual for industrial devices to
be older than ten years. They were not designed to send data
to the cloud. Therefore, gateways collect data from several
devices over mostly proprietary protocols, such as CAN or
Modbus. Compared to low-power field devices, gateways have
a more powerful processor and often a Linux-based operating
system.

Even entire Supervisory Control And Data Acquisition
(SCADA) systems are outsourced to the cloud in large indus-
trial factories. Flexible web interfaces for desktops and mobile
devices allow remote monitoring and control of the entire
plant. In this scenario, many more connections to the cloud
are possible, e.g., when the numerous field devices connect to
their manufacturer’s cloud or when all plants are combined in
a company cloud.

III. RELATED WORK

Since many IoT device manufacturers often prioritize func-
tionality and time to market, security is neglected or not
considered. This has been recognized by researchers and gov-
ernmental institutions, leading to active research on the threats,
necessary security requirements and mitigation techniques.

The German Federal Office for Information Security (BSI)
releases annually an Information Security Management Sys-
tem (ISMS), the so-called IT-Grundschutz Compendium, that
covers, among others, technical and organizational aspects
of information security [12]. The aspects are divided into
several modules. For example, embedded devices (SYS.4.3),
IoT devices (SYS.4.4) and ICS components (IND.2.1) are
modules concerning threats and the resulting requirements.
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In [13], Abomhara et al. evaluate IoT device attacks, vul-
nerabilities, assets and possible intruders. Although industrial
systems, such as SCADA systems, are mentioned, the special
characteristics of ICSs are not described in depth. In [14],
Wurm et al. conducted a security analysis on a consumer IoT
and an IIoT device and demonstrated how these devices could
be exploited. However, the procedure is too specific and cannot
be adapted to other devices.

So far, manufacturers are assisted by standards and scien-
tific papers in conducting a threat analysis for any system.
However, there are no mandatory international guidelines on
how the analysis should be carried out. In addition, computer-
based threat modeling tools are not suitable for the special
conditions of IIoT devices.

IV. THREAT SOURCES AND MOTIVES

To protect IoT devices from unauthorized access, it is
helpful to know who is interested in using them, i.e., the threat
sources. Depending on application and device characteristics,
the sources can be different. For instance, IIoT applications
in critical infrastructures are more likely to be attacked by
Advanced Persistent Threat (APT) groups, whereas IoT de-
vices with open Telnet or SSH ports are favored by botnet
operators. Generally, there are also threats caused by natural
disasters or unintentional misuse by employees, but these will
not be considered in this paper. We have classified the sources
based on two characteristics. First, to what extent the attack
targets were selected arbitrarily or intentionally. Second, what
capabilities attackers have, i.e., how many skills and financial
resources are available to them. Figure 2 classifies nine threat
sources accordingly. In the following section, each source is
described in detail.

A. Targeted attacks and capable attackers

a) Government-Sponsored: The most serious threat
arises when an ICS is the target of attackers who are supported
by a government or agency. Examples include the attacks on
the Iranian nuclear program (Stuxnet) [15] or on the Ukrainian
power grid [16], both of which are suspected to have been
supported by foreign governments. The attacks were targeted
and only possible at high expense due to their complexity.
The motives to conduct such attacks are usually political or
economical.

b) Industrial Espionage: Economic reasons are generally
a major motive. Targeted attacks aim, for example, to sniff
production figures, customer data and know-how, or simply
cause financial loss to competitors. In recent years, there
were several espionage attacks on German companies of the
DAX (German stock index), including the ICS component
manufacturer Siemens [17].

B. Less targeted attacks, but capable attackers

a) Organized Crime: Organized cybercriminals try to
blackmail their victims by encrypting sensitive data. The
recently discovered ransomware EKANS seems to be specifi-
cally intended for ICSs because it terminates several common
ICS-specific software processes [18].

Targeted
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Government-
Sponsored

Organized Crime

Malware
Industrial Espionage

Hacker
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Terrorism Malicious
Insider
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Figure 2. Threat Sources.

b) Malware: Malware is often designed to infect as many
devices as possible, for instance, to build botnets. Mirai and
its many variants demonstrated that millions of IoT devices
are vulnerable to malware attacks [19].

C. Targeted attacks, but less capable attackers

a) Terrorism: Threats from terrorism can be considered
from two perspectives. There is a threat from extremist organi-
zations. Although they are theoretically capable of carrying out
attacks, few attacks are known in practice [20]. Additionally,
terrorism can also be sponsored by states. Attacks on critical
infrastructures, such as energy or water, affect the general
civilian population. Therefore, they are a kind of terrorism.
Since government-sponsored threats are already covered, the
capabilities of terrorism is rated low.

b) Malicious Insider: Insider attacks by (former) em-
ployees or contractors cause an average annual loss of more
than eight million dollars [21]. Employees, for example, could
sell confidential data for personal financial gain or sabotage
machines due to hostility towards the employer. They also
possess specialist knowledge, which is particularly required
for attacks on IIoT devices. Insider attacks are the major threat
to OT [22], especially for ICSs in critical infrastructures, as
identified by an evaluation of US hydropower dams [23].

c) Hacktivism: The number of attacks by hacktivists
is increasing and should therefore not be neglected. The
attacks are targeted, but have not frequently been effective
so far. Besides DoS attacks, attempts are made to steal data.
This could affect, for instance, oil and gas companies or
companies that make politically controversial decisions. The
latter happened to heavy machinery maker Caterpillar Inc. as
a result of the sale of bulldozers to Israel [24].
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D. Less targeted attacks and less capable attackers

a) Hacker and Script Kiddie: The last two threat sources
we identified are hackers and script kiddies. The source code of
malware, e.g., Mirai, is frequently published on code sharing
platforms like Github or hacker forums. As a result, many
people want to try them out for themselves. Compared to
script kiddies, experienced hackers can build on this code and
develop their own variants.

V. THREATS, VULNERABILITIES AND THEIR IMPACT

Several threats were already mentioned in the listing of
threat sources. In the following section, the threats are sum-
marized briefly and common vulnerabilities are described.
Possible attack vectors on IIoT devices are illustrated after-
wards. Table I provides an overview of frequent threats and
vulnerabilities for IIoT devices.

TABLE I. COMMON THREATS AND VULNERABILITIES.

Threats Vulnerabilities

Abuse Code execution
Denial of Service Communication manipulation
Destruction Design flaws and bugs
Espionage Memory manipulation
Intellectual property theft Misconfiguration
Maloperation Physical manipulation
Ransomware Privilege escalation
Repudiation Repudiation
Spoofing Web-based vulnerabilities

A. Threats

a) Abuse: The source of this threat could be malware or
employees. The former utilizes IIoT devices as part of a botnet
for DoS attacks, mining cryptocurrencies or for spreading
spam. The latter could use the device for private purposes.

b) Denial of Service: For ICS operators, the availability
of all devices is most important because a single temporary
breakdown can potentially lead to a production stop. There-
fore, the failure of a device could have financial consequences
for operators. A denial of service can be achieved not only by
flooding devices with network requests but also by changing
their configuration. Multiple devices could also be utilized to
stop cloud servers. This would not only block one plant from
its cloud services but all other plants of a large company.

c) Destruction: The destruction of a device is also a form
of denial of service, more precisely a permanent denial of
service. The attack can be either on hardware or software.
An example of the latter is BrickerBot, which destroyed more
than ten million IoT devices [25]. Furthermore, the actuators
of an OT device can be incorrectly triggered, destroying
components, such as engines. The consequences are far more
serious than a normal DoS attack. If there is no backup device
that takes over immediately, the plant is out of operation.
Additionally, data saved on the device may be lost.

d) Espionage: Espionage was already introduced in Sec-
tion IV. Stealing production data, process procedures or even
user data is often easy because many industrial communication
protocols are not encrypted at all.

e) Intellectual property theft: OT devices are usually
specialized on one specific task. Manufacturers invest a lot of
effort into their product in order to be better than competitors.
As a result, leading manufacturers struggle with plagiarism
and cloned, cheaply replicated hardware that runs their original
firmware.

f) Maloperation: Starting or stopping machines unex-
pectedly or making them work in slightly different ways is not
a theoretical issue anymore. Two recent examples are TRITON
[26] and Industroyer [27] that were specifically created for OT
devices and protocols. The latter supports four industrial com-
munication protocols and is capable of controlling switches
and circuit breakers in electricity substations.

g) Ransomware: If, in addition to the IT network, the
OT network is also affected by a ransomware attack, some
machines in the plant may no longer be available. As a result,
the ICS must be shut down. This incident happened recently
to a pipeline operator, who had to shut its operation down for
two days, according to a report by the US Cybersecurity and
Infrastructure Security Agency (CISA) [28].

h) Repudiation: In case of an error in an ICS, it should
be possible to reconstruct the exact procedure with logs.
Attackers could manipulate or delete them in order to remain
undetected.

i) Spoofing: IIoT devices must be uniquely identifiable.
Attackers could masquerade as the device and send false data
to PLCs or cloud services. The latest firmware could also
be obtained by cloning original devices and spoofing their
identity.

B. Vulnerabilities

a) Code execution: Arbitrary code execution is the goal
of every attacker. Attacks can be either local or remote. Since
the firmware of IIoT devices is mostly written in C/C++, they
are vulnerable to memory attacks, such as buffer overflows.

b) Communication manipulation: Message senders or
receivers, measured values or commands can be easily ma-
nipulated due to unencrypted communication.

c) Design flaws and bugs: Many industrial devices and
protocols were not designed with security in mind. Even if
this is the case, bugs can still occur. An example of this is the
encrypted OPC UA protocol, which contained numerous flaws
[29]. This is particularly critical in ICSs because the firmware
of the countless devices is rarely or never updated.

d) Memory manipulation: By manipulating the memory,
incorrect configurations can be loaded, faulty data can lead to
inappropriate reactions and features that would be subject to
additional costs can be unlocked illicitly.

e) Misconfiguration: Misconfigurations enable many at-
tacks. Common mistakes are unchanged default passwords,
disabled firmware patches and open but unused ports.

f) Physical manipulation: Attackers with physical access
to IIoT devices can alter the hardware, e.g., sensors or actua-
tors but also microcontrollers or memories.

g) Privilege escalation: Some actions should only be
executed with higher privileges. For IIoT devices it is often
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simple to obtain these due to standard or company-wide
passwords or backdoors of the developers. Furthermore, most
industrial protocols do not support authentication. Therefore,
it is not possible to verify authorization for them.

h) Repudiation: The aforementioned threat is also a
vulnerability, since insufficient logging and monitoring hinders
the detection and verification of threats. Due to lack of
identification mechanisms, actions can be easily repudiated.

i) Web-based vulnerabilities: IIoT devices often run a
web server for configuration, maintenance, monitoring or con-
trol of the devices. But this exposes them to web-based attacks.
According to OWASP, the greatest risks include injection,
broken authentication and cross-site scripting (XSS) among
others [30].

C. Attack Vectors

IIoT devices are becoming increasingly complex. As a
result of the IoT, new communication interfaces are being
integrated that were previously rarely or never used in OT. In
any case, they provide typically several interfaces for specific
requirements. For better illustration, we have structured the
various interfaces into zones in Figure 3. Zones 0 and 1
describe the hardware and software of a device. In zones 2
to 4, established communication protocols are listed in the
left-hand column while systems that interact with them are
listed in the right-hand column.

In the following section, three possible attack vectors are
introduced. Examples are used to illustrate how attackers from
the different zones could proceed or how they could have an
impact on other devices in these zones.

a) Device attacks: In zone 0, device components can be
physically manipulated. This may be intentional or accidental.
In the latter case, a burnt-out circuit board or a defective engine
could be replaced by a spare part that was not purchased from
the original manufacturer for price reasons. Compatibility of
hardware or software is not guaranteed for these components
causing faulty operation, DoS and even destruction to result.

As discussed in Section IV, IIoT devices are especially
threatened by highly capable actors. Attacks with high com-
plexity and effort should consequently not be ignored. Costly
invasive hardware attacks, such as probing, or rather cheaper
non-invasive attacks, such as side-channel analysis, enable ac-
cess to secret data, e.g., cryptographic keys. Attackers can also
directly access the flash memory or EEPROM via interfaces
from zone 2, e.g., JTAG. First, this allows them to read the
memory to retrieve the firmware, i.e., intellectual property
theft. Second, data or configurations can be modified, e.g.,
access data. Third, firmware can be exchanged so that arbitrary
code can be executed. Attacks of this kind are complex, but
they can cause considerable damage. In case the necessary
knowledge is lacking, there are appropriate service providers
for this (e.g., www.break-ic.com).

The popular USB interface also enables multiple attacks.
USB sticks can be used, for example, to load malware or
destroy badly protected power and data lines, i.e., kill USB
sticks. With bad usb devices, such as Hak5’s rubber duckies,
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Figure 3. Different zones of a device and their respective interfaces with
interaction systems.

it is also possible to execute arbitrary commands and thus
manipulate the device.

b) Application attacks: The process of a production
plant can be interrupted or stopped if the application of IIoT
devices do not work properly. An attacker might change the
configuration or move an actuator incorrectly via its display.
The devices are often misconfigured as they still have the
default or a trivial password. Many IIoT devices can also be
programmed using a PC-based configuration tool. A common
design flaw is that users must not be authorized to carry out
these changes. As a result, it is often possible to reconfigure,
update or reset a device by connecting to it via a cable or
network. When such a vulnerability is exploited, it is difficult
to reconstruct and verify the incident, as the devices often do
not support user identification.

Wrong commands can also originate from the devices of
zone 3. The source can be either an already compromised PLC
or a completely different device. Since messages of the most
proprietary protocols are not authenticated, a different sender
address can be spoofed. Reversely, incorrect information can
also be sent to PLCs or HMIs. For example, PLCs from
the manufacturer Schneider can be stopped using a simple
command via the Modbus protocol [31]. The consequences
of this abrupt stop may be catastrophic. Faulty commands or
sensor data can also be sent to systems in zone 4, e.g., the
SCADA system or the cloud. Since more decisions will be
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made by a data-driven Artificial Intelligence (AI) in the future,
wrong choices may result.

Due to the more widespread network protocols in zone 4,
vulnerabilities can also be exploited remotely. Such vulnera-
bilities can be located in the firmware/operating system or the
application. An example of the former are the Treck TCP/IP
stack vulnerabilities called Ripple20 that allow remote code
execution, which were recently discovered [32]. Vulnerabilities
in the application can be caused by a web server that allows
SQL injection, for instance. Once they have successfully
exploited a vulnerability, process operations can be sabotaged.

c) Network attacks: The vulnerabilities just mentioned
also allow an infection of botnets. If several devices in a
network are infected and the botnet operator launches a DDoS
attack, internal network traffic can be delayed. This can, for
example, interrupt the connection of PLCs to the SCADA
system. In case the attack is targeted at the own global
company cloud, other plants might be affected as well.

If the device is a network node, such as an edge device, this
also results in multiple threats. Besides sniffing or tampering
with messages, they can also be delayed or blocked. Especially
for systems that have to meet real-time constraints, this can
become a major threat.

The network is also useful for spreading an infection. Espe-
cially the systems in zone 4 are targeted either for monetary
gain through a ransomware attack or to obtain as much control
as possible. Workstations with Win 7 or Win XP are not rare
in ICSs, and thus this is often not much effort for an attacker.

VI. RECOMMENDED PROCEDURE

Finally, we summarize all the previously discussed aspects
to define a recommended procedure for the threat analysis.

1) Know your device: It is important to know the IIoT de-
vice in depth. Which operating system and third party libraries
are utilized? Does it include actuators and sensors and/or is
it collecting data from other devices (i.e., edge device)? How
is the setup? What other equipment is connected to it? Is it
connected to the Internet directly or through a gateway? Is it
installed in critical infrastructures? What additional (PC-)tools
are available for the device?

2) Creation of a network diagram: A network diagram
including all interfaces of the device can help identify which
other systems it interacts with. The authorization should be
specified for each entry and exit point, i.e., which actions
can be performed and by whom. This is especially important
for industrial protocols, such as PROFINET. While most IoT
applications allow to implement security measures manually,
it is not possible with these proprietary protocols.

3) Identification and ranking of assets: Which security
goal is the most important one? Is the focus on maximum
availability, authenticity of actions or privacy of user data?
First, this is important to prioritize the exploration of vulnera-
bilities, and second, to subsequently find an appropriate miti-
gation measure. The latter is particularly relevant when safety
must be guaranteed, as real-time behavior and encryption may
not be feasible on a low-power IIoT device.

4) Identification of threat sources: Who is interested
in attacking the device and what are their motives? This
is useful for deliberately including or excluding types of
attacks. For IIoT devices in critical infrastructures, the more
complex invasive and non-invasive hardware attacks should be
addressed.

5) Identification of threats and vulnerabilities: The next
step is to identify threats and vulnerabilities. Table I serves
as a kick-off aid. In general, we can consider attacks on
identification and authentication, authorization, availability,
system, data and communication integrity, data confidentiality,
privilege escalation and repudiation. Penetration testing can be
used to discover additional vulnerabilities, but also to verify
those already identified and show their severity.

Using attack scenarios, attacks can be better reconstructed in
retrospect. For example, the threat setting an invalid communi-
cation configuration results in a denial of service. The attack
vector is that the web server is accessible via the Ethernet
interface. The action changing of communication parameter
has the consequence that the connection to PLCs is terminated.
The utilized vulnerability is a default password that results
in a privilege escalation. Additional notes, such as default
password can be found in the manual, can also be useful.

6) Vulnerability and risk assessment: To rate a vulner-
ability, all threats and their consequences from the different
attack scenarios should be considered. Using the Common
Vulnerability Scoring System (CVSS), the severity of vulnera-
bilities can be expressed by a number. For risk assessment, it is
advisable to consider not only the severity of the vulnerability
but also its likelihood and impact.

VII. CONCLUSION AND FURTHER WORK

Compared to IoT equipment, IIoT devices are at increased
risk, since they are part of the OT that controls physical
processes. Beside high availability, safety is also particularly
important in these applications. In addition to destroying a
production facility, people can be injured and a population
can even be cut off from the power grid.

Several threat sources and their motives were presented
and ranked using examples. It turned out that the most
serious threat originates from government-sponsored actors,
who often target critical infrastructures. Afterwards, numerous
threats and vulnerabilities were listed, which exist among other
reasons, because security was ignored in the industrial sector
for decades. Among the threats, destruction caused by moving
parts and intellectual property theft must be highlighted, while
the vulnerabilities include manipulation of the hardware and
the frequently insecure communication. Lastly, we provided a
procedure for identifying and assessing threats and vulnerabil-
ities that emphasizes the specialties of IIoT devices. In order
to prevent these, we intend to develop countermeasures for
low-power IIoT devices as the next step.
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Abstract—Cloud Computing and Internet of Things (IoT)
influence the constantly growing networking of systems. Both
belong to Cyber Physical Systems (CPS) are highly networked
systems. The increasing establishment of CPS creates new chal-
lenges and further security and data protection aspects arise.
Existing frameworks for security assessment are not suitable
for CPS. The requirement criteria for CPS are scalability, real-
time, performance, functional safety and volatility. Data security
has so far been evaluated by the two-level trust model (secure
and insecure). This trust model is not suitable for CPS. The
reasons for this are the large amount of data and the wide
variety of data types. This paper presents the required criteria
for security assessment of CPS, the development of the Process-
oriented Framework for Security Assessment of Cyber Physical
Systems and the application of the security model. The Process-
oriented Framework for Security Assessment of Cyber Physical
Systems includes the steps analysis of the application, security,
scalability and real-time assessment and automated mapping of
security measures.

Keywords—Cyber Physical System; security assessment; security
analysis; Internet of Things; Smart Grid.

I. INTRODUCTION

Cyber Physical Systems (CPS) are the next generation of
engineered systems. Cloud Computing and Internet of Things
(IoT) have an impact on networking in industrial environments
and daily life. The digital age is influenced by SMAC tech-
nologies. Social, mobile, analytics and Cloud Computing are
the SMAC technologies. Digitalization describes the socioe-
conomic process and digitization means the technical process
[1]. CPS results from the networking of SMAC technologies.

The digitalization of the economy and industry is progress-
ing continuously. One example is the digitalization of the
energy sector. The implementation of intelligent electricity
meters (so-called smart meters) is creating the necessary com-
munication infrastructure. The most important component is
the gateway (Smart Meter Gateway, SMGW), which serves as
the central communication unit [2]. Cost and benefit analyses
have shown that the construction and operation of this infras-
tructure are too expensive for the application ”smart metering”
[3]. For this reason, the infrastructure is being opened up for
other divisions and services, such as value-added services. The
networking of everyday life in your own home is summarized

under the term Smart Home. By networking different sensors
and devices, daily life is supported. IoT describes sensors and
devices which have a connection to the internet. For example,
value-added services can represent the connection of Smart
Home or Ambient Assisted Living (AAL) services. Services
like Smart Home and AAL are made possible by IoT devices.

By mapping value-added services to the Smart Grid in-
frastructure, the topics IoT and Smart Grid are linked. This
combination creates a highly scalable and volatile system. This
leads to a higher volume of data of varying quality, devices
and users supplying and accessing data and a high number of
participants. One challenge is that the structure of existing
architectures is changing and/or expanding. If the existing
architectures grow into a highly scalable and volatile system,
they must be reconsidered in terms of security.

The existing process models are limited to the analysis
of information systems in companies or are models for the
development of software under the aspect of security. The
consideration and analysis (security modeling and assessment)
of highly scalable, volatile systems are not carried out within
this frameworks. For future systems, which have the property
of being highly scalable and volatile, an appropriate framework
for security modeling must be developed. This means, data
security according to the requirements of scalability, real-time
and a consideration of the overall-process should be repre-
sented by the new framework. The aim is the development
of a Process-oriented Framework for Security Assessment of
Cyber Physical Systems.

The paper is structured as follows. Section II covers the
related work. In Section III, we describe the CPS and discuss
the topic of security. In the next session, the development of a
Process-oriented Framework for Security Assessment of Cyber
Physical Systems is performed and Section V, describes the
application example. Finally, the conclusion and future work
are given.

II. RELATED WORK

The state of the art is examined with regard to the following
question: Which approaches or frameworks are available for
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security modeling of processes in highly scalable, volatile
systems or in CPS.

There are best practice approaches for security assessment.
These are ISO/IEC 27000:2018 [8] or the BSI-Standards (BSI-
Standards 200-1, 200-2 and 200-3 [5]–[7]). Main focus of this
security frameworks are the assessment of the business process
of a company.

The security modeling is based on a two-level trust model.
This means, there are two categories of data: worthy of
protection and no worthy of protection [13].

In [9]–[12], security is considered during the development
process of software. Another approach are security by design
and privacy by design. Security and data protection are already
considered during the development process.

Security and privacy considerations for Smart Grid extended
by value-added service (e.g., AAL, IoT devices), with a focus
on survey and research challenges are shown in [14] and [15].
In [16]–[18], the security and communication analysis of an
extended Smart Grid infrastructure are shown.

A survey of literature on security and privacy of CPS is done
in [19]. The publication provides an overview of the fields of
application and identifies threats and vulnerabilities. In [20],
the security analysis is shown on the basis of the different
layers (perception layer, transmission layer, application layer).

In summary, these models for security modeling as well
as the two-level trust model are not suitable for CPS and
high scalable, volatile systems. The models for the security
assessment shown, the business process of a company, the
software development process and sub-processes of a company
are considered. The security and privacy assessment of CPS
are open questions.

III. CYBER PHYSICAL SYSTEMS

CPS are systems in which computing, communication, and
control technologies are integrated [21]. There are differ-
ent types of CPS. In this publication, CPS is described as
follows. In CPS, information and software components are
combined with mechanical components. The data transfer,
data exchange, monitoring and control takes place via the
internet and is done in real time. Components are mobile
and movable installations, devices and machines, embedded
systems and networked objects (IoT). CPS can be described
by the following characteristics [22].

• Direct connection between physical world and digital
world

• Innovative system functions through information, data
and function integration

• Functions integration: multi-functionality
• Soft to hard time requirements
• Extensive interaction networks of sensors or actuators
• Networking within the systems and externally
• Dedicated user interfaces: Strong integration in action

sequences
• Use under often difficult physical boundary conditions

• Long-term operation
• Automation, adaptivity and autonomy
• High requirements to:

– Functional security
– Access security and data security
– Reliability
– High cost pressure

The application field of CPS are production, logistics, mobility,
energy and distribution. Smart Grid is a variant of CPSs. The
characteristics of future systems are highly scalable, volatile,
high data volume and different types of data. For example,
the use case ”data logging electricity” shows us that the data
flaw from final consumers to the energy supplier. This means
for high scalability, two million participants and 192 million
consumption values per day. If we have a look inside the
communication, there is a data transfer every 15 minutes.
This describes the volatility. The next characteristic is high
data volume. For example, two million participants generating
22 gigabyte data per day. Different types of data means the
diversity of data, like customer data, power consumption or
IP address. Further field of application of the Smart Grid
infrastructure are Smart Home, gas, water and value-added
service.

Security must also be considered by CPS. Until now, the
focus has been on robustness and performance. CPSs are fast-
growing systems in which personal and sensitive data are also
transferred. Furthermore, existing systems and architectures
are extended by this. These systems are difficult to define.
Security assessment already carried out must be renewed. The
requirement criteria for security assessments of CPS are the
following.

• Data security
• Scalability
• Real-time
• Performance
• Functional safety
• Volatility

The security assessment of CPS must be developed according
to this requirement criteria.

IV. DEVELOPMENT OF A PROCESS-ORIENTED
FRAMEWORK FOR SECURITY ASSESSMENT OF CYBER

PHYSICAL SYSTEMS

In the first step, the requirement criteria data security (DS),
scalability (SC) and real-time (RT) are focused. In the context
of security modeling of CPS, all three must be considered.
The security assessment results from the description of the
process by this criteria and is defined as follows: usecaseprocess
= (DS, SC, RT). The result of the security assessment depends
from the description of the process. The framework for the
security assessment is as follows. At first, the analysis of the
process and infrastructure and also the data and information.
The next step is the security assessment against the criteria
DS, SC and RT. The last step is the automated mapping
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Figure 1. Process-oriented Framework for Security Assessment of Cyber
Physical Systems

of the model based on the use case process and assignment
of security measures. Further requirements are performance,
functional safety, volatility and connectivity. These are not yet
considered in the current work status. Figure 1 describes the
Process-oriented Framework for Security Assessment of Cyber
Physical Systems. The use case is divided into processes.
The process is evaluated against the criteria DS, SC and RT.
A process description is derived and an automated selection
of security measures is possible. The security measures are
evaluated by the criteria DS, SC and RT. In the following
subsections, the individual characteristics of the tuple are
described.

A. Data security

The 4-Level-Trust-Model for safety-critical systems is a
model for security assessment of CPS. Classically, the data
are divided into two categories - secure and insecure. This
describes the classical security model. The 4-Level-Trust-
Model for safety-critical systems is one option of the role-
based trust model for safety-critical systems [23]. In the new
4-Level-Trust-Model for safety-critical systems the data are
categorized in 4 categories. The categorization depends on the
requirements analysis for CPS. The 4-Level-Trust-Model for
safety-critical systems are defined as follows.

1) Category: non sensitive data
• All data that do not contain any personal reference

or have been made anonymous.
• There are no effects of damage or damage that has

occurred for the affected person.
• The security level is low.

2) Category: high sensitive data I
• All data which, through the combination of several

data in category 2 and 3, have a personal reference,
but do not have a direct reference themselves (e.g.,
network status data).

• The damage effects are limited and manageable.
Any damage that has occurred is relatively easy to
heal for the affected person.

• The security level is minimal.
3) Category: high sensitive data II

• All data which, through the combination of a further
data in categories 2 and 3, have a personal reference,
but do not have a direct reference themselves (e.g.,
status data of a meter).

• The impact of the damage can be assessed as
significant by one person. Damage that has occurred
for the person affected can be healed with increased
effort.

• The security level is intermediate.
4) Category: high sensitive data III (personal data)

• All data that are personal data or data worth pro-
tecting according to the Federal Data Protection Act
(e.g., name, address).

• The effects of the damage have reached an existen-
tially threatening, catastrophic extent. Damage that
has occurred to the affected person cannot be healed.

• The security level is high.

The division into four categories is due to the fact that
different data are transferred. Data are transferred which are
anonymised or does not allow any personal reference (non
sensitive data). Furthermore, data are transmitted which are
personal data or sensitive data (high sensitive data III). In
addition, there is a further database, which is to be classified
in two categories (high sensitive data I and high sensitive data
II). Table I shows the 4-Level-Trust-Model for safety-critical
systems with the coding and the security level. The 4-Level-
Trust-Model for safety-critical systems permits to consider the
security assessment of data.

TABLE I. EVALUATION CRITERIA DATA SECURITY

category description security level coding
1. Category non sensitive data low 0
2. Category high sensitive data I minimal 1
3. Category high sensitive data II intermediate 2
4. Category high sensitive data III high 3

With the 4-Level-Trust-Model it is possible to evaluate data
and information of use case in CPS with regard to security. By
subdividing the data worthy of protection, a further gradation
between personal data and sensitive data is made. With this
model, appropriate security measures can be selected.

B. Scalability

The next criteria is SC. SC describes the number of partic-
ipants. Participants are understood as users and devices. The
scalability is divided in 4 categories (compare Table II).

TABLE II. EVALUATION CRITERIA SCALABILITY

description coding
≤ 1 0
2 ≤ 100 1
101 ≤ 10.000 2
≥ 10.001 3

The selection of the criteria is based on the Smart Grid use
case. ”≤ 1” corresponds to one participant and ”2 ≤ 100”
corresponds to a networked household. A residential unit is
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mapped with the values ”101 ≤ 10.000”. The entire network
is described with the value from ”≥ 10.001”.

C. Real-time

Another criteria is RT. The RT capability of a system means
that a system must react to an event within a given time frame.
Table III shows the division into 4 categories.

TABLE III. EVALUATION CRITERIA REAL-TIME

description coding
≤ 1 sec 0
2 sec ≥ 1 min 1
1min ≥ 15 min 2
≥ 15 min 3

The time specifications correspond to the requirements from
the Smart Grid use case. Critical values are the requirement for
real time (≤ 1 sec) as well as the transmission of measurement
data in 15 minute intervals.

D. Summary

With the Process-oriented Framework for Security Assess-
ment of Cyber Physical Systems it is possible to evaluate the
process of use case in CPS regard to DS, SK and RT. With the
achievement of this result, the appropriate security measures
can be selected.

V. USE CASE EXAMPLE

Secure Gateway for Ambient Assisted Living (SEGAL)
is a publicly funded research project and describes a value-
added service. The aim of the project is the development
of the SEGAL service, based on the use of AAL devices
(IoT devices) and the Smart Grid infrastructure. AAL data
collected within an AAL environment are recorded manually
and automatically by sensors and forwarded to an external
control center for processing. The AAL environment consists
of digital assistants (Alexa or Google Home Mini, etc.),
AAL-Devices (sphygmomanometer, heart rate monitor, etc.)
or Smart Home devices (smoke detector, thermostat etc.).
The communication takes place via a SMGW. The SMGW
is connected to the AAL-Hub. The AAL-Hub connects the
sensors, managed the communication with the gateway and
the resulting data are aggregated.

A. Analysis of the application

The first step is the analysis of process, infrastructure, data
and information. The use case SEGAL is divided into the
following process:

• Process 1: Initialize device
• Process 2: Delete device
• Process 3: Update
• Process 4: Transmit data
• Process 5: Transmit emergency data

In the context of further analysis, we regard to the pro-
cesses ”process 1: initialize device” and ”process 5: transmit

Figure 2. Process 1: Initialize device

Figure 3. Process 5: Transmit emergency data

emergency data”. In case of ”process 1: initialize device”, the
following data are transmitted (compare Figure 2).

• ID user
• Information about the AAL device
• ID AAL device
• ID SMGW

In case of ”process 5: transmit emergency data”, the fol-
lowing data are transmitted (compare Figure 3).

• ID user
• Sensor values (AAL device)
• Emergency data (sensor values)
• ID AAL device
• ID SMGW

B. Security assessment

The next step is the security assessment. The security
assessment is divided in DS, SK and RT.

1) Data security: The data security assessment for process
1: initialize device is the third category ”high sensitive data”
(compare Table IV). ID user, information about the AAL
device, ID AAL device and ID SMGW are no personal data,
but data which have in combination of a further data in
categories 2 and 3, have a personal reference, but do not have
a direct reference themselves.

The data security assessment for process 5: transmit emer-
gency data is the third category ”high sensitive data” (compare

41Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-778-8

CLOUD COMPUTING 2020 : The Eleventh International Conference on Cloud Computing, GRIDs, and Virtualization

                            51 / 96



Table IV). ID user, sensor values, emergency data, ID AAL
device and ID SMGW are no personal data, but data which
have in combination of a further data in categories 2 and 3,
have a personal reference, but do not have a direct reference
themselves.

TABLE IV. OVERVIEW: DATA SECURITY

process category description security
level

coding

1 3. Category high sensitive data II intermediate 2
5 3. Category high sensitive data II intermediate 2

2) Scalability: If we consider the scalability in process 1:
initialize device, we find out that we have between 2 and
100 participants (compare Table V). The coding of the criteria
scalability for the process 1: initialize device is ”1”.

The scalability of process 5: transmit emergency data is ”1”
(compare Table V). There are participants between 2 and 100
participants.

TABLE V. OVERVIEW: SCALABILITY

process description coding
1 2 ≤ 100 1
5 2 ≤ 100 1

3) Real-time: The requirement real-time of ”process 1:
initialize device” is not given and the coding is ”2” (compare
Table VI).

In case of ”process 5: transmit emergency data” the require-
ment real-time is given (compare Table VI). The coding of
process 5 is ”0”.

TABLE VI. OVERVIEW: REAL-TIME

process description coding
1 1min ≥ 15 min 2
5 ≤ 1 sec 0

4) Summary: The result of the assessment is the following
description of the respective processes.

• SEGALprocess1 = (2,1,2)
• SEGALprocess5 = (2,1,0)

The evaluation provides a statement about how security
critical the process is and a statement about SC and RT
requirements. The example of the use case SEGAL illustrates
that the difference can be seen in the RT requirement, while
maintaining the same level of DS and SC. This must be taken
into account when selecting suitable security measures.

C. Automated mapping of security measures

The last step is the automated assignment of the appropriate
security measures. The security measures are also evaluated
according to the CPS requirement criteria. The evaluation of
security measures using the example of authentication is work
in progress.

Figure 4. Use case SEGAL

D. Summary

With this example, it can be shown that the evaluation of
DS and SC is the same. The difference between the use cases
is the RT requirement. With the result obtained, appropriate
security measures can be selected for the use case. Security
measures, such as authentication, must be selected based on
the real-time requirement criterion (compare Figure 4).

VI. CONCLUSION AND FUTURE WORK

In this paper, we presented the problem of security in future
highly scalable and volatile systems. Based on the requirement
criteria we developed the Process-oriented Framework for
Security Assessment of Cyber Physical Systems. The model
consists of the following steps: analysis of the application,
security assessment, automated mapping of security measures.
We showed the application of the model using the SEGAL use
case. The use case showed us the necessity, different evaluation
of security in CPS.

The Process-oriented Framework for Security Assessment
of Cyber Physical Systems is a new framework for security
assessment of CPS. With this model it is possible to evaluate
use cases and processes in highly scalable, volatile systems and
to select security measures such as authentication in a targeted
manner. The model is intended to provide practical assistance
in the evaluation of processes and use cases in highly scalable,
volatile systems. The next steps are the automation of the
framework, the definition of the security measures and the
extension of the framework with the criterion performance,
functional safety and volatility.
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Abstract—Cyberattacks that target hardware are becoming in-
creasingly prevalent. These include probing attacks that aim
at physically extracting sensitive information including cryp-
tographic keys from non-volatile memory. Internet of Things
devices that communicate with the Cloud are susceptible to such
attacks. Therefore, the integrity of data and ability to authenticate
devices are threatened. Physical Unclonable Functions (PUFs)
offer a countermeasure to such attacks. A market analysis of
products containing PUFs was carried out. An extract of the
market analysis and the inferences that were drawn from it is
provided. The analysis showed that although many different types
of PUFs have been integrated into a variety of devices, most of
them are still used in very rudimentary ways.
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frastructure; Internet of Things; Hardware Security.

I. INTRODUCTION
The Internet of Things (IoT) has engulfed many aspects

of industrial sectors and the lives of private individuals. The
number of actively connected IoT devices is forecast to grow to
22 billion by 2025 [1]. The Industrial IoT (IIoT) is the subset of
the IoT that is used in industrial applications, e.g., healthcare,
energy supply, transportation, and manufacturing. IIoT devices
provide many advantages for traditional systems including
making their management more efficient. The number of IIoT
devices has risen from 3.96 billion in 2018 to 5.81 billion in
2020 [2].

Many IoT devices are constrained by power consumption
and computational resources. The role of IoT devices can
be leveraged through a symbiotic relationship with cloud
computing to carry out data storage, analysis, and monitoring.
In healthcare, storage and analysis of patient data collected by
IIoT devices in the Cloud can be used to avoid preventable
deaths, e.g., by hospital error; real-time monitoring enables
emergency response when necessary [3]. Cloud computing is
also used for the identification and authentication of actuators
according to Molle [4]. The actuators are IIoT devices that
can, e.g., be used to open and close valves to control the water
supply.

The number of opportunities for cyberattacks grows with
the number of IoT devices. The integrity of the data the Cloud
and the IIoT device receive from each other is contingent upon
the security of these devices. The examples in the previous
paragraph showed that IIoT devices are even being used in
healthcare and water supply, which are considered critical
infrastructures in most countries. Compromise or failure of
these systems could harm a society. Attacks that target both
hardware and software threaten these devices. Hardware se-

curity is becoming increasingly important. An example of a
hardware attack is the probing attack, which aims to extract
sensitive data from a device’s non-volatile memory. Physical
Unclonable Functions (PUFs) are a countermeasure to these
attacks.

The motivations for the use of PUFs are elaborated in
Section II. A detailed explanation of PUF technology is given
in Section III. An explanation of the applications for which
PUFs can be used in IIoT devices specifically are provided in
Section IV. An extract of a market analysis, which was carried
out on PUFs, is presented in Section V. The paper is concluded
in Section VI.

II. MOTIVATION
Probing attacks can be used to extract sensitive information

including cryptographic keys from non-volatile memory. The
casing of an Integrated Circuit (IC) is removed, and the internal
wires of a security critical module are accessed to retrieve
the data. A Focused Ion Beam (FIB) uses ions at high beam
currents to remove or deposit chip material with nanometer
resolution. The attacker can use a FIB to deposit conducting
paths that may serve as electrical probe contacts [5]. Tarnovsky
carried out an attack to probe the firmware of the Infineon
SLE 66CX680P/PE security/smart chip by probing the buses
of the chip using an FIB [5] [6]. An informative introduction
on probing attacks can be found in chapter 10 of a book on
hardware security by Bhunia and Tehranipoor [5].

Hardware attacks, such as probing attacks, may need more
knowledge, time, and monetary resources than software related
attacks. However, they must still be considered a valid threat.
The attacks are more accessible than some may assume. An
FIB can be purchased on the resale market relatively inex-
pensively or rented at an hourly rate. Furthermore, there are
parties for which the above stated factors are not a hindrance.
Politically motivated attacks including cyberwarfare must be
taken into consideration when evaluating the security of IIoT
devices employed in critical infrastructures. Such attacks have
occured in the past and may be state-sponsored, eliminating
time and financial resources as obstacles. Examples of attacks
on critical infrastructures include two attacks that resulted in
power outages in the Ukraine. In December 2015, a cyberattack
on three Ukrainian energy companies rendered approximately
225,000 people without power for several hours [7]. Ukraine’s
top law enforcement claimed this was a cyberattack by Russia.
Investigations following the attack showed evidence to support
the claim [8]. A second attack took place almost exactly a year
later [9]. The attacks on the power supply in the Ukraine were
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not caused by hardware attacks on IIoT devices. However, IIoT
devices are employed to take on various roles in energy supply.
If attackers retrieve a cryptographic key from such a device,
they may be able to eavesdrop onto the communication with
the Cloud. This can help them gain information that will aid
them in an attack.

A malevolent faction may go about an incursion on crit-
ical infrastructures with so much exertion because of the
considerable amount of damage that can be caused. Denial
of Service (DoS) attacks on power supply, which is usually
also considered a critical infrastructure, can have detrimental
effects on the economy. The authors of [10] created blackout-
simulator.com, a tool that provides an estimate of the economic
damage caused by power outages in Europe. The user can
specify the start time, date, and the length of a power outage,
and the region in which the power outage is taking place and
receives an estimate of the economic damage. For example,
the tool estimated the damages caused by a hypothetical six
hour power outage in the state of Bavaria starting at 8 am on
February 24th, 2020 to be approximately 660 million euro [11].
Furthermore, other critical infrastructures, such as healthcare,
would also break down, causing deaths. This provides another
reason why it is important to defend against all cyberattacks
on IIoT devices, especially those that are used in critical
infrastructures.

Some may also consider the shrinking size of integrated
circuits with time a limiting factor. However, FIBs are also
used for the failure analysis in ICs and will therefore continue
to be developed and researched to accommodate the size of
hardware [5].

A recent study shows that hardware- and silicon level
security are becoming a reality for many companies. Forrester
Consulting was commissioned to carry out a study to evaluate
the needs of companies managing breaches to their hardware-
and silicon-level devices and supply chains. The survey was
carried out recently — between March 2019 and May 2019
— and included decision makers in 307 companies. The
study showed that 63% of companies had experienced data
compromise or breach due to an exploited vulnerability in
hardware or silicon level security at least once within the last
12 months; 70% of the surveyed companies consider silicon-
level security as critically important or very important [12].
The broad spectrum of invasive and non-invasive hardware
attacks were implied by this study. These also include probing
attacks.

IIoT devices are particularly susceptible to hardware at-
tacks for several reasons. Man-At-The-End (MATE) attacks
happen from the inside when an adversary gains “physical
access to a device and compromises it by inspecting or
tampering with the hardware itself or the software it contains”
[13]. Several different third parties, some of which are trusted,
have unhampered access to IIoT devices at various points in
their life cycle. Companies have their IC designs manufactured
in semiconductor fabrication plants. There are some cases in
which the manufacturer must place information including cryp-
tographic keys into non-volatile memory during production.
The manufacturers may try to extract the information and
keep it. During operation, (I)IoT devices are often employed
in remote areas without supervision giving attackers unlimited
access to the device.

III. PHYSICAL UNCLONABLE FUNCTIONS
PUFs offer a countermeasure against probing attacks. Anal-

ogous to biometrics, such as fingerprint detection or a retinal
scan, a probabilistic characteristic of a physical object is
used to derive a unique cryptographic secret. Semiconductor
components in electrical devices contain production tolerances,
which are usually unwanted and cannot be controlled. Al-
though these tolerances are only visible on a microscopic
level, they manifest themselves in small differences in physical
sizes, e.g., two voltages may be slightly different. Therefore,
devices which are constructed in exactly the same way can
be individualized. PUFs that derive their fingerprints from
tolerances from the semiconductor production process, e.g.,
random fluctuations in the dopant concentration or doping
profiles, are called silicon PUFs.

A wide variety of different PUFs have emerged including
the arbiter PUF. Figure 1 shows how a single bit can be
derived to illustrate the principle of the arbiter PUF. A chain of
electrical components, each having two inputs and outputs, is
formed resulting in two race tracks for electrical signals. When
applying an electrical signal to both inputs at exactly the same
time, the signals should theoretically arrive synchronously.
Contrary to what might be expected, the arrival times of
the electrical signals are minutely different, due to tolerances
from the semiconductor production process. The outputs are
encoded as a “0” or a “1,” and the bits for the keys can
be derived based on which output the signal arrived at first.
The output of a PUF is called the response [14]. A third
input allows for configuration of the paths; each electrical
component can either be configured as straight or switched.
Different configurations for PUFs are called challenges. Pairs
of challenges and responses are called Challenge-Response
Pairs (CRPs).

Arbiter...

b0=1 b1=0 bk-2=1 bk-1=0

Figure 1. Arbiter PUF [14].

The SRAM PUF, first introduced by Guajardo in [15],
offers another method of deriving a cryptographic key from
a stochastic process. SRAM cells are constructed in a way
that enables easy writing making them prone to intrinsic
fluctuations. This does not affect the SRAM cells in any way
during normal operation when an externally exerted signal is
applied to them. However, when the memory cells are in an
undefined state, they take on disparate values. Since SRAM
is a form of volatile memory, such a state is achieved during
power-up. The cryptographic secret can be extracted from the
device during that time. The response is retrieved from the
states of the memory cells of the SRAM.

The SRAM and arbiter PUFs can both be considered
silicon PUFs. Although they share this similarity, these PUF
types can also be distinguished in several different ways. The
nature of the probabilistic behavior is different. PUF principles
that are derived from similar processes can be separated into
different categories. The SRAM PUF belongs to the category
of memory-based PUFs which are derived from a type of
memory. The arbiter PUF belongs to a category of PUFs that
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rely on delays of signals called delay-based PUFs. The second
large difference lies in the amount of challenges which can be
applied to a PUF instance. A PUF which has very few or only
one challenge is called a Physically Obfuscated Key (POK) in
PUF literature. A PUF that has many challenges is called a
PUF or strong PUF. The SRAM PUF is an example of a POK
because it only has one challenge whereas the arbiter PUF
has many challenges and can therefore be considered a strong
PUF. The difference is important when considering how they
are integrated into security protocols.

Many formal definitions have been introduced in literature.
The definitions provided by Rührmair are best suited for IIoT
devices because of the consideration that the adversary has
access to the device for a long time [16]. The source provides
formal definitions for both POKs and strong PUFs. Assuming
an adversary has access to a PUF for a set amount of time and
can retrieve CRPs from it. A PUF is strong if the adversary
can not collect enough CRPs, to deliver the correct response
to a randomly chosen challenge with a probability greater
than 90%. The probability must be greater than 50% to allow
systems with binary outputs to be strong PUFs. However,
whether that value is 90% or 75% is somewhat arbitrary. The
key derived from a system may be called obfuscating PUF or
POK if it derived at least in part from random, uncontrollable
manufacturing variations. It must also be infeasible for an
attacker to guess each digit in the key with a probability greater
than 90% when given the device for a specified amount of time
[16].

IV. APPLICATIONS OF PUFS
A PUF key can be used to hide a cryptographic key, thereby

eliminating the risk of a probing attack. PUF keys are not
stored in the device but are generated on demand when they
are needed and subsequently deleted. A cryptographic secret
can be derived from a PUF and used directly to substitute
one which was stored in non-volatile memory. The PUF
response can alternatively be used as a Key Encryption Key
(KEK) to encrypt sensitive information stored in non-volatile
memory including cryptographic keys. In the former scenario,
an attacker would no longer find the cryptographic secret in
the device when it is powered off. A probing attack in the
latter scenario would be futile because the data is encrypted.
A POK is well-suited for this because there is no need to
store a challenge. Security protocols that are not specifically
designed for PUFs can then be used.

Several protocols that harness the specific advantages of-
fered by PUFs have also been designed that offer improve-
ments upon traditional security protocols. These include proto-
cols for authentication and authenticated execution for a variety
of different devices on a spectrum of capabilities regarding
power consumption and computing power. A protocol, which
is based on the principle of the Controlled PUF (CPUF), was
introduced by Gassend in [17]. A CPUF can only be accessed
through an algorithm that is physically linked to the PUF in an
inseperable way. The algorithm can be used to restrict chal-
lenges or limit information about responses. The algorithms
with which the PUF can be accessed in this particular protocol
are shown in Figure 2. The owner of the PUF has one CRP that
was extracted from the PUF before it was employed. This CRP
was extracted by applying a pre-challenge to get a response.
The actual challenge can then be computed by calculating the
hash value of the combination of the pre-challenge and a hash

H PUF

H

H

H

PUF

response

secret

program

program

prechallenge

challenge

getresponse(prechallenge)

getsecret(challenge)

Figure 2. Algorithms to access the CPUF [17].

value of the program, as shown in the box with the dotted
line. This allows the owner to calculate the same secret the
PUF calculates using getsecret(prechallenge) later on. In
IoT devices this protocol could, e.g., be used to authenticate a
measurement taken by a sensor. The execution program is sent
to the PUF. The first instruction of the program is to calculate
getsecret(prechallenge). The secret can then be used by
the device to generate a Message Authentication Code (MAC).
The owner of the PUF can also generate the secret because he
has the CRP and can use it to verify the result. Even if attackers
extract the challenge from the program, they will still not be
able to use it because they need the pre-challenge to calculate
the response. This is impossible because it would require them
to reverse the hash functions.

Although this paper focuses on the use of PUFs to secure
(I)IoT devices communicating with a cloud, there are also
many other cloud applications in which PUFs can be used.
A Field-Programmable Gate Array (FPGA) can be used to
accommodate hardware to accelerate certain algorithms, e.g.,
in cryptography. They can be reprogrammed offering flexi-
bility. There are services that offer their customers to carry
out their work on FPGA boards in the Cloud. These services
include Amazon Web Service’s EC2 F1 Instances and services
offered by the company reconfigure.io. The CPUF could be
used to authenticate the results of the computations of the
FPGA boards.

V. AVAILABLE PUF TECHNOLOGIES
Several PUF technologies have emerged on the market. An

extensive analysis of available PUF technologies was carried
out. An extract of the results of the market analysis is provided
below. The PUF technologies that were included in the extract
were chosen because they best illustrate the insights gained
in the market analysis. Most companies that integrate a PUF
into their products buy the technology from a vendor as
Intellectual Property (IP). The IP vendors were researched
and mapped to the companies that integrate them into their
products. In this way, a better idea could be gained of all
available PUF technologies because not all IPs have been
integrated into products that are available for public purchase.
An insight could also be gained into what companies license
their technologies from the same vendor.

When contemplating the integration of technologies with
PUFs into IIoT devices, there are several challenges that
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must be considered. For example, IIoT devices can sometimes
have longer lifespans in comparison to regular IoT devices.
Therefore, it is even more important that these can be flexibly
updated because it is far more likely that changes in security
may occur over a span of ten years than over a span of two
to three years.

The IP vendor Intrinsic ID designs a PUF IP that uses the
SRAM PUF technology as described in Section III. The tech-
nology can either be integrated into a product as a hardware IP
(QuiddiKey) [18] or software IP (BroadKey) [19]. BroadKey
can even be integrated into devices that have already been
employed such as IoT devices [20]. The company Renesas
has a family of Microcontroller Units (MCUs) called Synergy.
Renesas offers a free version of BroadKey called DemoKey
which can be tested on Synergy MCUs [21]. Several vendors
of electrical components have integrated the hardware IP
QuiddiKey into their products. These include NXP’s LPC5500
series of MCUs [22] and the LPC540XX family of MCUs
[23]. NXP also includes the PUF in two families of i.MX RT
crossover processors — the i.MX RT600 [24] and the i.MX
RT1170 [25]. Crossover processors combine the advantages of
high end MCUs and application processors to meet the needs
of IoT devices [26]. The NXP products use the PUF to encrypt
data in memory and as a KEK to secure cryptographic keys in
non-volatile memory [24] [27]. Microsemi also uses the SRAM
PUF technology in several products including the PolarFire
FPGA Boards to secure non-volatile memory [28].

Two different PUF technologies are based on the principle
of the current mirror circuit shown in Figure 3, the current
mirror PUF by Invia and ChipDNA by Maxim Integrated.
The black portion of the circuit shows a current mirror as it
can be found in many electrical circuits as a constant current
source. The gate and the drain of MOSFET M1 are connected.
Therefore, the MOSFET stays in saturation and the current I1
will stay constant.

The gates of M1 and M2 are connected causing their
potentials to be equal. Equation (1) can be used to calculate
the drain current of a MOSFET [29]. W and L are the width
and length of the channel of the MOSFET, VTh is the threshold
voltage, VGS is the gate-source voltage, Cox is the gate oxide
capacitance per unit area, and µn is the charge carrier effective
mobility. If the MOSFETs that are used for M1 and M2 are
of the same type and from the same manufacturer, the values
of these variables should theoretically be the same. Therefore,
Iref and I1 should also be the same. In practice, there will be
small tolerances from the production process, that can affect
any of the variables in (1) and cause miniscule differences
between the two currents. The blue part of the circuit shows,
that a second constant current source can simply be added by
including another MOSFET M3. Small production tolerances
in the MOSFETs will also affect the currents I1 and I2.

ID =
1

2
µnCox

W

L
(VGS − VTh)

2 (1)

The company Invia has developed a PUF as a hardware
IP that utilizes the principle of the current mirror. The PUF
consists of a matrix of cells that each contain two MOSFETs
producing two constant current sources. The matrix consists of
128 elements — 8 rows and 16 columns. Figure 4 shows how
the value of each element is evaluated; only the first row of the
matrix is depicted. The two resulting currents are compared.
The result will depend on which current is larger. There are

Vcc

M1 M2 M3

Vcc

R1

Iref I1 I2

R2

Vcc

Figure 3. Current mirror as a constant current source.
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I1 I2
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I2>I1 (Bit = 1)

I2≤I1 (Bit = 0)

Figure 4. Current mirror PUF by Invia [30].

currently no products available for purchase to the public that
contain this hardware IP.

Maxim Integrated is a vendor of electrical components.
Rather than purchasing their PUF as a hardware IP, they
have designed their own technology called ChipDNA, shown
in Figure 5. The PUF also makes use of the principle of
the current mirror. It consists of a matrix of 256 elements
— 16 rows and 16 columns. As Figure 5 shows, each cell
contains two MOSFETs, a p-channel MOSFET M1 and an
n-channel MOSFET M2. The left part of the circuit and
M1 of each element of the matrix form a current mirror,
providing a constant current source. The gate and the drain
of MOSFET M2 are connected causing the MOSFET to stay
in the saturation region and switched on. When a MOSFET is
switched on, it conducts current but has a resistance RDS,on so
there is a voltage drop across the component. These voltages
will vary slightly depending on production tolerances of the
MOSFETs used for the current mirror and for the voltage drop.
Therefore, they can be compared in order to derive a value.
In a diagram of the PUF provided by Maxim Integrated, the
gate and drain of Mref are not connected [31]. The assumption
is made that this is a mistake because the circuit would cease
to function if this would not be the case. The 256 elements
of the array are combined into 128 pairs to achieve higher
stability [31]. Maxim Integrated is the assignee of a patent
that describes an algorithm in which matrix elements are paired
[32]. It is likely that this algorithm is used to create the pairs
mentioned in [31].

ChipDNA has been integrated into several electrical com-
ponents, including the DS2477 [33] and DS28E50 [34], which
can be used for authentication. Authentication is carried out
using a challenge-response protocol. The shared secrets needed
for the challenge-response protocol can be stored on the
components. Only one secret can be stored on the DS28E50,
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Figure 5. ChipDNA PUF Technology by Maxim Integrated [31].

and multiple secrets can be stored on the DS2477. The key
generated by the ChipDNA is used to “cryptographically
secure” all data stored on the device including the secret for the
challenge-response protocol. The electrical components both
contain a True Random Number Generator (TRNG) and a
SHA-3 engine, which can be used to create a Hash-based
Message Authentication Code (HMAC) for the challenge-
response protocol. Maxim Integrated sees great potential in
the integration of these devices into medical equipment among
other applications. They also offer an MCU with a PUF —
MAX32520 [35]. The PUF can be used for internal flash
encryption, device authentication, and to generate a public and
private key pair. The associated public key can be exported and
signed by a certification authority.

According to several sources, the PUF that is integrated
into Xilinx products is sourced from the IP designer Verayo
[36]. The PUF technology that Xilinx integrates into their Zync
UltraScale+ products is a Ring Oscillator PUF (ROPUF) [37].
It can therefore be deduced that Verayo develops an ROPUF.
Srini Devadas who founded Verayo supervised the masters
thesis in which the ROPUF was introduced [38] and was
involved in a publication in which a variation of the ROPUF is
proposed [39]. In the Zync UltraScale+ products, the PUF is
utilized as a KEK to encrypt a user key. The user key can be
used to encrypt the boot image [37] [40, pg. 270]. The Zync
UltraScale+ products include multi processor system on chips
(MPSoC).

Figure 6 shows a diagram of the ROPUF. An asyn-
chronously oscillating loop is formed by inverting the output
of a digital delay line and feeding it back to the input.
The frequency of the oscillator is determined by the delay
line, which is influenced by the manufacturing tolerances of
the electrical components. Consequently, the instances of the
circuit have distinct frequencies. The edges of the signal are
counted using a digital counter to derive a PUF response. The
function n(t) is the edge count as a function of time. The
input challenge can be used to configure the delay line [41].
In [39], a variation of the ROPUF is introduced to reduce
the influence of environmental variations like temperature. The
counters of two instances of the ROPUF circuit are compared
to derive the bit, instead of using the counter as a response
directly. The exact version of the ROPUF that is used in the
Zync UltraScale+ products is not specified in the datasheet. It
is safe to assume that a variation of the ROPUF is used that
does not require a challenge as there is no mention of this in
the data sheet [40].

Several important insights were gathered from the market
analysis. A variety of different PUF technologies (e.g., current
mirror PUF, SRAM PUF, ROPUF) are incorporated into a
diverse group of devices (e.g., FPGA, MCU, MPSoC). PUFs

delay line edge
detector

counter

challenge

n(t)

Figure 6. Ring Oscillator PUF [41].

contribute to the security of a diversity of applications, e.g.,
flash encryption and secure boot processes. However, most are
used in a similar way: to encrypt data on the device or replace
a cryptographic key stored in non-volatile memory. Most of
the technologies still use the PUF in a very rudimentary way,
not taking advantage of the specific PUF properties such as the
CPUF protocol. All of the technologies, which were found in
the analysis, were POKs. Although the ROPUF can potentially
have multiple challenges, no mention of these were made in
the datasheet of the product leading to the assumption that the
ROPUF was implemented without them [40].

VI. CONCLUSION AND FUTURE WORK
Hardware attacks including probing attacks are a surging

problem to which PUFs offer an attainable countermeasure.
Many different PUF technologies have been integrated into
a variety of products on the market. Most PUF technologies
available on the market are only used to secure keys which
are then used in traditional security protocols. Based on all the
sources found in the market analysis, most products currently
available on the market for public purchase do not leverage a
protocol that exploits the specific advantages offered by PUFs
and all used PUF technologies are POKs. It will be interesting
to observe the future developments of the PUF market.
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Abstract—One of the biggest challenges for the Internet of Things
(IoT)-Security is to implement high-end asymmetric cryptogra-
phy while at the same time meeting the requirements of IoT
devices due to their constrained resources. Instead of reducing
the security level (e.g., by employing lightweight cryptographic
primitives), this paper presents a work-in-progress project and
specifies the overall architecture of an IoT cryptographic gateway
“IoT crypto gateway”, which sits in-between attached IoT devices
and the cloud. The gateway communicates with the cloud im-
plementing the Message Queuing Telemetry Transport (MQTT)
protocol over a TLS (Transport Layer Security) connection
employing up-to-date asymmetric cryptography at a high security
level. On the other hand, the gateway allows the IoT devices
to connect to the network by implementing MQTT over the
Quick UDP Internet Connections (QUIC) protocol, which is at the
moment still being developed by IETF. Since on transport layer,
the gateway is fully transparent, the (logical) TLS connection
in QUIC between the IoT devices and the gateway may save
time, power and computation on the IoT device’s side without
compromising security.

Keywords–gateway; IoT; TLS; QUIC; MQTT.

I. INTRODUCTION

Through huge technological advances, society is moving
towards an “always connected” paradigm. One wide concept
associated with the “future Internet” is the Internet of Things
(IoT). The IoT is a network where all kinds of electronic
devices are connected to each other and provide the capability
to interact. The “Thing” in IoT can be any device, for instance
a phone or a small sensor node that is able to connect, transfer,
receive or exchange data with the network [1].

Developers as well as companies have started to increas-
ingly introduce numerous IoT-based products and services.
Furthermore, practitioners increasingly view the IoT as a real
business opportunity, and expect that it could grow to USD
949.42 billion by 2025 [2]. The IoT converts the everyday
world into a more flexible and accessible one. Thing, place
and time do not matter anymore as long as there is access to
the Internet. However, if the IoT devices are connected to the
Internet without being protected properly, they may become
vulnerable to attacks on the devices and the network itself.

Thus, IoT security is a relevant aspect in the design of
IoT protocols. For instance, in 2015, the Federal Bureau of
Investigation published a public service announcement to warn
against the potential vulnerabilities of IoT devices [3]. In
addition, the German Federal Office for Information Security

(BSI) continuously warns against the potential attacks on the
IoT and gives users possible countermeasures at hand in order
to limit serious attacks against IoT devices [4] [5] [6].

As an example, Wenxiang et al. presented how to use
multiple vulnerabilities to achieve a remote attack on some
of the most popular smart speakers. The attack effects include
silent listening, control of speaker speaking content, and other
demonstrations, while offering no clue to the user that the
device has been compromised [7].

This paper is structured as follows: we first discuss in
Sections I-A and I-B different security requirements and
challenges of the IoT, respectively. Afterwards, in Section II,
related work of the past few years is identified and discussed.
In Section III, the contribution is stated. Finally, the proposed
architecture of this paper is described in Section IV.

A. Security Requirements for the IoT
Various hardware mechanisms and software parameters

must be taken in consideration in order to secure IoT devices.
We list here the most important cryptographic ones most of
which can also be found in the surveys [8] [9] [10].

1) Confidentiality: the tunnel is private. Encryption is used
for all messages after a simple handshake. Thus, the data is
only visible to the endpoints (end-to-end encryption). A proper
encryption mechanism is required to ensure the confidentiality
of data in IoT [4] [5].

2) Integrity: the channel is reliable. It ensures that data
contained in the device is not changed unnoticed during the
transmission. Because of the constrained resources of IoT
devices and network, the data, which is stored on an IoT node,
could be vulnerable to integrity violation by compromising it
[9].

3) Authentication and Authorization: the tunnel is au-
thenticated. A proper implementation of authentication and
authorization results in a trustworthy environment, which en-
sures a secure environment for communication. The variety of
authentication mechanisms for the IoT exists mainly because
of the different heterogeneous underlying architectures and
environments that support IoT devices. These environments
pose a challenge for the definition of a global standard protocol
for authentication in the IoT [4] [5] [9].

Additionally, there are non-cryptographic requirements for
IoT devices, such as availability, which are not addressed here.
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B. IoT Security Challenge
IoT devices are often resource-constrained, low-power, and

have small storage. Thus, attacks on IoT architectures may
result in an increase in energy consumption by flooding the
network and exhausting IoT resources through redundant or
forged service requests [11]. Moreover, cryptographic func-
tionalities can be realized by implementing one of the two
schemes: symmetric key algorithms or public key algorithms.
In comparison, public key algorithms offer a totally different
set of security features such as digital signatures and key
exchange mechanisms, however at higher computational cost.
Taking the constrained resources of IoT devices into account,
the high overhead of public key cryptography has become
a major bottle-neck and triggered the use of lightweight
cryptography. This, however, comes at the cost of a reduced
security level [12] [13].

In order to understand the overall approach to data security,
there is a need to know about the security requirements for
all key components of IoT systems, i.e., IoT devices, IoT
users, the IoT gateway, communication channels and cloud
applications. For instance, public key infrastructure may not be
suitable for IoT environments as it becomes a computationally
expensive task to calculate ciphertexts because of the high
computational cost for asymmetric cryptography. On the other
hand, asymmetric cryptography provides additional security
functionalities against attacks [13] [14].

II. RELATED WORK

Two years ago, the Internet Engineering Task Force (IETF)
finished the development of a new version of TLS, 1.3 [15].
Furthermore, the IETF is recently working on deprecating TLS
1.0 and 1.1 because these versions lack support for current
and recommended cipher suites [16]. The primary goal of
TLS is to secure the communication between two peers (client
and server) by providing three basic properties: confidentiality,
integrity and authentication. Note that other requirements, such
as privacy, are not addressed by TLS and are typically not met
when using TLS for IoT devices [10] [15].

Currently, the IETF is working on developing the security
of the QUIC protocol by integrating TLS 1.3 in it [17] [18].
Quick UDP Internet Connections (QUIC) is a transport pro-
tocol developed by google, which reduces latency compared
to TCP [19]. QUIC is a TCP-like protocol, which supports
congestion control and loss recovery. It reduces a number of
transport and application layers problems that occur in modern
web applications, while requiring little or no modification from
application writers [20] [17]. In addition, QUIC was the first
protocol that can create a secure connection implementing a
0-RTT handshake between the peers, which has been later
adopted in TLS 1.3 with some improvements [15] [18] .

The DTLS protocol is based on TLS and provides security
for UDP-based applications. The purpose of DTLS is to make
only the minimal changes to TLS required to fix loosing or
reordering the packets when implementing TLS over UDP
(DTLS) [21]. Currently, IETF is working on developing a
new version of DTLS, 1.3 [22]. However, the UDP-Based
multiplexed and secure transport (QUIC) is different from
DTLS. QUIC combines multiple data streams into a single
flow of UDP packets and necessarily has to handle reordering
and loosing packets, like TCP [17].

The Message Queuing Telemetry Transport (MQTT) pro-
tocol is a lightweight messaging protocol, which works over
the transmission protocol TCP/IP and is one of the most used
protocols for IoT devices [23] [24]. For embedded devices,
MQTT is highly recommended because it can work with
limited processor and memory resources. In addition, through
the Publish/Subscribe message pattern, the protocol provides
one-to-many message distribution. The MQTT protocol itself
supports only a username and a password to secure the
communication between a server and clients. Any additional
security has to be added into the protocol individually by
employing a suitable transport protocol [25].

The mitmproxy project is a free and open source interactive
HTTPS proxy, which differs from the gateway proposed here
in several points, since it has the ability to communicate with
different peers using different layer protocols. Furthermore,
mitmproxy has been developed for other purposes, such as
modifying and intercepting data between the peers [26].

NGINX published the technology preview of HTTP/3
(QUIC+HTTP), which is at the moment still being developed
by IETF, at an open source repository [27] [28]. The project is
a pre-release software, which is based on the IETF QUIC draft
and maintained in a development branch, which is isolated
from the stable and mainline branches. The release is an
initial development and available for interoperability testing,
feedback and code contributions. Notably, QUIC also incor-
porates TLS as an integral component, not as an additional
layer as with HTTP/1.1 and HTTP/2 (see Figure 1) [17] [29].
Moreover, OpenSSL as well as wolfSSL have just started
adding QUIC to their libraries [30] [31].

GET /about.html
Host:www.example.com

HTTP/1.1

TLS (optional)

TCP

IP

Web browser makes several
parallel requests for page

contents: HTML, images, style, JS

10010 01101 1100 00001
001 001 110 101

HTTP/2

TLS

TCP

IP

Web browser makes one TCP
connection with requests for all page
contents in HTTP/2 streams (binary)

10010 01101 1100 00001
001 001 110 101

HTTP/3

QUIC (+TLS)

UDP

IP

Web browser makes one QUIC
connection with requests for all page
contents in QUIC streams (binary)

Figure 1. High-level overview of HTTP transport stacks [29].

Recently, many authentication schemes for IoT have been
proposed. For instance, Tewari et al. [32] suggested a robust
anonymity preserving authentication protocol for IoT devices
that provides mutual authentication between tag and reader
through the server. This scheme uses Elliptic Curve Cryptog-
raphy to implement authentication. As a method to provide the
user the access to sensors or sensor data, the user is usually
authenticated through the gateway.

Research by King et al. [33] attempted to reduce the
energy consumption of IoT devices by performing lightweight
protocols on the IoT device side and with minimal resource
requirements, while heavier tasks are performed in the gateway
side. The proposed mechanism utilizes a symmetric encryption
for data objects combined with the native wireless security to
offer a layered security mechanism between the device and the
gateway.

In addition, Razouk et. al. [34] suggested a security mid-
dleware architecture based on fog computing and cloud to
support resource constrained devices for authentication. The
middleware acts as a smart gateway in order to pre-process data
at the edge of the network. Thus, data is either processed and
stored locally on fog or sent to the cloud for further processing.
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As a result, all of the stated approaches either use expensive
concepts of public key cryptography in order to establish a
high security level or reduce the security level by employing
cheaper lightweight methods. As it turns out, constrained IoT
devices which communicate through proposed middleware,
have access to more computing power and have thus enhanced
capabilities to perform secure communications at a high secu-
rity level [13] [34].

III. CONTRIBUTION

We present here a work-in-progress IoT crypto gateway,
which has the ability to reduce the required security compu-
tations for IoT devices based on low-power System-on-a-Chip
(SoC). The IoT crypto gateway stands between the cloud and
the IoT devices and communicates with the cloud as a client
and with the IoT devices as a cloud (see Figure 2).

IoT Gateway

Cloud

low-power
IoT Devices

5G/WPA3/...
Access

convert

Figure 2. Establishing a connection between the IoT crypto gateway and the
IoT device.

Precisely, this project aims to reduce the required security
computations for the IoT devices by implementing MQTT over
IETF QUIC in the IoT devices and developing an IoT crypto
gateway, which has the ability to convert the communication
from TCP-TLS-MQTT, which is the actual/common case, to
QUIC-MQTT and vice versa.

IV. PROPOSED ARCHITECTURE

The gateway developed should perform as a translator be-
tween the IoT devices and the cloud using common protocols
with the cloud and more efficient/suitable protocols with the
IoT devices in order to save energy and improve performance.

As mentioned earlier in Section I, one of the biggest
challenge of securely attaching IoT devices to cloud services
is to achieve a high security level using only low resources.
The storage and processing capabilities of an IoT device are
restricted by the resources available, which are, for example,
constrained due to size limitation, energy, and computational
capability. Thus, these systems rely on IoT middleware to
provide needed capabilities [34].

Traditionally, IoT devices may be connected to the cloud
implementing two ways (see Figure 3). First, the IoT devices
may have the ability to securely communicate via TLS directly
with the cloud (see Figure 3(a)). In this way, both peers can
perform a direct TLS-handshake between each other. Hence,
the data can be secured in the private as well as the public
network.

Second, the IoT devices might be connected to the cloud
through a TLS (opt. reserve) proxy implementing a web
server (e.g., NGINX), which only secures the data before
emerging out to the public network (see Figure 3(b)). Thus,
the connection between the proxy and the cloud is secured
via TLS, and data between the proxy and the IoT devices is
transmitted without TLS. The proxy aims to reduce the risks on
the IoT devices by securing the data only in the public network
and to save the resources of the IoT devices by decrypting the
data before emerging in the private network [35].

Both communication scenarios have their drawbacks. By
implementing the one in Figure 3(a), the IoT devices have to
establish an (expensive) secured tunnel which is – at a high se-
curity level – not suitable for constrained IoT devices [15] [36].
Furthermore, by implementing the scheme in Figure 3(b), the
connection between the proxy and the IoT devices does not
provide the security requirements mentioned in Section I-A.
Additionally, some attacks, such as DDoS and MITM, are
possible on the network [37] [38].

Cloud

low-power
IoT Devices

TCP-TLS-MQTT

5G/WPA3/...
Access

TCP-TLS-MQTT

(a) The IoT devices directly secure the connection with the cloud.

TLS (opt. Reserve) Proxy

Cloud

low-power
IoT Devices

TCP-TLS-MQTT

5G/WPA3/...
Access

TCP-MQTT

convert

(b) A TLS (opt. reserve) proxy between the IoT devices and the cloud.

Figure 3. Illustrations of how IoT devices may secure the connection with a
cloud service.

To circumvent both problems, we present the following
architecture: the IoT crypto gateway stands between the cloud
and the IoT devices and communicates with the cloud as
a client and with the IoT devices as a cloud, as shown in
Figure 2. When an IoT device attempts to connect to a cloud
service in order to send or request some data, it first connects
to the Internet using one of the Internet access protocols, such
as 5G or WPA3. The IoT crypto gateway creates an Internet
connection with the IoT device and starts to establish it in
order to receive the data from the IoT device and transmit it
to the cloud. Since QUIC does not support all TLS versions,
the gateway is restricted to secure the communication with
the IoT devices using TLS 1.3 and above. On the other side,
the gateway secures the communication implementing TLS 1.2
and above. However, for the reason that the transport layer
(TCP-like) and TLS are integrated in QUIC, the IoT devices
exchange less packets with the gateway. Hence, the battery
life, the CPU computations and the resource usage in the
IoT devices side may be better optimized. We summarize the
benefits of our approach in TABLE I.

TABLE I. THE PROPOSED IMPLEMENTATION COMPARED WITH
TRADITIONAL CONNECTIONS SECURED DIRECTLY WITH TLS.

# IoT devices secured via QUIC via TLS directly
Security high high
Latency lower longer

Resource usage lower higher
Battery life longer shorter

Computations lower higher

The IoT crypto gateway establishes the connection using
TCP and communicates with the cloud implementing MQTT
over TLS (see Figure 4). At the same time, the IoT crypto
gateway communicates with the IoT devices implementing
MQTT over IETF QUIC (+ TLS). Thus, the crypto gateway
should perform with both peers and transmit the packets almost
simultaneously.

Assuming an MQTT-Publish message must be sent from
one of the IoT devices to the cloud. Since TLS is integrated in
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IoT Gateway

Cloud

low-power
IoT Devices

TCP-TLS-MQTT

5G/WPA3/...
Access

QUIC-MQTT

convert

MQTT-Client
Client-Agent

QUIC-TLS-Client

UDP/IP

5G/WPA3/...

MQTT-Broker
Server-Agent

QUIC-TLS-Server

UDP/IP

5G/WPA3/...

MQTT-Client
Client-Agent
TLS-Client

TCP/IP

Ethernet

MQTT-Broker
Server-Agent

TLS-Server
TCP/IP

Ethernet

Figure 4. The IoT crypto gateway secures the connection between both peers
implementing different layer protocols.

QUIC, the client can start to communicate with the gateway by
sending its first packet ClientHello (CH), which is contained in
the first QUIC message and should then be resent to the cloud.
The gateway initiates establishing a TCP connection with the
cloud and sends its CH message. Additionally, the gateway
checks the CH packet sent from the client and performs a full
TLS handshake if there was no previous connection with the
peers before and a resumed TLS handshake using PSKs if the
peers have connected with each other before. As a server, the
gateway completes establishing the QUIC connection with the
IoT device. Furthermore, as a client, the gateway completes the
connection with the server implementing TLS over TCP (see
Figure 5). The gateway may perform mutual authentication
with both peers in order to hand high security for the IoT
devices and may frequently use PSKs (TLS-PSK) with the IoT
devices in order to optimize their performance. In addition, the
gateway communicates with both peers individually and may
therefore use different TLS versions, parameters and RTTs at
the same time. Finally, the IoT device can communicate MQTT
and send its MQTT-Publish message to the gateway, which will
be sent to the server.

QUIC (with TLS 1.3)

SYN

TCP with TLS 1.3

SYN, ACK

ACK
ClientHello (+KeyShare)
ServerHello (+KeyShare)

ChangeCipherSpec.

EncryptedExtention
Certificate, CertificateVerify, Finished

Finished

MQTT

CONNECT
CONNACK
PUBLISH

GatewayClient

ClientHello (+KeyShare)
ServerHello (+KeyShare)

ChangeCipherSpec.
EncryptedExtention

Certificate, CertificateVerify, Finished

Finished

MQTT

CONNECT
CONNACK
PUBLISH

Server

8 messages 11 messages

(a) Packets exchange using a full TLS 1.3 handshake.

MQTT over QUIC (with TLS 1.3)

SYN

MQTT over TCP with TLS 1.3

SYN, ACK
ACK

GatewayClient Server

ServerHello, PSK (+KeyShare), Finished

Finished

CONNECT

CONNACK

PUBLISH

ClientHello, PSK (+KeyShare)

ServerHello, PSK (+KeyShare), Finished

Finished

CONNECT

CONNACK

PUBLISH

ClientHello, PSK (+KeyShare)

*replay attack check

5 messages 8 messages

(b) Packets exchange using a TLS-PSK 1.3 handshake.

Figure 5. Illustrations of the IoT crypto gateway packets exchange between
the IoT client and the cloud service assuming only one side authentication.

In case of using the TLS-PSK mechanism, the IoT gateway
should check if the connection is a replay attack against the
cloud and interrupt the connection/return back to a full TLS
handshake if it is needed. In order to discover a replay attack,
the IoT crypto gateway should implement one of the following
three mechanisms: saving the session tickets which can be
used once only and rejecting duplicates, recording a unique
value (e.g., the random value) derived from the CH packets
and refusing duplicates, or refusing old packets by checking
the time in the CH packets to efficiently determine whether a
CH was sent recently or it was an old packet. Furthermore,
the IoT crypto gateway may check the validation of the PSKs,
HMACs and signatures and interrupt/retry the connection if it
is needed [15] [18].

V. CONCLUSION AND FUTURE WORK

This paper proposed a cryptographic gateway between
low-power IoT devices and a cloud service, which connects
the device to the cloud service with a high security level while
at the same time saving considerable resources on the side of
IoT devices by using a transparent cryptographic gateway.

The proposed gateway opens in direction of the cloud a
fully-fledged authenticated TLS tunnel and in direction of the
IoT device a TLS connection using the new (IETF) QUIC
protocol which exchanges less packets and employs after the
first handshake a PSK. As a result, peers are able to establish a
TLS connection with less resources for the IoT devices. Thus,
the gateway may save time, power and computation on the IoT
device’s side without compromising security.

The QUIC protocol is still a work in progress by IETF,
which forces adding changes in this project continously and
makes the implementation of it difficult. Cases, such as au-
thentication and certificates handling between the peers, are
still under research and development. Nevertheless, as a next
step, a proof of concept implementation is in plan.
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Abstract—In recent years we have witnessed a boom in Internet
of Things (IoT) device deployments, which has resulted in big
data and demand for low-latency communication. This shift
in the demand for infrastructure is also enabling real-time
decision making using artificial intelligence for IoT applications.
Artificial Intelligence of Things (AIoT) is the combination of
Artificial Intelligence (AI) technologies and the IoT infrastructure
to provide robust and efficient operations and decision making.
Edge computing is emerging to enable AIoT applications. Edge
computing enables generating insights and making decisions at
or near the data source, reducing the amount of data sent to
the cloud or a central repository. In this paper, we propose
a framework for facilitating machine learning at the edge for
AIoT applications, to enable continuous delivery, deployment,
and monitoring of machine learning models at the edge (Edge
MLOps). The contribution is an architecture that includes ser-
vices, tools, and methods for delivering fleet analytics at scale. We
present a preliminary validation of the framework by performing
experiments with IoT devices on a university campus’s rooms.
For the machine learning experiments, we forecast multivariate
time series for predicting air quality in the respective rooms by
using the models deployed in respective edge devices. By these
experiments, we validate the proposed fleet analytics framework
for efficiency and robustness.

Keywords–Fleet Analytics; Edge Computing; Machine Learn-
ing; Internet of Things; AI

I. INTRODUCTION

In the last years, we have seen a surge in cloud computing,
making it a vital part of businesses and IT infrastructures.
The paradigm offers benefits to organizations such as no need
to buy and maintain infrastructure, less technical in-house
expertise required, scaling, robust services, and pay as you
go features. Organizations can now centrally store massive
amounts of data and optimize computational resources to
deliver on their data processing needs, which depict the change
from localized computing (own servers and data centers) to
centralized computing (in the cloud). Cloud computing is
today an industry that has enabled many new opportunities
in terms of computation, visualization, and storage capacities
[1]. However, cloud computing has also introduced significant
security and data privacy issues and challenges [2]; it is
essential to critically assess limitations, alternative designs, and
develop an overall understanding of ecosystem design [3].

With the advent of big data, mobile devices (self-driving
cars, mobiles, etc.), and industrial IoT, there is now an
increasing emphasis on local processing of information to
enable instantaneous decision making. We are witnessing a
shift in trend from conceptually centralized cloud computing
to decentralized computing. Here, Edge Computing is the
process of performing computing tasks physically close to
target devices, rather than in the cloud [4], [5]. It enables
extracting knowledge, insights, and making decisions near
the data origin quickly, secure, and local, which facilitates
decentralized processing. Edge computing also enables data
confidentiality and privacy preservation, something that is
becoming essential across multiple industries. The growing
amount of (IoT) data and the associated limitations of using
cloud computing (networking, computation, and storage) are
currently drivers for decentralized systems, such as Edge
Computing.

To achieve a computing approach that considers resource
optimization in terms of energy, efficiency, operational costs,
and human resources, we need a shift from pure cloud com-
puting to a more nuanced architecture that provides sustainable
computing resources and infrastructure for organizations to run
their services [6], [7]. Green IT, where energy and resource
optimization are essential, has also been extended to Green
IoT [8]. Hence, we see investments from the public and private
sectors going towards building smart solutions and cities that
enable smart societies [6]. In use-cases where sensitive data is
handled or require low latency delays, cloud computing may
not be a perfect solution.

With examples such as big data, self-driving cars, and
IoT, there is an increasing emphasis on local processing of
information to enable instantaneous decision making using AI,
also called the Artificial Intelligence of Things (AIoT) [9],
[10]. Edge computing can unlock the potential for making real-
time decisions or extract knowledge near the data origin in a
resource-efficient and secure manner [4]. Edge computing has
gradually emerged from the client/server architecture; for ex-
ample, in the late 1990s [11] showed how resource constrained
mobile devices could offload some of their processing needs
to servers. Later the Content Delivery Network (CDN) was
launched by Akamai [12] and certain notorious peer-to-peer
networks. Since then, there have been major developments
in cloud computing, edge computing, IoT, and low latency
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Figure 1. Intelligent edge and Intelligent cloud powered by 5G networks

networks. When Akamai launched its CDN the idea was to
introduce nodes at locations geographically closer to the end-
user to deliver cached content such as images and videos.
Today many companies utilize a similar approach for speech
recognition services and other AI-enabled or processing heavy
services.

A massive growth in IoT device deployments, as of 2018,
there was an estimated 22B devices [13], has not happened
without significant security challenges. To manage the scale
of IoT device deployments, edge computing will play an
important role. The aim is to promote IoT scalability and
robustness in order to handle a huge number of IoT devices and
big data volumes for real-time low-latency applications while
avoiding introducing new security threats. Edge computing is
increasingly defined as performing data processing on nearby
compute devices that interface with sensors or other data
origins [4]. Edge-based IoT solutions must cover a broad scope
of requirements while focusing on scalability and robustness
through resource distribution.

The structure of the paper is the following. Section II, ex-
pounds the design demands for creating Artificial Intelligence
of Things. In Section III, we review the AIoT design support
methodologies and practices. Section IV, defines our modular
design framework for fleet analytics, and in Section V, we
discuss a validation of our framework. Section VI concludes
the paper with a note about future work.

II. SCALABILITY AND RELIABILITY FOR AIOT

In order to perform computing close to the data source
and to offload centralized computing to a decentralized infras-
tructure, require explicit and well formalized processes. Edge
computing means we should apply different machine learning
algorithms at the edge, enabling new kinds of experiences and
new kinds of opportunities across many industries, ranging
from mobility, connected home, security, surveillance, and
automotive. Further, edge computing may also enable secure
and reliable performance for data processing and coordination
of multiple devices [14]. Figure 1 depicts an overview diagram
of how a secure and reliable intelligent edge architecture is
constructed.

Reliability for distributed systems demands strict protocols
that each node adheres to. Reliability, as defined by Adkins et
al. [15], is considered a distinct topic from security, although
sharing several properties. Reliability is a demanding task that
must be considered early in the planning phase to capture the

TABLE I. DESIGN REASONS AND CONSIDERATIONS FOR UTILIZING FLEET
ANALYTICS FOR EDGE IOT SOLUTIONS.

Concept Description Reference
Local com-
pliance

Regional regulations e.g. for privacy and security may
be easier to implement with localized computing.

[16]

Service level Meeting service level objectives for IoT networks may
require precise measurements at the edge to monitor
decision making and feedback loops on the physical
plane.

[14]

Ease of use Building a reliable decoupled system may require a
design where data is processed close to the IoT node.
Thus, avoiding transferring data to a different backend
environment.

[16]

System sta-
bility

Stability under heavy load demands scalability and
throughput, for distributed systems this means that
single point of failure designs must be avoided.

[4]

System
safety

Systems that interact with their surroundings may ben-
efit from physical proximity to models and supervising
algorithms in order to speed up decision making.
This demands well-formed streaming pipelines that
consider freshness, correctness, and coverage.

[14]

TABLE II. DESIGN PLANES FOR FLEET ANALYTICS IN EDGE IOT
SOLUTIONS.

Plane Description
Hardware Telemetry from devices and their sensors may help us monitor

the device itself and the environment the device resides in.
AI The use of machine learning means that the systems must be

continuously monitored during their operation.
Service Operational support methods help to deploy and maintain a

reliable fleet analytics solution.

emerging properties and continuously capture requirements for
achieving reliability that may evolve in time. Reliability for
today’s landscape involves other considerations than purely
technical ones. The main driver for reliable edge solutions may
be the increase of regional legislation in the digital space [16].

IoT systems’ distributed nature means that dependencies
between nodes should be avoided while striving for integrating
automated redundancy when designing systems. In Table I, we
summarize some of the considerations for building edge IoT
solutions that include fleet analytics. Fleet analytics is still
an emerging field of research, and in the absence of direct
references, we provide general references for each topic.

In Table II, we separate the design considerations further
into three different planes. First, the hardware plane that the
IoT device is implemented on. Here we should note that a
multitude of designs exist, some with considerable processing
power limited mainly by a thermal dissipation to systems on
a chip (SOC) running on battery power. The second plane
is represented by the AI models processing the data and
interactions that the IoT device captures. These models are
susceptible to drift among many other issues, meaning that
both the input and output should always be monitored for
any statistical abnormalities. Third, is the service plane where
decision making and reliability automation come together.

III. OPERATIONAL SUPPORT METHODOLOGIES

To understand the need for Fleet analytics is vital to turn an
eye to software development practices starting from DevOps
to DataOps to MLOps.
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Figure 2. Need for Edge Fleet Analytics Framework

A. DevOps

DevOps extends Agile development practices by stream-
lining software changes through the build, test, deploy, and
delivery stages. DevOps empowers cross-functional teams with
the autonomy to execute on their software applications, driven
by continuous integration, continuous deployment, and con-
tinuous delivery. It encourages collaboration, integration, and
automation among software developers and IT operators to
improve efficiency, speed, and quality of delivering customer
centric software. DevOps provides a streamlined software
development framework for designing, testing, deploying, and
monitoring production systems. DevOps has made it possible
to ship software to production in minutes and keep it running
reliably [17].

B. DataOps

DataOps refers to practices centered around data operations
that bring speed, agility, and reproducibility for end-to-end data
pipelines. The DataOps process considers the entire data life
cycle activities and is derived from DevOps. The business aim
of DataOps is to achieve data quality from optimized data
pipelines by utilizing automated orchestration and monitoring
of processes. DataOps practices assume that data will be
processed further in various analytics-based setups [18].

C. MLOps

Software development is an interdisciplinary field and is
evolving to facilitate machine learning in production use.
MLOps is an emerging method to fuse machine learning
engineering with software development. MLOps combines
Machine Learning, DevOps, and Data Engineering, and aims
to build, deploy, and maintain machine learning models in
production reliably and efficiently. Thus, MLOps can be ex-
pounded by this intersection, as depicted in Figure 2. MLOps
was defined in [19] as 1) dealing with continuous training and
serving, 2) monitoring solutions, 3) high level of automation,
and 4) an orchestrated environment for model validation.
MLOps is still only an emerging operational support method.
However, the need to establish operational trust towards ML
models and integrate machine learning with software develop-
ment speaks in MLOps favor.

IV. FLEET ANALYTICS FOR IOT NETWORKED DEVICES

To manage distributed IoT systems (aka. fleet manage-
ment), we have implemented a fleet analytics framework that
allows us to address the three different operational support
methodologies in a unified way. Fleet analytics for distributed
IoT systems arises from the necessity to continuously validate
and monitor the operational methods whose distributed nature
makes them somewhat different from traditional development.
Thus, we introduce a robust and reliable fleet analytics frame-
work that can be used in production environments.

Fleet analytics enables validation and monitoring of edge
devices (via telemetry data), sensor data, and machine learning
models. Fleet analytics provides a continuous holistic and
analytical view of the health of the system. The aim has
been to automate the monitoring and orchestration of devices.
An important goal has been to create a framework for fleet
analytics that maintains high reliability for the system. In
Figure 3, we propose a modular design framework. We want to
acknowledge that the framework is still a work in progress and
is not complete. The proposed framework intends to clarify the
design components of the proposed system.

A. Framework proposal

The framework proposes a triune approach to fleet analytics
for edge computing driven by MLOps. To validate and monitor
the edge computing system is vital to monitor the analytics
process, supervision (system actions and performance), and
device health.

1) Analytics Process: The analytics process is key to
driving the decisions and actions of the system. Hence it
is vital to monitor the analytics process end-to-end. This
means starting from data processing, training the machine
learning model, deploying and monitoring the models on
edge devices. We have separated the analytics process into
three operations: the modeling approach, the decision making,
and the continued upkeep that we refer to as automated
accountability. To synchronize these three operations, MLOps
provides a method for orchestrating the transfer of machine
learning models in the system and to devices, while also
assisting in the continued monitoring of the system. MLOps
empowers data scientists and application developers to develop
and bring machine learning models to production, that for an
edge setup like ours, means that models may be trained on
shared, dedicated machinery. At the same time, the inference is
performed at the outermost edge close to the recording sensor
or actuator. MLOps thereby enables a systematic approach to
track, version control, audit, certify, and re-use every asset
in the ML life cycle. By providing orchestration services for
infrastructure, MLOps streamlines the life cycle management
of edge solutions. To track and monitor the analytics process as
part of fleet analytics holistically, we observe these following
aspects:

a) Modeling approach: This aspect of the analytics
process defines the machine learning model setup and en-
ables training, evaluation, and testing (fitness) for production.
In some instances, it may involve ensembles and arranging
models logically to specify well formed processing pipelines.
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Figure 3. A modular design framework for a fleet analytics system.

b) Decision making: The modeling approach utilizes a
set of query inputs and produces inference from experience
stored in the knowledge base or training data (used to train
the models). The decision making operations enables the
system to interact with the environment and to introduce expert
knowledge. For high-impact decisions, such as automated
system operation, that can impact human well-being or damage
property or the environment, it is prudent to introduce fail-safe
measures so that the model output is confined within a trusted
decision space. The key to good decision making is defining a
decision making strategy that includes planning, formulation,
implementation of various methods, and workflows. When a

decision making strategy is implemented, it is essential to track
and monitor the progression over time to ensure an efficient
and reliable performance for the complete system.

c) Automated Accountability: When the human element
is introduced into the design of decision support systems,
entirely new layers of social and ethical issues emerge but are
not always recognized as such. Hence, automating operations
is intended to reduce these issues and the dependence on
human ad-hoc interaction. Some key drivers of automation
are continuous integration and continuous deployment be-
cause they enable the ability to automate model retraining
and deployment of the latest models according to the latest
system developments and data. Such practices should reduce
the occurrence of human error or need to maintain direct
human oversight of system developers. With proper auditing
and record-keeping, it is efficient to monitor and debug the
system’s continued operations.

2) Supervision: Having a reliable supervision strategy in
place is vital for the efficient functioning of machine learning
driven systems. Systems are supervised statistically using
metrics defined to monitor the performance. As decision
making is an essential behavior of an analytics-based system,
decisions also need to be supervised and monitored to avoid
any unnecessary failures and harmful system interactions.
System alarms can be created for critical decisions or failures
using thresholds and signals. Such alarms can provide human
supervisors with an asynchronous method for ensuring robust
system performance.

3) Device: There are typically several types of devices
in a complete system; here we reduce the types to three
different types. Sensors that provide measurement data of the
environment, actuators that perform actions, and telemetry data
sources that can measure both physical and virtual properties
that provide meta information about the functioning system.
DataOps practices can be used to automate data collection and
provide reproducibility and end-to-end data pipelines.

Monitoring the health and performance of edge and IoT
nodes is essential to avoid any system’s unexpected failures.
Telemetry data from the nodes is an important part of fleet
analytics. Telemetry data ensures that the devices are running
as intended and that any potential failures can be predicted in
advance and addressed before they occur. Telemetry data offers
diagnostic insights into the device health, environment, and
network. This data provides valuable insight into the health and
environment of the IoT devices, actuators, and edge devices,
which can be used to automate much of their operation through
fleet analytics. As we consider, Fleet analytics is not complete
without comprehensive device data in the form of telemetry
data for ensuring data quality and integrity. This is also a
reason for considering DataOPS as an operational support
method for fleet analytics.

V. EXPERIMENTAL FRAMEWORK VALIDATION

To validate the fleet analytics framework and design, we
have implemented a system and conducted a live experiment
for 45 days. We use three IoT devices and three edge devices
for performing inference from machine learning models to
predict the air quality inside three rooms during this process.
Each room had one IoT device or sensor that measured the
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Figure 4. Experimental setup

room’s air quality conditions and one edge device to deploy
the ML models to and for predicting the changes in the air
quality (see Figure 4).

Machine learning models were trained based on three
months of historical data from each room, and posteriorly they
are deployed on the edge devices in the rooms. The machine
learning models used were Multiple Linear Regression (MLR),
Support Vector Regressor (SVR), Extreme Learning Machines
(ELM), and Random Forest Regressor (RFR). The goal was
to predict air quality 15 minutes into the future, inside each
room.

A. Analytics Process

In this subsection, we discuss in detail the analytics process
following our design framework. The experiment included data
processing, training of machine learning models, deployment
of machine learning models, and the monitoring of models on
edge devices.

1) Modeling Approach: In the experiment, we perform
multivariate time-series analyses to predict the air quality 15
minutes into the future inside a particular room. With this
information, building maintainers could be alerted of possible
lousy air quality that needs to be addressed to provide a
positive experience for people in the room. For the time being,
there is not an integration of the experimental setup with an
actuator or the building HVAC system. The collected raw
data was sampled every 5 minutes and assembled from 3
months before the experiment. Data column descriptors are
listed below. Table III provides some descriptive measures for
the data set.

The data descriptors for data collected from IoT devices
and their respective data types are shown below:

• timestamp - Sampling time (datetime)

• name - Name of sensor (str)

• room - The room where the sensor is placed or origin
of the data (str)

• room type - Type of room (str)

• floor - Floor where data was generated (str)

• air quality - Air quality index altered (float)

• air quality static - Air quality index unaltered (float)

• ambient light - Light level in the room (float)

TABLE III. DESCRIPTIVE STATISTICS FOR AIR QUALITY INDEX
(RANGING FROM 0-500) IN SELECTED ROOMS.

Selected Rooms
Room name Room type Unhealthy

air quality
frequency

Avg. air
quality
index
(AQI)

Room A10 Office room 2033 61.92
Room A29 Meeting Room 2205 61.40
Room A30 Meeting Room 1085 55.45

• humidity - Humidity in the room (float)

• iaq accuracy - Indoor Air Quality index altered (float)

• iaq accuracy static - Indoor air quality index unaltered
(float)

• pressure - Pressure in the room (float)

• temperature - Temperature in the room (float)

After assessing each room’s air quality time-series data,
no trend or seasonality was observed in air quality data for
any room. However, there is a change over time in the mean,
variance, and covariance. To proceed, we extract meaningful
features by performing feature analysis and selection.

Feature Extraction: After exploring data and identifying
patterns, we found some data parameters or columns that were
correlated to the air quality in the rooms. Based on the data
analysis, we chose the following parameters or columns for
training the machine learning algorithms: air quality static,
ambient light, humidity iaq accuracy static, pressure, and
temperature. In order to predict air quality, we added a label
column future air quality by shifting the column air quality
static three rows ahead. We also performed a standardization
technique for feature scaling, that re-scales the feature value
so that it has a distribution with 0 as the mean value and the
variance equals 1. With these new features and scaled data, we
were ready to start training our machine learning model.

Model Training: We trained four machine learning models
on the historical data to predict a future air quality value
15 minutes into the future. To train the models, we perform
a 10-fold cross-validation. After assessing each model’s per-
formance models were ranked based on performance and is
presented here in ascending order:

1) Multiple Linear Regression (MLR)
2) Support Vector Regressor (SVR)
3) Extreme Learning Machines (ELM)
4) Random Forest Regressor (RFR)

Model packaging: To make machine learning inference at
the edge and resource-heavy training on dedicated hardware,
we have to orchestrate the artifacts by serializing, packaging,
and redistributing them to where they are needed. The two
primary artifacts considered here are:

• We used a standardization technique for feature scal-
ing to transform our training data. Similarly, we have
to scale incoming input data for model inference
to predict future air quality. For this purpose, we
serialized the feature scaling object to a pickle file
(.pkl).
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TABLE IV. MODEL TRAINING RESULTS.

Model Training Results
Room name Algorithm Cross

Vali-
dation
RMSE
(train)

Test
RMSE

Room A10 MLR 5.020 5.875
Room A10 ELM 6.325 6.208
Room A10 RFR 10.710 9.987
Room A10 SVR 6.046 5.977
Room A29 MLR 5.362 4.158
Room A29 ELM 11.202 4.223
Room A29 RFR 11.676 9.208
Room A29 SVR 8.073 4.176
Room A30 MLR 3.648 3.551
Room A30 ELM 7.920 3.895
Room A30 RFR 9.686 7.720
Room A30 SVR 5.177 3.55

• Machine learning models: All trained and retrained
ML models are serialized in the Open Neural Net-
work Exchange (ONNX) format. ONNX is an open
ecosystem for interoperable AI models. This means
serialization of ML and deep learning models into
a standard format (.onnx). With this, all trained or
retrained models and parameter artifacts are ready
to be exported and deployed to test or production
environments.

2) Decision making: A properly designed decision making
strategy is key to making a system interact with the envi-
ronment safely. Our strategy was to detect when air quality
anomalies occur. The anomalies preceded a situation when a
particular room developed uninhabitable conditions. Machine
learning models performs regression and a separate layer then
detects anomalies.

Evaluation of the strategy was done based on model
and system performance. We decide in terms of accuracy of
decisions and their usefulness to improve it. From Table IV, we
can observe the accuracy of decisions made by the models in
terms of the RMSE score. When the detected RMSE value was
above 10, a new model was trained on more recent data and
deployed to ensure optimal decision making and functioning.

3) Automated accountability: Automated systems enable
continuous operations of the system without human or other
dependencies. Automation for machine learning based systems
is driven by seamless monitoring, continuous integration and
continuous delivery as following:

a) Continuous Integration (CI) and Continuous Deliv-
ery (CD): Our system is based on multiple edge devices
by using continuous integration to ensure model and device
freshness. In order to have a seamless continuous integration,
two scripts or processes are running inside the docker con-
tainer deployed in each edge device, as shown in figure 5.
These processes orchestrate data pipelines, machine learning,
continuous integration, and deployment. The activities of re-
training ML models, inference, and monitoring are automated
as part of continuous delivery and deployment operations. The
two processes are running inside a docker container on each
edge device. This way of working is found to provide a reliable
system while also being scalable. However, we must note that
the implementation is still being revised and improved as this

Figure 5. Docker container deployed in each edge device.

is a prototype. In table V, we show the run-time monitoring
events that have been detected and handled, as explained in
the processes below.

Process 1: This process enables and maintains sensor-to-
edge continuous integration by fetching data in real-time. This
is done by subscribing to a sensor topic using MQTT protocol.
After new data is received from a sensor (which happens every
5 minutes), raw data is pre-processed by discarding or pruning
unnecessary data, cleaning, and converting data into features.

A machine learning model previously trained in the cloud
is deployed to the edge device inside a docker container. The
inference is then made to predict air quality 15 minutes into
the future based on variables extracted from sensor data: air
quality, ambient light, humidity, iaq accuracy static, pressure,
and temperature. After getting a prediction for the real-time
data, both sensor data and prediction are concatenated together
and appended to a .csv file temporarily stored in the docker
container.

Process 2: This process is triggered for monitoring ML
model performance at a set time every day (time trigger). When
activated, the process evaluates the model drift by evaluating
the RMSE for future air quality predictions vs. actual data.
If RMSE is greater than or equal to 10, it means that model
performance is poor. Hence the process evokes a call to look
for and deploy an alternative model from the ML model
repository on the cloud.

b) Record keeping: All the models deployed and re-
trained are end-to-end traceable and reproducible. Auditing and
record maintenance enable traceability, validation, explainabil-
ity (which model is used at a particular time index), repro-
ducibility, and ability to show compliance to data protection
regulation.

B. Reliability of fleet analytics

Fleet analytics for the experiment’s duration was based
on data collected, without any interruptions, from each edge
device used in the experiment. Each device’s data provided an
overview of device performance, based on telemetry data like
accelerometer, gyroscope, humidity, magnetometer, pressure,
and temperature. Edge device performance was stable overall
during the experiment. All decisions were monitored statis-
tically based on defined metrics and thresholds; this enabled
the system’s comprehensive supervision. The analytics process
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TABLE V. ML INFERENCE, CONTINUOUS DELIVERY AND
RETRAINING RESULTS.

Realtime machine learning inference at the edge
S.no Date of model

change
Edge Device Deployed

Model
Model
Drift
(RMSE)

Model
Re-
train
(RMSE)

1 15-03-2020 Jetson nano 2 ELM 16.39 4.1
2 16-03-2020 Google TPU edge RFR 14.23 6.3
3 16-03-2020 Raspberry pi 4 MLR 11.91 4.3
4 17-03-2020 Raspberry pi 4 ELM 13.27 8.1
5 22-03-2020 Jetson nano 2 SVR 22.32 6.2
6 24-03-2020 Google TPU edge RFR 17.11 4.4
7 27-03-2020 Raspberry pi 4 MLR 16.22 4.7
8 29-03-2020 Jetson nano 2 ELM 30.28 8.2
9 30-03-2020 Google TPU edge SVR 18.12 5.4
10 05-04-2020 Raspberry pi 4 MLR 12.92 3.2
11 10-04-2020 Jetson nano 2 SVR 17.21 5.2
12 11-04-2020 Google TPU edge MLR 13.42 4.7
13 13-04-2020 Jetson nano 2 ELM 27.29 5.3
14 17-04-2020 Google TPU edge RFR 17.46 6.9
15 19-04-2020 Raspberry pi 4 SVR 16.32 5.1
16 19-04-2020 Google TPU edge MLR 11.91 3.4
17 21-04-2020 Jetson nano 2 ELM 23.26 7.3
18 22-04-2020 Google TPU edge RFR 16.92 7.2
19 24-04-2020 Raspberry pi 4 SVR 17.87 5.2
20 25-04-2020 Google TPU edge MLR 13.92 5.2
21 25-04-2020 Jetson nano 2 SVR 19.21 7.9
22 26-04-2020 Raspberry pi 4 ELM 23.57 6.4
23 26-04-2020 Google TPU edge SVR 18.21 5.5

was comprehensively monitored as part of fleet analytics, in-
cluding model training performance and inference performance
in production.

1) Analytics Process: The process of model training, de-
ploying on edge devices, and monitoring the models are
covered by Fleet analytics. All models trained and deployed are
end to end traceable and auditable in real-time, as seen in the
results of the model drift and re-train experiments in Table V.
All models trained, deployed, and monitored for fitness were
successfully observed without any failures or anomalies. The
analytics process implemented for the experiments was based
on the strategy devised to make the air quality monitoring
system work efficiently with real-time supervision for the
analytics process and infrastructure monitoring enabled by fleet
analytics.

2) Supervision: System supervision is enabled statistical
metrics defined to monitor the business problem. For our
experiment, the business problem is forecasting future air
quality, looking for signals, and alert using alarms to the
building maintenance personnel. In case of future air quality
forecasted above 100 aqi the system would alert the users
(building maintenance personnel) to regulated air quality in the
rooms. For machine learning models, a supervision threshold
of 10 RMSE score was set. In case of RMSE crossing 10
RMSE at the end of the day then the model is replaced by
another model and retrained on the latest data to improve
the model for future use, this process of monitoring the
models, deploying for replacing models, and retraining models
are automated and enabled by continuous deployment. Fleet
analytics (Analytics process) for models performance over time
in three edge devices can be observed in Figure 6.

3) Device Analytics: For each device, analytics provided an
overview of device performance over some time with telemetry
data like accelerometer, gyroscope, humidity, magnetometer,
pressure, and temperature. Useful information to monitor edge

Figure 6. Fleet Analytics - Analytics process

devices health and longevity, all edge devices’ performance
was stable overall throughout the experiment without any
device failures.

VI. CONCLUSION

Improving industrial processes using state-of-the-art ana-
lytics tools is a challenge despite the plethora of technological
advances in IoT. This situation encourages the development
of new frameworks with the capacity to bring stability and
reliability. This paper presented a novel fleet analytics frame-
work for handling edge IoT devices to improve the decision
making process’s fleet analytics. Our architecture also allows
the user to optimize and scale the process with ease. We tested
our framework by four different ML models on three different
IoT devices to predict the air quality conditions in different
rooms. The obtained results show that our approach is stable
and reliable, and the retraining process and deployment was
achieved without failure in all edge devices. In the future,
we aim to consider scaling targets such as optimization of
costs, operational clarity, and resource utilization to facilitate
efficient edge-cloud operations at scale. We also plan to
explore generalized metrics to evaluate the performance of the
proposed framework.
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Abstract—It has traditionally been the case that the Internet of
Things represents the weak link in the corporate information
system chain. While research has tried to improve the status
quo, this has brought a new challenge to the table. Corporate
systems, while generally much stronger than Internet of Things
systems, are not, in themselves, totally secure. This is especially
true of cloud-based systems. This major flaw arises because of the
difficulty in safeguarding the forensic trail of corporate systems.
The first thing the attacker does as soon as they have penetrated
a corporate system, is to delete all the evidence of their entry
from the forensic records of the corporate system, and there is
usually very little to prevent this from happening. This is why it
is such a challenge for authorities to trace attackers and bring
them to account. The forensic trail is often the least protected
part of corporate systems, but is arguably the most important
from a compliance point of view. We show how it is possible to
secure the forensic trail for corporate systems users who adopt
these secure IoT approaches, by adopting the straightforward
approach we suggest here to protect the forensic trail through
the use of Blockchain. This will allow corporates to ensure the
overall system can be secured, but more importantly, will provide
a means to fight back against the attackers.

Keywords–Corporate Systems; Internet of Things; Immutable
Forensic Trail; Blockchain; Distributed Ledger Technology.

I. INTRODUCTION

The Internet of Things (IoT), a term first coined by Kevin
Ashton in 1999 [1] was one of those great inventions that
everyone thought would be the next big thing. Until they
were implemented, and suddenly, the realisation struck that
nobody had really considered how security might be an issue.
Since most ‘things’ were produced with minimal resources, so
that they would be cheap to buy, this also meant there was
little ability to process the information collected and carried
onwards, let alone be able to deal with security. Like all new
advances in computing over the decades, it never takes certain
people long to figure out a way to abuse the new technology
for their own malicious ends.

The applications could be limitless, offering huge potential
for operating efficiencies. For example, in some industries,
many Supervisory, Control and Data Acquisition (SCADA)
systems have been implemented to allow the company to
control industrial process over a wide geographical area. Many
components are highly specialised, very expensive, and can
often only be upgraded once a year when the whole operational
facilities are shut down for their annual maintenance program.

Many of these SCADA components are decades old, because
they are ultra reliable, but very expensive to replace.

However, when some bright spark suggested adding IoT
devices all over the area to provide readings, or carry out
functions that require people to physically travel to each
location, this was seen as a great way to save huge sums on
payroll and travel costs. Until those other people figured out
there was little to zero security on these cheap IoT devices, and
suddenly, they had unprecedented and unlimited access to not
only the entire SCADA system, but could often leverage that
access into confidential corporate systems because they were
entering those systems from a ‘trusted’ source system. All too
often, corporates were lax on the implementation, and review,
of anomalous exceptions, meaning intrusions were frequently
missed. Oman and Schweitzer [2] expressed concern about
how this trend could pose threats to both power substations and
SCADA controllers. Creery and Byers [3] were very concerned
about how this hybridization of systems could lead to unin-
tended security consequences. Kropp [4] warned of the double
increase to risk brought about through the move from regulated
industries coupled with the use of networked systems. Ralston,
Graham and Hieb [5] carried out a risk assessment for SCADA
and Distributed Control Systems (DCSs) networks, and were
very concered about the increase in security risks posed.

Thus, those attackers would not only have access to the
sensitive corporate system, but they could also cause mayhem
by interfering with the SCADA equipment. This allowed for
the possibility to shut down gas, water or sewage pipelines,
shut off electricity supply, or cause massive damage to the
SCADA systems as a whole.

The solution is surely the development of highly secure IoT
systems? Sadly, that can only go part of the way to solving
the problem. That is because the main corporate systems and
the SCADA systems remain weak. In the following decade,
Ericsson [6] is concerned about the development of the smart
grid, and is concerned that often there is insufficient separation
between operational and administrative computer systems,
leading to security weaknesses. Wilhoit [7] of Trend Micro,
expresses concenns around the importance of these systems,
yet their continued lack of security persists. Adding a highly
secure IoT system simply means the attacker will go into the
main system, then coming from the main source, will have
authorisation to get into the new highly secure IoT system,
thus allowing them to render the security ineffective.

There can only be one proper solution. We simply need to
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protect the one thing all attackers crave — the forensic trail!
Will that ensure we finally have a secure system then? Not
exactly. Attackers will still be able to get into the system. But
now, with the forensic trail preserved, we now have the proof
of what the attacker did once they got into the system. This
means recovery will be able to become far more focussed than
before. With no complete forensic trail to work with, a full
search and investigation into all systems becomes necessary
to try to work out what has been compromised or exfiltrated.
However, with a full forensic record showing who did what,
we instantly know what to check.

In 2016, Duncan and Whittington [8] emphasized the vital
importance of the need to secure the audit trail. Duncan and
Whittington [9] proposed the use of an immutable database
to secure the audit trail and system logs. Duncan, Happe
and Bratterud [10] proposed a novel method of achieving
this using unikernels. Zhao and Duncan [11] considered the
possibility of using Blockchain to secure the forensic trail,
by considering how secure the Blockchain was in its original
use in cryptocurrencies. Zhao and Duncan [12] looked at
the possibility of using Blockchain without the cryptocurrecy
element as a way forward for securing the forensic trail.

In Section II, we take a look at why companies should
care about the implications of legislative and regulatory non-
compliance for any company. In Section III, we identify what
the Cloud Forensic Problem is, and address why it is such
a challenging problem to overcome. In Section IV, we ask
whether it is possible to attain compliance without addressing
the cloud forensic problem. In Section V, we consider how
we might secure corporate systems. In Section VI, we look at
the detail of how Distributed Ledger Technology (DLT) might
help us achieve a solution. In Section VII, we consider and
discuss the limitations of this work, and in Section VIII, we
discuss our conclusions.

II. WHY SHOULD COMPANIES CARE ABOUT
LEGISLATIVE AND REGULATORY COMPLIANCE?

Why should companies be concerned about compliance
with Legislative and Regulatory compliance requirements? The
answer to that is quite simple. Criminals who wreak havoc by
attacking online systems are extremely difficult to identify and
track down, due to a combination of thier skills in covering
their tracks, and also through challenging jurisdictional issues.
The primary goal of any attacker is to remove all record of their
presence in the system by identifying all elements recording
their presence from the system forensic records.

After financial deregulation in the UK during the mid-
1980s by the Margaret Thatcher Government, the ‘free-for-
all’ that followed, along with the numerous losses that arose
due to unethical behaviour, the Government invited Sir Adrian
Cadbury [13] to carry out a review to see what could be done,
and this resulted in the introduction of Corporate Governance
for public listed companies, together with the introduction
of the Combined Corporate Code. This has subsequently
been revised and updated, usually every three years, and has
accustomed corporates to adhere to the notion of compliance,
in this case for corporate governance at the highest levels of
these corporates. Of course there has always been the notion
that compliance is required with legisalation, as well as many
industry regulations.

Large corporates traditionally had a lax attitude to looking
after customer data properly, so Legislators and Regulators
decided that, since these corporates had a responsibility to look
after customer records, which they were clearly failing to do,
they would go after these companies. The recent introduction
of the EU General Data Protection Regulation (GDPR) [14],
took these penalties to new heights, with the power to fine
companies who were non-compliant up to 4% of their annual
turnover, or up to e20 million, whichever was the greater.

In the US, the US authorities have a raft of legislation to
ensure companies do the right thing. Facebook were brought
to task last year for privacy breaches, and a settlement was
reached of some $3 billion. Of course, Facebook are not yet
out of the woods. At they same time as the US intervention,
they were also brought to task by the Canadian Authorities,
as well as the EU under GDPR. Due to the significant size
of the non-compiance, the investigations are being carried
out sequentially, rather than concurrently. In the UK, the
GDPR, whose regulator is the Information Commissioner’s
Office (ICO) proposed fines last year of £183.5 millon and
£99.5 million respectively to British Airways and the Marriott
Hotel Group for privacy breaches. This represents a significant
change in approach from both countries.

The US is a particularly litigious country anyway, and when
it comes to company wrongdoing, there is no change there. The
UK regulator has recently become far more disposed to bring
non-compliant corporates to task for their shortcomings. There
is no doubt that other jurisdictions have taken notice of this and
are also stepping up their approach to mirror these approaches.
This means that wherever a large corporate operates in the
globe, the regulatory and legislative environment will continue
to become far more challenging as time passes. Thus it would
make sense to ensure that they achieve compliance with all
the relevant legislation and regulation to safeguard their own
position.

Since the various legislators and regulators throughout the
globe have yet to figure out how to catch cybercriminals
with enough consistency to make any meaningful impact, the
burden will continue to fall on corporate shoulders. While
these shoulders might have been broad in previous years, now
that they have had the adverse economic effects of a global
pandemic to contend with, even their shoulders will no longer
be so broad. This means that the economic shock of larger
fines will potentially prove catastrophic over time.

Since the ICO investigation into the British Airways attack
started, negotiations have been ongoing between British Air-
ways and the ICO, and due to the huge economic impact of
the global pandemic on the airline industry, a much reduced
settlement of £20 million has now been reached. While this is
significantly less than the proposed fone of £183.5 million, it
will still hurt. No doubt the Marriott group will be hoping that
their constrained economic circumstances as a result of the
global pandemic might now also be taken into account when
settling their eventual fine.

When it came into force, the EU GDPR was touted as
the world’s toughest privacy law, but not all of the 28 EU
countries were ready to implement it at that time. During the
last two and a half years since then, Countries like the UK,
France, Germany and Italy have been starting to flex their
regulatory muscles, although many smaller countries are yet
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to get serious. It is clear that smaller countries like Ireland
and Luxembourg, where many tech companies are registered,
have yet to bring any successful large action against any US
big tech firm. Also, a number of EU countries still do not
publish regulatory fines lists. Given the economic dependence
of many of the smaller countries, one has to ask whether they
are best placed to regulating big tech.

III. THE CLOUD FORENSIC PROBLEM (AND WHY IT IS
SUCH A DIFFICULT PROBLEM)

All computing systems are constantly under serious attack,
and where cloud computing is in use, this can become an even
more serious issue. Once an attacker gains a foothold in a cloud
system and becomes an intruder, there is little to prevent the in-
truder from helping themselves to any amount of data covered
by legislation and regulation, either by viewing it, modifying
it, deleting it or ex-filtrating it from the victim system [15],
[16], [17]. Worse, there is nothing to prevent the intruder from
gaining sufficient privileges to then completely delete all trace
of their incursion, possibly deleting far more records than they
need to in the process, leading to further problems for business
continuity. Traditional non-cloud systems may also be equally
vulnerable, particularly where transaction log monitoriing is
not a priority.

This problem is often known as “The elephant in the room”
in cloud circles. Pretty much everyone knows about it, yet
nobody is prepared to discuss it, let alone try to resolve the
problem, due to the difficulty of the challenge it presents. Make
no mistake, this is a serious challenge to defend against, let
alone overcome. However, not only is it a serious challenge
for organisations using cloud, it also presents a major obstacle
to compliance with legislation and regulation, thus exposing
corporates to much further potential harm.

Once all trace of the intrusion has been deleted, there
will be limited forensic trail left for authorities to follow.
This means many companies may be totally unaware that the
intrusion has even taken place, let alone be able to understand
which records have been accessed, modified, deleted or stolen.
All too often, companies will believe they have retained a full
forensic trail in their systems, but often forget that without
special measures being taken to save these records off-site [18],
they will no longer be available.

Currently, in any computer system, there must be a com-
plete and intact audit trail in order for the breached organi-
sation to be able to tell which records have been accessed,
modified, deleted or stolen. Where the audit trail and all
forensic records have been deleted, there remains no physical
means for any organisation to be able to tell which records
have been accessed, modified, deleted or stolen, putting these
organisations immediately in multiple breaches of the legisla-
tive and regulatory authorities, leaving them exposed to large
potential fines.

IV. IS IT POSSIBLE TO ACHIEVE COMPLIANCE WITH
LEGISLATION AND REGULATION WITHOUT ADDRESSING

THE CLOUD FORENSIC PROBLEM?
There can be no guarantee that compliance can be achieved

without addressing the cloud forensic problem [19]! It should
be noted that this problem also can pertain to conventional
systems as well as IoT systems. Looking to the previous
section, we can see that there is nothing to prevent an intruder

from destroying every scrap of forensic proof of their incursion
into any computer system. It is clear that any form of forensic
record or audit trail can not therefore be safely stored on any
conventional computer system, nor any running cloud instance,
nor any standard IoT system.

This means that the only safe method of storage of forensic
data will be somewhere off-site from any running computer
system. Clearly, separation of the storage from the running
computer system would be the preferred solution. the off-site
storage must be highly secure, preferably stored in an im-
mutable database, and should especially be held in encrypted
format, with all encryption keys held elsewhere.

There are those who say that as long as they are not
breached, they will not be in breach of legislation or regulation.
While it lasts, that would certainly be true, but consider, how
will they be able to tell whether they have been breached, or
not? What if they have been breached, and the breach has been
very well covered up. They will have no means of knowing
whether a breach has arisen, let alone who perpetrated it,
how they got in or what they viewed, modified, deleted or
ex-filtrated from the victim system. Given the propensity for
modern hackers to boast about their attacking prowess, it is
not likely that the attack will be missed by regulators for long.

What if a complaint is made that a customer’s data has
been stolen? The organisation will have no means of proving
whether the data has been tampered with, or not. Equally, if,
as is most likely, the breach has been extremely well covered
up, they will neither have the means of complying with the
reporting requirements, nor be able to understand exactly what
has been compromised. This begs the obvious question: How
do we secure the corporate system properly?

V. HOW TO ADDRESS SECURING CORPORATE SYSTEMS

Let us first consider what we require. First, we need to
ensure the integrity of our systems. This means we need to
be able to retain a full forensic trail of all activities within
the system. We also need to make it difficult for attackers to
access. This means it needs to be separated from the main
systems. It should also be difficult for attackers to understand
where the records they seek to obliterate are. This would imply
that encryption would be a prudent measure to include, along
with some form of immutable database.

That does not seem to be a complicated requirements set.
Will it be enough? Providing it is kept securely away from
the main system, it provides exactly what we need to be
able to understand what has happened to our system in the
event of a breach. We can see from the complete forensic trail
how the attacker got in, what they did from there, and what
records they viewed, modified, deleted or ex-filtrated from the
system. Investigative agencies can do a great deal with minimal
information. How far they could go with a full forensic trail?

To meet these specific requirements, we can turn to the
financial system to find a suitable solution, specifically to the
area of cryptocurrencies. Anything to do with money is highly
attractive to attackers. Cryptocurrencies have to be secure, have
to have a bullet-proof audit trail to ensure the provenance of
transactions, yet need a high level of privacy, which is possible
with the assistance of Blockchain.

Typically, cryptocurrencies use a public blockchain ap-
proach, using a great many public “miners” to carry out all
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the provenance and privacy work using encryption algorithms
along with a consensus mechanism to agree the audit trail. This
does make the ledger fully public, but also introduces a high
element of latency where thousands or hundreds of thousands
of miners are involved. The cryptocurrency record becomes
effectively immutable after consensus through this DLT. A
private blockchain approach could deliver a vastly reduced
latency, with the administration being funded by the corporate,
whereby they either run their own blockchain system, or they
might contract this DLT work in, if such facilities were offered
by professional firms. These are the kind of services the big
four auditing firms could offer, which could provide high levels
of assurance to the corporate users. We shall consider the detail
in the next section.

VI. HOW CAN DISTRIBUTED LEDGER TECHNOLOGY
HELP SOLVE THE PROBLEM?

Let us first have a brief look at the detail of how cryptocur-
rencies work. We will take a brief overview of Bitcoin, since
this was the cryptocurrency that was able to get cryptocur-
rencies off the ground back in 2009. To use Bitcoin, a user
must first install a Bitcoin Wallet, which is require in order
to pay or to receive money. We will return to this later. The
core of the strength of all cryptocurrencies is the Blockchain,
which is a Shared Public Ledger (SPL). This ledger is fullly
distributed, hence Distributed Ledger Technology. Once a new
transaction is made to or from the user’s wallet, this transaction
is deemed to be ‘pending’ until it has been verified by a number
of ‘miners’ until consensus is reached, at which point it will
become part of the blockchain. This provides the verification
of the transaction’s integrity in the bitcoin wallet. This process
involves entering the transactions into the blockchain in a
specific order, enforced by a strict cryptographic process
(carried out by the ‘miners’) to ensure the integrity and
chronological order of the Blockchain, in essence, creating an
immutable record of all verified transactions. Once entered
into the Blockchain, it is not possible to modify or delete
these transactions. It is only possible to add a plus or minus
transaction at a later date or time, thus ensuring a robust audit
trail of all the financial transactions that have been processed.
Thus, the blockchain provides the immutable audit trail, and
this verifies the user bitcoin wallets.

For our purposes, we do not require a public Blockchain,
or SPL, and thus do not need an army of ‘miners’, all of
whom need to be rewarded. This usually happens by awarding
them a specific fraction of a bitcoin for their work. Instead,
the corporate will need to provide, secure, and pay for, their
own private distributed blockchain ledger. Since this is likely
to become a target for attack, each of the many versions of the
Blockchain the corporate sets up should be stored away from
the primary system it is trying to protect. These blockchain
systems should be set up with only the absolute minimum
software required, with all public facing access removed. All
software should be extensively hardened, with no option to
delete or amend the Blockchain software.

Then, it is a simple matter for the corporate to decide
on precisely what to defend. It is important to be absolutely
clear on exactly what needs to be protected, and what will
be involved. Clearly, adequate resources will need to be
provisioned to collect the considerable volume of data that will
be needed. There is no doubt that it will be more expensive to

collect, store, and protect this information than under normal
operations. However, it is important to realise that instead of
being clueless in the face of a successful breach, the corporate
will have a considerable amount of verified data to hand,
which will clearly help mitigate any potential breach penalties,
since very targeted information on the attackers can be passed
to both the regulatory authorities as well as to the relevant
government agencies, such as police and security services, and
so on.

The data collected will also be useful for performing data
analytics to discover the footprint used by attackers, which
can be used to adapt existing access control systems to become
more robust. It would also be ineteresting to have the capability
to turn the tables on the attackers.

VII. LIMITATIONS AND DISCUSSION

Many people point to the significant cryptocurrency
breaches we have seen during the past decade:

• Bitcoinica 2012 [20], 46,703 bitcoins stolen followed
by another 18,757;

• Mt Gox 2014 [21], $460 million hack, following a
previous hack in 2011 of $8.75 million;

• Bitfinex 2016 [22], $72 million hack;
• Decentralized Autonomous Organization (DAO) 2016

[23], $70 million hack;
• Coincheck 2018 [24], $530 million hack.

All very damning evidence for the weakness of Blockchain.
Or was it? Zhao and Duncan [25] carried out an investigation
on whether these attackes had been able to exploit any weak-
ness in the Blockchain and discovered that:

• Bitcoinica stored large amounts of bitcoin online,
rather than in off-line stecure storage;

• Mt Gox attack succedded due to a combination of poor
management, neglect and inexperience;

• Bitfinex thought they made their systems more secure,
but failed to spot they had created an exploitable
weakness, which was duly exploited;

• DAO there was a flaw in their system which could be
exploited by a recursion attack. It was duly exploited.
Nice return for a couple of hours work.;

• Coincheck did not use secure networks.

Thus it is clear that in every one of these successful attacks,
the Blockchain could not be breached. The lesson here is that
it is impossible to simply rely on the blockchain alone for good
security. Every element of a system must be properly secured
in order to ensure the success of the whole.

It is also true that the original aim of Blockchain was to
provide a high level of privacy, but Meiklejohn et al., [26],
Ober, Katzenbeisser and Hamacher [27], Reid and Harrigan
[28], plus Ron and Shamir [29] all observed that Bitcoin
delvered much weaker privacy than was first expected. How-
ever, since this was based on the use of the public Blockchain,
this is not likely to be an issue where a private Blockchain is
in use.

Another area of concern arose in observing how some
‘miners’ exhibited selfish behaviour to try to increase their
gains by ‘pool hopping’. To try to prevent this, Rosenfeld
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[30] drew attention to the mechanism design problem of trying
to keep rewards constant over time. Babioff et al., [31], and
later Eyal and Sirer[32] expressed their concerns that the
mining protocol rules can not be considered to provide true
equilibrium strategies if users have the option to withhold
information both on a selective and a temporary basis over
time. The use of a private Blockchain can remove this issue.

The 2013 introduction of another cryptocurrency, Ethereum
[33], opened up the possibility to use smart contracts to extend
the capabilities of the Blockchain. It is likely that for forensic
trail preservation, this is likely to be something of an overkill.

In 2016, McConaghy et al., [34] presented BigchainDB,
a scalable Blockchain database, suitable for big data applica-
tions. In this paper, the authors presented a comprehensive
description of their proposal, including a full analysis of
performance, latency and preliminary experimentation results.
They also introduced a new concept of Blockcahin pipelining
which provides the mechanism to deliver scalability gains.

In looking at how IoT security could be revolutionised,
Liu et al., [35] demonstrated how their proposed solution for
a Blockchain based data integrity service framework for IoT
data could outperform the use of Third Party Audit (TPA)
offerings. Westerlund and Kratzke [36] suggested how the use
of Blockchain could help address some of the inherent security
issues of using IoT. Qu et al., [37] proposed a Blockchain
based credibility verification method for IoT entities. Angin
et al., [38] addressed the shortcomings of IoT devices and
proposed a solution to improve their security. Dukkipati et al.,
[39] suggested that a Blockchain backed access control system
could offer significant improvements to the security of IoT
devices. Li et al., [40] suggested that by uding Blockchain
in manufacturing, it could help provide more integrated and
secure manufacturing ecosystems. Zhang et al., [41] proposed
the use of Blockchain smart contracts for access control to IoT
devices.

As we can see, there is a lot of work going on around
the possible use of Blockchain as a serious means to improve
IoT security. This is most certainly something that is very
necessary, but ultimately, if we add a much more secure IoT
system to existing corporate systems, then the security of the
IoT system could be much better than the existing corporate
system. This would result in the weakest link now becoming
the strongest link, which will not improve that status quo,
rather it will simply turn it on its head.

This is why the simple addition of a Blockchain based
forensic trail mechanism to all main corporate systems would
even the playing field, security wise, and would offer a means
to understand whenever any breach arises. Policing for such an
event could be automated into the overall system in order that
rapid advance warning can take place, as well as any possible
preventive measures that could also be quickly activated. Best
of all, the attackers would then leave behind a complete
forensic trail of their incursion into the system.

It is important to stress that this is not a ‘silver bullet’ to
solve the security of corporate systems. However, it will clearly
provide a welcome solution to the problem of dealing with the
protection of the forensic trail that is so often obliterated from
corporate systems by attackers in the process of covering their
tracks. All too often, the less skilled attackers destroy more
data than they need to, resulting in far more difficult challenges

for corporate data controllers. This will, however, mean that
the addition of a secure IoT system to any existing corporate
system can result in a much tighter system, with the bonus
of a means to understand exactly what is going on when any
attack takes place.

VIII. CONCLUSION AND FUTURE WORK

In summary, we can see that the ability for conrporate
sysems to have a new tool with which they can more fully
understand exactly what is going on as the result of an attack
will be a very good thing. This is particlarly the case when the
corporate falls under the jurisdiction of many legislative and
regulatory bodies, where failure to understand which records
have been viewed, modified, deleted or ex-filtrated from the
system can lead to punitive levels of fines being levied, as well
as the expense and disruption of a lengthy investigation.

It will also be useful to be able to retain the full record
of the forensic trail for investigation by the appropriate au-
thorities. These records are not usually left behind, although
investigators can do a great deal with fractional forensic
snippets that sometimes get left behind in systems after a
successful attack. With the full forensic trail now available,
this will provide a transformative means for a fightback against
these secretive attackers, who have long considered themselves
immune to prosecution. While this will not solve the jurisdic-
tional problems, at least the perpetrators can be publicised and
added to public watchlists, as well as to various blacklists.

We have proposed how this challenging problem may
be approached to ensure that corporate users can be fully
compliant with the ever increasing leglative and regulatory
requirements that they now have to comply with. Clearly,
additional cost will require to be incurred, and there may be a
very small impact on latency, but these costs could significantly
mitigate the possibility of a huge regulatory fines in the event
of a breach. It is also likely that this approach will ensure faster
discovery of the occurrence of a breach, thus minimising the
potential impact on business continuity.

For our next stage of this development, we propose to
set up two small test corporate systems. One system will
use existing security approaches, to which we will add a
Blockchain secured IoT system, which we will subject to a
systematic attack to demonstrate how even the addition of the
secured IoT system cannot solve this problem. The second
system will be a small test corporate system incorporating
the Blockchain secured forensic trail, with added Blockchain
secured IoT system to demonstrate how well the whole system
can handle an attack. We will then be able to compare both
systems and this will allow us to clearly demonstrate the
different levels of compliance that could be achieved.

The beauty of this proposal is that it will not involve a
major revision of existing corporate systems. Thus no massive
expenditure will be required to completely change the system,
with all the attendant workload to transfer all the data from
the old format to the new. It will simply involve the insertion
of a ‘software tool’ into existing corporate system, with which
corporates are already intimately familiar with. Best of all, it
is unlikely to involve massive expenditure, which in today’s
constrained working environment will always be welcome.
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Abstract—The vast amount of data provided by the Internet
of Things and sensors, have given rise to edge computing and
analytics. In edge computing and analytics, data processing and
analysis on sensor input is performed in edge devices prior to
sending the results to the cloud. This reduces required pro-
cessing in the cloud while minimizing communication network
utilization and allows cloud resources to be used for other
tasks such as decision making. In this paper, we present a
comprehensive, unbiased overview of state-of-the-art research
on edge computing and analytics. Of the 47 identified papers,
several have targeted task scheduling and power optimisation,
while data management and engineering, image and facial
recognition as well as anomaly detection were not well studied.
Simulation remains the most used approach for validation, and
research results based on implementations of edge systems in
real life environments are still sparse.
Keywords-edge; analytics; systematic mapping study.

I. INTRODUCTION

An increasing part of new features and added value
for machines and technical solutions comes from digital-
ization and advanced automation. The Internet of Things,
collections of Big Data and cloud-based analytics provide
potential tools to improve machine reliability, performance
and energy efficiency. However, required network band-
width, data storage and data processing power (as well
as the resulting energy consumption) are significant for
machines equipped with large sensor systems. Due to these
issues, the implementation of analytics systems for condition
monitoring, diagnostics and predictive maintenance would
be largely unfeasible if not for edge computing and analytics
to perform data collection, storage, computation and analysis
closer to original locations. Edge analytics can take place on
a sensor or other device connected directly to a machine,
instead of transmitting the data to the cloud or central
data storage, for example. This approach shortens analytics
response times and reduces the bandwidth needed for data
transmission.

According to analysis by [1], the business drivers sup-
porting edge application use are low latency, cost efficiency,
improved operational efficiency and lower bandwidth. How-
ever, implementation of edge-based analytics supporting
machine diagnostics remains rare. At the same time, a

market review [2] has forecast that revenue from condition
monitoring applications, which might utilize edge analytics,
will almost triple between 2019 and 2023. As such, edge
computing and analytics hold significant interest and poten-
tial for both companies and research institutes.

This paper presents an overview of state-of-the-art tech-
nologies and solutions used for edge computing and ana-
lytics. These paradigms are already applied in many areas,
such as mobile devices [3], home automation [4], smart
cities [5], personal health care [6], automotive and industrial
vehicles [7]. The goal of this study was to reveal existing
frameworks, infrastructures, methods and algorithms for
edge analytics, including their performances and the level
of standardization for edge analytic systems. The study was
performed using systematic mapping study (SMS) protocol
presented in Section II that covered hundreds of scientific
publications from several digital libraries.

This study was performed in the context of a Finnish na-
tional research project on edge technologies, which has been
carried out in co-operation with several industrial companies.
The motivation of companies to apply edge computing to
their machines relates to condition monitoring and machines
diagnostics. The main application areas for the companies
are energy production, mobile work machines and related
monitoring and AI solutions. Therefore, scientific papers
focusing on mobile edge computing were not included and
the focus was on industrially applicable solutions.

The contributions of this paper are to provide such an
overview and results from applying SMS methodology to
this research area. Given that none of the 912 papers found
after the initial search provided a similar overview of edge
computing and analytics, we deem the results provided in
this paper to be relevant.

The paper is structured as follows. Section 2 describes
the protocol for the systematic mapping study used to find
and evaluate papers in this study. The protocol is described
in detail for the purpose of replicability. In Section 3, we
present the results of this study, where we also try to answer
the research questions presented in Section 2. Potential
threats to the validity of this study are discussed in Section
4, and in Section 5, we present our conclusions.
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II. THE SYSTEMATIC MAPPING STUDY

This section describes the protocol used for the SMS. The
protocol is largely based on the one used in [8], but it has
been modified according to the topic of this study.

A. Research Questions

The research questions (RQ) are as follows:
RQ1: Which fields apply edge computing?
RQ2: What methods or algorithms are used in edge comput-

ing?
RQ3: What edge framework proposals exist?
RQ4: How do proposed edge framework solutions perform?
RQ5: What is the standardization level for edge computing?
RQ6: How are the edge framework proposals evaluated?

B. Search Strategy for Primary Studies

This section presents our search strategy, which based on
the systematic literature review guidelines from [9] and [10].

1) Search Terms: Table I lists the search terms used when
searching for original papers for this study. The search terms
are derived from the research questions.

TABLE I. SEARCH TERMS WITH ALTERNATE SPELLINGS

Term Alternate Spelling
edge
Analy* Analytic, Analytics, Analytical, Analysis
Algorithm* Algorithms
IoT Internet of Things
Complexit* Complexity, Complexities
Autonomous
Performance* Performances
Malfunction
Defect* Defects
Anomal* Anomaly, Anomalies
Machine
Device
Comput* Computing, Compute, Computation
Energy

2) Search Strings: The search terms listed in Table I
were combined into two search strings for use in the digital
libraries. These are shown in Table II.

TABLE II. SEARCH STRINGS

# Search String
edge AND (Comput* OR Algorithm OR Analy* OR Defect

1. OR Malfunction OR Anomal*) AND (Performance* OR
Complexit* OR Energy)
edge AND (Comput* OR Algorithm OR Analy*) AND

2. (Defect OR Malfunction OR Anomal*) AND (Performance*
OR Complexit* OR Energy)

3) Databases: The search strings shown above were
applied to the following digital libraries:

• IEEE Xplore
• ACM Digital library
• ScienceDirect

We decided to start with four libraries, but skipped the
SpringerLink database because it did not have the option of
extracting papers in a bibtex file format.

The first search string was used for all three databases
while the second string was used to search abstracts in
the IEEE Xplore database only. This was done to reduce
the number of papers found, because the first search string
resulted in more than 11,000 papers from the abstract search.

Since the digital libraries have different possibilities for
defining search strings, the strings were customized to every
digital library. Duplicates were removed from the collected
results.

C. Study Inclusion Criteria

The inclusion criteria for primary studies were as follows:
• Written in English AND
• Published in a peer-reviewed journal, conference or

workshop covering the subjects of computer science,
computer engineering, embedded systems, signal pro-
cessing, or software engineering AND

• Describing any one of the following:
– Methods or approaches for edge computing or

analytics
– Infrastructural or architectural approaches to edge

computing and analytics
– Performance evaluations of existing edge comput-

ing and analytics approaches
If several papers presented the same approach, only the

most recent was included, unless the contributions of those
papers differed.

D. Title and Abstract Level Screening

In this phase, the inclusion criteria were applied to publi-
cation titles and abstracts. To minimize researcher bias, two
researchers independently analysed the search results. After-
wards, the analyses were compared and any disagreements
were resolved through discussion. The screening results
were used as a starting point for the full text screening.

E. Full Text Level Screening

In this phase, the remaining papers were analysed based
on their full text. To minimize bias, three researchers applied
the inclusion criteria on the full text. Here, one researcher
screened all of the papers, while the remaining two re-
searchers screened half of the papers each, due to time
limitations. The results were compared and disagreements
were resolved through discussion. The researchers also doc-
umented a reason for each excluded study [11].

F. Study Quality Assessment Checklist and Procedure

The selected papers were assessed based on their quality
in terms of contribution to edge analytics. Three researchers
assessed the quality of the selected papers with one re-
searcher assessing all of the papers independently, while the

70Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-778-8

CLOUD COMPUTING 2020 : The Eleventh International Conference on Cloud Computing, GRIDs, and Virtualization

                            80 / 96



two other researchers assessed half of the papers each. After
the assessing, the results were compared and disagreements
were resolved through discussion between researchers. Any
papers not meeting minimum quality requirements, as de-
tailed below, were excluded from the set of primary studies.
The output from this phase was the final set of papers.

Table III presents the checklist for study quality assess-
ment. For each question in the checklist, a three-level,
numeric scale was used [11]. The levels were: yes (2 points),
partial (1 point), and no (0 point). Based on the checklist and
the numeric scale, each study could score a maximum of 34
and a minimum of 0 points. If a study scored 8 points or less,
it was excluded due to a lack of quality with respect to this
study. The reviewing researcher documented the obtained
score of each included/excluded study.

TABLE III. STUDY QUALITY ASSESSMENT CHECKLIST, PARTIALLY
ADOPTED FROM [8][11]

# Question
Theoretical contribution
1 Is at least one of the research questions addressed?
2 Was the study designed to address some of the research ques-

tions?
3 Is a problem description for the research explicitly provided?
4 Is the problem description for the research supported by refer-

ences to other work?
5 Are the contributions of the research clearly described?
6 Are the assumptions, if any, clearly stated?
7 Is there sufficient evidence to support the claims of the research?
Experimental evaluation
8 Is the research design, or the way the research was organized,

clearly described?
9 Is a prototype, simulation, or empirical study presented?
10 Is the experimental setup clearly described?
11 Are results from multiple different experiments included?
12 Are results from multiple runs of each experiment included?
13 Are the experimental results compared with other approaches?
14 Are negative results, if any, presented?
15 Is the statistical significance of the results assessed?
16 Are the limitations clearly stated?
17 Are the links between data, interpretation and conclusions clear?

G. Data Extraction Strategy

We used the form shown in Table IV to extract data from
the primary studies. Three researchers extracted the infor-
mation from the papers with each researcher extracting data
from one third of the papers. After the data extraction, the
results were double-checked by the reviewing researchers.
The extracted data was then used for analysis, applying RQs
from Section II-A to obtain answers.

H. Synthesis of the Extracted Data

The extracted data from the papers was analysed to to
obtain a high-level view of the different aspects related to
edge analytics. The papers were categorised and collective
results were extracted. The results from this phase are
presented and discussed in Section III.

TABLE IV. DATA EXTRACTION FORM

Data Item Value Notes
General
Data extractor name
Data extraction date
Study identifier (S1, S2, S3, ...)
Bibliographic reference (title, authors, year,
journal/conference/workshop name)
Publication type (journal, conference, or work-
shop)
Edge Computing and Analytics Related
(RQ1) The domain in which the edge analytics
are applied (e.g., smart cities, industry, air
industry, shipping, heavy/professional vehicles,
health sector)
(RQ2) Edge computing and analytics method
or algorithm
(RQ3) Edge framework (infrastructure or ar-
chitecture)
(RQ4) Performance metrics of proposal (e.g.,
algorithm complexity, computing, data com-
pression, energy requirements, real-time)
(RQ5) Mentions of standardization level
(RQ6) Evaluation method (analytical, empiri-
cal, simulation)

III. RESULTS

In this section, we present the main findings of the
research. We used search terms such as ”edge” and ”algo-
rithm*” that are used in several research contexts. Conse-
quently, some findings were not related to edge computing.
For example, some papers were related to the analysis of
image edges or parsing methods for graph edges, which are
not related to the topic of this paper.

As seen in Table V, the initial paper search produced an
excessive number of papers. After the initial screening, it
turned out that no papers found and published before 2016
were on the topic industrial edge analytics. Therefore, the
results of this study include papers published from 2016
onwards. We also discarded papers related to mobile edge
computing, as our research relates to the industrial environ-
ment. That being said, papers related to fog computing were
not discarded, because the technologies used are closely
related to edge computing. These are the main reasons to the
large number of papers discarded after the title and abstract
screening.

TABLE V. NUMBER OF PAPERS IN EACH PHASE OF THE PAPER SEARCH
AND SCREENING

Phase Number of papers
Initial search results without duplicates 912
After title and abstract screening 118
After full text screening 58
After quality assessment 47

After the initial paper search, 912 papers were found
after removing all duplicates. After the title and abstract
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screening, only 118 papers were included in the following
phase. After the full text screening, 58 papers were included
in the quality assessment.Only a few papers were discarded
based on the quality assessment, leaving 47 primary studies
for the final analysis. Overall, a significant number of papers
were discarded, as their content (e.g., graphs, decision trees)
did not relate to the industry domain of edge analytics. Most
of the primary studies (38) were published in conference
proceedings and the remainder (9) were published in jour-
nals.

As shown in Figure 1, the subject of edge computing
is trending toward greater interest over time. We note that
while there were few papers used from 2019, the initial paper
search took place on April 10, 2019. As such, this study most
likely does not include all related articles published in 2019.

3

10

29

5

0

5

10

15

20

25

30

35

2016 2017 2018 2019

Figure 1. Reviewed papers sorted by publication year

A. Application Domains of Edge Computing (RQ1)

The idea behind RQ1 was to identify domains in which
edge computing has been studied, and these domains are
illustrated in Figure 2. According to our findings, smart
cities and homes were application domain of many primary
studies. However, the majority of these studies did not have a
specific application domain, providing general contributions
that could be applied to several domains.

B. Edge Computing Method or Algorithm (RQ2)

Table VII shows the purpose of algorithms used in the
primary studies. Approximately one third of the primary
studies relied on algorithms used for task scheduling and
operation partitioning, which is expected, since those char-
acteristics are important when implementing edge systems.
The second-most addressed use for algorithms was address-
ing power optimisation, which is also understandable as
task scheduling and operation partitioning are closely related
to power consumption. A substantial number of papers
contained algorithms related to image and video processing
as well as data transmission, reduction, and mining. Only

TABLE VI. PRIMARY STUDIES INCLUDED, WITH CORRESPONDING
REFERENCES

ID Reference ID Reference
S1 [12] S25 [13]
S2 [14] S26 [15]
S3 [16] S27 [17]
S4 [18] S28 [19]
S5 [20] S29 [21]
S6 [22] S30 [23]
S7 [5] S31 [24]
S8 [25] S32 [26]
S9 [27] S33 [28]

S10 [29] S34 [30]
S11 [31] S35 [32]
S12 [7] S36 [33]
S13 [34] S37 [35]
S14 [36] S38 [37]
S15 [38] S39 [39]
S16 [4] S40 [40]
S17 [41] S41 [3]
S18 [42] S42 [43]
S19 [44] S43 [45]
S20 [46] S44 [47]
S21 [48] S45 [49]
S22 [50] S46 [6]
S23 [51] S47 [52]
S24 [53]

Not 
specified

Health

Smart 
cities&homes

Professional 
Vehicles

Other

22

3

13

5

6

Figure 2. Edge computing application domains from reviewed studies

a few papers used algorithms related to anomaly detection,
audio measurements or time efficiency. In general, Table VII
shows that the area of edge computing and analytics is quite
new, and more research effort is needed especially in the less
addressed categories.

C. Edge Computing Framework (RQ3)

Figure 3 shows the number of papers that contributed with
architectures or infrastructures. However, proposals varied
widely and could not be classified further and the distinction
between the two terms may be considered vague. This
research question was consequently quite difficult to answer.
Nonetheless, in our classification, we considered architecture
to be device-internal mostly and infrastructure to be an edge-
device network.
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TABLE VII. TARGETS FOR USING ALGORITHMS IN THE PRIMARY STUDIES

Algorithm Output Count Primary Studies Description
Data Transmission/Reduction/Mining 4 S1, S4, S24, S32 Data management and engineering
Power optimisation 9 S5, S6, S8, S18, S19,S21,S26, S27, S35 Power consumption reduction, anomaly detection
Task Scheduling & Operation Partitioning 16 S7, S11, S13, S16, S20, S23, S26, S27,

S31, S34, S40, S41, S42, S44, S45, S47
Decision trees, appliance scheduling, routine handler,
offloading algorithm

Anomaly Detection 3 S12, S13, S37 Vehicle anomaly detection, control loops, anomaly
detection

Image Classification & Face Recognition &
Video Processing & Pattern Recognition

4 S10, S17, S28, S29, S30 Image classification, face recognition, Markov
model, image recognition, video processing

Audio Measurements & Time efficiency &
Localization

3 S35, S39, S43 Mosquito wing-beats classification, BLE localiza-
tion, delay reduction

0 5 10 15 20 25 30

Not specified

Architecture

Infrastructure

Figure 3. Articles organized by the type of edge framework proposed

D. Proposals Performance

(RQ4)
The purpose of RQ4 was to evaluate the performances of

the edge systems presented in the primary studies. As can
be seen in Table VIII, 29 primary studies provided energy
efficient solutions, mostly by reducing energy requirements
for performing tasks. Solutions working in real-time i.e.,
providing results with minimal but approximately constant
delay) were provided by 15 of the primary studies. Five pri-
mary studies provided solutions that improved computational
efficiency by reducing the time required to complete certain
tasks and reducing overall memory usage. Only two primary
studies addressed data transmission in edge systems. The re-
maining nine primary studies measured various phenomena
that was not easily categorised.

E. Edge Analytics Standardization Level (RQ5)

In this research, we analysed what level of standardization
has been used in edge computing. According to our findings,
no primary study mentioned relying on any edge computing-
related standard. A few primary studies used standards that
are not strictly edge-related (e.g., Controller Area Network,
IEEE P1363 and NGSI), but standardization is ongoing
for multi-access edge computing within European standards
telecommunications institute [3].

F. Proposal Evaluation Methods (RQ6)

Evaluating proposed approaches is an important part of
the this study, allowing the effectiveness if each contribution
to be acknowledged and compared to other approaches.
We analysed the evaluation methods that were used in the
primary studies by using analytical, simulation and empirical

0 5 10 15 20 25 30 35

Empirical study

Simulation

Analytical

Figure 4. Evaluation methods

studies (Figure 4). In the majority of the primary studies,
the evaluation was conducted by performing simulations.
However, empirical studies were also used in many studies.
We point out that in some papers, a combination of these
evaluation methods were used. Among the primary studies
that were evaluated by empirical studies, case studies were
the dominant method chosen. Even though the case studies
relied on real implementations for their evaluations, they
were mostly applied in lab environments, meaning that
the evaluations were controlled by the researchers. Such
environments tend to prevent events that occur in real
environments.

IV. THREATS TO VALIDITY

A threat to validity of this study is that papers related to
mobile edge computing were not included, since this study
focused on edge computing and analytics in non-mobile
environments. Consequently, some relevant papers may have
been missed.

This study also only included papers published from 2016
onward, largely due to the appearance of the term ”edge”
towards the end of 2015. As such, there may be papers
published related to this paper’s topic that were published
earlier and subsequently missed. There may, however, exist
papers published earlier that are related to the topic of this
paper, and if that is the case, those papers have been missed.

Another threat to validity is that the screening phases
were performed partially by different persons. While one
researcher followed the entire protocol from beginning to
end, the remaining researchers had varying influence on the
screening phases. These researchers may have had different
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TABLE VIII. PERFORMANCE METRICS IN THE PRIMARY STUDIES

Performance Metric Count Primary Studies Description
Real-time 15 S1, S12, S13, S24, S28, S29, S30, S34,

S35, S36, S39, S40, S43, S45, S46
Computations are performed while the system is
running. Results are available with minimal delay.

Computational Efficiency 5 S2, S33, S37, S39, S41 Reduced computation time and memory due to the
use of edge system.

Energy Efficiency 29 S3, S4, S5, S6, S8, S9, S10, S11, S14,
S15, S16, S18, S19, S20, S21, S22,
S23, S26, S27, S29, S31, S32, S34,
S35, S38, S43, S44, S45, S47

Reduced energy requirements for performing com-
putations due to the use of edge system.

Data Transmission 2 S25, S45 Reduced response times, improved transmission rates
Other 9 S7, S17, S27, S28, S30, S34, S36, S40,

S42
Task scheduling, latency, network performance, flex-
ibility, quality of service, system bandwith, runtime
performance

views regarding paper relevancy, causing relevant papers to
be excluded.

In all phases where three researchers were involved, ex-
cept for the data extraction phase, one researcher completed
the entire phase independently, while the other two divided
the workload evenly between them. Since the workload was
divided, some papers may have been excluded because of
differing criteria for relevance.

In the data extraction phase, each of the researchers
extracted data from one third of the papers. Although each
set of extracted data was double-checked by other researches
in the group, there is a risk that some data may have been
missed.

Finally, we point out that after each phase in the protocol,
consensus discussions were held and any disagreements
were resolved. Therefore, we feel any threats posed to
protocol execution were minimal.

V. CONCLUSIONS

We have presented a systematic mapping study on edge
computing and analytics. For the purpose of replicability,
the protocol used in the study was also presented. Since the
term ”edge” is rather new, the papers we identified were all
published in 2016 or later.

In our findings, several papers targeting task scheduling
and power optimisation while few addressed other targets
(such as image and face recognition, anomaly detection,
data management and data engineering) to indicate a clear
information gap for those fields. Many papers relied on sim-
ulating their proposals and few offered real implementations
of edge technologies. Many situations, however, are difficult
to simulate, because of events that are either unknown, rare
or hard to predict.

Almost half of the papers did not specify their application
domain, indicating that clear implementation strategies for
some proposals did not exist. Among the application do-
mains specified, smart cities and homes were the dominating
application hldomains, followed by professional vehicles,
the health domain, and various other domains.
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Abstract—SharePoint Online (SPO) is a Microsoft cloud-based 

business collaboration platform that is very robust and 

dynamic. Organizations can deploy and manage SharePoint 

Server on-Premises or can use SharePoint Online with an 

Office 365 Enterprise subscription. The platform has been in 

the market for almost two decades and last year SharePoint hit 

100 million active monthly users in the cloud. The platform has 

become larger in scale, richer in features, and is improving 

consistently. Thus, SharePoint migration has become even 

more important, especially migrating into its online 

version. The SharePoint support cycle changes when a new 

version is released, which affects also the support for various 

features.  Namely, newly added features and functionalities 

somehow enforce one to upgrade/migrate to the new 

SharePoint version. This paper seeks to show the best practices 

on how to do the migration of the SharePoint platform from 

one version to another. Five SharePoint migration 

projects have been described to serve as a case study. Engaging 

users during the migration process resulted in easier adoption 

of the new environment by the users and more efficient work 

from developers’ perspective. Moreover, the study identifies 

‘must have actions’ and ‘nice to have ones’ within each 

phase in order to do the migration properly. In particular, 

content owners should be given a date when to finish the clean-

up of old/unused data; if they do not do that properly or at all, 

then at least it should be requested from them to clean-up 

workflows, solutions, and pages which are not in use, in order 

to save the time while developing/recreating them.  

Keywords-SharePoint; Data Migration; Cloud; SharePoint 

Online. 

I. INTRODUCTION 

SharePoint is a web-based collaborative platform that 
integrates with Microsoft Office [1]. SharePoint can be 
deployed and managed on-Premises (SharePoint Server 2019 
is the latest version) or can be used Online with an Office 
365 Enterprise subscription. It is also available in hybrid 
scenarios.  

 On the one hand, both platforms (SharePoint on-
Premises and Online) include out of the box a bunch of 
collaboration, communication, document management and 
business processes modeling features; and on the other hand, 
they include the building blocks for many kinds of Modern 
Workplace solutions through a set of rich application 

program interfaces (API) and extensibility mechanisms [2]. 
SharePoint can be used as a secure place to store, organize, 
share, and access information from any device [3]. Microsoft 
states that more than 200,000 organizations and 190 million 
people have SharePoint for intranets, team sites and content 
management [4]. 

Like any other application, platform, or framework, 
SharePoint is evolving continuously over the years. We have 
a new version of SharePoint on-Premises almost every three 
years. There can be many reasons, why one should upgrade 
to the latest versions of SharePoint; few of them are 
listed below [5]: 

1. Support Cycle changes when Microsoft releases a 
new version – To do proper support we need a deep 
knowledge & understanding of SharePoint’s features 
& functionalities and help from Microsoft 
support to keep it running smoothly [5]. At the end 
of mainstream support, Microsoft no longer issues 
product updates, only issues security patches. 
After the expiration of extended support, Microsoft 
stops issuing patches for that product, which makes 
that version a security liability to continue using [6]. 
In Table I, there are shown some version of 
SharePoint Server together with their Service Pack 
and the dates when Microsoft will stop supporting 
them. 

2. Features may be deprecated, and additions do occur 

with new versions - Microsoft stops supporting 

various features with every new release. A 

feature can be deprecated in the immediate new 

version and completely removed in 

the subsequent versions [5]. The list of features and 

functionalities that have been discontinued or 

changed in the SharePoint versions 2013 [7], 2016 

[8], and 2019 [9] and the workaround or replacement 

for them can be found for further reading in the 

references. There are two options to upgrade in 

SharePoint on-Premises: upgrade to the new next 

version, then to the other and so on or use third-party 

migration tools to upgrade to the desired new 

SharePoint server version or SharePoint Online. 
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TABLE I. SHAREPOINT PRODUCT LIFECYCLE SUPPORT [10] 

Products 

Released 

Lifecycle 

Start Date 

Mainstream 

Support End Date 

Extended Support 

End Date 

SharePoint 

2007 SP3 

25/10/2011 09/10/2012 10/10/2017 

SharePoint 

2010 SP2 

23/07/2013 13/10/2015 13/10/2020 

SharePoint 

2013 

09/01/2013 Not Applicable Not Applicable 

SharePoint 

2013 SP1 

25/02/2014 10/04/2018 11/04/2023 

SharePoint 

2016 

01/05/2016 13/07/2021 14/07/2026 

SharePoint 

2019 

22/10/2018 09/01/2024 14/07/2026 

 
3. One important thing is that when Microsoft releases 

the new features in any version like SharePoint 

2016 or 2019, those features are already tested and 

are used in Office 365 for several years. SPO/Office 

365 includes some distinguishing features [5]. 

Firstly, SharePoint farms are hosted in Microsoft’s 

cloud infrastructure and Microsoft applies security 

patches and pushes platform updates. Secondly, 

Office 365 has committed to 99.9% availability in 

their Service Level Agreement (SLA) and the cloud 

version receives more new features [5]. Finally, 

SPO is licensed on a per-user basis and can be 

purchased as a standalone service or as part of 

an Office 365 plan.  
SharePoint on-Premises has some notable features. 
Firstly, SharePoint farms are hosted within the 
organization, the organization’s IT is responsible for 
everything like patches, updates, etc. and also 
maintaining the Active Directory Domain Services 
on-Premises. Lastly, licensing is done buying Client 
Access Licenses (CALs) for either each device or 
person accessing the SharePoint server [5]. 
      As with other data migration projects, the most 
important things in SharePoint migrations are 
planning and analysis. Based on [11], the following 
steps should be carefully taken into account before 
and during the migration process: 

 Make a detailed inventory of the environment – this 
helps us to make better decisions and estimates on 
the effort of the migration. We should have an 
inventory list of whole structure like site 
collections, sites, and lists, custom solutions, 
workflows, pages, users, and groups used retention 
policies, permissions, large lists or libraries, lists 
with lookup columns/dependencies to other lists 
and User Interface (UI) customizations (JavaScript, 
altered menus, etc.). Nice to have is an inventory 

list of content types, records, site columns, user 
alerts, and branding. 

 Clean up the old environment - Contact the 
site/content owners and ask them to do this before 
the migration starts. They must find and delete 
unused and duplicated content; break large site 
collections into multiple site collections; promote 
large sites into site collections, review and 
reorganize very large lists. Removing “orphaned 
users”, empty SharePoint groups, unwanted 
versions and reorganizing lists and libraries with too 
many columns would be nice too. 

 Prepare the destination environment –We must take 
the time to plan and structure a new home 
according to the new requirements/needs. It is nice 
to redesign the landing page if the stakeholders 
agree with this. 

 Communicate with users – Users should be 
informed about migration before starting it, 
downtime planned, estimated timeline, the reason 
for the change and the value for them and possible 
changes in the environments. 

 Start the migration – We must choose the 
appropriate site template, map SharePoint groups, 
migrate one by one Site Collection according to the 
plan, review the migration report/log file and fix the 
issues, redesign/recreate pages to modern ones and 
workflows and solutions. 

 Post migration – We have to make sure that 
everything was migrated successfully, test all 
workflows, check user permissions, set access to 
read-only/remove in the old SharePoint and redirect 
users to the new one. 

In Section 2 we will explain in details five case studies 

and the approach used during these migrations. In Section 3 

we have a discussion part, where we have discussed lessons 

learned from these migrations, some critical pitfalls that one 

must be aware before the migration, comparing the 

migration methods used here and also what happens when 

the size is way bigger than the largest size of our case study. 

In section 4 we have the conclusion, where we have 

explained the steps for successful migration process, the 

finding of this paper and also the future works. 
 

II. CASE STUDIES 

As a case study, we have used five SharePoint migration 

projects with which we had experience in the past. The first 

two are completed in Cacttus Company in Pristina and the 

others in McKesson Europe AG in Stuttgart for three 

McKesson Business Units: McKesson UK, Admenta – Italy, 

and Lloydsapotek – Sweden. In the context of versions, one 

of them is from SharePoint Server 2007 to SharePoint 

Server 2010 and the other four from SharePoint Server to 

SharePoint Online. 
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A. Upgrade/Migrate SharePoint Server 2007 to SharePoint 

Server 2010 

There are two basic upgrade approaches for the upgrade 
from SharePoint Server 2007 to SharePoint Server 2010: in-
place upgrade and database attach upgrade. An in-place 
upgrade is used to upgrade all Microsoft SharePoint sites on 
the same hardware. A database attach upgrade is used to 
move the content to a new farm or new hardware. One can 
also combine these two types of the upgrade in hybrid 
approaches that reduce downtime during an upgrade [12]. 

There were more than 30 site collections in the old 
SharePoint 2007 Intranet and the first thing was getting 
approval from the content owner and delete the unused site 
collections and move some of the data from different site 
collections to a new one named Archive. The other 12 
frequently-used site collections were prepared for the 
upgrade. Then database attach upgrade was used with the 
following steps:  

1. Run the Pre-Upgrade Check command in stsadm on 
the SharePoint 2007 Server to identify and fix the 
potential upgrade issues before upgrade 

2. Set up and configure a new SharePoint Server 2010 
farm. Then transfer all customizations to the new 
farm and tests the environment. 

3. Detach the content databases from the old Office 
SharePoint Server 2007 farm. 

4. Attach the content databases to the new farm and 
upgrade the content. 

5. Confirmation that the upgrade has finished 
successfully and then configures the new farm to 
start serving requests at the new URL. 

B. Migrate of SharePoint Server 2010 to SharePoint Online 

The manual migration process, in this case, was 
performed with the following order:  

 First, we created a similar structure of the 
Intranet including Site Collections 

 Then the sites were saved as templates and 
then moved over to SharePoint Online to the 
appropriate site collections 

 Then the lists/libraries were saved as 
templates and then moved over to SharePoint 
Online to the appropriate site collections/sites 

 Some of the libraries the documents were 
moved from the old into the new environment 
using the explorer view 

 Then the forms developed in InfoPath 2010 
were moved to SPO by first changing the 
connection strings in the form 

 Workflows have been exported to Visio and 
then import in the new site and then the 
config files were modified. Since SharePoint 
Designer does not provide a direct way to 
move list workflows and we could not use 
third-party tools, we used the above way of 
migrating them by manually changing the 
config.xoml files between the sites [13]. 

C. Migrate of SharePoint Server 2013 to SharePoint Online 

ShareGate Desktop third party application was used to 
make the move to SharePoint Online seamless, without 
impacting the users regardless of how complex the migration 
project was. It provides a user-friendly interface and it is 
cost-effective. ShareGate, with its intuitive features, helps to 
prepare, execute, and validate the data migration whether one 
is migrating an entire environment or just a few lists [14]. 

C1. Migration of Swedish Intranet 

Swedish Intranet is mainly used to share news and 
documents with pharmacies. An overview of the Swedish 
Intranet Inventory is depicted in Figure 1. The Intranet 
consisted of one site collection with eight sites. The total size 
was 2.46 GB. There were eight sites with custom master 
pages, and nine custom features in five of them. The number 
of checked-out files was nine in six libraries. 

Firstly, content owners have been informed to clean up 
old/unused data from the old environment until a specific 
date. In order to make it a little bit easier for them, two 
specific reports in Excel with Unused Documents and 
Unused Lists for more than 6 months were sent to them. 
New SharePoint Online Site was created and then the initial 
content migration was done, from the old one into the new 
environment. After the initial migration, some issues were 
found and immediately were fixed. Moreover, all the pages 
on the new environment were recreated to new modern ones. 
On the Intranet landing page Newsfeed capability was 
heavily used to communicate with pharmacies. Since the 
Newsfeed is not available in the new Office 365 tenants it 
was decided to use Yammer instead of it. Links in the Top 
Navigation were also recreated. 

After finishing all the above tasks, the end-users were 
informed that the old Intranet will be set to Read Only for all 
the users on a specific date and they should update 
bookmarks in their browsers. After this notification, the site 
was set to Read Only and a visible banner on the landing 
page with the PowerShell script and then the final migration 
has been done. A similar approach can be achieved by 
setting the site as Read Only in Central Admin and adding a 
banner on the site landing page with SharePoint Designer, 
editing page, or a content editor web part.  
The visible banner was set on the old Intranet landing page 
informing the users that the migration is done to the new 
Intranet. Link to the new Intranet was also present and the 
information whom to contact if they encounter any error or 
have any issues using the new version. 

 
Figure 1. Swedish Intranet Inventory 
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C2. Migration of Italian Intranet 

An overview of the Italian Intranet Inventory is depicted 

in Figure 2. It consists of one site collection with four sites. 

The total size was 4.80 GB and there were 21 workflows. 

There were five custom features in four sites. The number of 

checked-out files was 84 in 14 libraries. 
Since Italian Intranet had similarities with the Swedish one, 
we followed the same approach during the migration except 
that Italian Intranet had a huge number of workflows that 
needed to be migrated/recreated. Also, it was decided that 

the workflow history list will be migrated only as an 

‘archive’ list and the running instances of workflows will not 
be migrated. All the items on the lists were workflows were 
attached were migrated before migrating workflows.  

 Workflows were migrated from the old to the new 
environment using ShareGate tool by stopping first the list 
workflows from starting when the new item is created or 
modified, and publish them in the old environment. Then the 
workflows were migrated from the old to the new Intranet 
and the actions were rebuilt in the new workflows which 
were not migrated because they were not supported in Nintex 
Online. Then the conditions to start the workflow were 
changed to be the same as in the old Intranet and the new 
workflows were published. Lastly, the content owners were 
asked to test the workflows. 
After finishing all workflows, communication has been done 
to the end-users, old Intranet was set to Read Only and the 
final content incremental migration has been done. The 
banner was set on the old Intranet to inform users about the 
changes and the new URL of the new environment. 

C3. Migration of UK Intranet 

UK Intranet is mainly used to share news and documents 
with all participants and for managing documents within 
different departments/projects there. As illustrated in Figure 
3, the UK Intranet consisted of 30 site collections with 95 
sites. The total size was 65.40 GB. There were 14 sites with 
custom master pages, and 55 custom features in 42 sites. The 
number of checked-out files was 43 in 19 libraries.  

Here we have used a different approach compared with 
the previous migration of Intranets. It was decided first 
migrating only the root site collection into the new SPO site  

 

 
Figure 2. Italian Intranet Inventory 

 
Figure 3. UK Intranet Inventory 

 
and then to go live with this site. All the links to the other 
site collections in the new site were pointing to the old site 
collections. Then the other site collections have been 
migrated one by one and after that, the links in the root site 
to that specific site collection have been updated. Before 
going live with this solution, the following things were 
previously done: 

 An initial communication has been sent to all users 
to inform that migration of their Intranet will start.  

 The content owners have been informed to clean up 
old/unused data from the old environment. 

 All the news articles of the actual year were created 
in new modern pages since previously ones were as 
the blog posts which is not supported in modern sites 

 Training to the communication team was done and a 
manual was delivered on how to create news articles 
with modern pages 

 The old root site collection was migrated to the new 
separated site collection 

 The new root site collection was used to hold only 
the news part and some subsites 

 IIS redirect was used to redirect users from the old to 
the new UK Intranet 

 The new banner was added to the new root site 
collection to inform the users about the migration 

A new page for the migration plan was created to inform 
users about timescales and support contact. A report was 
viewed on the page with the information about when the 
migration will start and end for each site collections/sites. 
Also, chart and pie graphics were added with information on 
how many site collections or sites were migrated and how 
many others are waiting for. The information on this page 
was updated frequently when new sites/site collections were 
migrated and the rows on Excel report were set to green for 
the migrated ones.  

The migration of the site collections was done one by 
one. Using the script, the site was set to Read Only for 1-3 
business days based on the predefined schedule/plan, and 
banner was added to inform the users that the migration is 
ongoing in that area. Then the migration started and all the 
pages on the new site collection were recreated to modern 
ones. After the migration of the site was finished the banner 
was changed to the migration is finished and the new URL 
was there. Since there were lots of pages in each site/site 
collection we have used a ModernizingPages [15] 
PowerShell script to do the conversion between the classic 
pages to the modern ones, and then redo the web parts which 
were not migrated properly. The description of the code is 
shown below.  
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$user = "ak30369@ubt-uni.net" 
1. $cred = Get-Credential -UserName 

$user 
2. Connect-PnPOnline -Url 

https://ubt.sharepoint.com/sites/hr/ 
-Credentials $cred 

3. $pages = Get-PnPListItem -List 
sitepages 

4. foreach ($page in $pages)  
5. { Write-Host "Modernizing" 

$page.FieldValues["FileLeafRef"] 
"..." 

6. $modernPage = ConvertTo-
PnPClientSidePage -Identity 
$page.FieldValues["FileLeafRef"] -
Overwrite             Write-Host 
"Done" -ForegroundColor Green} 

 
Code from lines 1-3 will prompt for password and creates a 
context for the other PowerShell commands to use. Code in 
line 4 will get all the pages in the library named “SitePages”. 
Code in line 5 will iterate over all pages which are saved on 
variable $pages. Finally, code from lines 6-7 will create a 
modern version for the classic pages, which will be saved to 
Site Pages library and named to ex. Migrated_Home.aspx. 

After finishing all the site collections based on the 
migration plan, another final communication was sent to the 
users to inform them that their Intranet migration is done, 
and they should ask the Local Support Desk team about any 
issue.  

III. DISCUSSIONS 

SharePoint Online is a cloud-based service that helps 
organizations share and manage content, knowledge, and 
applications to empower teamwork, quickly find 
information, and seamlessly collaborate across the 
organization [16]. Capabilities of SharePoint have expanded 
greatly from the original 2001 version to SharePoint 2019 
and SharePoint Online. SharePoint support cycle changes 
when Microsoft releases a new version, which affects also 
the support for various features by Microsoft. Because of this 
and the coming of new features and functionalities with the 
new version, there is a must to upgrade/migrate to the new 
SharePoint version. There are two options to upgrade in 
SharePoint on-Premises, move through each version as one 
upgrade or use third-party migration tools to upgrade to the 
desired version directly and to SharePoint Online. Moving 
forward, Microsoft will continue its focus on SharePoint 
Online/Office 365 to make it available and useful for 
organizations of every shape and size. Office 365 has some 
distinguishing features. Firstly, SharePoint farms are hosted 
in Microsoft’s cloud infrastructure and Microsoft applies 
security patches and pushes platform updates. Secondly, 
Office 365 has committed to 99.9% availability in its service 
level agreement (SLA) and the cloud version receives more 
new features. Lastly, some features will never be available 
on-Premises: Microsoft Graph, Delve, Power Automate, and 
Power Apps. 

After a specified period that the migration has been 
completed, one should lock the old Intranet to enforce users 
who still use it in Read-Only mode to switch to the new 
migrated Intranet. Probably users will complain that they do 
not have access but they can be informed that they were 
accessing the old Intranet and they should use the new one in 
the appropriate URL that is going to be shared with them. 

As it is explained in a blog [17], it is always required that 
the migrations to be of the highest quality and often must 
balance costs and time while defining their migration 
roadmap. The lack of resources adds another layer of 
complexity to the migration process. During our experience 
with many projects, we found that there is a tendency to take 
an inexpensive approach, whereby data is directly transferred 
to the new environment, without much analysis or clean-up. 
While this may be a relatively inexpensive way to balance 
the two important parameters of cost and time, it is certainly 
not the most efficient way. There are some critical pitfalls 
one must be aware of before upgrading or migrating to a new 
SharePoint environment [17]:  

 SharePoint Upgrade is the responsibility only of the 
IT team. All stakeholders should be consulted, and a 
consensus emerges regarding the SharePoint 
roadmap of an organization [17]. 

 To migrate, we need only a source and a destination 
environment. The new environment must support all 
the components present in the current environment 
[17].  

 Consider compatibility requirements of third-party 
applications’ integration. Before starting with any 
migration, one must check for the compatibility of 
all third-party tools with the new environment. 
Eventually, one should update the tools to a version 
that is more compatible with the new environment 
[17]. 

 Scatter information. A SharePoint migration team 
must map all the information with the relevant 
metadata. The right set of documents must be 
identified, along with their versions to be transferred 
to the destination [17]. 

 No documentation of the current legacy system. 
Documentation should contain an overview of the 
architectural and system considerations, with web 
parts & external data sources. The document should 
provide also details of all previous migrations or 
SharePoint upgrade experiences, along with the type 
of approach used to migrate [17].  

External sharing. Users in SharePoint Online can share sites, 
folders, and individual documents with anyone, who has a 
Microsoft Account linked to their corporate e-mail address. 
There is also the possibility to generate Guest Links, which 
allow Read or Edit permissions to be granted without 
requiring authentication while allowing the Guest Links to 
be revoked at any time. 
Stay up to date, always. Users of the online version are 
privileged to get early updates on new releases upgrades than 
those who use SharePoint On-Premises. Moreover, some 
features might not be available for the on-Premises at all. 
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TABLE II. INVENTORY OF INTRANETS 

Intranet 

Projects 

Data in Numbers 

Size in 

GB 

Site 

Collections 

Sites Workflows Custom 

features 

UK 65.40 30 95 0 55 

Italian 4.80 1 4 21 5 

Swedish 2.46 1 8 0 9 

 
In Table II, there are shown inventories of the Intranets’ 

contents, from the three last projects before migration took 
place. Comparing migration method of the Italian and 
Swedish Intranet with the UK, we have found that the 
migration pattern we followed in the UK case proved to be 
the best one. Giving the users direct access to the new 
Intranet (SPO) at the initial stage of the migration project 
resulted in more engagement and adoption by the users. 
Addressing issues appearing in early stages resulted in a 
smoother migration process, which to the best of our 
knowledge has not been considered by other related works.  

If the total size is way bigger than the largest size of our 
case studies (65.4GB) or much more workflows or sites are 
to be migrated, then it will require more time, planning and 
efforts. Also, we have to keep in mind that the migration 
performance can be affected by network infrastructure, file 
size, migration time, and throttling.  

IV. CONCLUSION 

The migration of data and applications on the cloud 
outlines one of the most important processes after each 
application version publishing. A summary of the 
recommended steps needed for a successful migration 
process includes the following [11]:  

1. Make a detailed inventory of the environment   
2. Clean up the old environment   
3. Prepare the destination environment   
4. Communicate with users  
5. Start the migration  
6. Post- migration 

Content owners should be given a date when to finish the 
clean-up of old/unused data; if they do not do it properly or 
at all, then at least we should request from them to clean-up 
workflows, pages and, solutions which are not used, to save 
our time while recreating them. The findings in this paper 
show that in order to have a smoother migration and better 
users’ adoption one should engage users with the new 
environment as earlier as possible during the migration 
process.. An insight into user experience with the migration 
process would be understood by conducting a questionnaire, 
which is planned as per future works. Other future works 
include recommendations regarding the custom code 
solutions and modernization of other customizations and 
applications to get them ready for migration to SPO. 
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Abstract—Kubernetes is the most popular container orchestration
system for automating application deployment. To adapt thou-
sands of applications’ working pattern, Kubernetes Operators
are proposed as the default approach for packaging, deploying
and managing an application in Kubernetes. Now, different kinds
of Operators are developed to support applications in various
categories. However, a single Operator only applies to a single
application. Users still need to pay effort to deploy, monitor or
maintain a system which is formed by a class of applications.
Thus, Our System Operator is created to provide a help. It is able
to connect applications in Kubernetes by connecting applications’
Operator in Graphic User Interface (GUI) canvas. Instead of
users, System Operator can help maintain the whole system
according to organized pattern. It will be a great help for the
flexible utilization of Kubernetes.

Keywords–Container; Kubernetes; Kubernetes Operator; System
Operator

I. INTRODUCTION

Virtual machines used to be one of the best options when
companies deploy their services. At that time, OpenStack
and Amazon Web Services (AWS)) are famous for its stable
virtual server quality. During that period, a large number
of software applications are designed in monolithic archi-
tecture pattern [1]. Monolithic architecture pattern, trending
to integrate all components in one server, tends to cause
problems like long building time, poor resilience to failures,
incompatibility issues. Then, container [2] is invented to be a
new form of operating system virtualization. Kubernetes [3],
an open source container platform, is raised by Google to
help manage containers and automates many of the manual
processes in container’s deployment and management. Because
of its convenience and powerful advantages, now Kubernetes
is becoming the most popular container orchestration tool in
IT industry.

Along with the benefits Kubernetes brings to us, it also
introduces some new issues. Due to the abundant functionality
of Kubernetes, in order to get qualified as a Kubernetes
engineer, meticulous training is commonly required. Engineers
who are not familiar with infrastructure technology will feel
it difficult to try Kubernetes because of its complexity [4].

On the other side, concept Kubernetes Operator [5] raised
by CoreOS is designed for packaging, deploying and managing
a Kubernetes application automatically. With Kubernetes Op-
erators, people are able to share their knowledge on application
management, as well as save effort and time on DevOps.

Operators bring convenience to Kubernetes users. However,
users still need to deploy Operators by themselves.

With Kubernetes and Operator, more and more companies
trend to migrate their legacy systems to modern architecture.
However, lack of specialized knowledge becomes a barrier for
the migration.

Legacy system requires system management as a entirety,
while Kubernetes allows container-specific management of
distributed system. Even with Kubernetes Operator’s help,
engineers need to deploy individual applications and connect
them to build an entire system. Engineers who are used to
legacy management mode need to try hard to break down
barriers.

In the other hand, the Cloud Native Ecosystems like
Cloud Native Computing Foundation (CNCF) Cloud Native
Interactive Landscape [6] and OperatorHub [7] obtain favor-
able development. Containers based applications and related
Operators are developed and released as Open Source Software
(OSS), which are available to anyone. This is a great benefit
to develop our proposal, System Operator.

The remaining of this paper is organized as follows. Section
2 gives a brief introduction of System Operator. Section
3 explains how System Operator works and what System
Operator can be used to do. Finally, in section 4, we make
the conclusion, and list out our future work at the same time.

II. SYSTEM OPERATOR

In order to solve above issues, we designed a new tool,
System Operator. System Operator is used to create and
maintain systems which are composed by various applications.

System Operator is designed to meet following targets:

1) Easy to use: reduce the requirements on user’s knowl-
edge on Kubernetes.

2) High applicability: by choosing proper Application
Operators, users are able to create all appropriate
systems they want.

3) Expandability: users can apply their own configs to
System Operator to achieve their requirements on
system maintenance.

The complete workflow of System Operator will be divided
into several steps. First, users need to select all necessary
Application Operators, connect and configure them to make up
a system. Then, System Operator will automatically generate
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Figure 1. GUI of System Operator

the deployment manifest. Using the generated manifest, users
can easily deploy the system to target Kubernetes cluster.

Besides deployment, System Operator can also contin-
uously monitor all resources created by these Application
Operators. According to the result of monitoring, adjustment
will be executed to keep the system stable. To achieve this
aim, there is an issue needs to be solved first. Application
Operator is always designed as a black box. Only part of
the Application Operators are providing the API for calling
corresponding resource’s status. Due to this reason, it is not
easy for System Operator to get status of resources created by
selected Application Operators. Detailed information will be
introduced in next section ”How System Operator works”.

A. Graphic User Interface (GUI)
GUI support is important on improving the usability of

this tool. Inspired by OpenStack Heat Dashboard [8], GUI of
the System Operator is designed as Figure 1. Various kinds
of Operator icons are listed on the left side. Users need to
select Application Operators with different functions from the
left-hand column. Then, drag and drop selected Operator icons
to the canvas on the right side. After dragging and dropping
Operator icons, users can connect these icons to build the
skeleton of their target system. The line used to connect two
icons is a directed arrow. An arrow (x, y) is considered to
be directed from icon x to icon y, another arrow (y, z) is
considered to be directed from icon y to icon z. Thus, icon
y is a previous node of icon z, and icon x is also previous
node of icon z. These arrows are used to arrange the network
traffic in target system.

By connecting the Operators, the skeleton of system will
be presented in the canvas. In order to generate the manifest,
users are also required to fill the config for each Operator.
System Operator controller which is used to manage these
selected Operators in Kuberntes cluster will also be deployed
by clicking the button on canvas.

III. HOW SYSTEM OPERATOR WORKS

System Operator is used to manage the Application Oper-
ators instead of human. By monitoring the status of resources,
System Operator can make rapid reaction when sudden events
happen. In the following subsections, we will introduce how
System Operator works from brief architecture to details.

A. Architecture of System Operator
Figure 2 shows a brief architecture of System Operator as

well as the steps System Operator will do to deploy a system
in the Kubernetes cluster.

1
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6. Create Kubernetes Services

Figure 2. Architecture of System Operator

First, System Operator Application will provide a GUI for
accepting user’s request, a database and a storage to store the
information for Application Operators and Application Oper-
ator images. After System Operator accepting user’s request
(step 1), it will generate a manifest and respond to users
(step 2). After deploying of the manifest (step 3), System
Operator Application will also deploy corresponding System
Operator controller in the same Kubernetes cluster (step 4)
to maintain the deployed system. Then, System Operator
controller will call Kubernetes API server to recognize all
secondary resources of each Application (step 5). At last,
System Operator controller in Kubernetes will complete the
user’s system deployment in Kubernetes cluster by connect-
ing all applications deployed by adding Kubernetes Services
among them (step 6). Detailed description will be introduced
in following subsections.

B. Use Kubernetes Service resource to connect applications
In normal cases, an integrated system is composed by

several applications. In legacy system, engineers use IP address
or hostname to make the connection for integrated system. In
Kubernetes cluster, in order to generate invariable cluster IP,
System Operator will use Kubernetes Service resource to bind
applications and make the connection. In order to bind Kuber-
netes Services with application resources, we need to recognize
these application resources first. Not only the Custom Resource
[9] defined by Custom Resource Definition (CRD), but also the
secondary resources of those CRD resources.

C. Secondary resources
Secondary resources are defined as resources created by

Application Operator and managed by Operator’s CRD re-
sources. Taking Nginx Operator as an example, Nginx is
the CRD resource and deployment created by Nginx is its
secondary resource. For keeping the active status of CRD
resources, the status of secondary resources is important. Also,
we need to bind Kubernetes Service resources to secondary
resources in order to integrate the whole system. That is
the reason why we need to recognize all applications’ the
secondary resources.
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Figure 3. Not all Application Operators provide API for status of secondary
resources

D. How to recognize secondary resources

Basically, an Application Operator is designed as black
box. Only a few APIs are provided by an Application Op-
erator to communicate with users. In most cases, Applica-
tion Operator will provide the API to show its secondary
resources’ status. However, there is no assurance that every
Application Operator provides this feature. As Figure 3 shows,
without these specific APIs, it is hard for System Operator
to recognize secondary resources of Application Operators.
System Operator needs to first recognize secondary resources
for those Application Operators. Then, System Operator can
query secondary resources’ status by calling Kubernetes API
directly.

As a solution, System Operator can utilize the name
and created time of secondary resource to do the reverse
inference. In order to accelerate this process, System Operator
will maintain a database to record all resource’s information
collected after manifest applied. Items like resource name,
resource type, created time and current status will be recorded
in the database. We suppose that there are n Resources in this
Kubernetes cluster (R1, ..., Rn), and in our target system, there
are m Custom Resources are deployed (C1, ..., Cm). What we
want to do is to select resources which belong to specified
Custom Resource. According to the information recorded in
the database, we use following evaluation methods to evaluate
the belonging of these secondary resources.

1) Time period evaluation: We define the interval between
resource created time and manifest applied time as α. First,
we should note that in various Kubernetes clusters, time used
to create a resource is not fixed. That means α in various
Kubernetes clusters is not a constant. It depends on the
transmission delay, computing capability of the hosts and some
other factors. In order to keep the accuracy of this evaluation,
we need to eliminate this interference caused by the variable
α. System Operator will first do dry run several times to create
several mock resources. By recording the time difference every
time, System Operator can calculate the average value as α in
each specific Kubernetes cluster.

Resources whose creating time is close to (manifest applied
time + α) tend to be real secondary resources. Either too
early or too late will reduce the possibility. To emphasize this
characteristic, we can use exponential function to make this
evaluation:

Figure 4. Graph of the time period based evaluation function, suppose
α = 1(s)

yij = e−
(tij−α)2

2 , (tij ≥ 0) (1)

Figure 4 shows the graph of this function. Here, tij is the
difference between Resource Ri’s created time and manifest
of Custom Resource Cj’s applied time. When tij is equal to
α, the evaluation will meet the largest value: 1.

2) Name and label mapping evaluation: According to the
convention that the resource name should include the CRD
type name as much as possible. We can set the second
evaluation equation as follows:

xi,j =
(l1i,j + l2i,j)

2

4L2
j

, (l1i,j , l
2
i,j ≤ L) (2)

Here Lj is the character length of CRD type name of
Custom Resource Cj ; l1i,j is the matched character length
between Resource Ri’s name and Custom Resource Cj’s
CRD type name; l2i,j is the matched character length between
Resource Ri’s label and Custom Resource Cj’s CRD type
name.

For instance, there are two resources R1 and R2, whose
names are example-keycloak (R1) and example-kafka (R2).
R1’s label is instance = example − keycloak while R2’s
label is instance = example−kafka. Then, comparing with
Custom Resource C1 Keycloak, we can count that L1 = 8,
l11,1 = l21,1 = 8, l12,1 = l22,1 = 1. Then, finally calculate the
value x1,1 = 1, x2,1 = 1

64 .
3) Joint Evaluation: An much more exact and rational

result can be obtained by joint optimization of (1) and (2).
We can get the possibility of the belonging of each resource
is shown as following:

ri,j = xi,j · yi,j (3)

For each Resource Ri, we can find the Custom Resource
Cj to meet the largest value. Then, we can find out the Custom
Resource which Resource Ri belongs to by following equation:

arg max
j∈[1,M ]

{ri,j} (4)
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We should note that some resources already exist before
target system’s deployment. That means not every Resource
Ri belongs to some Custom Resource Cj . For this reason, we
should set an threshold θj for each Custom Resource Cj to
cut those confusing resources. For a Resource Ri, if its max
possibility value maxj∈[1,M ]{ri,j} < θj , we can confirm that
this Resource Ri does not belong to any Custom Resource Cj .

Regarding to the estimation of the variable θj , there are
several algorithms to determine the threshold automatically.
Since the possibility r(i, j) ∈ [0, 1], some automatic image
thresholding algorithms like Otsu’s method [10] can be applied
here for threshold determining.

4) Reversing verification: After matching Custom Re-
sources and secondary resources, System Operator needs to do
the reversing verification to confirm this resource recognition is
correct. Check the network traffic between neighbor secondary
resources to verify the secondary resources recognition is
a good method. Since System Operator already knows the
connection of Custom Resources and traffic according to user’s
definition, the data stream used for testing should be able to
pass through all related secondary resources in turn.

After secondary resources recognition, System Operator
can get the status of recognized secondary resources by calling
Kubernetes API directly. System Operator will do the regular
polling to watch all related resources’ status and update them
in its internal database.

E. System regulation
Besides system deployment, another function of System

Operator is system regulation. In current stage, we have
designed two application scenarios for System Operator to
handle the whole system. System Operator will do something
when:

1) Error happens on secondary resource.
2) Upgrade is executed.

System Operator will watch the status of all secondary
resources and make rapid reactions to any changes on the
system level. Once unhealthy status happens on any secondary
resource, System Operator should send a ”stop signal” to all
previous Operators of the error one. Here the sequential order
of Application Operator can be decided by directed arrows
connected in GUI by users.

By default, the Operator received ”stop signal” will do
nothing, and users can define what should the Operator do
properly according to Kubernetes resource ConfigMap. On
the other hand, when the unhealthy status recover, System
Operator will also send another signal ”recover signal” to
previous Operators to tell them issue settled. After receiving
”recover signal”, Operators which have made any changes will
revert to the original status.

Similar to the case error happening, when users are making
upgrade to some application through Application Operator,
System Operator will detect this upgrade action and send
stop signal to previous Application Operators. After upgrade,
recover signal will be sent as well.

Figure 5 shows an example for application upgrade case.
When users applied an updated manifest to upgrade App2,
System Operator can easily detect the status change on App2’s
resource. Then, a stop signal will be sent to the previous node

Example-App1

App1 Operator

Example-App2

System Operator

Kubernetes Cluster

abnormal status detectedstop signal 

recover signal status recovered

①
②

App1 Operator
Kubernetes APIApp1 

Upgrade
App1 Upgrade

Figure 5. System regulation illustration

(App1). After completing the upgrade, recover signal will be
sent to previous node to end this upgrade process.

IV. CONCLUSION

In conclusion, System Operator allows Kubernetes users to
design their own integrated system by connecting applications
with various functionalities and provide simple approach for
deploying this system in Kubernetes cluster, as well as subse-
quent operations. With System Operator’s help, the difficulty
of using Kubernetes will be greatly reduced.

We believe that System Operator is a promising project to
develop and operate application system in Kubernetes clusters.
Currently, we just proposed a basic prototype for it. Details
and part of concept are still working in progress. For example,
by utilizing Prometheus Operator and Prometheus third-party
exporters, we can definitely enhance the monitoring feature
for System Operator. Mature and well-tested system ”recipe”
can be spread among users for efficient system construction.
System Operator can be more powerful and useful than it
seems.
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