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Foreword

The Fourth International Conference on Cloud Computing, GRIDs, and Virtualization
(CLOUD COMPUTING 2013), held between May 27 and June 1, 2013 in Valencia, Spain,
continued a series of events intended to prospect the applications supported by the new
paradigm and validate the techniques and the mechanisms. A complementary target was to
identify the open issues and the challenges to fix them, especially on security, privacy, and
inter- and intra-clouds protocols.

Cloud computing is a normal evolution of distributed computing combined with Service-
oriented architecture, leveraging most of the GRID features and Virtualization merits. The
technology foundations for cloud computing led to a new approach of reusing what was
achieved in GRID computing with support from virtualization.

We take here the opportunity to warmly thank all the members of the CLOUD
COMPUTING 2013 Technical Program Committee, as well as the numerous reviewers. The
creation of such a broad and high quality conference program would not have been possible
without their involvement. We also kindly thank all the authors who dedicated much of their
time and efforts to contribute to CLOUD COMPUTING 2013. We truly believe that, thanks to all
these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the CLOUD COMPUTING 2013
organizing committee for their help in handling the logistics and for their work to make this
professional meeting a success.

We hope that CLOUD COMPUTING 2013 was a successful international forum for the
exchange of ideas and results between academia and industry and for the promotion of
progress in the areas of cloud computing, GRIDs and virtualization.

We are convinced that the participants found the event useful and communications very
open. We hope that Valencia, Spain provided a pleasant environment during the conference
and everyone saved some time to explore this historic city.
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An Architecture for a Heterogeneous Private IaaS Management System

Rodrigo Garcı́a-Carmona, Mattia Peirano, Juan C. Dueñas, Álvaro Navas
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ETSI Telecomunicación, Universidad Politécnica de Madrid
Madrid, Spain

rodrigo@dit.upm.es, peirano.m@gmail.com, jcduenas@dit.upm.es, anavas@dit.upm.es

Abstract—Cloud computing and, more particularly, private
IaaS, is seen as a mature technology with a myriad solutions to
choose from. However, this disparity of solutions and products
has instilled in potential adopters the fear of vendor and
data lock-in. Several competing and incompatible interfaces
and management styles have given even more voice to these
fears. On top of this, cloud users might want to work with
several solutions at the same time, an integration that is
difficult to achieve in practice. In this paper, we propose a
management architecture that tries to tackle these problems;
it offers a common way of managing several cloud solutions,
and an interface that can be tailored to the needs of the user.
This management architecture is designed in a modular way,
and using a generic information model. We have validated
our approach through the implementation of the components
needed for this architecture to support a sample private IaaS
solution: OpenStack.

Keywords-private IaaS; cloud management; management ar-
chitecture; cloud interoperability; OpenStack.

I. INTRODUCTION

Cloud computing has, during recent years, gained traction
both in the enterprise world and the academia. Among all
possible cloud service models, one in particular, the private
IaaS, has experienced an exceptional growth in the number
of solutions available [1]. Several competing products, both
open-sourced and proprietary, are contending for attaining
relevance and are constantly trying to surpass each other.
This fact creates a climate in which the user has the
possibility of choosing among a huge array of possible
solutions.

However, this ample offer of private IaaS cloud tech-
nologies also involves an important drawback: each one
is managed using different abstractions (sometimes for the
same concepts) and through different management inter-
faces. This is aggravated by the use of different technologies
for these interfaces. This presents problems for a more
widespread adoption of private IaaS cloud computing, since
potential users fear of being locked-in with a particular
solution that falls behind the others in terms of features
or support. The infrastructure’s owner should be able to
change his previously chosen technology for private IaaS
without having to modify the management interfaces, a fact
that sometimes incur in expensive retraining and even more
expensive errors during production deployments. Vendor and

data lock-in are considered two of the bigger factors that
hinder the development of cloud computing [2] [3].

Moreover, an enterprising private IaaS user could have the
desire of deploying two or more different cloud offerings,
leveraging the strong features of each for a solution better
tailored to his or her specific needs. In this situation the
user would benefit greatly from an integrated management
interface that could wrap this mixture of products in a uni-
form whole. Another reason for deploying two private IaaS
solutions at the same time is to compare their performance
side to side or ease the migration from one to the other.

With this problem in mind, we propose a generic man-
agement system for private IaaS clouds, decoupled from any
particular solution but able to work with all of them, and
using a set of common abstractions that could be translated
to the specifics of each targeted product. This management
system should also be able to provide its interface through
the use of different technologies (like a REST web service,
a command line, or a web page), to better suit the user’s
needs.

To achieve this goal, we have defined a modular archi-
tecture, in which components for both different private IaaS
technologies and interfaces can be developed and plugged as
needed. In this paper, we present this architecture, validating
it through the implementation of the components needed for
the management of OpenStack clouds.

The next section of this paper features a brief view
of existing private IaaS management solutions and related
research. After it, in Section 3, we show the general architec-
ture of the proposed management system. Section 4 covers
the specifics related to the OpenStack implementation of the
management system. Finally, the last section of this paper
summarizes our achievements and what was learned in the
experience, while also exposing some possible future lines
of work.

II. PRIVATE IAAS MANAGEMENT SOLUTIONS

There are a multitude of management interfaces for
cloud infrastructure and storage services. Every solution has
at least one, and they can be found in multiple shapes:
command-line tools, locally installed management applica-
tions with a GUI, web browser extensions, online tools, etc.

1Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-271-4
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All private IaaS solutions offer their own management
interfaces, tailored to its specific needs and features, and
rarely able to interact with other solutions, or even other
cloud deployments of the same solution. The only exceptions
to this fact are not by design: it is just that some private
IaaS solutions try to replicate the same capabilities and
abstractions offered by more popular public offerings, like
Amazon AWS. And, in doing so, they develop very similar
or even identical interfaces. Among these the more extended
are Eucalyptus, Nimbus, OpenNebula and OpenStack. Com-
parisons between the IaaS solutions usually include a com-
parison between their management interfaces [4]–[6]. All
considered, these management systems are usually solutions
particularized to work only with a specific cloud technology,
and they are not compatible with others.

Third party solutions for managing private IaaS clouds
also exist, some of them suited to just one cloud solution
[7], while others support several technologies. KOALA
(Karlsruhe Open Application (for) cLoud Administration)
is a web based application able to manage and control AWS
compatible cloud services [8]. It allows to work with a
large variety of services of various public and private cloud
providers in a seamless and transparent way [9]. KOALA
innovative characteristic is that it does not require a local
installation since itself could be deployed in the cloud. The
user interface allows customers to start, stop and monitor
their instances or volumes in various cloud infrastructure
regions, and have access to the console output of virtual
machines. KOALA supports S3, Google Storage and Walrus
storage services.

Scalr is a cross platform, cloud management software that
provides auto scaling disaster recovery and server manage-
ment [10]. It is open source, available at Google Code but
a hosted version is available as paid service. The manager
is able to scale the virtual infrastructure according to the
load. Scaling strategies could be based on CPU, RAM, disk,
network or date. The latter can be useful in case of an
increase in traffic is expected, like during scheduled public
events. The code is distributed under Apache 2 license.

Puppet is an IT automation software that helps system
administrators manage infrastructure throughout its lifecycle,
easing the automation of the repetitive tasks [11]. This con-
figuration management tool is written in Ruby and provides
some specific modules for cloud management. The software
is distributed for free with some utilization restrictions. The
paid version offers a solution without limits.

Finally, there are open source initiatives like Libcloud
[12], jcloud [13] or deltacloud [14], but they are more
concerned with the management of public IaaS providers,
even if they include support for some private IaaS solutions.
They are centred in the management of virtual instances,
and do not give much attention to the physical underlying
infrastructure while doing so. Also, they are limited to a
specific programming language or interface.

As can be seen, none of them offers a true solution-
agnostic view. The academia has produced systems that offer
a generic management interface that could potentially be
adapted to any particular product. However, they present
an important drawback: their interface is fixed, since their
generic model and interface are built with a specific tech-
nology in mind, like REST [15] or SOAP [16] web services.
Therefore, it is difficult to extend them to provide other kind
of interfaces, like command-line tools or web pages.

In the end, the fact that the existing management interfaces
are focused in exposing low-level infrastructure elements
makes working with several solutions or migrating from one
to another a complex affair, since there is no exact match
between the features and abstractions being used by each
one [17]. This is mainly because they are focused in the
management of resources, not applications.

III. MANAGEMENT SYSTEM ARCHITECTURE

The first step for developing a technology-independent
management system is to have a generic information model
that covers all the elements that need to be managed in
a private IaaS. We have developed a model that bridges
the gap between the applications deployed into a cloud
and the actual resources allocated to them. This way the
user of the management infrastructure can have a view of
the big picture. This model has already been accepted for
publication [18] and, therefore, will not be the topic of this
paper. However, its elements related to the IaaS resources are
summarized in Figure 1. They are mostly self-explanatory,
but it is important to note the fact that all elements are
Resources (and because of that are managed uniformly),
and that there are relationships between the physical and
virtual Resources, enabling traceability. The VirtualMachine
element represents the VMs managed.

This model is able to cover every solution, but none
of them are able to work with it without modification; a
transformation from this model to the internal representation
specific for each cloud technology is necessary. Similarly,
a translation between the generic management actions and
the operations enabled by each cloud technology must be
provided. This two tasks are fulfilled by the management
system, and these needs determine its architecture, which is
shown in Figure 2. The management system is divided in
three separate layers:

• The topmost layer, named Control Layer, is responsible
of providing an interface to the outer world, and makes
use of the set of services provided by the Management
Layer to execute the management actions.

• Under it lies the Management Layer, which is the heart
of the system. This layer is composed by a set of
interfaces that define the capabilities of the system and
one or more implementations of them, providing man-
agement over specific functional areas of a particular
private IaaS cloud technology.
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Figure 1. Generic Information Model

• The lowest layer is the Client Layer, which connects
the system to the cloud solution itself.

The target of this division is to support a) several inter-
faces for the same management system, b) several cloud
solutions, and c) several client technologies for the same
cloud solution. We will analyse each of this layers in detail
in the following subsections.

A. Control Layer

This layer is divided in 2 other: the Control Interface and
the High-Level Managers.

The Control Interface is the outward interface that con-
nects the system to the manager. This layer is designed to
be interchangeable and support several interface implemen-
tations at the same time. The motivation for this schema
is that different users could prefer different management
interfaces. Moreover, the user does not need to be a human
operator at all, it can be other system, and therefore there is a
need for interfaces more suited to this task. Samples of these
interfaces could be command-line tools or an administration
web page for a human operator, and a web services interface
for an autonomic system that keeps care of the private cloud
infrastructure.

Under the Control Interface lies the High Level Managers,
which intermediate between the aforementioned interface
implementations and the Management Layer. The High
Level Managers sublayer provides to the Control Interface
two components: an Infrastructure Manager for controlling
the cloud through a set of management actions defined in
our information model (and therefore technology-agnostic),
and an Authentication Manager in charge of monitoring
and enforcing the security model for the private cloud. This
component deserves to be separated from the Infrastructure
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Figure 2. Management System Architecture

Manager because of the high importance of security in a
cloud environment, where there could be multiple tenants,
and the different implementations of the security system
that each cloud solution features. It is necessary to have
a common interface that abstracts from this differences and
complexities.

B. Management Layer

This layer is again divided in 3 other: General Interfaces,
Management Interfaces and Manager Implementations.

The General Interfaces sublayer offer three interfaces
which provide management primitives that can be applied
to every Resource as defined in our information model.
These primitives are very simple, and the more complex
management activities are built upon them:

• Retrieve, which encompasses the actions to obtain data
from the cloud: getList and getSpecific.

• Modify, which includes the actions tailored to modify
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the state of the cloud: create and delete. Modification
is just a deletion followed by a creation.

• Check, used to check if a element already exists in the
cloud. It includes just one action of the same name:
check. This feature is needed to be kept up to date
with the state of the environment.

The General Interfaces also include two other interfaces:

• VM, for controlling Virtual Machines, one of the most
important elements of our model. It provides the actions
Suspend, Resume, Resize and Migrate.

• Authentication, which does not perform actions over
entities at all. Instead, it controls who can perform them
and under what circumstances.

Under the General Interfaces lie the Management Inter-
faces. This sublayer particularises the primitives of the upper
level to specific Resources of the infrastructure. We have
defined the following interfaces, whose responsibility can
be easily inferred from their names: VM Manager, Image
Manager, Virtual Appliance Manager, Compute Manager,
Network Manager, Host Manager, Key Manager, Group
Manager, Tenant Manager and Authentication Manager.
These interfaces extend one or more of the General Inter-
faces level interfaces.

These interfaces are in turn implemented in the remaining
sublayer: Manager Implementation. Since this implementa-
tion has to be tailored for each cloud technology, it is here
where the adaptation between our generic information model
and the solution’s specific one is performed. Therefore,
we must implement the General Interfaces for each cloud
technology we desire to support. If this is done correctly
several solutions could be used at the same time, without
each one being conscious of the others.

C. Client Layer

Finally, in the Client Layer is where the adaptation
between the management system and the real infrastructure
is realised. This is done through one or more modules,
each designed to work with a particular access technology
and cloud solution. These modules connect each with the
appropriate Manager Implementation and interact with the
private IaaS itself.

IV. OPENSTACK MANAGEMENT

To validate our proposal, we decided to create an imple-
mentation of the management architecture able to interface
with one of the existing private IaaS solutions: OpenStack.
We chose this product because its open sourced nature would
help us in solving any problems that might arise. On top of
that, it is a relatively mature solution that is seeing intense
development at the moment.

To adapt a cloud solution to our proposal, we had to
complete three tasks: 1) specify a translation between our

TABLE I. MAPPING BETWEEN INFORMATION MODELS

Generic Model OpenStack Model
Virtual Instance Virtual Machine (Server)

Image
Flavor

Virtual Appliance Name
Security Group

Metadata
Virtual Memory Flavor (RAM)
Virtual Storage Flavor (Disk)

Volume
Processing Unit Flavor (CPU)

Virtual Network Iface. Virtual Network
Owner Tenant

Physical Machine Host
- User

Initial Configuration Key Pair
- Floating IPs

generic information model and the solution’s own, 2) de-
velop a corresponding set of Manager Implementations, and
3) create at least one interface for the Client Layer.

Table I shows the mapping between our generic infor-
mation model and the OpenStack representation that we
developed. Each column includes some elements that are not
present in the other. For example the Virtual Appliance ele-
ment is not defined in the OpenStack environment. However,
a correspondence between several disparate elements of the
OpenStack model to it can be made. Even if they are placed
in different relative places inside their own model, most
components of every private IaaS can be traced to elements
of our information model. There are exceptions, though, like
the User and Floating IPs. But in these cases the culprits are
always relevant to specifics of each implementation, and can
be managed inside the Manager Implementation sublayer
without hampering the view of the environment.

After the mapping is defined the grunt work of the adap-
tation to OpenStack lies in the development of the Manager
Implementations and Client Layer. Most of this work is
just programming and is no relevant to this text, but one
aspect of it took a special importance during the process: an
OpenStack component named Quantum. Quantum provides
advanced high level network management, enabling the
definition of L2 and L3 network topologies and multiple
networks across different VMs and tenants. Quantum was
still in its early stages of development while we were
validating our proposal and, in fact, there was no complete
support for it in the OpenStack interface. Therefore, the
development of our ClientLayer involved modifying the
OpenStack code itself. Also, Quantum forced us to rethink
some aspects of the network-related elements in our model,
to support its more advanced capabilities. The Client Layer
was designed to use the OpenStack REST interface.

To illustrate how the different managers interact among
themselves, encompassing both operations over the generic
information model and the actual infrastructure, we repro-
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Figure 3. Starting a Virtual Machine

duce here a sample activity, the process of starting a VM
(see Figure 3). This activity involves an authentication check
(to be sure that the tenant can perform the creation), a state
of the environment check (to ensure that the intended action
is feasible), and the start of the VM action itself.

To complement our work with OpenStack and have a
complete and usable management system, we have also
developed two Control Interfaces: a REST service and a web
page. The latter is intended to used by a human operator and
the former is connected to an autonomic system of our own
creation. The whole system was written in Java.

V. CONCLUSION AND FUTURE WORK

In this paper, we have established the need for a man-
agement architecture for private IaaS clouds that support
several solutions (to avoid data and vendor lock-in), working
alone or together, and several user interfaces. To this end, we
have proposed the use of a generic information model that
captures all the relevant information for the infrastructure,
and a modular architecture that can be adapted to fit several
IaaS products and needs. We have detailed this architecture,
making a special emphasis in how it achieves the desired
results. In doing that, we have explained its three layers and
how they fit inside the big picture.

To validate our approach, we have developed and tested a
sample implementation with support for one cloud solution
(OpenStack) and two interfaces (REST services and a web
page). In this text, we have explained the aspects of this
implementation more relevant to the development of the
modules needed to support other cloud technologies.

In this process, we had to confront the realities of actual
products and how to apply our proposal to them. This gave
us some interesting realizations, like the pressing need for
a more fine-grained network configuration support in clouds
(already established in the literature [19]), and how to use

the improved network customization features offered by
solutions like Quantum to achieve this end.

Therefore, our next efforts will be focused on this topic.
In the future, we also want to develop support for at least
another cloud solution: This way we will be more able to
test a federation of several private clouds and achieve a
true working common management interface for multiple
technologies. This matter will include the difficult topic of
deciding where to physically put the management interface
itself when working with several infrastructures. This inte-
gration will definitely test if our generic approach to security
is suitable for use with different cloud solutions at the same
time.

Finally, another line of work we want to follow is the
application of our architecture to the management of public
cloud offerings, since the interest in hybrid clouds that mix
public and private IaaS is steadily growing.
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Abstract—Enabling cloud infrastructures to evolve into a
transparent platform while preserving integrity raises interop-
erability issues. How components are connected needs to be
addressed. Interoperability requires standard data models and
communication encoding technologies compatible with the exist-
ing Internet infrastructure. To reduce vendor lock-in situations,
cloud computing must implement universal strategies regarding
standards, interoperability and portability. Open standards are of
critical importance and need to be embedded into interoperability
solutions. Interoperability is determined at the data level as
well as the service level. Corresponding modelling standards and
integration solutions shall be analysed.
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I. INTRODUCTION

Enabling cloud infrastructures to evolve into a transparent
platform while preserving integrity raises interoperability is-
sues [2], [5]. Interoperability requires standard data models
and communication encoding technologies compatible with
the existing Internet infrastructure. The need to scale and
provide cost-effective time-to-market. Public cloud services are
available to the public and owned by an organisation selling
cloud services, e.g. Microsoft or Amazon are major providers.
Hybrid clouds are an integrated cloud services arrangement
that includes provision of compute resources from more than
one source (e.g. either private or public). Hybrid architectural
models may be vertically partitioned (e.g. data stored privately)
or horizontally partitioned (e.g. using public cloud to prototype
a new device view of a service in parallel with an existing
implementation). These architectural scenarios define the need
for interoperability solutions if flexible composition, migration
and portability are sought [1], [3].

To reduce vendor lock-in situations, cloud computing must
implement universal strategies regarding standards, interoper-
ability and portability. Open standards are of critical impor-
tance and need to be embedded into interoperability solutions
[9], [10]. Standardisation efforts linked with intelligent pro-
cessing techniques shall be given particular attention. Interop-
erability is determined at the data level as well as the service
level [11], [4], [13]. Corresponding modelling standards and
integration solutions shall be analysed.

The objectives of this investigation include the review of
relevant standards for cloud architecture interoperability (look-
ing at their background, usage and analysing their importance
for this context) and analysing the overall maturity of the
technology and determining current trends and shortfalls.

We start with an architectural scenario, the definition of
stakeholders and interoperability concerns in Section 2. In
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Fig. 1. Layered Architecture for Cloud-based Software Components.

Section 3, we categorise existing standards and review a
selection, before ending with some discussions.

II. CLOUD ARCHITECTURE AND INTEROPERABILITY

A. Cloud Architecture

A cloud architectural framework consists of the classical
three cloud layers infrastructure (IaaS), platform (PaaS and
software (SaaS) as service-oriented offerings [2], [5], [6]. In
addition, we can differentiate between (hardware or software)
resources provided in a traditional way, and the . . . as a Service
version of them, which considers virtualization, multi-tenancy
and elasticity as the concerns [3]. A platform product can
be deployed over IaaS (or a network provided as a service
NaaS) or over real hardware infrastructure. A platform product
can be offered as a Service (PaaS) for the application layer.
The application software can be deployed either on top of
a platform product (cloud-less), or making use of platform
services (PaaS). Finally, an application product can be offered
as a Service (SaaS) for external customers.

Different usage models can be derived from the combina-
tions of the layers. We take into account that some software (or
hardware) is provides as a service, other components are di-
rectly interfaced: application over a platform, SaaS over a plat-
form, or pure platform over IaaS. These different usage models
rely on interoperability solutions. Some are service-based
abstractions (APIs) that need, consequently, to be aligned with
common (Internet/Web-based) service description, modelling
and composition standards. However, also more technology
(or layer) specific standards are also important.

A stakeholder can play more than one role within the plat-
form scenario according to the usage. For instance, a Software
Provider in the Application Software layer can be at the same
time a PaaS or Platform Software customer. Service providers
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and users rely more on service-related standards, whereas non-
service interfaces for software providers and developers might
be more layer-specific.

B. Stakeholder Roles

Different stakeholders can be associated with the architec-
tural scenarios. These can be categorised into roles that reflect
their activities and needs. These roles are based on suggestions
from the EU FP7 Projects SLA@SOI (for general roles in the
services context) and 4CaaSt (for cloud-specific roles).

A Service Provider (or application provider) supplies ser-
vices to one or more internal or external customers. A Software
Manager defines software-based services, takes care of their
management (business focus) and administration (technical
focus) A Service Aggregator is a reseller that contracts and
aggregates services or applications by third parties in order to
create a new ones A Service Maintainer maintains a service
after it has been deployed A Context Provider provides context
information about the underlying infrastructure components
(e.g. telecoms or sensor network) A Data Provider owns,
manages and provides data to a service

A Cloud Provider is a resource provider that provides an
integrated platform or infrastructure services based on possibly
heterogeneous cloud offerings. A Platform Provider offers a
technical platform to Service Provider to host their software
services. A Platform Manager manages a platform from a
business perspective. An Infrastructure Provider is a cloud IaaS
provider. An Infrastructure Manager measures and controls
infrastructure properties.

A Software Provider produces software which might be
used by a Service Provider to assemble services. In this
context, a Software Designer designs/develops the architecture
and components of a specific SLA-based application.

A Service Customer orders services and defines and agrees
service-level targets (SLA). A Service Consumer is the person
who actually consume/use the provided services.

C. Interoperability Concerns

Interoperability concerns arise in different situations. In-
teroperability between cloud layers needs standardised APIs
to allow higher cloud layers to link to a range of services
provided at the lower layers, e.g. platform implementations
to uniformly link to IaaS offerings. Roles of importance are
service provider and service user. Interoperability within layers
needs suitable standards to allow components in a layer to
interact and be exchangeable. Non-service interactions need
to be supported, e.g. where, as explained in the third scenario
above, a Software Developer combines different platforms in
the development of a new system. Figure 1 indicates some of
these components and their connectivity for the infrastructure
and platform concerns. The architecture in Figure 1 should
only be indicative of these concerns, but captures some agreed
components in this context.

III. INTEROPERABILITY-RELATED STANDARDS

Standards are necessary to consolidate efforts in a technol-
ogy domain and to enable interoperability. An overview and

a categorisation of standards relevant to interoperability in the
cloud computing context that we cover here is:

• Web services: WSDL (description), SOAP (protocol),
WS-BPEL (composition), UDDI (repository)

• Service modelling: Open-SCA (service composition
and interaction), USDL/SoaML/CloudML (multi-view
services), EMML (mashups)

• Service interfaces: OCCI (infrastructure management),
CIMI (infrastructure management), EC2 (de-facto
standard), TOSCA (portability), CDMI (data)

• Infrastructure: OVF (virtual machines); specific con-
cerns: memcached (data caching), VEPA (network)

• Security: OAuth, SCAP

For each standard, we provide background about origins,
support and purpose, the intended usage, and an analysis of
the relevance for interoperability considerations. Providing a
comprehensive overview of all standards is not the objective.
We have singled out those that represent specific aspects well.

A. Core Web Services Standards

Service-based provision needs Web services alignment.
Thus, relevant standards are SOAP, WSDL, WS-BPEL and
UDDI (not discussed due to space considerations). As all cloud
layers (infrastructure, platform, software, processes) can be
provided in an . . .-as-a-service form, these classical services
standards form the foundation of cloud interoperability. Al-
though not standardised as such (and thus not covered here),
RESTful services have become a similar, more lightweight
major architectural style for services.

B. Service Modelling and Interface Standards

We separate more advanced modelling and interface de-
scription standards from the core Web services standards in
this context, i.e. WSDL and WS-BPEL, as the ones covered
here have not gained as much recognition.

Open Composite Services Architecture (Open-CSA)
The OASIS Open Composite Services Architecture (CSA)
specifications provide standards to simplify SOA application
development [21]. OASIS brought together vendors and users
from to collaborate on the development and adoption of the
Service Component Architecture (SCA) and Service Data Ob-
jects (SDO) families of specifications. Usage: As an example,
the SCA Assembly Model is a framework to describe service
coordination and interaction that ties in service composition
with common software architecture concerns. Analysis and
Recommendation: The CSA standards can be utilised as is or
can serve as input for any composition and assembly language
for interoperability concerns. It can serve a guide for the
specification of services and cloud configurations. It can also
facilitate the development of visual tools for assembling of
components and service references during application design.

The specifications on the SCA Assembly Model are very
relevant for interoperability. Application development using
SCA should result in the following advantages. It promotes
decoupling of application business logic from the details of
the invoked services. Target services in a range of languages
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(like C++, Java, and PHP) are supported. Different commu-
nications constructs including One-Way, Asynchronous, Call-
Return, and Notification are considered. Legacy components
or services, accessed as Web Services, EJB, JMS, JCA, RMI,
or CORBA can be included. Quality of Service requirements
are considered, such as security, transactions and the use of
reliable messaging

Data interoperability is an equally important concern in
Open-CSA. Data could be represented in Service Data Objects.

The value proposition of SCA is, therefore, the flexibility
for composite applications to incorporate reusable components
in an SOA programming style. The overhead of business
logic concerns regarding platforms, infrastructure, plumbing,
policies and protocols are removed.

Enterprise Mashup Markup Language (EMML) En-
terprise Mashups combine and remix data from databases,
spreadsheets, websites, Web Services, RSS/Atom feeds, and
unstructured sources that deliver actionable information. The
Open Mashup Alliance (OMA) is in charge of the Enterprise
Mashup Markup Language (EMML) [20]. It can support enter-
prise mashup implementations, improve mashup portability of
mashup designs, and increase the interoperability of mashup
solutions. OMA provides an EMML schema and a reference
runtime environment as the technology framework. Usage:
EMML is a Domain Specific Language (DSL) designed to
address the creation and reuse of mashups. EMML is, how-
ever, not a general-purpose language - EMML was designed
to be complimentary to and integrated with languages like
JavaScript, Java, Groovy, and Ruby via scripting. EMML is a
declarative XML-based language and, as such, leverages and
complements existing XML capabilities inherent in XQuery,
XPath, and XSLT. EMML is an open language specification.
This free-to-use language (and technologies that embed or use
it) have a much better chance of meeting the needs of en-
terprise developers than a proprietary language. Analysis and
Recommendation: It is particularly suited for interoperability
issues related to mashup creation. It is supportive of a strong
trend towards lightweight and integrative content and service
assembly and is therefore representative of a specific modelling
and integration concern.

Unified Service Description Language (USDL) The aim
of the Unified Service Description Language (USDL) team, an
W3C Incubator Group, is to define a language for describing
general, generic parts of technical and business services to
allow services to become tradable and consumable [19].

• Technical services are considered software services
based on WSDL, REST or other specifications.

• Business services are defined as business activities
that are provided by a service provider to a service
consumer to create value for the consumer.

The business services are more general and comprise man-
ual and technical services. The USDL definition aims at
complementing the technical language stack by adding re-
quired business and operational information. The targeted
cloud stakeholders for USDL are service providers, infras-
tructure providers, service assemblers and service consumers.
Industry-specific and general-purpose attributes of a service
are derived based on use cases, taking into account the target

groups. The USDL group aims to derive best practices and
learning from testing cycles that can then be deployed in
a number of use cases. These use cases serve as refer-
ences and proof-of-concept of USDL. Usage: The language
is usable for any purpose and implementation scenario of
business services on a general level. However, it is also
extendable for industry-specific aspects. USDL defines an
interoperability-centric language that enables its users to model
arbitrary services and to integrate with existing standards.
Analysis and Recommendation: Particularly the aim to
address service modelling and support this with mappings
to different standards makes this a worthwhile framework
for interoperable cloud service modelling. This enables new
business models in the field of service brokerage because
services can automatically be offered, delivered, executed, and
composed from services of different providers. Business-IT
alignment is an ongoing concern. Another development to
be considered in this context includes SoaML (standardised
by OMG, see http://www.omg.org/spec/SoaML/), which falls
into the same category as USDL in our categorisation as
a service description and modelling language. While still
under development (and thus far from being standardised),
CloudML (http://www.cloudml.org/) is a language more spe-
cific to clouds, developed by the same group as SoaML.

Open Cloud Computing Interface (OCCI)

OCCI (infrastructure lifecycle management) is now the first
of four cloud-specific standards, also including CIMI (like
OCCI on infrastructure management), TOSCA (portability and
cloud-bursting), and CDMI (data management).

Cloud computing currently is organised into three models
or layers offering Infrastructure as a Service (IaaS), Platform
as a Service (PaaS) and Software as a Service (SaaS), which
all involve the on-demand delivery of computing resources.
Providers offer IaaS solutions to enhance elastic capacity,
where server instances are executed in their proprietary in-
frastructure and billed on a utility computing basis. For the
infrastructure layer this means that typically virtual machines
on a per-instance per-hour basis are the units. For the software
(SaaS) layer, software application instances are the correspond-
ing units, managed and billed with similar mechanisms. There
are also both commercial and open source products that repli-
cate this functionality in an in-house setting, but also exposing
compatible interfaces as a hybrid cloud environments can be
realised. The OGF OCCI working group provides an API spec-
ification for the management of cloud computing infrastructure
[18]. Usage: The scope is a comprehensive range of high-level
functionality for life-cycle management of virtual machines
(or workloads) running on virtualization technologies (such as
containers). OCCI provides an API for interfacing IaaS cloud
computing facilities, which is sufficiently complete to facilitate
the implementation of interoperable implementations:

• Consumers to interact with cloud computing infras-
tructure (e.g. deploy, start, stop, restart)

• Integrators to offer advanced management services

• Aggregators to offer a single common interface to
multiple providers

• Providers to offer a standard interface that is compat-
ible with available tools
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• Vendors to offer standard interfaces for dynamically
scalable service delivery in their products.

Analysis and Recommendation: OCCI is a step towards
matching cloud-specific interoperability needs through stan-
dards. While targeting IaaS concerns, it can foster interoper-
ability endeavours at higher levels. The scope of OCCI is high-
level functionality for lifecycle management. This is in part
realised through coverage of existing proprietary APIs. Storage
details beyond creation and mapping of mount points is specif-
ically excluded. Networking details are similarly excluded
beyond creation and mapping of interfaces, assignment of these
to public or private networks and assignment of dynamic or
static IPs. While the focus is on the upper cloud stack layers
for the section presented in Figure 1, it is nonetheless a suitable
framework for interoperability at the interface of infrastructure
services. OCCI allows, as an additional interoperability con-
cern, the development of interoperable tools for common tasks
including deployment, autonomic scaling and monitoring.

Cloud Infrastructure Management Interface (CIMI)
Similar to OCCI, the CIMI - Cloud Infrastructure Management
Interface from DMTF addresses infrastructure management.
CIMI which addresses the runtime maintenance and provision-
ing of cloud services. The scope of the CIMI standard covers
core IaaS functionality, addressing deploying and managing
virtual machines and other artifacts such as volumes, networks,
or monitoring. Once interfaced to the IaaS provider, the infor-
mation that needs to be processed to manage a cloud service
can be discovered iteratively, including the metadata describing
capabilities and resource constraints. Usage: The model behind
CIMI describes resources (systems or collections of resources
managed as a whole, e.g. as an OVF file - which is covered
below): machines (resource with CPU and memory), volumes
(storage), and networks (representing layer 2 broadcasts). It
also describes meters, which are metrics for some property, and
event logs. Most developers use with the CIMI REST/HTTP-
based protocol, the current interface binding to the model
(others are expected later). This delivers standard HTTP status
codes and supports JSON and XML serialization formats.
Analysis and Recommendation: CIMI, if widely used, would
allow organisations to design cloud-based business solutions
being assured that management (and governance) processes
will not be compromised if the business solution is moved to
another (standards-based) IaaS provider.

Amazon Elastic Compute Cloud (EC2) While OCCI and
CIMI are similar standards, in a wider context, Amazon EC2
as a proprietary solution and OpenStack as an open-source
solution need to be considered in this context as well. Amazon
Elastic Compute Cloud (Amazon EC2) is a web service that
provides resizeable computing capacity servers in Amazon’s
data centers. These can be used use to build and host software
systems. EC2 follows a pay-as-you-go for the capacity that
is needed. Usage: They allow access to components and
features using a web-based GUI, command line tools, and
APIs . At the core is an Amazon Machine Image (AMI),
which is a template that contains a software configuration
(operating system, application server, and applications). An
AMI is used to instantiate (create) a virtual machine; it is
an AMI is a filesystem image which includes an operating
system (e.g., Linux, UNIX, or Windows) and any additional
software required to deliver a service. From an AMI, instances

are launched, which are running copies of the AMI. You
can launch multiple instances of an AMI. Instances run until
you stop or terminate them, or until they fail. Analysis and
Recommendation: EC2 is a de-facto standard and comes
with a rich ecosystem, including for instance monitoring tools
such as CloudWatch or libraries for a range of programming
languages. Some open-source standards are pushed by Amazon
AWS competitors to regain market shares.

Topology and Orchestration Specification for Cloud
Applications (TOSCA) Supported by OASIS, the TOSCA
framework aims to enhance the portability of cloud applica-
tions and services. TOSCA enables interoperable description of
application and infrastructure cloud services, the relationships
between parts of the service, and the operational behaviour of
these services (such as deploy, patch, shutdown) independent
of the supplier creating the service, and any particular cloud
provider or hosting technology. TOSCA also aims to support
higher-level operational behaviour to be associated with cloud
infrastructure management. Usage: Through service and ap-
plication portability in vendor-neutral settings, it enables:

• Portable deployment to any compliant cloud

• migration of existing applications to the cloud

thus adding to consumer choice and dynamic, multi-cloud
provider applications. Analysis and Recommendation: The
core concept behind TOSCA is cloud bursting, which is the
ability to move workloads between public and private cloud
infrastructures in a transparent way. There seems to be some
discussion, with large IaaS providers not having joined the
consortium yet. The core to the solution would be a hypervisor-
agnostic portability mechanism, which requires IaaS compli-
ance. TOSCA also needs to be observed as a vendor initiative
in the context of open-source activities like OpenStack gaining
momentum.

Cloud Data Management Interface (CDMI) The
CDMI, the Cloud Data Management Interface by SNAI (see
http://www.snia.org/cdmi), targets cloud storage. The Cloud
Data Management Interface is a standard for self-provisioning,
administering and accessing cloud storage. CDMI defines
RESTful HTTP operations for accessing the capabilities of the
Cloud storage system, including allocating and accessing con-
tainers and objects, managing users and groups, implementing
access control, attaching metadata, making arbitrary queries,
using persistent queues, specifying retention intervals and
holds for compliance purposes, logging, billing, moving data
between Cloud systems, and exporting data via other protocols.
Transport security is via SSL/TLS. Usage: CDMI defines the
functional interface that applications use to create, retrieve,
update and delete data elements from the cloud. As part of
this interface, a client can discover the capabilities of the cloud
storage offering and use this interface to manage containers
and the data that is placed in them. In addition, metadata can
be set on containers and their contained data elements through
this interface. Analysis and Recommendation: Compared to
OCCI and OVF, CDMI specifically targets data moving and
format immigration. Although CDMI can also be used for
task management, this would need more extensive rules to be
defined.
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C. Infrastructure Standards

The OCCI is cloud-specific and addresses interoperability
and interface concerns for the infrastructure level. We include
here three further cloud standards that are specific to the
cloud infrastructure level, of which OVF is the most critical
and successful so far. This reflects the current activity and
maturity in this context. Again, these are representative of
a number of concerns and this selection is not meant to be
exhaustive. Memcached and VEPA are representative of other
concerns, but for instance as far as protocols are concerns,
AMQP (Advanced Message Queuing Protocol) or STOMP
(Simple (or Streaming) Text Orientated Messaging Protocol)
could have been included.

Open Virtualization Format (OVF) The Open Virtual-
ization Format (OVF), submitted to DMTF as a standard,
describes an open, secure, portable, efficient, and flexible
format for the packaging and distribution of one or more virtual
machines [14], [16]. OVF features include:

• It enables optimized distribution and portability of
virtual appliances.

• It aims to support robust installation. Compatibility
with the local virtual hardware ia also verified.

• It supports both single and multi-virtual machine
configurations. With OVF, Software Developers can
configure complex multi-tiered services consisting of
multiple interdependent virtual appliances.

• It enables portable VM packaging. OVF is virtualiza-
tion platform independent.

• It supports a wide range of virtual hard disk formats
used for virtual machines today, and is extensible to
deal with future formats that are developed.

It supports vendor and platform independence as it does not
rely on the use of a specific host platform, virtualization
platform, or host/guest operating system. It is also designed
to be extended as the industry moves forward with virtual
appliance technology. Usage: VMDK is a popular file format
that encodes a single virtual disk from a virtual machine.
However, a VMDK does not contain information about the
virtual hardware of a machine, like CPU, memory, disk,
and network information, making manual configuration costly.
OVF provides a complete specification of a virtual machine.
This includes the full list of required virtual disks plus the
required virtual hardware configuration, including CPU, mem-
ory, networking, and storage. An administrator can quickly
provision a virtual machine into virtual infrastructures with
little or no manual intervention. Analysis and Recommenda-
tion: OVF is a portable format that allows users to deploy
virtual machines in any hypervisor that supports OVF. As
such, it sits at the core of resource management in the infras-
tructure provisioning layer, overcoming previous deficiencies
in standardised solutions such as VMDK. Despite, supporting
interoperability as a standard for this specific technical context,
other features of OVF are important for cloud architecture.
For instance, the localisation support is important for cloud
services to be offered across different locales. If these locales
can be defined and adapated supported by standards, a hurdle
for exploitation is overcome.

D. Security Concerns

Authentication and identity management is a primary con-
cerns for controlling access to cloud resources. Thus, OAuth
shall be covered in a brief overview of security concerns.
SCAP is a protocol to deal with downloading security content.
OAuth as an identity management and SCAP as a security
content related standard are covered in the security context.

OAuth is an open standard for authorization. It allows users
to share resources across sites. (e.g. photos, videos, contact
lists) stored on one site with another site without having to
hand out their credentials, typically supplying username and
password tokens instead. OAuth uses username and password
tokens. A token grants access to a specific site for specific
resources and for a specified duration. OAuth runs on top of
HTTP or HTTPS. The OAuth mechanism allows users to grant
a third party access to their resources (information) stored with
another service provider (which could be a cloud provider), but
without sharing access permissions. Twitter is one of the users
of OAuth, as is Facebook. OAuth is a service complementary
to other identity management mechanisms such as OpenID.

SCAP is the Security Content Automation Protocol. It
is a protocol to enable automated vulnerability management,
measurement, and policy compliance evaluation. It actually
combines a number of open standards that deal with software
flaws and configuration issues related to security. NIST is
in charge of SCAP. SCAP validation focuses on evaluating
versions of vendor products, based on the platforms they sup-
port. Validation certificates will be awarded on a platform-by-
platform basis for the version of the product that was validated.
As it attempts to standardize the automation of the linkage
between computer security configurations, it is interesting from
a cloud interoperability perspective. Trustworthy cloud systems
is the aim within which SCAP can be applied. SCAP provides
tools that can, e.g., help determine compliance of security
requirements implemented in Cloud provider OS images.

IV. DISCUSSION AND CONCLUSIONS

Interoperability between clouds, cloud services and compo-
nents is vital for the further development of the cloud ecosys-
tem and market. While standards for the Web Services context
are abundant, more specific standards for the cloud computing
domain reflect the current maturity. Firstly, a number of
standards for the lower infrastructure layers apply to respective
cloud computing technologies. They address interoperability
solutions for specific aspects like virtual machine management
or data management. It reflects initiatives for interoperability
for large offerings provided by multinational organisations.
Secondly, for platforms and services, the respective (Web)
service standards are still of relevance. Standards exist, be-
yond the core Web services platform, that can further the
development of platform and software services from existing
offers. Generic service solution can provide a starting point
where cloud-specific standards are lacking. This indicates
more development in the second category. In addition, it is
worth looking at a number of different concerns that help
us to judge the state of standardisation and it’s impact on
interoperability: (i) organisations behind standards and their
domain, (ii) stakeholders involved through standards and (iii)
standards and open-source/proprietary solutions.
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Firstly, by looking at the organisations behind the stan-
dards, we can also observe that while the Web services domain
is primarily dominated by W3C and OASIS in terms of stan-
dardisation, the situation in cloud computing is more diverse.
Some of the organisations active include DMTF (management
of distributed IT systems), the OGF (grid computing), the
OMG (middleware), SNIA (storage), OASIS (services), OCC
(cloud), as well as national (e.g. NIST) and sector-specific (e.g.
ETSI - telecoms) organisations. Currently, there is a dominance
of infrastructure and lower-level management, i.e. enabling
concerns for cloud computing, reflecting predictions made in
reports such as the EU report on cloud computing and its
development time lines [3].

Secondly, stakeholders are yet another perspective that we
can look at. We have referred to stakeholders in the review
and discussion of standards where relevant to differentiate
the different interoperability needs of stakeholders in clouds
as multi-organisational, multi-role environments. While the
infrastructure standards target clearly software developers,
the more generic service-oriented standards are more at the
interface (as-a-service) level, targeting service providers and
consumers. Particularly combined roles, such as prosumers
or aggregators that are providers and consumers by combing
and brokering between more basic offerings and somehow
extended or advanced needs of end-users, benefit from the
recent service description and modelling standards.

Thirdly, while standards can achieve interoperability, often
de-facto standards emerge from open-source or proprietary
solutions. We dicussed OCCI and CIMI as standards in a
context where OpenStack is a strong open-source framework,
all competing with Amazon EC2 as the dominant solution.

Our observations do not reflect to a full extent concerns
raised by actual and potential cloud users, such as security,
privacy and trust [1], but rather indicate more technology
concerns in relation to development and deployment activities.
By looking at the standards we reviewed here for indications of
future standardisation needs, emerging from the categorisation
of standards are the following observations:

• Modelling under incorporation of a variety of stan-
dards can support migration and, consequently, the
uptake of cloud computing solutions.

• Composition, e.g. mashups, is becoming of impor-
tance to provide a market for basic and composite
offering where providers and aggregators compete.

• Quality of Service and Service Level Agreement stan-
dardisations beyond security concerns in the cloud are
actually largely lacking.

Open-SCA and other standards in this context are examples of
the emergence of programming and interoperation models for
services, which will be instrumental for the composition and
customisation of cloud services. Adding more semantics to ser-
vice descriptions is a direction that can further the composition
and brokerage in cloud architectures. Interoperability is, once
platform stability has been reached, of increasing concern.
Migration and interoperability for service offerings are con-
sidered for instance in modelling frameworks such as USDL.
The need to support composition, brokerage and mediation is
also reflected by EMML, which addresses mashups.

ACKNOWLEDGMENT

A number of research project, particularly the EU FP7
projects SLA@SOA, 4CaaSt and Remics, provided invaluable
input for this investigation.

REFERENCES

[1] 451 Group. Report on Cloud Computing ’As-a-service’ market sizing -
Report II. 2010.

[2] M. Armbrust, A. Fox, R. Griffith, A. Joseph, R. Katz, A. Konwinski, G.
Lee, D. Patterson, A. Rabkin and I. Stoica. A view of cloud computing.
Communications of the ACM, 53(4):50–58. 2010.

[3] EU Commission. Report on The Future of Cloud Computing - Opportu-
nities for European Cloud Computing Beyond 2010. EU. 2010.

[4] K. Boukadi, C. Ghedira, S. Chaari, L. Vincent and E. Bataineh. How
to employ context, web service, and community in enterprise collabo-
ration. Proceedings of the 8th Intl Conference on New Technologies in
Distributed Systems. ACM, 1-12. 2009.

[5] R. Buyya, J. Broberg, and A. Goscinski. Cloud Computing - Principles
and Paradigms. Wiley. 2011.

[6] P. Fingar. Cloud computing and the promise of on-demand business
innovation. Intelligent enterprise. 2009.

[7] C. Pahl, S. Giesecke and W. Hasselbring. An Ontology-based Approach
for Modelling Architectural Styles. European Conference on Software
Architecture ECSA 2007. Springer. 2007.

[8] M.X. Wang, K.Y. Bandara and C. Pahl. Integrated constraint violation
handling for dynamic service composition. IEEE Intl Conf on Services
Computing. pp. 168-175. 2009.

[9] DMTF Distributed Management Task Force: Interoperable Clouds.
http://www.dmtf.org/sites/default/files/ standards/documents/DSP-
IS0101 1.0.0.pdf. Accessed April 2013.

[10] GICTF Global Inter-Cloud Technology Forum: Use cases
and functional requirements for inter-cloud computing.
http://www.gictf.jp/doc/GICTF Whitepaper 20100809.pdf. Accessed
April 2013.

[11] OMG Object Management Group: Cloud Interoperability
Roadmaps Session. http://www.omg.org/news/meetings/tc/ca/special-
events/Cloud Interop Roadmaps.htm. Accessed April 2013.

[12] CloudCom 2011 Workshop: Market Implementation of Cloud
Interoperability and Portability Research in IaaS and PaaS.
http://www.cloud4soa.eu/workshop2011. Accessed April 2013.

[13] Cloud Standards Overview. http://cloud-
standards.org/wiki/index.php?title=Main Page. Accessed April 2013.

[14] DMTF istributed Management Task Force. Open
Virtualization Format Specification Version 1.0.0.
http://www.dmtf.org/standards/published documents/
DSP0243 1.0.0.pdf. Accessed April 2013.

[15] Memcached Project web site. http://memcached.org/. Accessed April
2013.

[16] OVF Open Virtualization Format. http://www.dmtf.org/sites/default/files/
standards/documents/DSP0243 1.1.0.pdf. Accessed April 2013.

[17] VEPA Virtual Ethernet Port Aggregator.
http://www.ieee802.org/1/files/public/docs2008/new-congdon-vepa-
1108-v01.pdf. Accessed April 2013.

[18] OCCI Open Cloud Computing Interface. http://occi-wg.org/. Accessed
April 2013.

[19] USDL Unified Service Description Language.
http://www.w3.org/2005/Incubator/usdl/. Accessed April 2013.

[20] EMML Enterprise Mashup Markup Language.
http://www.openmashup.org/omadocs/v1.0/index.html. Accessed April
2013.

[21] Open CSA - Open Composite Services Architecture. http://www.oasis-
opencsa.org/. Accessed April 2013.

12Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-271-4

CLOUD COMPUTING 2013 : The Fourth International Conference on Cloud Computing, GRIDs, and Virtualization

                           25 / 263



K Means of Cloud Computing: MapReduce, DVM,
and Windows Azure

Lin Gu Zhonghua Sheng Zhiqiang Ma
Xiang Gao Charles Zhang

Department of Computer Science and Engineering
Hong Kong University of Science and Technology

Kowloon, Hong Kong SAR
Email: {lingu,szh,zma,xgaoaa,charlesz}@cse.ust.hk

Yaohui Jin
State Key Lab of Advanced Optical Communication
Systems and Networks, Shanghai Jiaotong University

800 Dongchuan Road, Minghang District
Shanghai, China

Email: jinyh@sjtu.edu.cn

Abstract—Cloud-based systems and the datacenter computing
environment present a series of challenges to system designers for
supporting massively concurrent computation on clusters with
commodity hardware. The platform software should abstractthe
unreliable but highly provisioned hardware to provide a high-
performance platform for a diversity of concurrent program s pro-
cessing potentially very large data sets. Toward this goal,a num-
ber of solutions are designed or proposed. Among these products
and systems, we elect three technologies, MapReduce/Hadoop,
DVM, and Windows Azure, as representatives of three different
approaches to constructing the infrastructure and instructing
the programming in the cloud. We empirically study these
technologies using a well-known and widely used application,
k-means, and analyze their performance data in relation with
the abstraction layers they establish. The implementations of k-
means on the three platforms are presented with sufficient details
to show the design patterns with these technologies. We analyze
the evaluation results in the context of the design goals and
constraints of the technologies, and show that the instruction-
level abstraction can provide flexible programming capability as
well as high performance.

Keywords—Cloud computing; k-means; parallel programming;
MapReduce; DISA; big data processing

I. I NTRODUCTION

We entered the cloud computing era without a consensus
on how large-scale distributed computing systems should be
constructed. As many problems remain unsolved for systems
with hundreds of loosely-coupled nodes, leading Internet firms
have constructed datacenters orders of magnitude larger than
typical “large-scale” systems around 2000’s. To system de-
signers, datacenter systems present new technical challenges
for the following reasons.

• First, the scale of a datacenter can reach hundreds
of thousands of compute servers, which is out of the
scope of many distributed algorithms.

• Second, constructing a loosely coupled system at
such a scale with commodity hardware inevitably
introduces faults in the system to the extent that
failures of components are “norm” [1]. This design
context departs significantly from traditional high-
performance computing systems.

• Third, the applications in datacenters typically require
extremely high availability and process very large

data with high throughput [2]. Moreover, a number
of computing tasks require deterministic output to
ensure correctness, which is well accepted practice
in computations of smaller scale but turns out to be
very difficult in datacenter systems without noticeably
affecting performance.

• Finally, a datacenter is a shared environment where
a number of applications run concurrently and may
interact with each other. In contrast, a typical high-
performance computing (HPC) environment can run
in a dedicated or isolated manner. In fact, many HPC
users desire to have their application run in relatively
isolated resource compartments.

In this context, the cloud computing infrastructure should
abstract the unreliable but highly provisioned hardware to
provide a high-performance platform for a diversity of con-
current programs processing potentially very large data sets.
The programs should be easy to write, worry-free to deploy,
and fast to execute.

Several technologies are developing towards this goal–
besides earlier solutions developed by Google, Yahoo!, and
other industry firms, integrated solutions start to emerge and
combine existing software development practices.In addition, a
few academic research systems exhibit excellent performance
and potentially indicate future directions of innovation in this
area.

Among these products and systems, we elect three tech-
nologies, MapReduce/Hadoop [3], DVM [4], and Windows
Azure [5], as representatives of three different approaches to
constructing the infrastructure and instructing the program-
ming in the cloud. We empirically study these technologies
using a well-known and widely used application, k-means, and
analyze their performance data in relation with the abstraction
layers they establish. The implementations ofk-means on the
three platforms are presented with sufficient details to show
the design patterns with these technologies. Our study reveals
some characteristics of the design space of cloud computing,
and sheds light onto how to construct and program cloud-based
systems and applications.

The rest of the paper is organized as follows. Section II
introduces the background of the technologies discussed in
this paper. Section III presents the k-means programming on
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MapReduce/Hadoop, DVM and Windows Azure. Section IV
evaluates the performance of k-means computation on the three
platforms, and analyzes the experimental results. The related
work is discussed in Section V, and we provide concluding
remarks in Section VI.

II. BACKGROUND

When Internet datacenters were first multiplexed to con-
duct serious data-intensive processing, it became obviousthat
there lacked a method to orchestrate the numerous compute
nodes in such systems to conduct effective computation. In
spite of immense work on distributed computing and parallel
processing, traditional approaches are ill-suited for thenew
computing platform. Consequently, several technologies have
been developed to enable large-scale distributed processing in
datacenters, pioneered by Google’s MapReduce [3]. Recently,
Microsoft’s Windows Azure integrated a full set of cloud-
related technologies, including not only distributed execution
but also programmable resource provisioning and data-layer
abstractions, in the existing development frameworks [5],[6].
Another important trend is to conduct in-memory computation
on commodity-hardware-based clusters. As one of the earliest
approaches in this category, the DVM technology constructs
an instruction-level abstraction to enable programs distribute
computation in a large shared memory space [4].

A. MapReduce-style computation

MapReduce is perhaps the most widely recognized cloud
computing technology. It simplifies the data dependence and
regulates the semantics of the tasks (e.g., tasks should be
idempotent) so that it is easy to implement “embarrassingly
parallel” programs and utilize the large number of processor
cores in a cluster [3]. Although multiple implementations
extend the MapReduce framework to multicore and GPGPU
processing [7], [8], MapReduce is mainly design for massively
parallel data-intensive processing on a cluster of compute
nodes.

While MapReduce is a computational framework, its de-
sign is highly dependent on the underlying filesystem ab-
straction, GFS [1]. First, the replicated data chunks in the
filesystem effectively enhance the scheduling efficacy and the
I/O bandwidth. Second, the filesystem provides a means of
maintaining very large program state and providing a “global”
namespace. Finally, atomic operations (e.g., rename) in the
filesystem ensures the correctness of the MapReduce com-
putation. The performance of MapReduce computation also
relies on a datacenter-wide “meta-scheduler”. The open source
variant of MapReduce, Hadoop, has implemented a filesystem,
HDFS, with similar semantics to those provide by GFS and a
application-level task scheduler.

B. Languages, virtual machines, and DVM

Virtualization is considered part of the technical foundation
of cloud computing. In fact, virtualization can take place at
several different system layers, and the level of abstraction
makes significant difference in generality, expressiveness, and
performance. X10 represents an approach of abstracting com-
putation at the language level [9]. Similar approaches include

Fig. 1. Organization of two DVM virtual machines on three computers. Each
DVM virtual machine utilizes computing resources providedby one single
computer or many computers.

Fortress, Google App Engine, and Chapel. The language-
level approach gives the programmers more precise control
of the semantics of parallelization and synchronization, and
X10’s PGAS approach (Partitioned Global Address Space) can
potentially support very large data for sophisticated processing.
Amazon EC2, on the other hand, abstracts the platform at
the instruction level, and builds on existing VMM (Virtual
Machine Monitor) technology.

The DVM technology represents a new virtualization func-
tion, which provides a low-level abstraction but enables it
to support large-scale clusters and sophisticated parallelizable
processing [4]. It introduces a new ISA, Datacenter Instruction
Set Architecture (DISA), which can be easily emulated on
existing hardware. Above such a general architecture, a large
virtual machine, DVM, can coordinate resources from a large
number of physical hosts and support various programming
languages.

Fig. 1 shows the organization of a DVM system composed
of two virtual machines spanning three physical hosts. The
instruction-level abstraction provided by DISA is very close
to typical machine instructions directly supported by processor
hardware. However, the semantics of the instructions and the
memory model enable multiple tasks, each called a runner, to
reside in a large shared memory space, conduct computation
and orchestrate massively parallel processing in the abstraction
of a “single computer”. The runners resolve their dependence
upon each other through a watcher mechanism provided by
the DVM. In particular, a latter task depending on an earlier
task’s output can be implemented as a “watcher” that monitors
the memory area where the former task writes the output data.
Once the watched area is modified, the latter task is activated
and allowed to proceed with its computation.

C. Windows Azure

The Windows Azure Platform, developed by Microsoft,
provides a full set of abstractions and programming tools
for developing cloud-based applications. It also uses several
related technologies, e.g., VMM, scalable key value store,
and datacenter-oriented programming languages, to construct
a fairly complete solution.

An application materializes as services hosted in Windows
Azure, consisting of one or multiple web roles together with
a set of optional worker roles. The program running in the
roles may invoke distributed key value store or database

14Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-271-4

CLOUD COMPUTING 2013 : The Fourth International Conference on Cloud Computing, GRIDs, and Virtualization

                           27 / 263



services via well-defined APIs to meet the requirements of
a spectrum of applications, including commercial applications
requiring strict transactional semantics. Similar to DVM,Azure
allows programmers to use programming languages of their
choice, given that the language is supported by the program
development environment (e.g., Microsoft Visual Studio) and
the Windows Azure SDK.

III. K-MEANS PROGRAMMING AND SYSTEM SUPPORT

k-means is a well-known data clustering application used
in many areas such as data mining, computing vision and
information retrieval.It partitions a data set intok clusters
iteratively, and has been implemented in various software
systems and applications.Moreover,k-means is widely used
for evaluating cloud-based technologies, and, with its clear
algorithmic design and adjustable problem size, presents a
manageable workload with which various cloud-related tech-
nologies can be studied [10], [11].

The k-means process starts withk initial cluster centroids
and iteratively refines the clusters by reassigning points to
the closest centroids and updating the clusters’ centroids.
We implement thek-means algorithm with a similar iterative
workflow to the one used in Mahout and X10, and optimize
the algorithm to achieve better performance in the distributed
environment. Similar optimizations are also used in some prior
work [10], [12].

A. MapReduce and Hadoop

The iterative computation ofk-means does not directly fit
into the MapReduce framework, which mandates a reduce
stage following a map stage. However, the computation in
each iteration is similar with different cluster centroidsand
the two phases (assigning points to clusters and calculating
the new centroids) in each iteration can be expressed as
one MapReduce job—we use the map tasks to perform the
distance computation and point assignment to clusters as the
distance computation between one point and the centroids is
irrelevant to the computation for other points in one iteration,
and the distance computation can be executed in parallel. The
calculation of the new centroids can be performed by the
reduce tasks. Hence, we can iteratively run MapReduce jobs
and each MapReduce job performs the computation in each
iteration of thek-means algorithm. As the distance computa-
tion is the most intensive calculation ink-means algorithm, the
computation is effectively parallelized using the MapReduce
programming model.

Alg. 1 shows thek-means clustering algorithm on Hadoop.
The input data are initially stored in files of roughly equal
sizes. The input files contain data points’ coordinates as a
sequence of<key, value>pairs where the coordinates are
stored in the value field. To share the centroids which are read
and updated by each MapReduce job, we store the centroids
in files in HDFS so that they are read by the map tasks for
distance computation and are updated by reduce tasks with the
new centroids. Hence, the final output of thek-means cluster
program is the centroid files after the last iteration.

The combine function minimizes the communication
among map and reduce tasks. Using multiple MapReduce jobs,
we are able to implement the iterative computation requiredby

Algorithm 1 k-means clustering using Hadoop
1: create currentcentroids and newcentroids in the file system
2: write new centroids with the firstk points in the input files
3: repeat
4: delete currentcentroids, rename newcentroids to cur-

rent centroids, and create empty newcentroids
5: for all map tasksdo
6: read the data points from the input files
7: read currentcentroids
8: for all data pointsdo
9: calculate the distances between the data point and each

centroid
10: n= the identity of the cluster with the closest centroid
11: v=coordinates of the data point
12: output the<n, v>(assign data point v to cluster n)
13: end for
14: end for
14: Run the combine function to sum the values of data points

assigned to the same cluster and output<n, V>for each
distinct n where V is a composite value of the coordinates
of the centroid of the data points being combined and the
number of data points associated with n

15: for all reduce tasksdo
16: sum all the intermediate values generated by the combine

functions and compute the new cluster centroids.
17: write the new centroids to file newcentroids
18: end for
19: until the difference between the centroids in currentcentroids

and newcentroids is less than a threshold or the number of
iterations reaches the maximum value

k-means. However, the transition between successive MapRe-
duce jobs cannot be expressed inside the MapReduce frame-
work itself, and external “glue” language must be employed
to make such transition happen. It is also noteworthy that the
external logic forces the program to use the distributed file
system as the media for recording program state. These issues,
although tolerable in “embarrassingly parallel” programs, re-
sults in non-trivial burden in programming and performance
for this slightly sophisticated application.

B. DISA and DVM

DISA presents a generic programming platform, and DVM
is constructed above this generic abstraction layer. Hence, it is
not difficult to implement thek-means algorithm on a DVM.
The program flows are instantiated to runners in DVM and
the dependence between the iterations and phases inside each
iteration is expressed with watchers. Thek-means program
on DVM reads its input from disks through one of its I/O
channels. Alg. 2 shows thek-kmeans clustering algorithm on
DVM.

It may appear to be an unnecessary overhead that the
program createsM dist_cal_runners in each iteration.
In fact, this design results from the snapshotted memory
semantics in DISA–the runners see data in its snapshot created
upon the runner’s instantiation, and the new centroids created
at the end of one iteration are visible to runners created at
the beginning of the next iteration. It is very efficient to
spawn new runners on a DVM, and this makes the overhead
of creating runners practically negligible. In comparison, the
MapReduce-style programming also requires the program to
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Algorithm 2 k-means clustering on DVM
1: read data points from the I/O channel and store them in desig-

nated memory areas
2: new centroids = the firstk data points
3: repeat
4: current centroids = newcentroids;
5: createM (a program parameter)dist_cal_runners, each

responsible for one partition of data points, and one
dist_cal_runner_watcher.

6: for all dist_cal_runner and its associated partition Pdo
7: for all data point p in Pdo
8: calculate the distances between p and each centroid in

current centroids
9: assign p to the closest centroid n

10: add p to the sum for centroid n in P – store n, the sum
with p included and the number of data points, including
p, associated with n in P

11: end for
12: dist_cal_runner_watcher is activated each time a

dist_cal_runner exits and commits.
13: dist_cal_runner_watcher checks whether all

dist_cal_runner runners have completed
14: if all dist_cal_runner runners have completedthen
15: the watcher creates thecentroid_cal_runner
16: centroid_cal_runner sums all the intermediate val-

ues generated bydist_cal_runners for each centroid,
computes the new cluster centroids and assigns them to
new centroids

17: else
18: exit the watcher
19: end if
20: end for
21: until the difference between the centroids in currentcentroids

and newcentroids is less than a threshold or the number of
iteration reaches the maximum value

create numerous map and reduce tasks in each iteration, but the
tasking overhead is very heavy in the current implementations.

C. Windows Azure

The web and worker roles in Azure are general enough
to implement almost any computational jobs with Windows
Azure-enabled languages, with web roles incorporated with
built-in web servers. However, it is still a technical challenge
to use the distributed data services to construct a reliable
mechanism for recording program state and enabling web and
worker roles to exchange intermediate data. Alg. 3 shows the
design ofk-means on Windows Azure.

To implementk-means on Windows Azure, we use the
Windows Azure blob storage to store the input dataset and the
output results. The communication between different rolesre-
lies on the Windows Azure queue service. We build two types
of worker roles – amaster role and aslave role. There is only
one master worker role (henceforth calledmaster) instance
which is responsible of partitioning the dataset, assigning tasks,
and collecting results. There are one or multiple slave worker
role (henceforth calledslave) instances. They consume the
tasks in the task queue, generate the intermediate results in
its data partition, and write back to the result queue.

Algorithm 3 k-means clustering on Windows Azure
1: new centroids = the firstk data points in the input
2: repeat
3: current centroids = newcentroids
4: master partitions the dataset
5: master writes centroids together with the task control infor-

mation (e.g., the number of concurrent tasks) into the task
queue

6: for all slaves do
7: retrieve the tasks from the queue and compute the intermedi-

ate results consisting of the centroid assignment, the sum of
the coordinates of the data points assigned to a cluster in its
partition and the number of data points in the corresponding
cluster and partition

8: end for
8: master collects the intermediate results, computes the new

centroids, and assigns them to newcentroids
9: until the difference between the centroids in currentcentroid and

new centroids is less than a threshold or the number of iteration
reaches the maximum value

IV. PERFORMANCE, PROGRAMMABILITY, AND
EMPIRICAL EXPERIENCE

With k-means implemented on Hadoop, DVM, and Azure,
we conduct an empirical study on these implementations
to study the performance of these solutions, and link the
observed performance data to the design choices in cloud
computing technologies. To ensure the applicability of our
observations, we run the experiments on both research testbeds
and industrial platforms such as industrial computing clusters
and the Windows Azure platform.

Fig. 2 presents the execution time fork-means on DVM
and Hadoop on 16 working nodes. From the results, we can
see that DVM is at least 13 times faster than Hadoop. We
believe this indicates that instruction-level abstractions can lead
to more efficient computation and less tasking overhead. While
an optimized language-layer construct, such as a MapReduce
implementation using memory as the main data storage, can
significantly increase the performance, such optimizationis
unlikely to close the gap between the language and instruction-
layer abstractions.
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Fig. 2. Execution time fork-means on 16 nodes

Illustrating the speedup, Fig. 3 shows the relative perfor-
mance fork-means on DVM and Hadoop on the research
testbed (“/R” in the figure) and industrial testbed (“/I” in the
figure) as we scale the number of compute nodes. The relative
performance is calculated with respect to execution time on
Hadoop with one node. Fig. 4 presents the execution time and
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throughput ofk-means on DVM with 50 compute nodes as we
scale the dataset from 12,800,000 to 204,800,000 points. The
throughput is calculated through dividing the number of points
by the execution time. The result shows that the throughput
increases with the data size, which reflects that DVM scales
well with the data size.

Since DVM shows excellent scalability and efficiency, it
may appear that the instruction-level abstraction represents the
best choice for constructing the cloud technology. However,
similar to the situation with traditional ISAs, the instruction
layer is mainly defining the interface between hardware and
software, and may not provide a complete solution to program-
ming. In fact, our experience of developing programs in the
DISA assembly language verifies the challenge of developing
programs at a level close to the instruction set, and has
prompted us to start developing a compiler for DISA. The goal
of the DVM is to provide a powerful foundation, rather than
the completion, of the cloud computing technology, and new
software tools and supportive routines shall be added to the
platform to fully utilize its capability and enhance productivity.

To provide a complete programming environment, Win-
dows Azure integrates the distributed data and processing
services with the familiar Visual Studio based development
environment. Fig. 5 shows the performance ofk-means on
Windows Azure platform with 1master and 1 to 4slaves. The
worker roles reside on small instances in Windows Azure, and
both the roles and the Azure storage service are located in the
“South Central US” region. We also uses the local emulator to
evaluate and compare the execution ofk-means. The Windows
Azure emulator runs on a server with 4 CPU cores and 6GB
of memory.

We observe that, when the number ofslaves increases
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Fig. 5. Execution time of k-means computation on Windows Azure

from 3 to 4, the speedup becomes low or even negative.
Based on our study, this is likely due to the sharing of CPU
resources— 3slaves and 1master can each use 1 CPU core
almost exclusively. However, when we have 1master and 4
slaves, totally 5 worker role instances share the 4 CPU cores
on the physical host, and this serializes a significant part of
the computation. Similarly, on the Windows Azure platform,
we also observed the same phenomenon. Such hardware-
coupling overhead can be mitigated by better scheduling or
more resources. Looking at the performance data, we can
also conclude that, without the hardware-coupling overhead,
k-means exhibits obvious speedup on Windows Azure. This
verifies that the Windows Azure platform, although designed
to provide an easy-to-program methodology in a familiar
development environment, can potentially support parallelized
scientific computing with the worker roles.

The evaluation clearly shows that the instruction-level
abstraction, DISA and DVM, exhibits superior performance
in the computation. More importantly, the Turing-complete
instruction set of DISA presents a model that can express a
wide range of applications. We believe that such generality
is a key advantage in the future design of cloud computing
systems. Meanwhile, MapReduce has been proved an effective
solution to data-intensive computing when the processing
logic and data dependence relation fit its specific computation
model. Windows Azure, although optimized for Web-based
applications, also exhibits a significant amount of flexibility
in supporting scientific computation.

V. RELATED WORK

Many programming frameworks and languages are pro-
posed and designed to exploit the computing power of the large
number of compute servers inside today’s gigantic datacenters.
Dean et al. have created the MapReduce programming model
for Google’s datacenter environment [3]. Dryad takes a more
general approach, using a “communication DAG (directed
acyclic graph)” to depict the dependency among multiple
task instances [13]. While these frameworks are successful
in large data processing, the restricted programming model
makes it difficult to design sophisticated and time-sensitive
applications [11], [14], [15], [16].

DVM, on the other hand, allows programmers to easily
design general-purpose applications running on a large number
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of compute nodes by providing a more flexible programming
model [4]. DVM and DISA, the instruction set of DVM,
represent a virtualization technology different from widely
used virtualization systems, such as Xen and VMware on
the x86 ISA [17], [18]. As comparison, VMware pioneered
the virtualization of the x86 ISA, and vNUMA extends IA-
64 to multiple hosts connected through an Ethernet network
that provides “sender-oblivious total-order broadcast” [19].
The new DISA instruction set allows programs to scale up
to much larger clusters. Currently, optimization of programs
running on a DVM is programmer-driven. Although it has been
shown that the performance of DISA programs are very high,
optimizing compilers will make it much easier to harness such
optimization techniques.

In the meantime, the instruction-level abstraction must
combine with high-order languages and compilers to fully
release its capability. High-level languages, such as X10,
Sawzall and DryadLINQ, which are implemented on top of
programming frameworks (MapReduce and Dryad), make the
data-processing programs easier to design [9], [20], [21].To
implement their linguistic features efficiently, the language-
level approach gives also calls for an underlying computing
infrastructure that is capable of supporting general-purpose
programs, follows a storage-computing coupled architecture,
and provides measures for system-wide optimization. Towards
these requirements, DVM provides a foundation upon which
language-level instruments can be built.

VI. CONCLUSION

Our study shows that DVM has the best performance for
computation in a datacenter, but higher-order languages and
compilers must be used to make instruction-level abstraction
easy to program. Meanwhile, Windows Azure provides a
relatively full set of data services, language support, andde-
velopment and deployment tools. The role constructs together
with the queue-based communication can support a variety
of applications, including scientific workloads, on Windows
Azure.
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Abstract— This paper presents a research contribution from a 

significant Business-University collaborative Project. The aim 

of the project is to develop a new disruptive approach for 

Digital Forensics service provision to enable the creation of 

new value chains via the Cloud technology.  The project is 

highly complex and multidimensional. The project is 

concerned with the manipulation and service provision for 

highly sensitive data via a secure Cloud Service Delivery 

Platform. This paper reports on one aspect of a long running 

research program, concerned with Security. The paper 

presents a relatively novel solution adopted in the project for 

enhanced security to be implemented as part of the intended 

Cloud Service Delivery Platform. This solution is a hybrid 

approach between a Single-Sign-On and Multi-Factor 

Authentication in Federated Settings. Consideration of 

implementing this solution in the presence of Multi-Tenancy is 

also discussed in this paper, An aspect which has not been 
attempted yet, to the best of the authors’ knowledge.  

Keywords- Cloud Computing, Single-Sign-on; Multi-Factor 

Authentication; Cloud Federation; Cloud Security, Multi-

Tenancy 

I. INTRODUCTION 

Cloud computing is fast becoming a mainstream 
technology replacing the current practices in IT resource 
provisioning. The Cloud technology is a disruptive model as 
it represents a major change to the IT services landscape. 
Cloud Computing describes a new way of delivering IT 
services based on Internet protocols, and it typically involves 
provisioning of dynamically scalable and often virtualized 
resources [1]. Cloud services offer great benefit to 
organizations by eliminating complexity of service 
designing, deploying and configuring. Cloud Computing 
enables the delivery of services through the on-demand 
service-provisioning model to end users on a pay as you go 
basis over a network such as the Internet [1, 2].   

 
Using the Cloud, companies can drive a more efficient, 

effective, and consumer led commercial that helps them 
continually reinvent and transform the way they do business, 
focusing on what makes sense from a business delivery, 
consumer satisfaction and growth model [1]. Enabling the 
underlying IT allows businesses to rapidly deliver services, 
integrate across technological divides, and increase 

efficiencies; where cost reduction and increased efficiency is 
a major feature; along with the ability to affect reach, 
reliability and availability no matter where you are or what 
time it is. In short, Cloud technology offers a wide spectrum 
of new digital value chains. However, security is often cited 
as one of the major concerns in adopting the technology.  

 
Cloud services are mainly delivered through three main 

delivery models Software as a Service (SaaS), Platform as a 
Service (PaaS) and Infrastructure as a Service (IaaS) [1, 2, 
3]. Table 1 summarises the main security concerns for each 
of the delivery models. 

TABLE I.  MAIN SECURITY CONCERNS ON CLOUD DELIVERY MODELS 

Delivery 

Models 

Security Concerns Examples 

SaaS Data Security 

App Security 

Identity Authentication 

Google Apps, 

Oracle SaaS, 

NetSuite 

Salesforce 

PaaS Data & Computing 

Availability 

Data Security 

Disaster Recovery 

Google App 

Engine, RedHat, 

Microsoft Azure 

Heroku 

IaaS Data center construction 

Physical Security 

Network Security 

Transmission Security 
System Security 

Amazon EC2, 

Verizon, IBM, 

Rackspace,  

Nimbus 

 
As defined by the American National Institute of 

Standards and Technology (NIST), Cloud can be deployed in 
four models: Public and Private Clouds together with less 
commonly used models, Community and Hybrid Clouds; 
private Cloud; community Cloud; and hybrid Cloud; [3, 4]. 
 
This paper presents a relatively novel solution adopted in a 
real business case project; funded by a UK research Council 
to develop a complex Cloud Service Delivery Platform for 
Digital Forensics [15]. This solution is a hybrid approach 
between a Single-Sign-On and Multi-Factor Authentication 
in Federated Settings. 
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Figure 1.  Delivery models vs. Deployment models. 

Consideration of implementing this solution in the presence 
of Multi-Tenancy is also discussed in this paper; an aspect 
which has not been attempted yet, to the best of the Authors’ 
Knowledge (Section IV). The paper also was an opportunity 
to review the area of Cloud service provision and reflect on 
the current practices for Cloud access management (Section 
III) and classifies Security challenges (Section II). 
Conclusions and direction for future research are 
summarised in     Section V. 

II. CLOUD SECURITY AND PRIVACY CHALLENGES 

This section provides a concise summary of the current 
security and privacy challenges in a Cloud environment 
based on state of the art classification under five main 
categories, as illustrated in Figure 2.  

There are number of security and privacy concerns for 
today’s cloud computing landscape as it incorporates with 
various technologies including virtualization (i.e. virtual 
servers, virtual networks), on demand service provisioning, 
shared resource pools (i.e. data, memory), concurrent access, 
load balancing and distributed data are some examples [5]. 
Also big data in cloud has always been a security and 
privacy challenge due to the velocity, volume and variety of 
data.  As shown in Figure 2, cloud security and privacy 
challenges can classified in to five main categories. 

 
 
. 

 
Figure 2.  Cloud Security and Privacy Challenges. 

Authentication and Identity Management 

 Interoperability challenges in between service 

providers  

 Inherent limitations in passwords 

 Lack of clarification of multi-tenancy 

 Multi-jurisdiction issues   

 

Trust Management and Policy Integration 

 Semantic heterogeneity 

 Jurisdiction issues 

 Trust and interaction/sharing requirements 

 Composition of multiple services to enable 

bigger application services  

 

Secure Service Management 

 Issues such as  price, QOS, and SLAs 

 Automatic and systematic service provisioning; 

and a composition framework that considers 

security and privacy issues   

Privacy and Data Protection 

 Storing data and applications on systems that 

reside outside of on-premise datacentres 

 Shared infrastructure, risk of potential 

unauthorized access and exposure. 

 Privacy-protection mechanisms must be 

embedded in all security solutions. 

 Balancing between data provenance and privacy   

Organizational Security Management 

 Shared governance  

 Dependence on external entities  

 Insider threat is significantly extended when 

outsourcing data and processes to Clouds. 

 

III. CLOUD ACCESS MANAGEMENT 

 
The Cloud Data Management Interface (CDMI) defines 

the functional interface: to implement strong access controls; 
provide data encryption; and storage media for secure multi-
tenant Cloud environments; [6] CDMI supports most of 
standard protocols like File Transfer Protocol (FTP), Storage 
Area Network (SAN), Network Attached Storage (NAS) and 
Web Distributed Authoring and Versioning (WebDAV) [7].  

Preventing un-lawful access to data resources in the 
Cloud is a key challenging deliberation. The most significant 
issue is that the digital identification and framework may not 
naturally extend into a Cloud environment, thus re-
engineering the existing framework to support Cloud 
services may prove to be difficult [8]. Employing two 
different authentication protocols, one for the internal 
systems and another for external Cloud-based systems, leads 
to technical difficulty that can become unusable over time. 
Identity federation, supported by the introduction of Service 
Oriented Architectures (SOA), is one solution. Identity 
federation allows both Cloud service provider and service 
organisation to trust and exchange digital identities and 
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attributes across both domains. As shown in Figure 3, for 
federation to succeed, identity and access management 
transactions must be interpreted carefully and 
unambiguously, and protected against attacks [8, 9]. 
Federation is enabled by an Authorisation Exchange 
Standard [10]. 

 

Authentication and Authorization Standards

Federated Identity Solutions

Cloud Federation

 
Figure 3.  Single Sign-on based Cloud federation framework. 

A. Authentication /Authorisation Standards 

 
The Authentication and Authorisation Standard for Cloud 

computing defines a set of principles for exchanging 
authentication and authorisation between security domains. 
There are a number of protocols like OpenID, UMA, Radius 
and SAML which provide support to build the authentication 
and Authentication frameworks [10]. The Security Assertion 
Markup Language (SAML) is the most widespread standard 
that integrates digital security tokens containing assertions 
which pass information about a user, protocols and profiles 
so as to implement authentication and authorisation scenarios 
which allow secure data exchange between domains [11]. 

B. Single Sign-On (SSO) 

 

As shown in Figure 4, Single Sign-On (SSO) is a 

process that enables a user to have single user credentials to 

gain access to multiple applications and resources which 

have been assigned for the user. SSO allows users to switch 

between different applications more effectively without any 

additional authentication requests [11]. 

 
Numerous researches have shown the prompt impact of 

SSO within Cloud industry.  Shibboleth IDP, oxAuh OP, 

UMA PDP and LDAP cache are some of the architectures 

that refer to frameworks to build SSO environments [10, 

11].  

 

    According to JANET, Shibboleth is the most widely 

adopted open source federated identity solution developed 

by the Internet2 middleware group [12]. The latest 

Shibboleth (V 2.0) builds on top of the SAML 2.0 

authentication and authorization standards. 
 

Siingle Login

User

 Access 
Gateway

Internal 
Applications

Corporate 
Database

Public 
Resources

Web 
Applications

 
Figure 4.  Single Login – Multiple Applications. 

C. Multi-Factor Authentication 

The multi-factor authentication is an authentication 
method, which requires two or more authentication factors to 
allow access to the IT resources [13]. As shown in Figure 5, 
there are three factors involved in establishing the multi-
factor authentication framework. 

 

 
Figure 5.  Multi-Factor Authentication. 

 
Research studies have shown that a traditional username 

and password based Single-factor authentication is no longer 
strong/scalable enough to support the present security 
demands of the cloud. This is because compromise of a 
single factor results in a breach; whereas multi-factor 
authentication decreases the chance of subversion by having 
an increase in likelihood of correct identification with every 
additional factor. The current and widely used trend is two-
factor authentication; it is widely spread amongst large 
financial institutions in Europe [8]. Two-factor 
authentication can also be found in a number of user-facing 
applications, such as social networks (Facebook) and Google 
Applications. Although the two-factor is currently 
considered the most efficient and very secure scheme, 
research continues to explore other more effective solutions 
as Two-factor authentication is already seen being breached. 
Therefore, an increased factor authentication (eg. three-
factor) or hybrid approaches  [9, 10], are currently being 
tested and researched.  

This paper is an attempt to implement a hybrid 
authentication approach, using Single-Sign-On together with 
two-factor authentication whilst considering the multi-
Tenancy Scenario (Section IV). This approach is proposed 
for direct application in a real business case. 
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IV. SECURE CREDENTIAL FEDERATION FOR HIGHLY 

SENSITIVE DATA EXCHANGE 

 
Finding a balance between security and 

simplicity/accessibility is very important [13]. The proposed 
multi-level, hybrid authentication mechanism based on 
Single Sign-on (SSO) and two-factor authentication, enables 
not only Cloud federated access among multiple applications 
and organizations but also allowing sensitive data exchange 
between different domains (Figure 7). 

 

Authentication and Authorization Standards

Federated Identity Solutions

Cloud Federation

Two Factor Authentication
Highly Sensitive 

Resources

Federated Resources

 

Figure 6.  Proposed - Multi-Level Hybrid Authentication Mechanism 

Single-Sign-On provides a unified mechanism to manage 
and monitor user interactions and business rules, determining 
user access to Cloud applications and data resources through 
the internet.  Some industries require extra levels of security 
and identity protection over SSO settings in order to precede 
some specific secured tasks such as extremely sensitive 
application/data access, cross-border investigations, and 
remote data manipulation activities. Therefore, this paper is 
inspired to introduce a hybrid Cloud access framework by 
combining multifactor authentication with SSO in order to 
protect enterprise identities and thus enable a strong 
authentication method. Figure 6 and 7 illustrate the basic 
idea of the proposed solution. 
 

Single Sign On

User

Federated Resources

Highly Sensitive Data

Two Factor Authenticaion

Resources from multiple 
domains and multipal locations

 
Figure 7.  Resource Access through Multi-Level Hybrid Authentication. 

The proposed hybrid solution comprises of two levels of 
security access layers providing access to federated resources 
and further sensitive resources within the federation agenda. 
The proposed solution defines federated resources as 
combined    Cloud environments and applications for the 
purpose of resource sharing using single sign on to access 
multiple applications from multiple locations. Also, this 
solution allows access to highly sensitive resources within 
federation settings. Table 2 displays the access matrix vs. 
authentication of the proposed framework. 

TABLE II.  DIFFERENT RESOURCE ACCESS THROUGH MULTI-LEVEL 

HYBRID AUTHENTICATION 

Data Access \ 

Authentication 

Federated 

Resources 

Highly Sensitive 

Resources 

Single Sign-on √ √ 
Two Factor 

Authentication 
X √ 

 
Figure 8 shows the high level access flow of the 

proposed hybrid access mechanism. The cloud access 
gateway acts as the doorman at the enterprise perimeter to 
cloud services and service users. The users can gain access to 
federated resources simply by providing SSO credentials. If 
the user need to access sensitive data within the federated 
settings, then they will be diverted to the two factor 
authentication for further credentials in order to gain access. 
Figure 9 illustrates the interaction between cloud 
components and users, showing how processes operate with 
one another and the direction in which federated resources 
are accessed. In a similar manner, Figure 10 displays the 
enhanced version of accessing sensitive data through two 
factor authentication.  

(1) (5) (9) (11) (15)

User

Cloud Access 
Gateway

WAYF
(2) (6)

(4) (8) (14)

(3) (7)

Identity 
Provider 

Single Sign on

Federated 
Resources

Highly Sensitive 
Data

Two Factor 
Authentication

(12) (16)

(13) (17)

(10)
(18)

 

Figure 8.  Hybrid SSO-Two-Factor Authentication Framework. 
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A. Cloud Access Process flow 

1. Request to access federated resources 

2. Redirected to the SSO WAFS (Where are you 

from) 

3. IDP Request 

4. Request   User Credentials 

5. Provide Credentials 

6. Authentication 

7. If success – Generate SSO User Session and pass 

into the Access Gateway 

8. Prompt Authentication Status and redirect to 

federated resource pool 
9. Access to Federated Resources 

10. Federated Resources 

11. User Request to access Highly Sensitive Data 

12. Redirected to the Two Factor Authentication 

Service 

13. Generate Security Token and pass into the Access 

Gateway 

14. Send Security Token via SMS / Email 

15. Enter Security Token 

16. Pass token for verification 

17. Update SSO session 
18. Access to Highly Sensitive Data 

 

B. Considering Multi-Tenancy with the Proposed Solution 

Multi-tenancy is a method of sharing a single instance of 

data and applications among multiple customers (tenants) by 

allocating a unique profile for each tenant. Multi-tenancy 
presents a number of benefits such as: reduced operation 

cost by sharing resources (software/hardware); increased 

utilisation /optimisation rate in data centres and instant 

service provisioning for new clients [14]. However, despite 

the above-mentioned benefits, multi-tenancy is not widely 

deployed in the Cloud industry. The balance between 

resource sharing and security is very constrained and 

conflicting within a multi-tenancy framework. Also, the 

present multi-tenancy delivery models (Dedicated resource 

model, Metadata map model) are either less flexible or less 

secure (Table 3). The future developments of the proposed 

hybrid authentication solution will attempt to embed the 
multi-tenancy architecture where it is believed a mix of 

dedicated resources and metadata map architectures will 

deliver stronger security and greater flexibility. To the best 

of the authors’ knowledge, this work is unprecedented, due 

to its complexity and limitations in the current Cloud 

Technology. 

TABLE III.  MULTI-TENANT DELIVERY MODELS 

Dedicated resource model Metadata map model 

Increased Security Increased Flexibility 

Lower Flexibility Lower Security 

 

User Cloud Access Gateway Federated Resources

Request - Federated Resources

Redirect - Shibboleth

SSO Manager

IDP Request

Request - User Credentials

Credentials

Authentication

SSO Session

Prompt - Resource Portal

Request - Federated Resource Portal

Federated Resource Portal

 
Figure 9.  Sequence Diagram – Access to Federated Resources. 

User Access Gateway

Request - Sensitive Resources

Redirect - Shibboleth

SSO Manager

IDP Request
Request - User Credentials

Credentials

Authentication

SSO Session

Send Security Token

Redirect - Two Factor Auth

Security Token

Sensitive Resources2 Factor Manager

Enter Security Token

Pass Token for verification

Update - SSO Session

Request - Sensitive Resources Portal

Sensitive Resources Portal

Prompt -  Resources Portal

 

Figure 10.  Sequence Diagram – Access to Sensitive Resources. 

V. CONCLUSION 

This paper proposes a novel hybrid solution for increased 
security to be implemented as part of a real business case 
project.  The project is concerned with highly sensitive data, 
hence a more complex security approach is needed. The 
proposed hybrid solution, Single-Sign-On and two-factor 
authentication, is accepted by the project consortium and 
end-users to be a state-of-the-art and highly secure 
authentication approach. The proposed framework is 
currently being tested as part of the project deliverables, and 
results will be shared in future publications.  Immediate 
future work will investigate the implementation of the 
proposed framework in the presence of Multi-tenancy, in 
federated Cloud settings. Another direction for future 
research is to evaluate the feasibility of implementing more 
than two factors for authentication. This evaluation will 
include the readiness of the current Cloud technologies for 
such enhancement in security and working out the balance 
under different constraints.  
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Abstract—With the increasing number of providers offering
cloud-based services, new opportunities arise to build applications
capable of avoiding vendor lock-in issues. Such applications
are developed in multi-cloud environments that allow replacing
services with those offered by alternative providers. While this
may improve quality and provide independence from a single
cloud service provider, it also brings new risks. Being able to
assess risks and those quality aspects that are specifically related
to multi-cloud environments is essential in order to design reliable
applications based on the use of cloud services. Although a lot of
work has been done to study risks and quality aspects for cloud
services, this is usually focused in single-provider scenarios. In
this position paper, we discuss several risks and quality aspects
that are specifically related to multi-cloud environments.

Keywords- Multicloud, Risk assessment, Quality predic-
tion, Cost prediction

I. INTRODUCTION

Many applications and Cloud Service Providers (CSPs)
replicate or combine services from multiple clouds or multi-
clouds (also called cloud mashups [9]) to avoid the risk of ven-
dor lock-in. New architectures, technologies, and standards are
being proposed to support collaboration among multiple cloud
systems [1], [2], [6], [7]. Although direct collaboration among
applications hosted by different clouds is still restricted [9],
the adoption of these proposals will improve the ease of
migration from one provider to another and increase open
competition. Nevertheless, the current environment already
offers many opportunities for collaboration among services
offered by different providers without requiring standards or
important changes to the delivery model.

In multi-cloud environments, it is essential to provide tools
that guide multi-cloud application architects to choose the ser-
vices providing the necessary quality and ensuring acceptable
level of risk. Previous work has focused on describing quality
aspects and metrics to measure the suitability of a cloud service
from a multi-dimensional perspective. An example of this
is the Service Measurement Index (SMI) [10], a framework
designed to allow for quick and reliable comparison of IT
business services. SMI establishes the basis for comparing
isolated services in regard of several categories such as for
instance accountability, agility or assurance. However, they do
not explicitly analyze these aspects in a multi-cloud context.

Based on this quality aspects and other factors, model-
based decision making system help application designers to
choose the cloud components that better fit their needs. Some

of these major factors include functional and non-functional
properties, as well as cost and the added value. A trade-off
between such factors is the basis for decision making. This
trade-off is particularly complex between the non-functional
factors, the variable parts of the architecture, and the cost of
the selected solutions. The variability, as well as incomplete
information or knowledge, are also sources of risk. Since
functional requirements are less flexible and specified rather
early, and since the added value is strongly related to functional
properties, the factors that are tuneable and highly interrelated
are risk, quality and cost.

In this paper, we discuss the risks related to cloud services
in a multi-cloud environment, the quality aspects that are spe-
cific to that environment and make some cost considerations.
We analyze three important issues which are essential in multi-
cloud environments: interoperability issues between services
offered by different providers, the ease of migration from a
current service to a new equivalent service, and the security
issues that arise from the fact that confidentiality, integrity,
availability, etc. does not depend on a single provider.

This paper is organized as it follows. Section II presents
related work. Section III briefly describes multi-clouds es-
cenarios and describes the aspects considered in this paper.
Section IV presents a summary of quality aspects to be
considered. Section V provides a brief description of costs
that must be taken into account in this type of environment.
In Section VI, we discuss risks that must be considered in a
multi-cloud. Finally, Section VII presents the conclusions and
draws some future work.

II. RELATED WORK

As a basis for the elicitation of the adequate quality
characteristics, the software product quality standard ISO/IEC
9126 defines quality as the totality of features and character-
istics of a software product that bear on its ability to satisfy
stated and implied needs. The ISO 9126 standard provides
an established specification of decomposed quality notions
with their qualitative and quantitative definitions. The standard
defines a quality model for external and internal quality, and for
quality in use. The characteristics of the internal and external
quality model are functionality, reliability, usability, efficiency,
maintainability and portability. These are in turn decomposed
into a total of 34 sub-characteristics.

SMI [10] is a standardization effort from the Cloud Ser-
vices Measurement Index Consortium (CSMIC) consisting of
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Fig. 1: Examples of two different multi-cloud scenarios

academic and industry organizations. The Service Measure-
ment Index (SMI) uses a series of characteristics and measures
to create a common means to compare different services from
different suppliers. The characteristics are categorized as Us-
ability, Performance, Agility, Security and Privacy, Financial,
Assurance and Usability. Each of these characteristics has a
number of measures that can be used to evaluate the risk in
using a service. For example in the accountability category
one of the measured attributes is Compliance and another is
Service-Level Agreements (SLA) verification both of which
can be used to create a risk measure for the service and the
provider. The work presented in this paper is based both on
the ISO standard and SMI conclusions.

In order to enable risk monitoring based on indicators
or metrics, there is a need not only to identify the relevant
indicators, but also to understand how to relate the indicators
to potential risks, and how to aggregate the monitored values
into risk levels [5]. In this paper, we identify both risks
and quality aspects related to multi-cloud environments. To
our knowledge, none of the previous work has been focused
on jointly analysing risk, quality and costs in a multicloud
environment.

III. MULTI-CLOUD SPECIFIC NEEDS AND CHALLENGES

We define a multi-cloud application as any piece of soft-
ware using several cloud services hosted by two or more differ-
ent providers. Usually, two different scenarios are considered
when referring to multi-cloud environments. Figure 1 depicts
these two cases. In the first case (a), an application is replicated
to improve resilience, and may also be used to avoid vendor
lock-in. This means that the application has two independent
instances using the same type of cloud services (A, B, C in the
figure) in two different cloud providers. In the second case (b),
a single instance of the application runs different cloud services
hosted by two or more cloud providers. In this latter case,
it is also possible to replicate services to ensure availability.
This would also imply synchronization. Because of the need
for high interoperability between services offered by different
providers, scenario (b) is in general more complex to manage
and may potentially involve larger risk compared to (a). In fact,

scenario (a) may be considered a particular case of scenario
(b). Because of this, we focus on scenario (b) in this paper.

The use of multiple cloud services from multiple providers
adds a new dimension of complexity to an already complex
cloud computing scenario. Heterogeneity caused by the ex-
istence of independent providers that have created their own
business models, protocols, processes and formats generates
an increasing number of risks to be taken into account when
creating a new application using a multi-cloud strategy. In
this paper, we emphasize three essential aspects that must be
considered in a multi-cloud environment:

• Heterogeneity of services offered by different
providers results in reduced interoperability: the
lack of standard interfaces for services in different
clouds and the creation of independent proprietary
systems by each provider, make multi-cloud environ-
ments very heterogeneous. Interoperability problems
may range from technical issues, such as messaging
interfaces or quality of service, to semantic, orga-
nizational or legal issues. This heterogeneity is an
important risk to consider at design time, since it will
influence the capacity of an application architect to
decide between one service and another. In terms of
quality, a service will be highly interoperable with
other systems if it can be combined in collaboration
with many other services, from the same or other cloud
service providers.

• Migration between services offered by different
CSPs is an essential operation to ensure the com-
pliance with the application requirements: one of
the most common reasons to deploy an application in
a multi-cloud environment may include increasing the
cloud service catalog and increasing the capacity of
users to migrate from one service to another in case
the requirements on the application are not fulfilled.
We call this capacity replaceability, and it represents
the ease to migrate from one service to another to
replace the first one. It will be essential to decompose
migration processes from one cloud service to another
into several finer-grained steps, and analyze the quality
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aspects to be considered in the process.

• Security threats are increased in multi-cloud com-
puting environments: increasing the number of ser-
vices and providers, will increase the complexity of
the overall system and the number of potential attacks.
Control over customers data decreases, especially
because of potential migration between services of
different providers. The continuous communication
of data between services in different clouds may
also result in storing data in intermediary less secure
external storage systems, increasing the overall vul-
nerability and potentially compromising confidential
information. In terms of data privacy, multitenancy
makes it more difficult to guarantee confidentiality of
sensitive information.

These three aspects have been selected and prioritized after
several interviews with industrial and academic partners. They
have been chosen based on experience and from studying
different migration processes. They represent three essential
requirements in a multi-cloud environment: coordination be-
tween services offered by different providers, capacity to re-
place a service by another one, and the increase of complexity
in the system increasing possible points of failure in terms of
security. Note that, we do not claim this to be a comprehensive
list of possible aspects to analyze, but we believe they are a
good starting point to establish the basis to define risk and
quality in multi-clouds.

IV. QUALITY ASPECTS IN MULTI-CLOUD ENVIRONMENTS

In this section, we analyze those quality aspects related to
the issues detected in Section III that must be considered in
a multi-cloud environment: interoperability, replaceability and
security. Figure 2 summarizes the quality aspects considered
related to these three issues.

A. Interoperability

The interoperability problems of cloud services in the con-
trolled environment of a single CSP, are exacerbated by mixing
services from different providers and may imply incompat-
ibilities in other areas of a mixed service implementation.
From the point of view of a developer, it will be important
to know the degree of interoperability of a certain service
with respect to other services it must interact with. Figure 3
depicts the scenario studied in this case. Figure 2 divides these
incompatibilities in four different areas: technical, semantic,
organizational and legal. The Technical interoperability quality
aspects refer to the capacity of two or more services offered by
different providers to communicate through common protocols
and to jointly guarantee a certain quality of service. For
instance, possible indicators that might be used to evaluate
the degree of technical interoperability might be the number
of standardized interfaces that can be compared towards the
total number of interfaces used by the service, or the average
recovery time of the service or other performance aspects.
Semantic aspects refer to aspects related to the data syntax
consistency and the data quality. These data related aspects are
relevant for interoperability since only two or more services
offering mechanisms to guarantee global data properties might
be combined in the same application. Organizational aspects

Fig. 3: Interoperability in a multi-cloud environment: services
offered by different providers interacting with each other.

indicate how adaptable a service is to several work processes.
Since each of these work processes might be established by
different providers, it is important that a service in a multi-
cloud environment is adaptive to fit the requirements of each
work process in each case. Changes in a work process may
require changes in a specific cloud service that is already
used. In a migration process, choosing a new cloud service
candidate to replace an existing service may depend on the
capacity of this new service to adapt to the existing work
process. Compliance with existing cloud service standards in
terms of role and functionality of that specific cloud service
will be essential to ensure good organizational interoperability.
Regarding legal aspects, we focus on regulatory compliance.
Compliance in this case may be understood as a list of laws
that are observed by the service provider. Some may be
mandated by the customer such as Sarbanes-Oxley [8], some
by government, e.g. Data Protection act [3]. It is the presence
or absence of compliance that is of interest. A purchasers
compliance officer will provide a number of regulations that
any service would have to observe and these would be part of
the requirements gathering.

Several aspects are likely to be difficult to measure. A
good example is the number of standards in the communication
capability aspect. Standards for cloud service communications
are evolving and several attempts have been made to create an
agreed list of them. NIST has a list of recommended standards
and the European Commission has created a Cloud Standards
Coordination (CSC) that is being administered by ETSI [4].
The requirements of multi-cloud applications may need some
or all of the relevant standards to be adhered to.

B. Intercloud Replaceability

Migration is an essential operation linked to multi-cloud
environments. The capacity of a software architect to redesign
an application and replace existing services by other services
with the same or similar functionalities defines in fact the
realism of considering cloud mashups. For instance, a cloud
database service may integrate application building tools that
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Fig. 2: Quality aspects related to multi-cloud environments

might be used by our system, such as APIs based on web
services standards. If the other services interacting with this
cloud database service assume that these tools exist, moving
to a new cloud database that it does not provide these tools
will require reengineering part of our system and it may have
an unaffordable cost. In this subsection, we define and analyse
the migration process to find the quality aspects that make
a service easy to migrate from. We focus on the case where
a service is replaced by one or more services offered by a
different cloud provider. We consider two situations:

• The current cloud service does not fulfill the require-
ments of the system: this may happen for instance
when the service is updated or modified, when the
amount of information handled by the application
grows making it impossible to comply with certain
pre-established SLAs, etc. Usual examples may range
from a variation in the cost that makes the service not
competitive compared to other services of the same
type, to a change in policies and functionalities that
affects security, availability, resilience, or any other
important aspect.

• The requirements of the system have changed: one
or more cloud services may not fulfill these new
requirements and need to be replaced.

Figure 4 depicts a generic process of service-to-service
migration. First, a cloud service is selected for migration.
Depending on the reason for migration, it may be necessary
to review the requirements defined at design-time. After this,
one or more new candidate cloud services must be selected.
In order to simplify this step, Figure 4 considers a single
candidate in the process. Once we have found a candidate
target service to migrate to, we can export both data and
the configuration from the original service. At this point, it
is usually necessary to enter an intentional contract with the
new service provider. In some cases, it will be also necessary
to inform the old service that we are initiating a process to
retire it. In this situation, the old service and the new one

may be active at the same time during the testing and training
process. This will depend on the availability requirements of
the application migrating one of its cloud-based components.
In the next step, it is important to adjust or define a new
workflow for the application. This might be necessary if the
new service is not perfectly compatible with the old one or if
the application was redesigned in a way that the workflow
was altered. After this, we can start preparing the testing
environment and the new service. Usually, the testing process
will be divided in several phases.

In general, it is necessary to carry out functionality and
performance testing in a test environment. In this situation,
data needs to be kept synchronised. Following successful
functionality and performance testing, the service may move
to a modification of A/B testing so that the application is
tested with the new service in production before switching
over completely. In case requirements are not satisfied, we
must start the process again. If they are fulfilled, we can start
the users training process and eliminate the old service if this
is still active. Once this has been done, the application can be
deployed again using the new cloud service.

Figure 2 shows several quality aspects related to replace-
ability. Possible indicators of quality related to intercloud
replaceability may include the number of proprietary configu-
rations that can be exported or imported based on a standard
format, completeness, precision and relevance of tests, time
required to migrate large amounts of data, etc.

C. Security

Preserving security becomes more complex in a multi-
cloud environment. Trust among the different cloud service
providers is essential. It is difficult to handle the heterogeneity
of the different security rules established by each provider,
making it complex to monitor security policies in composite
services. Besides, an additional challenge involves data and
identity privacy preservation when several services from dif-
ferent providers collaborate.
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Fig. 4: Description of a generic migration process

In Figure 2, we classify quality aspects related to security
in the usual areas: confidentiality, integrity, availability, non-
repudiation, accountability and authentication and authoriza-
tion. In order to preserve data privacy, it is crucial to establish
agreements with other providers on the level of privacy of
data and identities. Trust in general must be guaranteed by
explicit agreements or shared protocols between providers.
An alternative solution involves using reliable proxies for
communication, but services still need to be able to establish
agreements on the fly and secure delegation with these proxies.
Finally, it will be important to evaluate services depending on
the need to store data in public storage system in order to share
this data with other services. In this case, data are exposed to
a larger number of threats

V. COST IN MULTI-CLOUD ENVIRONMENTS

Besides risk and quality, we consider another essential
dimension: cost. SMI and other previous proposals describe
cost-related aspects in cloud computing environments. In a
multi-cloud environment, an extra cost appears that may be
also considered in the decision-making process: the cost of
migration. Migrating from one cloud service to another may
involve several economic costs that must be considered at
design time. These costs may depend on the personnel involved
in the migration process, the cost incurred by keeping the
old and the new cloud services running in parallel during the
migration process, the cost of the hardware or other resources
necessary to perform the migration, or the cost of training the
users of the application (note that this cost is also necessary
in other situations, but it is usually unavoidable in a migration
process).

VI. SPECIFIC RISKS IN MULTI-CLOUD ENVIRONMENTS

In this section, we sketch a list of possible potential risks
that may be found in a multi-cloud system. These risks are
based on the analysis of the elicited quality aspects that make
multi-cloud environments different from clouds provided by a
single provider.

1) Risk of unexpected lack of replacement and consequent
vendor lock-in: a certain cloud service may not fulfill require-
ments, or requirements may change. In this situation a different
service may be needed but it may not be possible to find a
new service provided by another vendor which is interopera-
ble with the other services of the system. Two theoretically
equivalent services might differ in several relevant aspects.
The heterogeneity between different CSPs is usually high as
they typically use proprietary interfaces and configurations.
Services are also highly integrated with lower-level services
offered by the same CSP. Examples of this may be lack of
common SLA enforcement systems, use of non-compatible
technologies, lack of compatibility in the communications
protocol, lack of shared mechanisms to ensure data consistency
and quality, the existence of services which are not strictly
equivalent and miss some important functionalities, or the lack
of services compliant with certain regulations. If this problem
appears and the need for migrating from the original service is
real, this may even force the migration of other services apart
from the service which is not compliant with requirements.
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2) Risk of new security breaches due to the increased
complexity of the system and new communications: data needs
to flow from one service to another, hosted by different
providers. This creates new points of failure and potential
security issues. For instance, this may be caused by the lack of
shared security protocols and data integrity mechanisms, lack
of forensic mechanisms to be compliant with regulations, the
lack of shared authentication systems, etc.

3) Risk of non-viable migration due to migration costs and
complexity: a developer may not be aware of the cost and
complexity of migrating from a certain service chosen to be
part of the application to other similar services (see Figure 4).
This might become a risk if it is necessary to migrate from that
service to another one. As we have discussed, a usual problem
in a migration process is the lack of compatible data formats,
making it necessary to perform transformations that require
time and resources. A related problem might be the lack of
information of the new service regarding a certain quality
aspect. In this case, uncertainty may also impact a migration
process negatively. Note also, that a technical aspect to be
considered is whether two services are implemented using the
same technology, which might also be a blocking factor for
a fast and easy migration. Complexity in the setup migration
may also be an important problem. Beyond compatibility in
terms of data storage and access, the configuration of a cloud
service may also be essential to guarantee the compliance
with user requirements. An excessively complex migration
of configurations between two services may also result in
a time-consuming and expensive migration process. Besides,
ease of testing a service and total downtime are two aspects
that may largely impact the suitability of a certain migration.
Several possible methodologies may be used for developing
and support this testing. For instance, modified A/B may be
used where only one service is changed and a number of
different grades of testing are performed. Finally, depending on
the requirements of the application, it might be necessary for
the two cloud services, the original one and the replacement,
to coexist during a certain period of time, during the testing
process of the migration. Complexity to synchronize data
between the two services might make the coexistence difficult
and using the new service as a hot backup of the first is
inefficient.

4) Risk of costs unpredictability: by using services from
different providers, it may become more and more complex to
predict costs.

5) Risk of lack of provider interest in collaboration:
business agreements are usually required for two CSP to
collaborate. For instance, the service delivery model requires
customers to register to a service. Because of this, a service
in a certain CSP will not allow customers from other CSPs to
use it without going through the necessary registration process,
unless the right agreements are put in place. Besides, vendors
may try to retain customers at any cost to be more competitive.
Contracts and other legal issues may be blockers to migrate
from one service to an equivalent one. In other words, there
is a risk of unfair customer retention and consequent vendor
lock-in.

6) Risk of unavailability of evidences in case of fraudulent
actions: this is a potential risk that may be caused by the lack
of forensic tools and global tracking mechanisms.

7) Risk of lack of negotiation on SLAs: large organizations
using a single supplier can negotiate terms. SMEs or compa-
nies using multiple services from multiple vendors are unlikely
to have the power or the time to negotiate. This will create an
increasingly unstable cost and terms and conditions problem.

Note that a more formal risk analysis might be performed
to consider this a final list of risks.

VII. CONCLUSIONS AND FUTURE WORK

In this position paper, we have discussed some essential as-
pects to establish the necessary baseline for a decision support
method aimed at facilitating the selection of cloud services
and providers in a multi-cloud environment. In particular, we
argue that risk, quality and cost are among the main factors in
such a selection process. We believe that a trade-off analysis
between risk, cost and quality based on a consolidated view
of the three will provide a useful basis for a decision maker in
assessing the possible choices through a cost-benefit analysis.
For this, we have reported the results of an elicitation of the
risk, cost and quality aspects that are specific to multi-cloud
environments. We argue that security, interoperability and ease
of migration are among the main quality aspects in a multi-
cloud environment.

Beyond this initial analysis, we plan to develop a compre-
hensive study on risk and quality aspects to be considered in a
multi-cloud. With this, we aim at creating a decision support
tool able to help multi-cloud applications architects to design
their systems. This tool will be implemented based on a new
methodology that integrates risk, quality and cost dimensions.
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Abstract—Enterprises must speed up software development 

and releases so that they can quickly verify business ideas. We 

have developed a framework called “Moonstone” that can be 

used to speed up the testing that is included in a release 

operation. Moonstone has the following two functions to 

support testing. 1) Function to construct test environment: this 

function is used to automatically construct test and production 

environments on a cloud platform. This function uses hint 

information of a system configuration included in source code 

and configuration files, and templates of system configurations. 

2) Function to prepare and execute test: this function is used to 

automatically create and run test scenarios by replaying 

captured network packets. Because testing in a release 

operation phase can be done efficiently with these functions, 

the time required for a release operation can be reduced. We 

used Moonstone in a trial environment and obtained the 

following results: 1) a reduction of more than 80% of the time 

required for the construction of a test environment, 2) a 

reduction of 33% of the time required for the testing. 

Keywords-continuous delivery; software development; 

software test; cloud platform; traffic replay 

I.  INTRODUCTION 

Global business competition has been intensifying with 
the spread of Internet and cloud computing [1]. Enterprises 
must therefore realize business ideas as products and services 
and then improve them so that they can survive this 
competition. 

Lean Startup [2] describes a method of carrying out 
product development by verifying business ideas 
(hypothesis) quickly in the market. In this method, the 
effects of each hypothesis are quantitatively measured while 
verifying one hypothesis at a time in the market. An 
enterprise can learn which hypothesis is effective because the 
method can individually measure the effect of each 
hypothesis. Because one hypothesis is verified in the market 
in a certain period, the amount of development needed to 
prove the hypothesis decreases, and development can be 
sped up. Moreover, because the product or service can be 
quickly released to the market with this method, the 
enterprise can change its business direction according to the 
result of the verification. 

However, there is the following problem in practicing 
“lean startup” in software development and release. The 
release operation contains testing and deployment processes 

[3]. Testing is done to inspect software, configurations, and 
environments from functional [4] and non-functional [5] 
aspects (such as execution time, performance, quality of 
service, and security). Deployment is carried out to distribute 
software and configurations to test and production 
environments. Even if the system will be slightly changed, 
testing of the entire system is required to confirm that the 
changed system will run correctly. Thus, the release 
operation imposes a constant workload, which is not in 
proportion to the amount of development. If the amount of 
development is not changed, the workload increases when 
the number of releases increases. Thus, the hypothesis cannot 
be verified quickly. 

Therefore, we have developed a framework called 
“Moonstone” to speed up the release operation. Moonstone 
has the following two functions to support testing. 1) 
Function to construct a test environment: this function is 
used to automatically construct test and production 
environments on a cloud platform. This function uses hint 
information of a system configuration included in source 
code and configuration files, and templates of system 
configurations. 2) Function to prepare and execute a test: this 
function is used to automatically create and run test scenarios 
by replaying captured network packets. Because testing in a 
release operation phase can be done efficiently with these 
functions, the time required for the release operation can be 
reduced. Furthermore, reproducibility of testing can be 
increased. 

The rest of this paper is organized as follows. First, we 
describe the Moonstone architecture in Section II. Next, we 
explain the method and result of an evaluation in a trial 
experiment that uses Moonstone in an environment on a 
cloud platform in Section III. In Section IV, we discuss 
related work. Finally, we end with the conclusion and future 
work in Section V. 

II. MOONSTONE ARCHITECTURE 

To support phases from development to release of 
applications, Moonstone can cooperate with various 
functions such as an issue tracker (Redmine [6]) for 
development task management, a version control system 
(Subversion [7] or git [8]) for management of an 
application's source code, and a continuous integration [10] 
tool (Jenkins [9]) as shown in Figure 1. In addition, to speed 
up the testing, Moonstone has two functions: a function to 
construct a test environment, and a function to prepare and 
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Figure 2.  Function to construct test environment 

execute a test. Moonstone can realize continuous delivery 
[11] with these cooperative actions and functions. 

A. Function to construct test environment 

Application developers generally develop their 
application in consideration of the characteristics of a system 
(such as a web server type, an application server type, a 
database server type, or their connectivity), but they cannot 
change configurations of the system without permission 
(such as changing the configuration of a database server 
from one server to a master-slave configuration). System 
construction operators are responsible for changing the 
system. To cooperate with the system construction operators, 
the application developers must make many preparations 
such as documentation. Thus, system configuration cannot 
be changed quickly when a change of system configuration 
is needed because of the growth of the application. 

We have developed a function that extracts the 
characteristics of an application from its source code and 
configuration files, and automatically constructs a system by 
using the most suitable template for the characteristics. The 
proposed function enables the system to be changed quickly 
because the application developers can change the system by 
themselves without needing to have cooperation from the 
system construction operators. 

We will explain the flow of processing on the basis of 
Figure 2. 

1. Application characteristics extraction: In this process, 
the proposed function extracts the characteristics of an 
application from its source code and configuration files by 
using extraction patterns. In many cases, when middleware is 
used in a system, descriptions for the middleware exist in the 
source code and the configuration files (e.g., if JDBC (Java 
Database Connectivity) [12] and MySQL [13] is used in the 
system, the name of JDBC driver for MySQL appears in the 
source code or the configuration files, such as 
“com.mysql.jdbc.Driver”). So, to detect the used middleware, 
we wrote a pattern beforehand to detect the middleware as an 
extraction pattern (e.g., detection of “com.mysql.jdbc.Driver” 
in the source code or the configuration files). As a result, the 
proposed function can detect the characteristics of 
middleware composition such as a mail server, a message 
queuing server, and a cache server. Moreover, we wrote hint 
information in the source code beforehand for the 

characteristics that could not be detected by the above-
mentioned process. The proposed function only supports the 
Java language currently. In Java, the function utilizes some 
of the annotations [14] in the source code as hint information. 
For instance, the hint information is described as the ratio of 
reading and writing in a class that operates the database, such 
as “@ReadWriteRatio”. The proposed function extracts the 
middleware used and the hint information as characteristic 
information of the application. 

2. System template selection: We defined system 
configuration patterns (such as AWS Cloud Design Pattern 
[15]) on a cloud platform as “system templates” beforehand. 
Each system template contains its characteristic information. 
In this process, this function selects a template that matches 
the characteristics of the application. For instance, when a 
name of a database is detected from the configuration files, 
the proposed function selects a template that installs and sets 
up the database (e.g., “MySQL”). When hint information 
such as “@ReadWriteRatio (value = 5.0)” (means “the 
reading frequency of the database is five times the writing”) 
is extracted from the source code, the proposed function 
decides on a template of a composition that suits such 
purpose (e.g., a database template for a master-slave 
configuration). 

3. System construction: The proposed function constructs 
a system on the basis of the selected system template. In each 
system template, we associated the template with scripts that 
automatically construct the system beforehand. We wrote 
construction scripts for each server type such as Web, 
application, and database using Chef [16]. For example, in a 
case of Web server, our construction script prepares virtual 
machines (VMs) through the cloud platform's API, and 
deploys Web server program (e.g., httpd) and contents to 
each VM. 

This function is useful not only for constructing a test 
environment for confirming an application behavior but also 
for constructing a production environment. Furthermore, this 
function can increase the recyclability of the automation 
scripts because the function calls the scripts to suit the 
application’s characteristics. 
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Figure 3.  Function to prepare and execute test 

B. Function to prepare and execute test 

A system that has begun providing services for customers 
should be stable. When an application or its system will be 
changed, the correctness of the behavior of the application 
should be checked (tested). To test operations in the entire 
system, load test tools [17] or devices [18] are usually used 
to run a test efficiently. The test contains two steps: 
preparation and execution. In the preparation step, these tools 
or devices require preparation of test scenarios. In the 
execution step, the test is executed on the basis of the test 
scenarios, and success or failure is judged from the results of 
the test scenarios. The test scenario consists of definitions 
such as access patterns to the system, request messages for 
access to the system, and response messages that the system 
should make in response to the requests. There is a problem 
that making test scenarios requires a great deal of skill and 
much time. 

Therefore, we have developed a function that automates 
the test scenario making and the test execution [19]. In the 
preparation step, a module of this function captures network 
packets of the request/response messages that are exchanged 
between clients and servers in the production environment. 
The request/response messages and their access timing are 
used as the test scenarios. In the test execution step, the 
proposed function replays the request messages in the 
captured packets and compares response messages between 
the captured packets and the test environment. While 
replaying, the proposed function translates 
network/application data of the packets from data in the 
original environment to data in the test environment. Thus, 
because the test scenario can be made without a need for 
much skill or time, the test can be sped up. We implemented 
the proposed function as a C program on Linux. 

We will explain the flow of processing on the basis of 
Figure 3. 

1. Packet capture: In this process, the proposed function 
captures packets between clients and servers of the system 
using a packet capture tool (such as Wireshark [20]). At this 
time, the environment of servers is the production or the test. 
Users of IaaS (Infrastructure as a Service) [1], which is one 
of the cloud platforms, cannot capture the packet in the 
network layer because the network layer is usually hidden in 

IaaS. Thus, the proposed function captures the packets in 
each server and collects them. The packet capture tool can 
capture packets on various networks (such as Ethernet or 
Infiniband) because it captures packets OS obtained. 

2. Traffic replay: The proposed function generates access 
loads for the test in the test environment. The access loads 
are generated based on the test scenario that consists of the 
request/response messages and their access timing on the 
captured packets. While sending the packets, the proposed 
function translates the packets from environment-dependent 
data in the captured packets to data for the test environment. 
The translation is based on translation rules. This rule is a 
definition of how to rewrite data. The data are of the network 
layer such as Ethernet/IP headers, TCP connections, and 
HTTP headers, and of the application layer such as session 
information and authentication tokens. When a response of a 
server contains session information, the proposed function 
dynamically rewrites sending packets with the information. 
We made rules beforehand to match the captured packets to 
the test environment. 

3. Result comparison: The proposed function compares 
two response messages of the test environment and the 
response messages in the captured packets. The function 
regards the test as a success when these responses are the 
same, and regards the test as a failure when these responses 
are different. The function can also compare both of access 
timing of the response messages, and can regard the test as a 
success when the response time of the test response is less 
than a threshold time. 

When these two functions are combined, the test can be 
executed on demand. Thus, when testing is needed, the 
proposed functions construct the test environment on a cloud 
platform, execute the test, and return the environment after 
finishing the testing. 

III. EVALUATE 

To evaluate the two functions described in Section II, we 
tried these functions in the following environment. 

A. Evaluation environment 

This environment is a system on a cloud platform to 
provide a service for consumers through the Internet. The 
system was constructed for starting the service. The system 
uses FGCP/S5 (Fujitsu Global Cloud Platform) [21], which 
is one of IaaS. The system is a typical three-tier one that 
consists of tens of VMs such as Web servers, application 
servers, database servers, and load balancers. 

B. Evaluation method 

To examine the proposed function described in II.A, we 
constructed a test environment of the same composition as a 
production environment with the proposed function and via 
manual operation respectively, and measured the respective 
elapsed times. Manual operation was executed by experts, 
who are the system construction operators. We calculated the 
reduction time and reduction rate by using the proposed 
function from the result. The construction targets were Web 
servers, application servers, and databases. Strictly, installed 
software and settings of each server were a little different 
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TABLE I.  SERVER CONSTRUCTION TIME, REDUCTION TIME, AND 
REDUCTION RATE 

Server 

type 

Elapsed 

time 

(manual) 

[A] 

Elapsed 

time (trial) 

[B] 

Reduction 

time 

[A−−−−B] 

Reduction 

rate 

[(A−−−−B)/A] 

Web 5h 40m 1h 7m 4h 33m 80% 

Applicati
on 

10h 46m 1h 48m 8h 58m 83% 

Database 8h 17m 0h 55m 7h 22m 89% 

 

TABLE II.  ELAPSED TIME OF TEST, REDUCTION TIME, AND 
REDUCTION RATE 

Operatio

n type 

Elapsed 

time 

(manual) 

[A] 

Elapsed 

time (trial) 

[B] 

Reduction 

time 

[AB] 

Reduction 

rate 

[(A−−−−B)/A] 

Test 

scenario 
making 

40h 16h 24h 60% 

Test 

execution 
32h 32h 0h 0% 

Total 72h 48h 24h 33% 

from each other. Then, we grouped the tens of servers to 
three types with the rough role such as Web. Constructing 
these servers involves starting VMs, making settings for an 
OS, installing and making settings for middleware such as 
HTTP server, Java EE server and database server, and 
installing Web contents and applications. We measured the 
elapsed time of construction in each type of server. We 
calculated the average value for the same type of server. The 
elapsed time of the system was calculated from the type of 
server and each number. 

To examine the proposed function described in II.B, we 
made and ran the test with the function and via manual 
operation respectively, and measured the respective elapsed 
times. Manual operation was also executed by the experts. 
We calculated the reduction time and reduction rate by using 
the proposed function from the result. The test contained 
many test scenarios to confirm the correctness of software, 
configurations, and environments from functional [4] and 
non-functional [5] aspects (such as execution time, quality of 
service, security, usability, and safety). For the manual 
operation, we made the test scenarios for JMeter [17]. To use 
the proposed function, the function makes it possible to 
make the test scenarios automatically by capture and replay 
of the traffic between clients and servers in the production 
environment. However, in this trial, we made the test 
scenarios as follows to clarify a comparison in these two 
cases: we manipulated a Web browser through each test 
scenario in manual operation, captured packets through the 
manipulation, and treated the packets as each test scenario. 

C. Evaluation result 

The results of the evaluation of II.A are shown in Table I. 
“Server type” means the type of server such as Web, 
application, or database. “Elapsed time (manual) [A]” means 
the elapsed time in the case of manual operation. “Elapsed 
time (trial) [B]” means the elapsed time in the case of using 
the proposed function. “Reduction time” is the difference 
between the elapsed time (manual) and the elapsed time 

(trial), and is calculated as A−B. “Reduction rate” is the ratio 
of the reduction time to the elapsed time (manual), and is 

calculated as (A−B)/A. 
An elapsed time of 80% or more was able to be reduced 

in any server type as shown in Table I. The reduction time of 
one server was between 4.5 and 9 hours. Because the 
environment consisted of tens of servers, we were able to 
reduce the elapsed time of hundreds of hours in total. 

The result of the evaluation of II.B is shown in Table II. 

“Operation type” means an operation of the test such as test 
scenario making and test execution, and also contains their 
total. “Elapsed time (manual)”, “Elapsed time (trial)”, 
“Reduction time” and “Reduction rate” mean the same as 
those in Table I. 

An elapsed time of 60% (24 hours) was able to be 
reduced in the making of test scenarios. The elapsed time of 
the test execution was the same as the manual operation, and 
the reduction rate was 0%. As a result, the elapsed time of 
33% (24 hours) was able to be reduced in total. 

IV. RELATED WORK 

Continuous integration [10] is the practice of enhancing 
the quality of source code by automatically integrating, 
compiling, and testing the source code every day during 
development. Continuous delivery [11] is a practice that 
automates deployment of the application in addition to 
continuous integration. Tools that support these practices 
exist [9][22]. However, activities such as constructing a test 
environment and making a test scenario are not being offered 
by those tools. 

There are several approaches to constructing an 
environment. Tools to support automation of the 
construction exist [16][23], and a method to automatically 
construct an environment from a policy-based environment 
definition is also known [24]. Those approaches require a 
great deal of skill and much time, because the user has to 
describe the definition of the composition of the environment 
correctly. Our method detects the characteristics of the 
application by using information on system configuration 
contained in source code and configuration files, and hint 
information written in the source code as annotations [14]. 
Then, the method determines the most suitable system 
template for the characteristics, and automatically constructs 
an environment based on the selected template. In the case of 
our method, the user does not need to describe the definition 
of the composition of the environment. 

An approach of the abstraction of clouds' API [25], and 
an approach of the definition of common data model [26] 
exist. Though we used the cloud's own API and data model, 
these approaches can be helpful for portability. 

Tools to help automate the making of the contents of the 
testing exist [17][27][28]. These require a great deal of skill 
and much time to create a test scenario for the automation. 
Moreover, it is difficult to imitate real clients’ traffic load 
patterns. Therefore, because some problems are often 
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overlooked, serious troubles occur when the application runs 
on the production environment. Traffic replay is an approach 
that captures packets in the production environment and uses 
the captured packets for testing [29][30][31][32][33]. 
However, it is not easy to conduct traffic replay in an ad hoc 
test environment on a cloud platform. Because the test 
environment is different from the environment in which the 
packets are captured, various parameters such as MAC 
addresses, IP addresses, or TCP port numbers are different. 
Packets cannot reach servers if the captured packets are 
simply replayed. In the case of testing an application, 
application-specific information such as HTTP session IDs 
and timestamps should be also adjusted to the environment 
and the time of the testing. Our method can test a long 
transaction by carrying out a traffic replay with a packet 
conversion by using not only the difference between these 
environments but also application-specific information. 

V. CONCLUSION AND FUTURE WORK 

We have developed a framework called “Moonstone” for 
speeding up testing that is included in a release operation. 
Moonstone has two functions: 1) a function to construct a 
test environment, and 2) a function to prepare and execute a 
test. In our trial, we confirmed that these functions make it 
possible to reduce the elapsed time for the testing. 

We will tackle the following problems in the future. In 1), 
when a production environment has a lot of servers, a long 
elapsed time is required to construct a test environment that 
is similar to the production environment. In 2), when the 
proposed function replays captured packets, we must 
synchronize databases of the test environment beforehand. 
When the size of the databases is large, the synchronization 
requires a long elapsed time. 
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Abstract— One key element to make Software-as-a-Service 
(SaaS) successful is so called multi-tenancy, which refers to 
an architecture model where one software instance serves a 
set of multiple clients of different organizations (tenants). 
Hence, it reduces the number of application instances and, in 
that way, operational costs in a Cloud. The problem SaaS 
providers are faced within everyday’s business is how to 
define a billing model that has the chance to make profit in a 
public Cloud. Being profitable with SaaS, the art is to bill 
tenants in such a way that covers the costs for resources for 
the underlying PaaS/IaaS provider. This paper discusses 
some challenges with metering the consumption of tenants as 
a prerequisite for defining a profitable billing model. 

Keywords - Software-as-a-Service; Multi-Tenancy; Billing; 

Costs; Resource Utilization 

I.  INTRODUCTION 

Since many years a paradigm shift how software is 
delivered to customers occurs. It changed from installing 
developed software applications at the customer in-house 
and operating it on-premise, to a more consumer-based 
model. Software became an on-demand service drawn 
from the Internet, i.e., Software-as-a-Service (SaaS) [1]. 
SaaS is a delivery model that enables customers to rent 
services without local installation and license costs. 

In this context, multi-tenancy is a key element to 
achieve a successful SaaS business, though not being the 
guarantor for more revenue. Multi-tenancy means multiple 
tenants from different organizations share a system 
operated by one company. The respective application is 
used by several tenants of a SaaS provider [2]. Thereby, 
each tenant serves plenty of users who actually use the 
software. A multi-tenant architecture postulates that the 
application is able to partition its data and procedures 
virtually. Each tenant gets a virtual instance, which can be 
customized according to his wishes, running on the same 
physical instance, while not being influenced or even 
aware of the other tenants working concurrently. 

In single-tenant systems, each tenant obtains its own 
instance running the application (or database), which 
reduces management efforts regarding the mapping of the 
resources to each tenant. However, looking at the overall 
efficiency, one can observe some drawbacks, as in a lot of 
cases many server instances will be low utilized at most 
time points [3]. This system utilization can be improved by 
operating a multi-tenant service, where fewer instances are 
used to serve tenants in a shared environment. Moreover, 

operational costs can be saved when the SaaS provider 
deploys an application on the PaaS or IaaS layer of a 
Cloud provider. A SaaS provider pays for the resources his 
SaaS application uses. That means being charged by CPU 
time, number of transactions, database space etc. The more 
payable resources are shared, the less costs an application 
produces. One important aspect is to design the 
architecture in a way that uses the resources efficiently [4]. 

In this paper, we focus on another economical problem 
of SaaS providers, which has been paid less attention in 
the research area. On the one hand, we have cost models 
defined by IaaS/PaaS providers, a SaaS provider has to 
pay for when running applications. But a SaaS provider 
has also to define a billing model to charge his tenants for 
application usage. Both models have to be balanced in a 
way that SaaS providers obtain a suitable return of 
investment and are able to make profit while having an 
attractive billing model for tenants. The investment covers 
both, the Cloud operational costs and costs for application 
development or SaaS-enabling of existing applications. 

We are approaching this aspect from a technical view. 
A lot of billing methods have been discussed in the literat-
ure such as pay-as-you-go, pay-per-user, pay-per-feature, 
or a fixed monthly fee [5]. All have in common that a SaaS 
provider has to keep an overview over total costs and 
tenant-specific costs in order to offer a profitable billing 
model. Section II stresses this point and motivates the need 
for tenant-specific metering of resource consumption. 

We present challenges for SaaS providers to balance 
outgoing costs for the underlying PaaS/IaaS provider and 
ingoing revenue from the tenants. We choose Windows 
Azure for this investigation because of its PaaS offering 
that ships with a complete development and deployment 
environment. There are no problems with product 
licensing, as this is part of the platform and the cost model, 
which makes the cost calculation easier – see Section III. 

Section IV gives some insight into cost reasoning for 
multi-tenancy within Azure. Section V discusses what 
technical concepts of Azure can be used to monitor tenant-
specific resource consumption. A prerequisite, how tenants 
can be identified, is explained in Section VI. Section VII 
provides an overview of related work in the multi-tenancy 
area before Section VIII concludes and names future work. 

II. PROBLEM SPACE 

It is commonly agreed that a well-economical SaaS 
provider has to support multi-tenancy, i.e., giving tenants a 
tailored, best-fitting application satisfying their specific 
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requirements by customization, while sharing as much 
resources as possible to achieve higher capacity utilization. 
Thereby, SaaS provider have to reflect upon easy imple-
mentation (as in single-tenant systems, where every tenant 
holds its own application) and costs (which is more ad-
justed in multi-tenant systems serving all tenants by one 
instance). That is in accord with economy of scale sharing 
both the underpinning infrastructure as well as the hereon 
running software. This point can also be seen in [6] and 
[7], where several architectures are distinguished regarding 
what is shared by tenants: the topmost web frontend, 
middle tier application servers, and underlying database. 
Nevertheless, when supporting all tenants by one instance 
in a multi-tenant system, the question is how to charge 
each tenant, while targeting at profit. Defining a billing 
model is easy but how to monitor whether it is reasonable? 

Several billing models have been proposed. Most of 
them are post-paid models. Thereby the tenant receives a 
bill and pays for usage periodically [8]. To invoice the 
consumption costs, usage of each tenant is observed and 
aggregated [9]. The safest method from a SaaS provider’s 
perspective is to charge tenants the same pay-as-you-go 
way as PaaS/IaaS providers do for their resources, i.e., 
OPEX are directly forwarded to tenants, plus an additional 
charge. Such a model is very technical and not cost-
transparent for tenants. From a SaaS provider’s view, this 
situation is complicated when several tenants are served by 
one instance. Therefore, it is important to estimate or even 
compute the resource costs (e.g., for consumed storage, or 
CPU), in particular how many resources one tenant uses. 
This implies the monitoring of each tenant and logging the 
way they use the application. More precisely, it requires 
observing the resource usage of the applications for each 
tenant, and raising an invoice based on usage metrics.  

Alternatively, billing models can be based upon factors 
that are better understandable by tenants, like usage time. 
The problems for SaaS providers remain the same, and the 
Cloud cost model must be transformed to a billing model. 

A SaaS provider can also charge its tenants by a fixed 
rate, e.g., per month. However, it is difficult to predict the 
costs a tenant’s usage will produce. Moreover, exhaustive 
usage by one tenant could reduce the SaaS providers’ 
revenue, even to minus. On these grounds, a precise cost 
control of each tenant can be used to throttle frequent users 
to reduce this risk – if SLAs are defined accordingly. 

In a pay-per-user billing model, users must be 
registered and the number is then known. However, there 
is again a risk of undercharging over-utilizing tenants. 

Billing may also be conducted in a pre-paid method. 
Pre-paid clients load a deposit onto their accounts previous 
to any consumption. During the usage, this credit is 
debited and in case of reaching a limit, the tenant has to 
reload money for service use. Although the pre-paid model 
sounds promising to SaaS providers offering profit-ability, 
the post-paid model is more common. Anyway, one has to 
check whether a tenant’s limit has been reached. 

All this comes along with a big problem for the SaaS 
provider: he has no clue whether his offering is profitable. 
A detailed monitoring of costs produced by tenants is 

necessary, independent of the billing method. Besides, cost 
models of IaaS/PaaS providers are quite complex and take 
technical parameters into account. This makes it not only 
difficult to estimate the costs for a given application [10], 
but also to derive costs for each tenant. The different cost 
factors that PaaS/IaaS providers charge (which differ 
enormously from provider to provider) make it difficult to 
run a clear-cut course. Several systems (e.g., EC2) bill 
according to a usage-of-instance charge and raise the price 
additionally based on the absolute number of transferred 
bytes and not adapted on duration or network activity [11].  

Another aspect, which requires closer attention, is that 
an overview of the total amount of used resources and 
resulting costs is usually only given on a monthly basis. 
With only getting a monthly bill from a PaaS/IaaS 
provider with an aggregated cost report over the consumed 
resource capacity for his tenants, a SaaS provider could not 
get any detailed data about the cash accounting. Thus, a 
SaaS provider could not counteract in time, when his 
service is getting unprofitable by tenants with frequently 
active users. There is a strong need for a tenant-specific 
accurate cost model, which is required for: 

• a consumption-based model that charges back 
tenants for their consumed resources; 

• a tenant-specific profit-making check, which 
illustrates, whether the chosen business model for 
one/all customer(s) is appropriate to make profit; 

• a timely reaction in order to throttle frequent and 
too expensive tenants; Throttling just at the end of 
a month will be too late to compensate losses. 

This paper deals with these challenges of estimating costs 
on a per-tenant basis. In particular, costs have to be con-
ducted in an efficient manner that only means a minimal 
amount of extra burden, to avoid latency and costs.  

III. MICROSOFT AZURE AND ITS COST FACTORS  

Since we base our investigation on a concrete PaaS 
platform, Microsoft Azure, we here briefly present basic 
concepts and the cost model of the Azure Cloud platform 
according to the status quo when writing this paper [12]. 

Compute instances (VMs including equipment), called 
Web and Worker Roles, are charged for the number of 
hours they are deployed. As seen in Table I, there are 
several instance categories: A small instance (default) 
costs $0.12 per hour; the more powerful medium, large, 
and extra large instances have twice the price as the 
preceding category, i.e., an extra large instance is charged 
for $0.96 per hour (i.e., factor 8 compared to a small 
instance). The instance categories scale in a linear manner 
with regard to equipment. That is, a medium instance (M)  

TABLE I: PRICES FOR COMPUTE INSTANCES 

 CPU RAM HDD 
(GB) 

MBps $ / h I/O 
performance 

XS Shared 768MB 20  5 0.04 Low 

S 1,6GHz 1,7 GB 225 100 0.12 Moderate 

M 2 x 3,5 GB 490 200 0.24  High 

L 4 x 7 GB 1000 400 0.48 High 

XL 8 x 14 GB 2040 800 0.96 High 
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has double of CPU, disk etc. than a small instance (S) 
resulting in a double price. The exception is an extra small 
instance (XS) category. The prices are taken on an hourly 
basis. Even if a compute instance is used for only 5 
seconds, a full hour has to be paid.  

For Azure table, blob and queue storages, costs depend 
on bandwidth, storage consumption and transactions.  

Storage is billed based upon the average usage during a 
billing period. If, e.g., 10 GB of storage are used for the 
first half of a month and none for the second half, 5 GB of 
storage are billed for average usage. Azure measures the 
consumption at least once a day. Each GB of storage is 
charged with $0.07. Please note that storage consumption 
takes into account the physical storage, which consists not 
only of raw data; the length of property names, and the 
property data types also affect the size of actual data [13].  

Any access to storage by transactions has to be paid: 
100,000 transactions cost $0.01. Bulk operations, which 
bundle inserts, count as one transaction.  

The outbound transfer to the North America and 
Europe regions is charged with $0.12 per outgoing GB, the 
Asia Pacific Region is more expensive. It is important to 
note that the transferred data has some typical XML 
overhead according to the protocol. Data transfer is for 
free within the same affinity group, e.g., for compute 
instances that run in the same data center. All inbound data 
transfers to the Azure Cloud are also at no charge. 

The costs for an Azure SQL Database, a virtualized 
SQL Server, are also based on monthly consumption. Up 
to 100 MBs are charged with $4.995 a month. Up to 1 GB, 
the overall price is $9.99. Any GB exceeding 1 GB costs 
$3.996. Having reached 10 GB, the prices again decrease 
to $1.996 per additional GB, and beyond 50 GB, a GB 
costs only $0.999. This means, a 10 GB is charged with 
$45.954: $9.99 for the first GB, and 9 * $3.996 for the 
remaining 9 GB. Azure instance is charged monthly for 
the number of databases and amount of data used a day. 
Further charged services exist, e.g., for authentication by 
Azure Access Control, but they are out of scope here.  

These cost factors are important for SaaS providers to 
determine the price for a deployed application in a rented 
PaaS/IaaS environment. Knowing the precise costs for the 
SaaS application is the core element when a SaaS provider 
forms a billing model for its tenants. Only in this case, the 
SaaS provider can create an economical billing method of 
accounting with high profit. 

IV. REASONING FOR MULTI-TENANCY 

Multi-tenancy is often presented as a solution to make 
profit or to deploy SaaS applications economically. The 
statement is more or less generally accepted. Anyway, we 
want to provide some calculations to show the effect of 
multi-tenancy in case of Microsoft Azure. 

At first, we consider storing data in an Azure SQL 
Database. The costs are primarily based on storage 
consumption. But there is no cost difference between 
storage in one or in several databases, no matter whether 
placed on one database server. Hence, there seems to be no 
cost-benefit for sharing one database or server between 

several tenants. Hence, a question is arising: Are several 
databases (one per tenant) really more expensive than 
keeping all tenants’ data in one large database? 

First, pricing in Azure occurs in increments of 1 GB. 
Thus, four 1.1 GB databases are charged with 4*2 = 8 GB, 
i.e., 8 * $9.99 = $79.92 a month, while a single database of 
4.4 GB is charged with 5 GB. Next, the storage price 
decreases with the size. Assume there are 4 tenants with 
databases à 3.1 GB, 4.3 GB, 38.3 GB, and 87.2 GB 
respectively. The monthly storage costs for having for 
each tenant a database of its own are: 

 

3.1 GB: 1*$9.99 (1st GB) + 3*3.996  = $ 21.978 
4.3 GB: 1*$9.99 (1st GB) + 4*3.996  = $ 25.974 
38.3 GB: $45.954 (1st 10 GB) + 19*$1.996  = $ 83.878 
87.2 GB: $125.874 (1st 50 GB) + 38*$0.999 = $163.836  
 

This is in total $295.666. In contrast, a single database for 
all the 132.9 GB costs 
 

$125.874 (1st 50 GB) + 83*$0.999 = $208.791. 
 

This means a 26% cost reduction of $87. However, that 
rough comparison does not take into account that record 
sizes increase slightly for the one-in-all database due to the 
tenantID for distinguishing tenants. Keep also in mind that 
there is a limitation of 150 GB per database, which hinders 
putting a higher amount of tenants with larger storage 
consumption in one database! 

The constellation is similar for table storages, albeit, 
the cost decrease is much lower: Here, 1 GB costs 7ct. 
Any additional GB exceeding 1 TB is charged with 6.5ct. 
Beyond 50 TB, the price is 6ct. Storing 10 TB in ten 1-TB 
tables ($700) makes a difference to one 10-TB table 
($655). This plays a role only for larger data volumes. 

For compute instances, 12 ct per hour are charged for a 
small instance, i.e., $1,051.20 per year. Saving instances 
by sharing services is, therefore, reasonable. There is a real 
cost difference when the provider could serve ten tenants 
with one instance ($1,051.20) instead of giving each tenant 
an instance of its own (10 * $1,051.20). 

We are faced with an additional hard decision in 
determining whether to rent a higher amount of less 
capable computing instances or to take rather fewer high 
performing instances. From the cost’s view point at a first 
glance, it makes no difference whether a SaaS provider 
rents four small (S) instances or one large (L) instance; the 
SaaS provider has to pay the same price for the same 
capacity. However, if additional instances are required, 
due to heavy load by tenants or serving an increasing 
number of new tenants, a SaaS provider has to add extra 
instances. In this process, however, the type of instance 
(XS, S etc.) is already determined at deployment of the 
application. If applications are designed for L instances, 
the SaaS provider has to start a further L instance, even 
though a cheaper S instance would have been sufficient to 
serve the additional tenants’ users. That will result in a less 
profitable service provisioning and in less revenue. 
Generally, constant system utilization is improbable and 
high variations in service usage often occur [14]. 
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V. CHALLENGES FOR TENANT-SPECIFIC COST 

ESTIMATION  

In Section II, we motivated why monitoring tenant-
specific consumption costs are useful. In this section, we 
discuss the features Microsoft Azure provides to this end, 
thereby concentrating on real multi-tenant systems with 
tenants sharing instances. We give some insight in what 
support is available, to what extent, and what is missing.  

A SaaS provider has only some basic support by 
Azure. He gets a bill once a month for the monthly 
consumption of all cost factors: CPU time, storage, 
database units, outgoing data transfer, and number of 
transactions. Furthermore, there is a management API 
giving access to the recent deployment including 
information about the number of instances of what size 
and the starting time. Enabling performance counters 
allows for tracking aggregated usage for Blobs, Tables and 
Queues [15]. Please note all this is consolidated for one 
storage account; the limit is 5 for Azure subscribers. Hence 
giving each tenant a subscription of his own is unfeasible. 

The structure of this section follows the Azure cost 
factors and distinguishes some multi-tenancy approaches. 

A. Azure SQL Database 

1) Each tenant obtains a physical DB of its own  
In this case, the database size can easily be determined by 
means of a SQL query using the dictionary information. 
However, one important question remains: When should 
be the consumed storage measured? 

The cost model says that the storage consumption is 
measured once a day by Azure, but the time point is 
unknown, because Azure argues that the charge amortizes 
during the month. However, the storage consumption 
might vary a lot day by day and in fact within one day. 
According to this, even if we periodically check the 
consumption each day, we do not know when Azure is 
measuring, and this is relevant for our bill. If we take the 
values for the consumption at noon, the consumption 
might be completely different to midnight; maybe this is 
the time Azure measures our occupancy. To solve this 
point, Azure’s internal measuring must be laid open. 

In addition to the storage consumption, Azure also 
charges for the outgoing data transfer. Outgoing means 
leaving the data center. This cost fact can be ignored 
unless the SaaS application offers tenants a direct access to 
the database, which is albeit rather unusual, e.g., due to 
isolation and security issues [16]. 

2) Tenants share a common database 
If a common database is shared by multiple tenants, it is 
more difficult to determine a tenant’s part of the database. 
Assuming that each tenant is maintained by a unique 
tenant identifier (tenantID), it is possible to count the 
number of records in each table in order to get a rough 
impression. Nevertheless, this number does not reflect the 
storage consumption since the length of records might 
vary from tenant to tenant. A more complex and time-
consuming query can sum up the length of all values. 
Furthermore, the storage for indexes remains unknown. 

Moreover, the same questions as above remain about 
when to measure the numbers for database consumption; 
we again do not have any information at which time point 
Azure’s measurement takes place. 

B. Azure Table Storage 

The table storage usage is charged by outgoing data 
transfer, memory usage, and the number of transactions.  

1) Each tenant obtains a physical table set of its own 
Unfortunately, there is no efficient way to measure the 
physical table size. The management API does not yield 
concrete measurements or consumption numbers, but only 
a monthly summary for a complete storage account (with 
several tables). To counteract this lack in tenant-specific 
billing, some solutions are possible, even though problems 
remain. First, tenant records can be counted, which means 
accessing the complete table. This can raise transactional 
costs, and performance impacts may occur. Besides, still 
some uncertainly remains due to unknown record sizes. 

A more efficient approach is to enumerate records 
during insert. Then, we are able to ask for the latest record 
by a timestamp-query; this is approximately the number of 
records. However, we have no numbers for already deleted 
records. More cost-intensive is to maintain two counters 
for insert and delete operations, which doubles the 
transactional costs. Nonetheless, the number of records is 
only a rough estimation, and the problem how to compute 
the specific record sizes still remains.  

Consequently, there is a strong need to add further 
tracing for tenant-specific storage actions. A modular 
possibility may be to use aspect-orientation to intercept 
operations [17], however, we are then only able to measure 
accesses via the C# storage library, but cannot quantify 
REST calls to the storage. A simpler form is to register 
event handlers for inserts, which is a rather rudimentary, 
limited mechanism. When implementing event handlers to 
observe storing and deleting operations in the table 
storage, the event handler requires the tenantID as a 
prerequisite for enabling a tenant-specific billing. Anyway, 
the best way is to add some kind of monitoring in the 
application, whereby one important problem still remains: 
When to measure the tenant’s consumption?  

2) Tenants share a common table storage 

In the case of tenants sharing a table, we find the same 
problem as above. We have to query complete tables to 
count records, now for one tenant. The counting can be 
conducted more efficiently if the tenantID is taken as the 

PartitionKey. Then, calculation can be done in one 
partition, reducing search space and raising performance. 

3) Transactions 
Another cost factor is the number of transactions on the 
table storage. Charging 100,000 transactions with 1ct 
appear like micro-costs at a first glance. But investigations 
show that transactions could be the dominating cost factor 
in Azure [10]. Moreover, the term transaction must be 
taken carefully. Every operation to the storage, even 
asking for the list of tables, is considered as a transaction. 
Some operations can be performed in bulks; each bulk is 
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then a transaction. And finally, each query is a transaction 
whereby a continuation token is returned if the result is too 
large or runs too long. Then, successive queries become 
necessary, which are counted as transactions as well.  

There exist performance counters (Azure storage 
metrics) which however track only the number of trans-
actions for one storage account. This might be an efficient 
way to compute the overall transactions on a daily basis, 
but does not yield any tenant-specific information. Further, 
tracking the number of transactions must again be done by 
introducing specific tracing in order to get precise data. 

4) Outgoing data transfer  

The final cost factor is the outgoing data transfer (leaving 
the data center). These costs are presumably irrelevant 
unless queries on the table storage are directly performed 
by tenants, which is rather unusual. 

C. Blob and Queue Storage 

Principles and techniques for handling cost aspects for 
blobs and queues are quite similar to Azure table storage 
and the same mechanisms as explained in B can be 
applied. However, the queue storage consumption seems 
to be irrelevant since queues will usually not keep large 
amounts of data, unless there is some congestion in the 
system. The dominant cost factor will be the transactions. 

D. Compute Instances 

In Azure, computing power is organized by means of 
Web and Worker Roles, as described in Section III. The 
major cost factor is the number of hours a role runs. Any 
application can be distributed over several Web and 
Worker Roles. Furthermore, an application can scale out 
by setting up additional instances of an implemented role 
to handle sporadic load peaks [14] with a load balancer. 

The Azure management API yields some information 
that can be used to monitor costs such as the size of a role 
(S, M, L etc.), the number of instances for each role, their 
status (running, suspended etc.), the starting time, etc. In 
principal, it is enough to poll the data when the current 
consumption is needed. However, we are not aware of 
removed instances and roles since they silently disappear 
from the report. In order to get notice of any decrease of 
instances, it is necessary to poll periodically. Some 
uncertainty remains as an instance can run only for one 
minute, being charged with one hour. This event will 
presumably get lost unless we check within that minute.  

Generally, this data does not reveal any tenant-specific 
information; it just shows values of the overall 
consumption of a multi-tenant application. If there is a 
relationship between Web/Worker Roles and tenants, such 
a separation would be possible, however, thwarting 
principles of multi-tenancy. To obtain tenant-specific 
information, additional logging should monitor the number 
of requests. This kind of data is available in performance 
counters, but again only covers the whole application. 

Please note, there is no obvious relationship between 
VM operation costs and how much a tenant contributes to 

these by measuring CPU time etc. Hence, these are only 
rough indicators for a tenant’s portion of usage. 

E. Further Notes 

It is important to note that measurements themselves 
could affect the costs. Consequently, there is a trade-off 
between collecting precise data and being cost-efficient. 
This basically concerns the frequency of periodical 
measurements, the efficiency of queries etc.  

VI. DETERMINING A TENANT 

One important issue for the previous discussion is how 
to extract a tenant, which uses the application, from the 
service URL. The following discussion summarizes 
relevant aspects. Thereby, we investigate four ways of 
defining SaaS URLs [18] and how to extract a tenant. 

A. Using a General URL 

A SaaS provider may offer a general URL in the 
manner of http://www.SaaSprovider.com. Each tenant has 
to register all of his users for the specific services with 
user and password; particularly, each user obtains a unique 
tenant identifier (tenantID). The assumption is that each 
user is exclusively associated with a single tenant. Using a 
service such as http://www.SaaSprovider.com/Service1, a 
tenant’s user has to log in with his credentials. A central 
component is then able to determine the user’s tenantID. 
While this implementation is rather simple, several 
fundamental problems are obvious in this approach. 

At first, the service itself must be generic and 
unbranded until the user has logged in. Similarly, a tenant-
specific customization can only take place after login. 
Before login, the service can only be general due to the 
unknown tenantID. As a direct consequence, it is difficult 
to have more than one identity provider (such as an own 
Active Directory). The identity provider cannot be known 
before the tenant is known. But in most cases, tenants want 
to specify the identity provider fitting to their 
infrastructure. Next, it is immediately visible that the user 
is accessing a multi-tenant application because the URL 
does not contain the tenant. Furthermore, there is no way 
to allow for anonymous users that have no account and 
consequently no relationship with a tenant. Hence, SaaS 
providers are restricted to supporting all solvent users. 
Finally, a user cannot have a relationship with more than 
one tenant unless they have different credentials. 

To sum it up, although a tenant can easily be identified 
by picking up the login credentials of the users, this 
approach has some drawbacks and is unsatisfying. For that 
reason, we consider further possibilities as following. 

B. Tenant  Parameter in the URL 

As an alternative to the first approach for URL design, 
the URL can per default contain the tenant’s name as an 
identifier in two different ways, for instance: 

• http:// www.SaaSprovider.com /tenant1 

• http:// www.SaaSprovider.com?t=tenant1 
Now, the application knows immediately who the 
accessing tenant is, and customization can take place for a 
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tenant just as various identity providers are possible for 
authentication. Furthermore, we can observe the advantage 
that anonymous users are possible as they do not depend 
on an identifiable relationship to a tenant. Additionally, 
users can have accounts with more than one tenant, 
because their access is scoped by tenant. 

Unfortunately, there are still some problems. At first, it 
is still obvious that this approach is a multi-tenant 
application, because the URL specifies a host 
SaaSprovider that has no meaning to the user. That is why 
the user cannot deduce the service, which he actually 
wants to use, from the given URL. Next, both of the above 
provided URLs are difficult to guess, i.e., users will be 
unable to find the application by means of ‘URL surfing’. 
If the user just haphazardly tries out random URLs such as 
www.tenant1.com/service1 or http://service1.tenant1.com, 
he will never score a hit, because the service is URL-
invisible. It is to note that the URL is an important part of 
a company’s brand. Having URLs such as http://www. 
SaaSprovider.com/tenant1 with someone else’s host name 
in a URL (here SaaSprovider.com) is only a “second 
class” branding and insufficient for big companies. 

However, identifying a tenant with an ID in the URL is 
possible by extracting the tenant’s name by means of 
ASP.NET MVC URL Routing.  

C. Tenant in a Sub-Domain 

A better approach is to embed the tenant identifier 
(tenantID) in the URL as a sub-domain: http://tenant1. 
SaaSprovider.com. Moreover, it is possible to apply a 
DNS alias to redirect the URL to www.SaaSprovider.com. 
Advantages of this proposal are obvious: It is still possible 
to identify every single tenant, whilst the URL is branded 
since the tenant name, tenant1, appears directly within the 
URL, and it is now less obvious that tenant1 is one of 
many tenants that are using the application. The URL can 
be found out with URL guessing and by trial and error. 

Even the technical challenge of extracting tenants from 
the URLs can be solved, since the tenant is passed with the 
HTTP request in the Host Header, albeit it is more 
complicated. 

D. Tenant in a Domain 

Finally, a tenant may use its domain, e.g., http://www. 
tenant1.com. The URL can be mapped to www.SaaS 
provider.com in the tenant’s DNS configuration. Here, the 
tenant can be identified by using the Request.Url C# class. 

In summary, it can be stated that tenant identification is 
possible for all four approaches; this is the basis for our 
considerations to realize tenant-specific billing. However, 
the approaches are characterized by different quality and 
accordingly efforts and costs. This has to be considered 
when deciding how to conduct tenant identification. 

VII. RELATED WORK 

A lot of research is done in the field of multi-tenancy, 
where also traditional aspects of distributed computing 
remain important. Fehling et al. come up with prospects 
for the optimization of multi-tenants by the distribution of 

the tenants regarding Quality of Service [18]. Additionally, 
security and privacy issues should also be regarded for 
multi-tenancy. To this end, Jensen et al. present an 
overview of technical security problems [20]. Besides, 
requirements for efficient multi-tenancy regarding 
performance or isolation are explored by Guo et al. They 
present a design and implementation framework to support 
multi-tenant services [2]. Since multi-tenancy is linked to 
large client amounts, economic concerns raise importance, 
too, as providers need to operate with high profit to remain 
competitive. To reduce overall resource consumptions in 
multi-tenant environments, [21] introduces a method for 
implementing cost-efficient multi-tenancy by optimized 
tenant placement. Also [22] puts values of utilization and 
performance models in genetic algorithms to reduce there-
by costs, albeit, they do not concern tenant-specific billing. 

Other researchers consider solutions to implement 
cost-efficient multi-tenancy, looking at the infrastructure, 
middleware and application tier, which all can be shared 
among tenants [23][24]. However, for fault-tolerance, one 
still needs an existence of the same application on different 
instances – regardless of the particular tier. So, if an 
application transparently moves to another instance, this 
must be traced and considered in the bill to fit a tenant-
specific pricing. This problem is not considered there. 

In general, providers bill their tenants in different 
models. The most common pricing models are either the 
tenants paying a fixed monthly fee, or in a pay-per-use 
model, where the tenant only pays for the resources he had 
used, or even the resources may be charged usage-based 
[25]. With multi-tenancy, SaaS providers’ profit may be 
increased, but on the other hand, one has to monitor each 
tenant resource usage and relate this to his monthly bill. 
Therefore, Cheng et al. set up a monitoring framework to 
trace tenants’ allocations at runtime and to observe the 
performance of each tenant based on the individual SLAs 
[26]. However, they do not provide a tenant billing model. 

Bezemer and Zaidman, discuss, based on existing 
single-tenant applications, another aspect of costs 
associated with multi-tenant applications: maintenance 
efforts. The recurrence of maintenance tasks (e.g., patches 
or updates) raise operating costs and show the demand of 
exact planning of maintenance costs, which must be 
apportioned among the tenants [27][28].  

Nevertheless, the profitable aspects for the SaaS 
providers are researched insufficiently in the field of multi-
tenancy. Reflections about their balancing act between 
making revenue through tenants’ charges and paying for 
the tenants’ used capacity at the PaaS/IaaS provider are 
extremely understudied until now. Therefore, we came up 
with an overview of the remaining challenges for the SaaS 
providers, which want to offer their services to multiple 
tenants in an economical business model. 

VIII. CONCLUSION 

In order to save costs and run economical businesses, 
SaaS providers rely on multi-tenancy, albeit it is no recipe 
for more revenue. By building multi-tenant applications, a 
SaaS provider can support multiple tenants from different 
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organizations with shared instances, being simultaneously 
used. This and a better utilization by tenants through re-use 
may lead to higher revenue for SaaS providers. 

Within the paper, we depict considerations that enable 
SaaS providers to succeed in balancing outgoing costs for 
the PaaS/IaaS resources and ingoing revenue from tenants 
to operate economical business. We motivate why it is 
necessary to monitor the detailed costs per each tenant in a 
more fine-granular manner. We focused on Microsoft 
Azure and came up with reasoning for multi-tenancy and 
discussed features of the Azure infrastructure. Until now, 
SaaS providers receive monthly bills from Azure about the 
past resource usage by its tenants. This is insufficient 
because no precise and in time tracking of tenant-specific 
costs is available. Although some tenant-specific costs can 
be determined with more or less effort, they might be 
expensive and lead to additional costs for the SaaS 
provider. Anyway, for multi-tenant SaaS providers some 
uncertainty about costs remains and their challenge is still 
to observe how much a tenant uses of a specific resource 
type in order to achieve high profitability. 

As future work, we plan to also analyze other Cloud 
platforms such as Amazon IaaS/PaaS regarding its 
support to trace costs by each tenant. Further, we want to 
conduct experiments and analyze the corresponding data 
to give some concrete suggestions how to integrate 
tenant-specific billing in new and even already existing 
applications. We will also investigate and compare multi-
tenant application built upon a PaaS Cloud and an IaaS 
platform in order to give an even more precise insight in 
cost factors. We think the PaaS version will produce more 
expensive bills, but will also decrease development costs 
than the IaaS version. Moreover, we work on adequate 
possibilities for application-specific logging. All this work 
should finally lead to a consumption-monitoring system. 

REFERENCES 

[1] A. Dubey and D. Wagle, “Delivering software as a 
service,” In: The McKinsey Quarterly, 2007, pp. 1-12. 

[2] C. Guo, et al., “A framework for native multitenancy 
application development and management,” Proc. on 
Enterprise Computing, E-Commerce and E-Services, 2007, 
pp. 551-558. 

[3] B. Wilder, “Cloud Architecture Patterns: Using Microsoft 
Azure,” Sebastopol: O'Reilly Media Inc., 2012, pp. 77-79. 

[4] R. Buyya, C. S. Yeo, and S. Venugopal, “Market-oriented 
clouds: Vision, hype, and reality for delivering IT services 
as computing utilities,” Proc. on HPC, 2008, pp 5-13. 

[5] http://apprenda.com/library/software-on-demand/saas-
billing-pricing-models [retrieved: March 2013] 

[6] S. Walraven, E. Truyen, and W. Joosen, “A middleware 
layer for flexible and cost-efficient multi-tenant 
applications,” Proc. 12th Middleware, 2011, pp. 370-389. 

[7] S. Walraven, E. Truyen, and W. Joosen, “Towards 
performance isolation in multi-tenant SaaS apps,” Proc. on 
Middleware for Next Generation Internet, 2012, pp.1-6. 

[8] M. Lindner, F Galán, and Clovis Chapman, “The cloud 
supply chain: A framework for information, monitoring, 
accounting and billing,” Proc. on Cloud Computing, 2010. 

[9] I. Ruiz-Agundez, Y.K. Penya, and P. Bringas, "A flexible 
accounting model for clouds," SRII, 2011, pp. 277 - 284. 

[10] U. Hohenstein, R. Krummenacher, L. Mittermeier, and S. 
Dippl, “Choosing the right cloud architecture - A cost 
perspective,” Proc. on Cloud Computing and Services 
Science (CLOSER), 2012, pp.334-344. 

[11] S. Seetharaman, “Energy conservation in multi-tenant 
networks through power virtualization,” Proc. on Power 
aware computing and systems, USENIX, 2010, pp. 1-8. 

[12] Azure Pricing, 2013, www.windowsazure.com/en-us/ 
pricing/details [retrieved: March 2013] 

[13] B. Calder, “Windows Azure Storage billing,” http://blogs. 
msdn.com/b/windowsazurestorage/archive/2010/07/09/und
erstanding-windows-azure-storage-billing-bandwidth-
transactions-and-capacity.aspx [retrieved: March 2013] 

[14] A. Schwanengel, U. Hohenstein, and M. Jäger, “Automated 
load adaptation for cloud environments in regard of cost 
models,” Proc. on CLOSER, 2012, pp.562-567. 

[15] J. Haridas, M. Atkinson, and B. Calder, “Azure Storage 
metrics,” http://blogs.msdn.com/b/windowsazurestorage/ar 
chive/2011/08/03/windows-azure-storage-metrics-using-
metrics-to-track-storage-usage.aspx [retrieved: Mar. 2013] 

[16] J. Schroeter, S. Cech, S. Götz, C. Wilke, and U. Aßmann, 
“Towards modeling a variable architecture for multi-tenant 
SaaS applications,” Proc. on Variability Modelling of 
Software-Intensive Systems, 2012, pp. 111-120. 

[17] U. Hohenstein and M. Jaeger, “Using Aspect Orientation in 
Industrial Projects: Appreciated or Damned?”, Proc. on 
Aspect-Oriented Software Development, 2009, pp.213-222. 

[18] Designing Multitenant Applications on Windows Azure: 
http://msdn.microsoft.com/en-us/library/windowsazure/hh6 
89716.aspx [retrieved: March 2013] 

[19] C. Fehling, F. Leymann, and R. Mietzner, “A Framework 
for Optimized Distribution of Tenants in Cloud Appli- 
cations,” Proc. on Cloud Computing, 2010, pp. 252-259. 

[20] M. Jensen, J. Schwenk, N. Gruschka, and L. Iacono, „On 
technical security issues in cloud computing,” Proc. on 
Cloud Computing, 2009 pp. 109-116. 

[21] T. Kwok and A. Mohindra, “Resource calculations with 
constraints, and placement of tenants and instances for 
multi-tenant SaaS applications,” Proc. on Service-Oriented 
Computing, 2008, pp. 633-648. 

[22] D. Westermann and C. Momm, "Using software 
performance curves for dependable and cost-efficient 
service hosting," Proc. on Quality of Service-Oriented 
Software Systems (QUASOSS), 2010, pp. 1-6. 

[23] C. Osipov, G. Goldszmidt, M. Taylor, and I. Poddar, 
“Develop and deploy multi-tenant web-delivered solutions 
using IBM middleware: Part 2: Approaches for enabling 
multi-tenancy,” In: IBM’s technical Library, 2009. 

[24] C. Momm and R. Krebs, “A qualitative discussion of 
different approaches for implementing multi-tenant SaaS 
offerings,” Proc. Software Engineering 2011, pp. 139-150. 

[25] M. Armbrust, et al., “A view of cloud computing,” 
Communications of the ACM, 53(4), April 2010, pp. 50-58. 

[26] X. Cheng, Y. Shi, and Q. Li, “A multi-tenant oriented 
performance monitoring, detecting and scheduling 
architecture based on SLA,” Proc. on Joint Conferences on 
Pervasive Computing (JCPC) 2009, pp. 599-604. 

[27] C. Bezemer and A. Zaidman, “Multi-tenant SaaS apps: 
Maintance dream or nightmare,” In: Technical Report of 
Delft Uni. of Technology, TUD-SERG-2010-031, 2010. 

[28] C. Bezemer, A. Zaidman, B. Platzbeecke, T. Hurkmans, 
and A. Hart, “Enabling multitenancy: An industrial 
experience report,” In: Technical Report of Delft Uni. of 
Technology, TUD-SERG-2010-030, 2010. 

42Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-271-4

CLOUD COMPUTING 2013 : The Fourth International Conference on Cloud Computing, GRIDs, and Virtualization

                           55 / 263



Community Clouds 

A centralized approach 

Claudio Giovanoli, Stella Gatziu Grivas 

Institute for Information Systems 

University of Applied Science Northwestern Switzerland 

Olten, Switzerland 

{claudio.giovanoli, stella.gatziugrivas}@fhnw.ch 

 
Abstract— Community cloud is one of the rising ideas in the 

area of cloud computing. Many companies do not move into 

the cloud, as they need tailored solutions to ensure industry 

specific security and regulatory requirements. A community 

cloud can perfectly fulfill this requirement and costs can be 

spread among several organizations. Providing a community 

cloud involves aspects like security, privacy, identification and 

access management that includes lot of organization. This 

prevents providers and users to build a community cloud 

despite its advantages. However, until now it is not as widely 

spread as other deployment models like public or private 

clouds. One reason is that providing a community cloud needs 

a lot of organizational effort and communication. Additionally 

no standard concept for doing this is elaborated so far. Some 

providers are offering community clouds or certain 

organizations build one. Nevertheless, each community cloud 

underlies a different approach. This paper discusses the 

federated and brokered approaches. Additionally, a 

centralized approach on how a community cloud can be built 

will be introduced. 

Keywords-Cloud Computing; Community Clouds;  Service 

Market;  Brokering Service 

I.  INTRODUCTION 

 
Cloud computing has become a significant technology 

trend and provides new possibilities and advantages. It has 
open new opportunities to businesses on how to improve the 
usage, efficiency and reduce spending of their IT systems. 
According to NIST (National Institute of Standards and 
Technology of the US) several service and deployment 
models are proposed [1]. As a deployment model beyond 
private and public clouds, the concept of a community cloud 
is proposed. Community clouds are a union of private 
clouds, which are tailored to a specific vertical industry, such 
as government, healthcare or finance, offering a range of 
services including infrastructure, platform or software. 
Often, organizations that have shared concerns (e.g., mission, 
security requirements, policy, and compliance 
considerations) need to fulfill specific security and 
regulatory requirements [1]. 

The use of community clouds is not widespread yet, but 
there is definitely interest. Gartner shows with its Hype 
Cycle for Cloud Computing that Community Clouds are in 
its advent. Nevertheless, Gartner sees a high potential for the 
topic within the upcoming two to five years [2]. 

 
But what are the reasons community clouds are not 

widely used? Community cloud is a way of congregating 
users under an umbrella of services. Some businesses may 
hesitate to share common resources with competitors. A first 
obstacle on the way to a community cloud is to identify the 
appropriate community and to convince possible community 
mates to cooperate with. A second big drawback of this 
deployment model is to define the management, roles and 
responsibilities within all stakeholders. For interested 
customers, these additional efforts can be very discouraging 
to use such a shared cloud environment. 

Despite the fact that community clouds are not yet 
established, there are some examples in the market. In 
particular, the industries of health, finance and government 
are early adopters of community clouds rollouts. 

Most advantages of a community cloud are covered in 

the general benefits of cloud computing such as cost 

reduction and the shift from capital expenditures to 

operational expenditures. 

Nevertheless, a community cloud offers special advantages 

compared to other deployment models [3], [4]: 

 

• Secure, private multi-tenant cloud computing satisfies 

demanding requirements of the organizations 

• Flexible solutions to differing market needs 

• Matching market fluctuations in demand 

Figure 1. Gartner's Hype Cycle for Cloud Computing 2012 [2] 
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Figure 2. Customers' concerns entering a Cloud [5] 

• Application or sensitive data can remain in the 

community network 

• Less management than a private cloud 

• Cost reduction by eliminating owned infrastructure and 

software licenses needs 

• More efficient and potentially lower cost than existing 

systems and less cost than building an own private 

cloud or data center. 

 

Several studies are showing that most of customers’ 

concerns regarding clouds are compliance related issues. 

For example, a study published in early 2011 by KPMG [5] 

explains that companies are currently facing most often 

legal challenges. So, there are issues like security, 

uncertainty about the future control of their own data and to 

meet legal compliance, which hint potential users. 

 Thus, an important benefit of a community cloud is to 

address compliance requirements for specific groups like 

similar industries and to offer appropriate solutions to its 

concerns. 
The aim of this paper is to discuss the different 

management models (federated, brokered and centralized) 
for such community clouds. After the introduction, 
challenges of community clouds will be discussed. The third 
section gives a short overview on current management 
models and introduces a centralized model. Thus, in the 
fourth section, a high level architecture of a centralized 
system will be suggested. The subsequent parts, sections V – 
IX, are explaining the different layers of the introduced 
models, from infoplace, to quality gate, over a brokering 
service, the cloud service management to finally the concept 
of a service market. The last section concludes the paper and 
gives a short overview on future work and next steps. 

II.  CHALLENGES OF COMMUNITY CLOUDS 

Besides the introduced drivers, we see some key 

challenges within the idea of community clouds, which need 

to be considered before building up such kind of cloud. 

 

1) Organizational Structures and management models 

for building community clouds 

By building up a community cloud, different 

stakeholders are involved. Thus, when considering a 

community cloud, at least as a special form of private cloud, 

two roles can be identified: the service providers and the 

service users. 

Going one step further, a community deployment model 

can consist of several users and several providers, offering 

different services with some times similar functionality. 

This is mandatory to be able to prevent the well-known 

vendor lock-in effect [6]. However, this requires appropriate 

organizational structures and management models to avoid 

the loss of advantages. Several models will be discussed in 

the upcoming section. 

 

2) Communications 

Already before planning a community cloud, 

communications between the different stakeholders are 

crucial. Customers need to understand the advantages and 

risks of cloud services within such a closed environment. 

But, also, provider(s) have to understand the specific 

requirements each community has.  

Even at an earlier stage, while thinking about the idea to 

build up a community cloud, an appropriate community has 

to be identified. Communications have to be initialized with 

first community members (clients and users). Thus, we 

suggest that the first step for building a community cloud is 

the establishment of an appropriate community. This 

community should create the business case, set the rules and 

organization form, and choose other members and 

providers.   

But, communications between customers and providers, 

like announcements of common SLA adjustments, are 

playing also a key role during the cloud operations. To 

ensure a good cooperation between the community network, 

rules and responsibilities have clearly to be defined and 

announced to all stakeholders. 

 

3) Ease of use 

While establishing the cloud environment, not only 

security, efficiency and compliance issues have to be 

considered. As cloud promises fast and on-demand 

provision of IT services, customers have to decide easily, 

which services they need and want to use. Also ordering and 

service termination processes have to be allocated in such a  

way that users care able to access and execute services as 

easy as possible. 

 

III. MANAGEMENT MODELS FOR COMMUNITY CLOUDS 

Management models for community clouds follow either 
a federated or a brokered approach [7]. In a federated 
approach all institutions (members of the community cloud) 
share their own resources, whereas in a brokered approach 
sharing of the resources takes place through a third party, the 
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so-called broker. This means, the broker procures the 
resources (services) to the community cloud members.   

Today the implementation of a federated management 
model most often faces challenges mainly due to two main 
reasons. First, it is difficult to tackle liability issues like the 
legal impact of a service outage or responsibilities. Secondly, 
it is hard to provide cost transparency. Questions about the 
responsibility of paying support, maintenance and 
operational costs are arising. However, such a federated 
model comes with its benefits. The vendor lock-in issue does 
not exist, risks are distributed and costs are reduced. 
Furthermore, it offers full control of the community 
members who can share best practice and their industry 
specific services.  

Today, the brokered model is the usually deployed one, 
when implementing a community cloud. In the brokered 
model, institutions share provider resources through a so- 
called broker. The broker acts as an intermediary and should 
provide expert advice to the community. It takes care of trust 
establishment and contract settlement. The institutions only 
have one party to trust and one contract to sign. The brokers 
can also handle disputes in the cloud [8]. This model is 
transparent in terms of operation and accountability, 
awareness raising, guidance on expectations regarding the 
use of the community cloud, levels of security, and meeting 
legal obligation (compliance). Operations can be spread 
across multiple cloud providers whereby continuity is given. 
The broker is fully responsible for security issues, it forces 
specific security and regulatory requirements. Participating 
institutions do not need to test whether a cloud provider is 
effectively mitigating risks. It is the role of the broker to 
assure such aspects for the community. At last, a broker can 
provide value-adding services like federated identity 
management or resource federation [7]. 

Contrariwise, a third model, the centralized one, has only 
one IaaS provider and one broker. The model foresees an 
IaaS provider as the leading party, which is responsible for 
(i) establishing the infrastructure platform of the cloud 
including services such as 
- Computational Power 
- Networking 
- Storage 
- Virtualization 
- etc. 

 

 
 
and (ii) for procuring PaaS and SaaS providers. The broker is 
responsible for expert advice and acts as an intermediary. In 
this model the broker has different duties, as described in the 
brokered model. Operations are spread across multiple 
service providers. 

With regards to performance aspects, it has to be 
considered that a centralized model is highly dependent of a 
sole IaaS provider. Thus, we are expecting that in a worst 
case scenario, the centralized approach can be less 
performing compared to the other models. While the 
federated and brokered models are offering the opportunity 
to change the provider in such a case, the centralized one 
does not.  

IV. ARCHITECTURE OF A CENTRALIZED APPROACH 

Following a centralized approach opens a wide range for 
the establishment of architecture of a community cloud. 
Besides choosing an IaaS provider for the leading provider 
role, we recommend five layers within the community cloud 
architecture. These layers support customers and service 
providers through different stages of the service lifecycle.  

The cooperation between each of the five components 
establishes a trustworthy usage of the different cloud services 
within the community. It offers flexibility to the community, 
with regards to organization and communication aspects. 

Figure 4. A centralized approach 

Figure 3. Two main models for Community Clouds [7] 

Figure 5. Proposed components of a centralized community model 
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Figure 6. The CLiCk Infoplace [9] 

Additionally, it ensures that users can easily get the needed 
services with a low commitment to time, money and 
management resources. Each of these five layers from 
infoplace, Quality Gate, to Brokering Service, Cloud Service 
Management and Service Market will be introduced within 
the following sections. 

V. INFOPLACE 

A so-called infoplace builds the entry point for the 

community members and can clearly support the 

establishment of the communication between the members of 

a community cloud. 

Whereas potential cloud customers are facing several 

challenges and open questions like 

- Which services are appropriate to obtain from the 

cloud environment? 

- Do Cloud Services fit to the IT of my company?  

- What are the advantages and benefits, given through 

Cloud services? 

- Is my company prepared for the cloud?  

the infoplace offers assistance to the customer, e.g. readiness 

assessments to evaluate potential technical or organizational 

gaps within the company.  

An additional advantage of the infoplace is the use case 

repository. The use case repository enables to store the 

collected cloud use cases within the community. It follows a 

developed framework, which defines different areas of 

interest inside such a use case. Following this scheme also 

establishes that use cases can be compared on the different 

topics like the service model but also on technical and 

management issues.  

The use cases should be (i) a viable source for the user to 

see how other have compete their cloud projects and (ii) to 

support the user by identifying different workloads / process 

areas, which are predestined to run in a cloud. 

For realizing these infoplace requirements the University 

of Applied Science Northwestern Switzerland is building a 

platform for guiding users through the cloud life cycle. For 

this need, they introduce a project named CLiCk (Cloud Life 

Cycle). 

The vision of the CLiCk-Infoplace is the provision of self 

-services and supportive information, which can be accessed 

on an appropriate platform through the accordant enterprises 

[9].  

VI. QUALITY GATE 

All actors within the community cloud need to fulfill 
certain criteria. Not everyone is allowed to use the services, 
not every application will be offered in the cloud, and not all 
service providers fulfill the compliance requirements of the 
users. Therefore a quality gate service has to be provided. 
The Quality Gate describes an independent service within 
the community cloud. Its main purpose is to assess the 
general and industry specific criteria, which have to be 
followed by all stakeholders in a community cloud (users 
and providers). General criteria could be for example the 
ability of auditing. Industry specific criteria can dictate e.g. 

form, location and minimal duration of storage for digital 
records [10]. The quality gate includes:   

 
- Quality of Service Providers: The quality of service 

providers needs to be assured because the 
community has to follow certain legal restrictions. 
E.g. the service provider needs to prove, that their 
company obeys to according laws or that they 
handle sensitive data with needed concern. Another 
aspect is the sustainability of the service provider, it 
is important for the success that the company will 
exist further. To ensure the quality of service 
providers certain standards need to be fulfilled. 
These standards can be ISO standards or other 
certifications. 

- Quality of Services: The offered services need to 
have a certain quality. For example a finance 
application for financial administration has the 
restriction that it needs to be certified by the 
government. The quality assurance service should 
elaborate a list of criteria, which an application 
needs to fulfill. This list of criteria differs depending 
on the type of application. For example an 
application for wage payment has other criteria than 
an application for drawing mind maps. 

- Quality of Customers: The third category of the 
quality assurance process concerns the users. Goal 
is to assess candidates for community membership.  
While establishing the introduced community it is 
important to setup the conditions for entering the 
community and using the services out of the cloud.  

To ensure a high level of trust, the role of assessing the 
introduced quality criteria within the gate should be executed 
by an independent actor.  

Criteria should be defined and collected continuously 
through a consortium of community members and project 
independent advisories. 

VII. BROKERING SERVICE 

Cloud brokering is not yet finally defined. Several 
opinions about what, who and how cloud brokering services 
should be able to fulfill exist. One perspective of brokering 
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has been explained in Section III within the brokered 
community cloud model. A more generic view, applicable 
for most cloud deployment models is given by Buyya [11].  
It can be understood as a part of a global marketplace, where 
service providers and consumers join to find suitable match 
for each other. It provides various services to its customers 
such as resource discovery, meta-scheduler, reservation 
service, queuing service, accounting and pricing services 
[11]. Gartner explains cloud brokering as a “cloud services 
brokerage (CSB) is a service provider that plays an 
intermediary role in cloud computing” [12]. They see three 
different types of brokerage scenarios: aggregation, 
intermediation and arbitration [13]. 

Within the introduced community cloud approach, 
brokering services are understood as a provision and convey 
of the available services. The cloud broker has knowledge 
about the used services by each customer and the available 
services in the market. If a customer needs a new service, 
e.g. additional software, or an altered quantity of a service, 
the brokering service executes the new requirement 
immediately and orders it from the service market. Like in 
the brokered community model, the broker can also take a 
leading role for contracting. 

VIII. CLOUD SERVICE MANAGEMENT 

The fourth layer deals with service management aspects. 

The cloud service management denotes the implementation 

and management of additional services that meet the needs 

of the community members and includes facilities like: 

 

a) Installation and Configuration: executes 

administrative tasks that occur primarily in the 

introduction, the transition or the early use of cloud 

computing. It includes, for example, adjustments of 

organizational processes and structures, and descriptions 

of specific cloud projects or complex issues and how 

these can be overcome. 

b) Resource Management: This topic deals with the 

distribution of the (hardware) resources (e.g. based on 

best practices) - also with regard to high scalability and 

flexibility. It also includes interoperability aspects, so far 

by defining standards for higher compatibility between 

different services is provided. 

c) Service Monitoring and Reporting: offers automated 

services to control if agreed parameters like availability, 

speed and quality of provided services are accordantly to 

Service Level Agreements. This includes also a 

customer service for reporting current figures about 

usage, costs and delivered performance of services.  

A cloud service management can be provided through an 

appropriate mix of people, process and information 

technology. 

IX. SERVICE MARKET 

The final element of a community cloud is the 

provision of the individual cloud services independent from 

IaaS, PaaS or SaaS.  

On a so called service market, customers are able to 

compare, select, buy and review applications. Users choose 

out of a set of qualified cloud services. Any offered service 

is tested and approved in the quality gate through an 

independent consortium. Usage of the service market has to 

be as simple and easy as other well know application stores 

like, e.g., Apples iTunes or Google’s Play.  

While the infoplace supports customers to find the 

appropriate service, the service market leads the client to the 

final purchase of a service. A service market model is 

potentially valuable for any sort of IT product or service that 

is sufficiently industrializes and packaged in order to be 

consumed by a non-expert end-user. Such kind of 

application store can become the marketplace to access 

cloud, commercial software products, skills, as well as to 

finally succeed reusing and exchanging software across 

different companies. The goal of a service market is to make 

IT offerings transparent, unambiguous and comparable. 

Furthermore, reduced procurement times, increased user 

satisfaction, and reduced costs should be the outcomes of 

such a marketplace. 

The idea behind a marketplace is not explicitly bound to 

a community cloud. But according to Buyya et al. [14] it is 

predestinated to be applied for a specific industry 

respectively community similar to the logistics clouds. 

X. CONCLUSION AND FUTURE WORKS 

Cloud Computing is still in its advent, and the number of 

interested business and depending business models is 

increasing. But many institutions, whether potential 

customers or consultancies are hesitating to consume IT 

services in a cloud approach. As shown, many issues 

concern security and compliance areas. IT has not yet been 

successful in getting these issues out of the way to the 

cloud. 

To decrease such security and compliance issues, a 

community cloud is one approach to face these challenges 

and to use the advantages of the cloud approach like 

reducing costs, faster time to market at the same time. 

While a community cloud can improve the security and 

compliance issues, it also brings additional challenges. 

Compared to other deployment models, organizational and 

communication efforts within a community cloud are 

increasing as a whole. As other deployment models, like 

public and private, commonly are describing a business to 

business (customer to provider) dependency. A community 

approach opens relations to the entire community 

(customers and providers). To ensure the success and proper 

management of a community cloud the stated increased 

organizational and communication efforts is essential.  
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In a good working cooperation the additional effort can 

be spread over all community members and will not cause 

more effort for the single instance then using other 

deployment models. 

For the process of establishing a community cloud we 

propose as a first step to identify and coin a proper 

community with specific similar concerns. This community 

shall define the requirements, goals, organizational and 

management approaches of the cloud. As concerns 

regarding compliance most often are related with the cloud 

data center location, the introduced centralized approach, 

including one leading IaaS provider, should enlighten the 

given regulatory requirements and ensure that Platform- and 

Software providers are in line with the community concerns 

too. 

The introduced layered approach of the centralized 

solution supports the community to establish a vendor 

independent (excluding the infrastructure provider), flexible 

and high quality shared IT environment, where advantages 

of cloud computing can be gained. Thus, community 

members are able to focus on core businesses instead of 

handling with IT issues. 
Whether a brokered, federated or centralized approach, 

community clouds in general are offering a considerable 
option for businesses with sensible IT issues. We see the 
community deployment model as a serious suggestion for 
future IT services in areas with special security and 
compliance needs. 

As the introduced centralized approach is only a first 
high level architecture, the authors are currently identifying 
different domains to initiate a first pilot. Goal is to find few 
partners for establishing a pilot of a centralized community 
cloud. First talks are held with partners from energy, health 
and public industries. Based on their feedback funding and 
further partners in the industries for a pilot project will now 
be identified. As a first step of such a pilot program, the 
domain specific requirements will be assessed to setup the 
base for the different layers. 
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Abstract— This paper describes an efficient MapReduce 

algorithm for converting raw rainfall data into meaningful 

storm information, which can then be easily analyzed and 

mined. Our previous work proposed a method to identify 

relevant storm characteristics from raw rainfall data. The 

original storm identification system takes too long to produce 

the summarized storm characteristics, because: (1) the raw 

rainfall data, which is considered as big data, is stored in a 

traditional relational database based on CUAHSI (Consortium 

of Universities for the Advancement of Hydrologic Science, 

Inc.) ODM (Observations Data Model), which leads to 

substantial disk I/O; (2) the storm identification algorithm is 

based on recursion and regular depth-first-search (DFS), 

which leads to multiple retrievals for parts of the data. In this 

paper, we obtain a substantial improvement in performance by 

utilizing MapReduce. We also utilize the original raw rainfall 

data text files instead of using the data in the relational 

database. In our experiments, the performance of the new 

storm identification system is significantly improved compared 

to the previous one. With this new system, it will dramatically 

benefit hydrologists in helping them performing rainfall-

related analysis (both location-specific and storm-specific) such 

as flood prediction using our identified storms. 

Keywords-storm analysis; rainfall; big data; MapReduce; 

distributed computing; CUAHSI 

I. INTRODUCTION 

This paper describes an efficient MapReduce algorithm 

for converting raw rainfall data into meaningful storm 

information, which can then be easily analyzed and mined. 

Our previous work [1] proposed a method to identify 

relevant storm characteristics from raw rainfall data. The 

original storm identification system takes too long to 

produce the summarized storm characteristics, because: (1) 

the raw rainfall data, which is considered as big data [7][8], 

is stored in a traditional relational database based on 

CUAHSI (Consortium of Universities for the Advancement 

of Hydrologic Science, Inc.) ODM (Observations Data 

Model) [17][18][9], which leads to substantial disk I/O; (2) 

the storm identification algorithm is based on recursion and 

regular depth-first-search (DFS), which leads to multiple 

retrievals for parts of the data. In this paper, we obtain a 

substantial improvement in performance by utilizing 

MapReduce. We also utilize the original raw rainfall data 

text files instead of using the data in the relational database. 

In our experiments, the performance of the new storm 

identification system is significantly improved compared to 

the previous one. With this new system, it will dramatically 

benefit hydrologists in helping them performing rainfall-

related analysis (both location-specific and storm-specific) 

such as flood prediction using our identified storms. 

Our raw rainfall data, called MPE (Multi-sensor 

Precipitation Estimates) [19][20][21], is estimated by using 

combination of radars and physical rain gauges (multi-

sensors) and is retrieved from National Weather Service 

(NWS) - West Gulf River Forecast Center (WGRFC) [19]. 

The raw data is supplied as hourly text files using the HRAP 

(Hydrologic Rainfall Analysis Project) standard grid 

coordinate system [20][17]. The raw rainfall data is 

converted into a relational database in order to follow the 

CUAHSI ODM standard, which was required for the 

HydroDesktop system [22] that allows hydrology users to 

search the rainfall data.  

Our previous storm identification system used the 

relational data as input. Due to the relational database I/O 

overhead, and the tremendous amount of data, system 

performance was too slow. The data covers 17 years (1996 - 

2012) of historical hourly precipitation, which is translated 

to 8.004123763 billion records in the database. We receive 

the rainfall data on an hourly basis covering 4 states (Texas, 

Colorado, New Mexico, and Louisiana) (mainly Texas) and 

part of Mexico (see Figure 1) covering 69,830 site locations. 

The number of records inserted per hour, day, month, and 

year is 69,830, 1,675,920, 50,277,600, and 603,331,200, 

respectively.  

In this paper, we develop more efficient storm 

identification algorithms using the original text file formats, 

and the MapReduce framework to parallelize the 

processing.  

 

Figure 1. Coverage of WGRFC observations [19][21] 
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Figure 2. Relationships among neighboring sites 

MapReduce is a programming paradigm developed by 

Google in 2004 [5] and now becoming a new standard for 

distributed computing. Our previous storm identification 

algorithms, based on recursion and depth-first-search, 

traverse the data exhaustively without taking advantage of 

the known regular grid structure of the raw rainfall data. We 

greatly improved the performance by using the original raw 

rainfall data and applying MapReduce to every component 

of the storm identification process. However, only local 

storm and hourly storm identifications (also known as event 

separator and sub storm identification in [1]) are discussed 

in this paper. The details of each component are described in 

Sections IV and V, which are MapReduce for local storm 

and hourly storm identifications, respectively. First, we 

review the storm identification concepts from [1] in 

Sections II and III. Section VI discusses experimental 

results. Related work is discussed in Section VII.  

II. INPUT DATA STRUCTURE 

The raw rainfall data is supplied as text files. The file 

name indicates a particular date and time (hourly, e.g., 

2011041323_2011041400), and includes the precipitation 

data for all sites during that hour. Each row consists of row 

number, site id, and precipitation value (inches). The data is 

ordered by site id in a row major order from west to east and 

south to north. Sites are in an HRAP regular grid and four 

kilometers apart to north, south, east, and west. Each row in 

the grid has 425 sites and each column has 390 sites as 

shown in Figure 2. Because of the systematic grid structure, 

given any site, we can determine the neighboring sites by 

using the formulas in Figure 2. Moreover, given any site id, 

we can determine its HRAP local X and Y coordinates, and 

vice versa using the following equations: (1) and (2). 

      ((            )         )             ( ) 

     ((            )         )                  ( ) 

 

 
 

 

III. STORM-RELATED CONCEPTS 

In this section, we review some key components of the 

previous work [1] that are needed for this paper. Two main 

components are: (1) storm formalization and (2) storm 

identification process.   

A. Storm Formalization 

We formalize storms into three different categories 

(local storms, hourly storms, and overall storms), the goal of 

which is to develop a storm identification process and storm 

characteristics analysis. The following is some terminology 

needed for the storm formalization. 

- storm duration: the time length over which 

precipitation occurs (hours) [23]. 

- storm coverage: the number of sites covered by a 

storm. 

- storm area: the total area of a storm.   

1) Local Storms 

Generally speaking, local storm is a site-specific storm, 

which considers each site location independently when 

analyzing a storm. An example of local storms is the set of 

storms that occurred at site location 586987 last month. 

Local storm is one type of storm, which was researched by 

most hydrologists [11][12][13][14]. This may be due to the 

traditional way of storm analysis, which does the analysis 

primarily based on how raw rainfall data are collected and 

stored without applying distributed computing technology.  

Formally, a local storm is a set of time points and 

associated rainfall data at a particular spatial site. Two 

distinct local storms are separated by at least h consecutive 

time points with zero precipitation, where h is called the 

inter-event time [11][12][16]. In this paper, inter-event time 

(h) is set to 6 hours as suggested in [11][12]. Several 

consecutive time points with zero precipitation within a 

local storm, however, are allowed as long as it is less than h 

time points. For any local storm, there will not be a 

subsequence of h or more consecutive zeroes in the series. 

Figure 3 shows some examples of local storms at site id, 

586987. Some storm characteristics for this storm type 

include: 

Time

(hourly)

Precipitation (inches)

0

1   2   3   4   5   6   7   8  

0.05

0.10

0.15

0.20

..
.

...

inter-event
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Figure 3. Examples of local storms at site id, 586987 
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grouping-window = 1 hour 1 hr.
 

Figure 4. Examples of hourly storms at different hours on 4/1/12 

- storm depth: the amount of precipitation occurring 

throughout the storm duration at a particular site 

[23]. 

- storm intensity: the storm depth divided by the 

storm duration (inches per hour) [23].  

2) Hourly Storms 

Informally, hourly storm is a time-specific storm, which 

has an orthogonal concept to local storm. It considers each 

hour independently when analyzing a storm. An example of 

hourly storms is the set of storms that occurred between 

9:00 am and 10:00 am today. Hourly storm considers a 

specific time point (an hour) instead of considering a 

particular site location. In other words, local storm fixes one 

site and covers its data over many time points, whereas 

hourly storm fixes a time point and covers its data over 

many adjacent sites. Figure 4 shows some examples of 

hourly storms at different hours on April 1, 2012. 

Formally, an hourly storm is a set of adjacent sites of 

local storms at a particular hour. However, a more relaxing 

definition can also be applied as discussed in our previous 

work [1] as space-tolerance. The concept of space-tolerance 

is to allow indirect neighboring sites to be considered as part 

of the same hourly storm. In this paper, we use the original 

definition of hourly storm, which takes into account only 

direct neighboring sites when identifying hourly storms. The 

following are storm characteristics that are applicable for 

this type of storm:   

- storm sites total: the total amount of precipitation 

occurring at a particular hour for the sites of an 

hourly storm. 

- storm average: the average precipitation (per site) 

for an hourly storm. 

3) Overall Storms 

Unlike local storm and hourly storm that consider either 

a site location or time (an hour) independently, it considers 

both location and time together when analyzing a storm. So, 

the result is the capture of storm as a whole, called overall 

storm, which can capture storm movement and other storm 

characteristics that could not be found in most hydrology 

papers [11][12][13][14]. An overall storm is built upon 

hourly storms. Some examples of overall storms are shown 

in Figure 5. 

Formally, an overall storm is a set of hourly storms that 

meet two requirements: (1) grouping-window and (2) 

spatial-window.  Grouping-window is the maximum time  

 

654321 60000 70000 45321

50000

Overallspatial-window = 1

 

Figure 5. Examples of overall storms 

interval within which hourly storms will be considered to be 

part of the same storm whereas spatial-window is the 

minimum number of common site(s) shared between two 

hourly storms. This formalization allows hourly storms that 

go to the same direction be considered together. However, 

in a rare situation, it is also possible that two different paths 

of hourly storms with different origins and/or destinations 

could end up being part of the same overall storm. In such 

case, the final path of the overall storm will be averaged 

based on those two paths. In this work, grouping-window 

and spatial-window are set to 1 hour and 1 site, respectively. 

Overall storm characteristics include:   

- storm overall depth: the total amount of 

precipitation occurring throughout the storm 

duration across the hourly storms. 

- storm overall intensity: the storm overall depth 

divided by the storm duration (inches per hour). 

- storm overall average: the average precipitation 

(per site) for an overall storm.  

B. Storm Identification Process 

The main goal of our storm identification system is to 

analyze storms as a whole. Since a storm can start at one 

place and stop at another, we slice the whole storm into 

several pieces by hour. We then assemble each slice back 

together into the original overall storm. Each slice of storm 

is, in fact, an hourly storm. Figure 6 shows architecture of 

our previous storm identification system. 

The storm identification process can be divided into 

three main components: (1) event separator (to identify local 

storms), (2) sub storm identification (to identify hourly 

storms), and (3) main storm identification (to identify 

overall storms). The architecture of our new storm 

identification system is shown in Figure 7. 

Event 
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Sub Storm 

Identification

Main Storm

Identification
Hourly Rainfall

Data (MPE)

Identified 

Storms
Analyze

Relational Database
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Users

Location

Proximity Creator
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Figure 6. Architecture of previous storm identification system 
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IV. MAPREDUCE FOR LOCAL STORM IDENTIFICATION 

The local storm identification identifies the storms at a 
particular site and specifies each storm duration (in hours) at 
that site. The previous implementation of local storm 
identification required the selection of data from the 
relational database and then sorting them. The computation 
is done based on the selected sorted data and the result is 
inserted back to the database. The selection, sorting, and 
insertion required substantial execution time, making it 
impractical to analyze the whole raw data. 

Our new algorithms utilize MapReduce, and use the 
rainfall data text files as input. Each raw rainfall file contains 
the precipitation value of all the sites for a particular hour 
and hence, for the analysis of local storm, we need to group 
all the precipitation values by site and order them by time. 
Once all the values for a site are grouped together and 
ordered, then we can find all the local storms that occurred at 
that site. Thus, the local storm analysis contains two steps: 
(1) grouping precipitation values by site and ordering them 
by time and (2) finding the local storms for a site from the 
grouped values. In the MapReduce framework, there are 
three main phases: (1) map phase, (2) sorting and shuffling 
phase, and (3) reduce phase. The first two phases of 
MapReduce are used to perform the first step of our local 
storm identification and the reduce phase is used to find the 
local storms at the particular site. 

Algorithm 1. Local Storm Identification 

Input:  
- Text file-format rainfall data  

Output:  
- Local storms data in text file format 

1: class MAPPER 

2: function MAP(key object, value line) 

3:   key <-- (line.siteId, line.time) 

4:   value <-- (line.precipValue, line.time) 

5:   Emit(key, value)  

6: class REDUCER 

7: function REDUCE(key siteId, [val1, val2, …]) 

8:   timeList, precipRec <-- null //timeList.size = inter-event + 2 

9:   interEventTime <-- 0, lsId <-- 1 

10:   timeList.Add(firstNonZeroPrecip.GetTime()) 

11:   precipRec.Add(firstNonZeroPrecip.GetPrecipValue()) 

12:   for all val  values [val1, val2, …] do 

13:    precipRec.Add(val.GetPrecipValue()) 

14:    if (val.GetPrecipValue() = 0) then 

15:     timeList.Add(val.GetTime()) 

16:     interEventTime++ 

17:    else  

18:     tempTime <-- timeList[0], Clear(timeList)  

19:     timeList.Add(tempTime; val.GetTime()) 

20:    end if  

21:    if interEventTime ≥ 6 then 

22:     initialTime, finalTime <-- timeList[0], timeList[1] 

23:     value.Set(initialTime, finalTime, precipRec) 

24:     Emit(siteId, lsId, value) 

25:     Clear(timeList; precipRec), lsId++ 

26:    end if 

27:   end for 

 
 
 
 
 
 
 
 

 
 

Figure 7. Architecture of current storm identification system 

The pseudo code for the implementation for local storm 
analysis in the MapReduce framework is shown in 
Algorithm 1. Each of the map tasks takes one raw rainfall 
file and processes it line by line emitting the site and time 
together as the key and time and precipitation value together 
as the value. We take advantage of the key-comparator class 
and grouping-comparator class of MapReduce to group the 
data on the basis of site id and then sort them by time. The 
reducer gets a site id as a key and list of precipitation values 
sorted by time. This list is processed sequentially to identify 
all the local storms at that particular site. 

V. MAPREDUCE FOR HOURLY STORM IDENTIFICATION 

The second main component is hourly storm 

identification, the goal of which is to identify hourly storms 

for each particular hour.  

In the previous approach [1], we assume that any non-

zero precipitation site can be part of the hourly storm, 

meaning it can start at one site and stop at a very farther site 

as long as there are some connections among them. As a 

result, we implemented DFS to keep track of every possible 

site and perform site node revisiting when needed. This, 

however, led to a high time complexity problem. In 

addition, the algorithm interacts with the data in the 

relational database, which causes a large overhead. 

In the new approach, the program is designed 

specifically to take full advantage of the original raw rainfall 

data text file structure. Since the grid (HRAP) is known and 

we know exactly which site is a neighbor of which, only 

those candidate neighboring sites need to be checked. 

Unlike previous approach which uses DFS to keep track of 

node, we use linked lists and append them together as we 

scan when necessary. Moreover, since the data in each text 

file is stored in row major order, we scan each grid row 

once. An overview of the hourly storm identification 

process is shown in Figure 8. 

 

 

 

 

 

 

Figure 8. Overview of hourly storm identification process 
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Algorithm 2. Hourly Storm Identification 

Input:  
- Text file-format rainfall data 

Output:  
- Hourly storms data in text file format 

1: class MAPPER 

2: function SETUP() 

3:   prev.InitializeArray(), curr.InitializeArray() 

4:   hourlyStorms.InitializeArrayOfLinkedList() 

5:   id <-- 0 

6: function MAP(key object, value r) 

7:   if r  first bottom grid sites then 

8:    if r.precip = 0 then 

9:     prev[r.site].hsId <-- 0 //no hourly storm 

10:    else 

11:     if r.site = first site or r.leftNeighborPrecip = 0 then 

12:      prev[r.site].hsId <-- id++ 

13:      temp <-- CreateLinkedList(r.site) 

14:      hourlyStorms.AddLinkedList(temp) 

15:     else 

16:      prev[r.site].hsId <-- id 

17:      hourlyStorms.GetLinkList(id).Add(r.site) 

18:     end if 

19:    end if 

20:   else if r  next above grid sites then 

21:    if r.precip ≠ 0 then 

22:     if r.site = first site or r.leftNeighborPrecip = 0 then 

23:      CheckPrevious(r, id, prev, curr, 1) 

24:      else 

25:      CheckPrevious(r, id, prev, curr, 0) 

26:     end if 

27:    else 

28:     curr[r.site].hsId <-- 0 //no hourly storm 

29:    end if 

30:   else 

31:    prev <-- curr   

32:   end if 

33: function CLOSE() 

34:   Emit(hourlyStorms) 

35: function CHECKPREVIOUS(r, id, prev, curr, flag) 

36:   if flag = 1 then 

37:    if hsIds of all 3 neighbors of r in prev. array = 0 then 

38:     curr[r.site].hsId <-- id++ 

39:     temp <-- CreateLinkedList(r.site) 

40:     hourlyStorms.AddLinkedList(temp) 

41:    else  

42:     minId <-- MinHsId(r.all3Neighbors in prev. array) 

43:     curr[r.site].hsId <-- minId 

44:     hourlyStorms.GetLinkedList(minId).Add(r.site) 

45:     UpdateHsId(r.neighbors, minId) 

46:     minId <-- 0 //reset minId  

47:    end if 

48:   else 

49:    curr[r.site].hsId <-- id 

50:    hourlyStorms.GetLinkedList(id).Add(r.site) 

51:    if hsId of r’s southeast neighbor in prev ≠ id then 

52:     UpdateHsId(r.southeastNeighbor, id) 

53:    end if 

54:   end if 

The program starts from the very bottom grid row to the 

top by calling map function for each line in the text file. It 

begins to identifying hourly storms as soon as it reads in the 

data in order to minimize the number of checking. The data 

are then kept in two arrays called previous and current 

arrays, which are two-dimensional arrays and contains site 

ids and hourly storm ids. The current array always does the 

identification based on the previous array. There are two 

main parts of the program. The first part (line: 7-19) is 

executed only once for the very bottom row in a grid 

whereas another part (line: 20-32) is executed for the rest. 

The first part identifies hourly storms within the same row 

whereas the other part identifies hourly storms within and 

across the rows simultaneously. At the end of each row 

scan, the hourly storms so far are identified and are kept in 

an array of linked lists called hourly storms list, in which 

index of array indicates hourly storm id and linked list 

contains a set of adjacent non-zero precipitation sites of the 

hourly storm. When reached the last row, the final hourly 

storms are produced and already kept in the hourly storms 

list.  

Since the raw rainfall data files are independent from 

each other, in which each file records hourly precipitation 

for an individual hour, MapReduce can easily be applied. 

Each hourly file is sent to different mapper nodes for the 

identification of hourly storms. At the closing of mapper, all 

hourly storms identified within the hour will be written back 

to a disk. Currently, no reducer is needed because there is no 

need to group the data or sort them in any order. The raw 

files, by themselves, are already grouped and sorted by site 

id in a row-major order as mentioned in Section II. An 

algorithm for hourly storm identification is shown in 

Algorithm 2. 

VI. EXPERIMENTAL RESULTS 

In the previous approach, the experiment was performed 

on the rainfall dataset, resided in a relational database, using 

a single server. The server runs on Microsoft
®
 Windows 

Server
®
 2008 Enterprise operating system with 2.83 GHz 

Intel
®
 Xeon

®
 quad-core processors, 20 GB of RAM, 500 

GB of local disk, and 10 TB of external disk. In the new 

approach, the experiment was performed on the same 

dataset that is in the original text file format rather than 

relational format using a Hadoop
®
 cluster [6] of 1 frontend 

server and 18 worker nodes. Each worker node contains 3.2 

GHz Intel
®
 Xeon

®
 quad-core processors, 4 GB of RAM and 

1.5 TB of local disk allocated to HDFS. The server has the 

same specification but with 3 TB of local disk. The cluster 

is set up by using ROCKS Cluster 6.3 OS and then 

installing Hadoop
®
 1.0.3 on every node. 

Both local storm and hourly storm identifications are 

analyzed over 16 months of data. The data has 11,488 hours 

and is 10 GB in size. The raw files are in text format. Each 

file is for all sites during a single hour and is zipped into one 

gunzip file. These files are fed into to the MapReduce job 

for the storm analysis. There are separate map tasks for each 

53Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-271-4

CLOUD COMPUTING 2013 : The Fourth International Conference on Cloud Computing, GRIDs, and Virtualization

                           66 / 263



of the files because each file is gunzipped into separate .gz 

files.  

The comparison between the time taken by the previous 

implementations and the new MapReduce implementations 

is shown in Table I. Please also note that the processing 

time does not include the time taken to load the data into 

HDFS/SQL. In addition, each experiment was performed 10 

times and an average processing time is calculated.  

The experiments of the new approach give the same 

results for both local storms and hourly storms as the 

previous approach but is executed significantly faster. The 

new approach allows programs to be executed distributedly 

on multiple machines and hence the efficiency of the storm 

analysis is increased. For local storm (LS) identification, the 

time improved to 2.79 hours, compared to 53.44 hours in 

the previous approach. For hourly storms (HS), the 

MapReduce (MR) took 0.45 hours, compared to 6.78 hours 

in the previous method (DFS). 

VII. RELATED WORK 

There are two main parts of related work: (1) storm 

characteristics analysis and (2) MapReduce framework for 

spatial data computing. 

A. Storm Characteristics Analysis 

In most hydrology papers, most rainfall data analysis is 

either site-specific or region-specific and only few do storm 

analysis by integrating them across sites 

[10][11][12][13][14][15][16]. Asquith et al. [11][16][15] 

studies storm statistical characteristics by looking at the 

means of storm inter-event time, depth, and duration. In 

[10][12][14], Overeem and Asquith study storm 

characteristics through their DDF (depth-duration-

frequency) properties. Lanning-Rush [13] studies storm 

characteristics by focusing on their extreme precipitation 

(EP) values. Within these, only a small amount of data and 

limited number of gauges were used. The storm analysis 

was conducted mainly based on how raw rainfall data is 

collected and stored, which is by location stored in different 

folders. This might be a reason why there are not many 

programs developed to process rainfall data across sites. 

Consequently, the flexibility in analyzing overall storm 

characteristics was lacking.  

Our work, on the other hand, allows rainfall data to be 

analyzed in both location-specific (site-specific and region-

specific) and storm-specific. Additionally, a much larger 

amount of data across a large number of gauges on HRAP 

standard grid coordinates can be analyzed. Our efficient 

algorithms were custom designed to take advantage of the 

format of the original raw rainfall data, as well as adopt 

renowned distributed computing technology, called 

MapReduce, to analyze storms in a storm-specific manner. 

 

 

 

 

TABLE I.  EXPERIMENTAL RESULTS 
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2. Edwards Plateau 

(73,415,532) 

 

6,962 

8.72 

4.51s/site 

 

1.23 

3. High Plains 
(31,711,927) 

 
3,008 

4.50 
5.39s/site 

 
0.32 

4. Low Rolling Plains 
(24,965,521) 

 
2,368 

3.35 
5.10s/site 

 
0.28 

5. North Central 

(59,082,957) 

 

5,604 

8.66 

5.56s/site 

 

1.17 

6. South Central 

(31,102,334) 

 

2,949 

4.28 

5.22s/site 

 

0.67 

7. South Texas 

(31,949,386)  

 

2,933 

3.97 

4.87s/site 

 

0.48 

8. Lower Valley 

(5,324,898)  

 

601 

0.55 

3.32s/site 

 

0.07 

9. Trans-Pecos 

(65,136,216) 

 

6,177 

6.86 

4.00s/site 

 

0.55 

10. Upper Coast 

(22,863,789) 

 

2,168 

3.88 

6.45s/site 

 

0.57 

 

TOTAL 

 

37,413 
53.44 

5.14s/site 

 

6.78 

 

This enables flexibility in analyzing overall storm 

characteristics.  

B. MapReduce Framework for Spatial Data Computing 

MapReduce has become the de-facto framework for the 

data-intensive applications. It is now being used for big data 

related to geography, sciences, humanities, statistics, etc. 

There has been previous work for spatial data analysis in 

MapReduce. Cary [2] shows the construction of R-Tree 

index from spatial data in MapReduce. It uses the mappers 

to partition the data and then every partition is sent to a 

different reducer which in turn build the R-Tree index on 

the input. Google used the MapReduce framework to study 

road alignments by combining satellite and vector data [3]. 

The work focused more on the complexity of the problem 

than the implementation in MapReduce. Hadoop
®
 was also 

used to build octrees for later use in earthquake simulations 

at a large scale [4]. Octrees were built in the bottom up 

fashion in their approach. Mappers were used to first 

generate the leaf nodes and then reductions were performed 

to merge two homogeneous leaf nodes into a sub tree. This 

was done in iterations to build the final sub tree.  
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VIII. CONCLUSION AND FUTURE WORK 

A. Conclusion 

In this work, we use the MapReduce framework to 

analyze large amounts of raw rainfall data. With this new 

system, the original input data structure was fully utilized in 

order to create more efficient algorithms for storm 

identification. It eliminates the major performance issue 

with the previous system, which mostly has to do with the 

retrieval of relational data overhead. The experimental 

results show significant improvement on both local storm 

and hourly storm identifications processes. This will allow 

hydrologists to perform: (1) storm analysis (both location-

specific and storm-specific) such as storm frequency and 

characteristics analysis and flood prediction and (2) storm 

mining such as clustering on types of the storm and 

trajectory analysis, more efficiently. 

B. Future Work 

We will work on the computation of overall storm 

identification using the MapReduce framework. We will 

also be working on parallelizing the computation of storm 

area, storm center, and within storm variations [24] by the 

use of MapReduce framework. 
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Abstract— Polar research is active nowadays since it gives us 

many kinds of information about global climate change so that 

we can respond to it more properly. We found that the 

research can have much benefit by using a data farm approach, 

which gives high performance computing power without limit. 

Here, we are interested in providing more convenient and 

useful interface to use the high performance computing power 

in the polar research. This paper presents a cloud gateway, 

that is, a science research gateway which supports cloud and 

grid computing in a unique REST architecture. It provides 

facilities and interfaces which enable polar researchers to do 

computer supported remote collaborative work as well as to 

use data farms. 

Keywords-Cloud Computing; Grid Computig; REST; Web 

Service; Science Gateway; Polar Research. 

I.  INTRODUCTION 

Recently, the change of global climates has emerged as a 
global agenda [1]. It has attracted much attention so far and 
would do so more and more in future. Korea has been doing 
polar research to cope with the problem as well as many 
other useful issues which are global issues nowadays. Cloud 
computing and Grid computing can significantly help the 
polar research experts. We develop a scientific research 
gateway, called as Cloud Gateway, which enables the polar 
research experts to use the technologies with easiness and 
efficiency. 

The Cloud Gateway also provides a collaboration 
environment for the various kind of polar research. Polar 
researchers can do computer supported cooperative work and 
share data among interesting research groups beyond 
geographical gaps and regardless of different working times. 
The  management of polar metadata can be easy and efficient 
with it.  

The Cloud Gateway consists of three tiers - Infrastructure 
Tier, Processing Tier and Presentation Tier - to support the 
distributed environment. It uses RESTful Web services [2] 
for the data transmission and service request between each 
tier. Also, it collects, processes and provides many kinds of 
information such as Portable Batch System (PBS) accounting 
information, information of file system, CPU information 
and slave node information to users. 

The Cloud Gateway was designed to meet the following 
two requirements. Firstly, it should support geographically 
scattered multiple computing facilities such as clusters, web 
servers, databases, etc. through integrated service. Secondly, 
the service should be provided in a user-transparent way. 
That is, it should enable polar researchers to use the 
computing resources without pushing them to know any 
detailed knowledge of the underlying technologies of the 
Cloud Gateway.  

The Cloud Gateway also has the following three 
distinctive factors. Firstly, it has three-tier architectures as 
explained before. Secondly, it uses REST technologies so 
that users can access geographically scattered multiple 
computing facilities through a single interface  as explained 
before. Thirdly, the web portal  is used as the user access 
point to the Cloud Gateway in order to meet the user 
transparency requirement. 

The outline of the paper is organized as follows: Section 
2 investigates related works. Section 3 outlines the design of 
the Cloud Gateway. Section 4 explains how it was 
implemented. Finally, Section 5 gives conclusions and our 
plan to the future works. 

 

II. RELATED WORKDS 

Currently existing science gateways usually provide high 
end resources to a community of users, scientists, and 
engineers through web-based graphical interface [3]. A 
common approach in the previous generation was to adopt 
the JSR 168 portlet component model and WSDL/SOAP 
style web services. 

The TeraGrid User Portal serves as a launch pad for new 
users and a control panel for current users by integrating 
TeraGrid Resource Provider, services, and information into a 
single web interface serving a national community of 
computational researchers [4][5].  

The Linked Environments for Atmospheric Discovery 
(LEAD) Portal is a science application portal which was 
designed to enable effective use of Grid resources in 
exploring mesoscale meteorological phenomena [6].  

WLCG provides graduate and accurate verification of 
performance of hardware resources such as CPU, storage, 
and network. It also provides the middleware services for 
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Grid projects and the LHC experiment-specific software 
applications [7].  

PolarGrid portal added current social networking 
techniques to a typical science gateway model to enable a 
scientific collaboration [8]. It uses a RESTful Web-service 
and Web 2.0 technologies. However, it just uses them for 
user interface, not for managing computing resources.  

World Wide Web was usually chosen as preferred 
infrastructure. Thus, most initiatives adopted Web 
technologies such as CORBA (Common Object Request 
Broker Architecture) [9], OLE/DCOM [10], SOAP (Simple 
Object Access Protocol), etc. Especially, SOAP is the de 
facto standard in current science gateways.  

REST is widely used because of its simplicity and 
lightweight [11]. McFaddin et. al. [12] and Christensen [13] 
proposed RESTful service for mobile environments. Volkel 
[14] proposed RESTful wiki architecture. Twitter [15], 
Flickr [16], Amazon Simple Storage Service (Amazon S3) 
[17], Amazon Elastic Compute Cloud (Amazon EC2) [18], 
and others provide a REST application programming 
interface (API) to their users.  However, the RESTful 
approach has been seldom applied to the management of 
science gateways. Contrastingly, our Cloud Gateway 
provides RESTful Web services to manage it. 

 

III. ARCHITECTURE 

Our Cloud Gateway uses the three tier Architecture and 
RESTful Web service technologies in order to support a 
distributed computing environment. There, technologies of 
Java platform was used in order to make the Cloud Gateway 
be independent of computing platform. 

 

 
Figure 1.  The architecture of the Cloud Gateway. 

Figure 1 shows the architecture of the Cloud Gateway. 
The tier 1 of the Cloud Gateway is the Cloud Gateway Agent. 
The Cloud Gateway Agent is installed on PBS Clusters. It’s   
role is to communicates with the Cloud Gateway Manager. It 
collects information of CPU, file system, accounting, etc. in 
the PBS system and passes an asynchronous message to the 
Cloud Gateway Manager when accounting information is 

updated. The tier 2 of the Cloud Gateway is the Cloud 
Gateway Manager. It does logical processing. It determines 
whether the data exist in the metadata database or not. If the 
data does not exist, then it collects the data from the Cloud 
Gateway Agent when the Cloud Gateway Portal requests 
information of accounting or file system. The Cloud 
Gateway Portal shows information of accounting and system 
resources in the PBS clusters through graph or table. It 
provides interface to manage the file system of each node. 
Because the Cloud Gateway uses 3 tier architecture, users 
can easily manage the scatted resources in cloud computing 
environments and/or grid computing environments. Figure 2 
shows the operational concept of our three-tier architecture 
that can manage multiple clusters. 

 

 
Figure 2.  The multiple cluster management of the Cloud Gateway. 

 

A. Cloud Gateway Agent 

The Cloud Gateway Agent gives RESTful web service 
and is installed on the master node of the PBS cluster system. 
The components of the Cloud Gateway Agent are the 
Management Backend, the Management Agent and the 
Asynchronous Event Sender.  

The Management Backend provides a management 
interface to the Management Agent and the Asynchronous 
Event Sender. It returns proper responses such as the CPU 
information, the file system information, the accounting 
information and the detail information of slave nodes of the 
PBS system to the Management Agent according to requests 
from the Management Agent. The Asynchronous Event 
Sender receives an event from the Management Backend and 
sends a notification of the event to the Asynchronous Event 
Acquirer of the Cloud Gateway Manager. And, it also sends 
the request message  when the Cloud Gateway Agent is 
added to the Cloud Gateway Manager in a first time. The 
Management Frontend returns the response according to 
requests of the Management Client of the Cloud Gateway 
Manager through RESTful web service interface. The 
resource managed by the Cloud Gateway Agent can be 
accessed through HTTP methods such as GET, POST, PUT, 
and DELETE.  

Figure 3 shows RESTful web service interface of the 
Cloud Gateway Agent. It consists of the ci (Common 
Information) and the pi (PBS Information).  
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Figure 3.  RESTful web service interface of the Cloud Gateway Agent. 

B. Cloud Gateway Manager 

The components of the Cloud Gateway Manager are the 
Frontend, the Management Broker, the Management Client, 
The Asynchronous Event Acquirer, the Metadata Manager, 
the Data Visualizer, the Metadata Database and the Image 
Server.  

The Frontend provides a RESTful web service-based 
interface for the Cloud Gateway Portal. It receives requests 
from the Cloud Gateway Portal, passes them to the 
Management Broker, and returns responses. Figure 4 shows 
the RESTful web service interface of the Frontend. It can 
also be accessed through HTTP methods such as GET, 
POST, PUT, and DELETE.  

The Management Broker is accessible by the Frontend 
and the Asynchronous Event Acquirer and provides them 
with the response according to the request from them. It 
manages the agents, obtains monitoring information from the 
Metadata Manager and the Management Client. The 
Management Broker cannot access other tiers and the Meta 
database and uses the Management Client to access other 
tiers. The Metadata Manager accesses the Meta database.  

The Management Client and the Asynchronous Event 
Acquirer communicate with the Cloud Gateway Agent. They 
do not do any logical behaviors and pass the event to the 
Management Broker. The Management Client requests the 
necessary data such as the status of PBS slave nodes to the 
Cloud Gateway Agent which uses them to perform the 
service of the Management Broker.  

The Asynchronous Event Acquirer receives the 
asynchronous event from the Asynchronous Event Sender of 
the Cloud Gateway Agent. The Metadata Manager can only 
access the Metadata Database. The Data Visualizer processes 
images for collaboration among polar researchers. These 
images are stored in the Image server. In request of the 
Cloud Gateway Portal, they are provided through the 
Frontend. 

 

 
Figure 4.  REST web service interface of the Cloud Gateway Manager. 

C. Cloud Gateway Portal 

The Cloud Gateway Portal is a user transparent web 
portal. Its components are the REST Facade, the Job 
Running Status, the Storage Capacity and the File 
Management. The Cloud Gateway Portal uses 
Springframework and Ajax/Javascript.  

The REST Façade manages the requests and the 
responses from the Cloud Gateway Portal to the Cloud 
Gateway Manager. The Job Running Status requests 
accounting information of PBS cluster using the REST 
Façade, translates the response to contents such as the chart 
and the table and shows them. The Storage Capacity 
component requests the storage and the file system 
information of PBS cluster using the REST Façade, 
translates the response to contents such as the chart and the 
table and shows them. The File Management requests the 
information of the file systems in PBS cluster using the 
REST Façade, help download and upload and modify the 
files. 

 

IV. IMPLEMENTATION 

We implemented the Cloud Gateway on a Linux system 
using Java language. However, the Cloud Gateway Manager 
and the Cloud Gateway Portal can be installed on any 
operating system with Java and Tomcat. MySQL was used 
as the Metadata database. We used the Restlet package [19] 
to build the RESTful Web services. Jnotify package [20] was 
used to monitor PBS accounting as a tool [21] for the Cloud 
Gateway Agent. 

The operations of the Cloud Gateway can be one of  the 
following three types. First, the response result for request 
from the Cloud Gateway Portal exists in the Metadata 
Database of the Cloud Gateway Manager. Second, it does 
not exist in the Cloud Gateway Manager, so the Cloud 
Gateway Manager queries the request to the Cloud Gateway 
Agent. Third, the Cloud Gateway Agent sends the 
notification of changing the status of the PBS cluster to the 
Cloud Gateway Manager. 
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Figure 5.  The processing of Job accounting. 

An example of the first type is shown in Figure 5. When 
the user requests job accounting information, the REST 
Façade of Cloud Gateway Portal requests URL of   
“/monitoring/report/jobcount” to the RESTful web service 
interface of the Frontend of the Cloud Gateway Manager. 
Then, the Frontend sends the message to the Management 
Broker and the Management Broker analyses the request. 
Because the Management Broker can find response result in 
the Metadata Database, the Management Broker collects 
accounting information by using the Metadata Manager and 
returns the result to the REST Façade through Frontend. 

 

 
Figure 6.  The processing of qnodes request. 

An example of the second type is shown in Figure 6. 
When the user requests the information of slave nodes in 
PBS cluster, the REST Façade requests the URL of 
“/realtime/qnodes” to the RESTful web service of the 
Frontend of the Cloud Gateway Manager. The Frontend 
sends the request to the Management Broker and the 
Management Broker analyses it. Because the data are not in 
the metadata database, the Management Broker requests the 
URL of “/agnetinfo/pi/qnodes” to the Management Frontend 
of the Cloud Gateway Agent through the Management Client. 
The Management Frontend sends the received request to the 
Management Backend and the Management Backend queries 
the request to PBS cluster. The result of the query is returned 
to the Management Client through the Management Frontend. 
The Management Client sends it to the Management Broker. 
The Management Broker returns the result to the REST 
Façade of the Cloud Gateway Portal. 

 

 
Figure 7.  The processing of asynchronous event. 

 
An example of the third type is the asynchronous event in 

the Management Backend. The Management Backend of the 
Cloud Gateway Agent monitors the accounting logs of PBS 
cluster. If the logs are found to be changed, then the 
Management Backend sends the asynchronous event to the 
Asynchronous Event Acquirer through the Asynchronous 
Sender. The Asynchronous Event Acquirer sends the event 
to the Management Broker. The Management Broker 
analyses it and checks the need to update the Metadata 
database. If the Metadata Database is needed to be updated, 
then the Management Broker requests the data to the 
Management Frontend of the Cloud Gateway Agent through 
the Management Client. The Management Frontend returns 
the result that is acquired from the Management Backend. 
Then the Management Client sends the result to the 
Management Broker. Now the Management Broker updates 
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the Metadata Database using them through the Metadata 
Management. 

Figure 8, 9, and 10 show the snapshot of job running 
status, the snapshot of job status, the snapshot of file 
management respectively.  

 

 
Figure 8.  The snapshot of job running status. 

 
Figure 9.  The snapshot of job status. 

 
Figure 10.  The snapshot of file management. 

 

V. CONCLUSION 

This paper proposed our cloud gateway model and its 
RESTful approach in order to support cloud computing, Grid 
computing, computer supported collaboration, etc. for the 
polar research. The Cloud Gateway uses the three tier 
architecture to provide the RESTful web service. Therefore, 
users can access geographically scattered multiple 
computing facilities such as clusters, web servers and 
databases through a single interface easily, efficiently and 
user-transparently. The future works are planned to add 
analysis tools for geospatial query components and 
visualization components. 
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Abstract— The process of integrating multimedia files, such as 

different types of learning objects (video, images, audio, 

animation, etc.) to m-learning systems requires more 

computational resources than mobile devices can provide. 

Considering mobile device limitations, such as storage, 

computing power and bandwidth, we propose a mobile cloud 

computing in order to deliver adaptive multimedia learning 

courses to students. In this paper, we propose a PaaS cloud-

based framework, which offloads the process of dynamically 

adapting the multimedia content to the context-aware mobile 

learning environment. Hence, the student is provided with 

multimedia that is tailored to his or her cognitive style and the 

content is adapted according to context – aware network 

conditions. 

Keywords- mobile computing; cloud computing; adaptive 

multimedia learning; user profile; context-aware. 

I.  INTRODUCTION 

Incorporation of mobile devices during m-learning is 
done in order to improve and increase the scalability, 
collaboration and availability of learners. Multimedia 
learning systems typically include different kinds of 
multimedia resources such as audio, video, images, text etc., 
since they provide an efficient learning environment. There 
are always newer multimedia functionalities available on 
mobile devices that need to be exploited during the process 
of m-learning. 

Mobile language learning with multimedia using the 

image and audio-based training has opened the opportunity 

to develop mobile augmented and virtual reality spheres [1]. 

However, on the other hand, we can see the opportunities 

that mobile cloud computing architecture has provided for 

mlearning, with different cloud service models in university 

education, using a Software-as-a-Service (SaaS) cloud 

model, as in [2]. Similar related work has been done in [3], 

with the promotion of potential of m-learning using cloud 

computing for talent training in universities. In [4], X. Bai 

presented an application for interactive learning through 

mobile devices combined with the new technology of cloud 

computing where live lectures from the instructor’s webcam 

are streamed to the cloud. Hence, the students interact with 

the lecturer and this increases the collaboration between 

them. 
In [12], D. Kovachev et al. introduce the future prospects 

of web and mobile multimedia development for creating the 
next generation of mobile web applications and the new 
standards and protocols like HTML5 and XAML [16]. 

Similar to the research done in [8], we have also used the 
web browser that is an integral part of mobile devices to be 
used for accessing the adaptive multimedia learning system. 
The main contribution of this paper is exploiting the 
processing power of mobile cloud computing to adapt the 
multimedia content to the cognitive style and context – 
aware network conditions of the mobile user. 

This paper is organized as follows: Section II presents 
our proposed architecture of the adaptive multimedia 
learning framework. Section III describes the data workflow 
for provisioning multimedia learning requests. Section IV 
presents the results from our experimental mobile 
multimedia learning system. Finally, Section V concludes 
the paper. 

II. ARCHITECTURE OF ADAPTIVE MULTIMEDIA LEARNING 

SYSTEM 

Existing m-learning systems typically include different 
kinds of multimedia resources because they help learners to 
be more interactive and interested for collaboration. Using 
the existing services on mobile devices, students are able to 
send their requests to be processed within the mobile cloud 
computing environment, in order to receive diverse 
multimedia learning resources. One of the first generic 
frameworks for mobile learning through cloud computing 
designed for education practitioners was presented by X. Bai 
[4]. They have adapted the course material for a mobile 
device in the form of learning content and developed a 
prototype of mobile-based assessment as a proof-of-concept 
for mobile learning. A similar framework could be found in 
[5]. That research has introduced an interactive mobile live 
video learning system in a cloud environment. Using a 
camera, the instructor’s video presentation was captured and 
then was uploaded on a private cloud. Later, students using 
GPRS/WiFi connectivity on mobile devices are able to 
progressively download or replay the video [5]. 

The proposed adaptive multimedia learning framework 
(see Figure 1) in this research adopts the multimedia content 
to the cognitive style and context – aware network conditions 
of the mobile user. All of the requests from student’s mobile 
device are sent to the mobile cloud and the response is 
appropriate multimedia content. The mobile cloud 
computing role is to offload and to reduce the workload of 
mobile devices by exploiting the remote multimedia 
processing resources in the cloud. That way, all the SQL 
queries that are sent from students and professors and the 
heavy-duty processing tasks will be executed in the mobile 
cloud. 
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Figure 1.  Architecture of adaptive multimedia learning framework 

Processing of the requests in the mobile cloud starts with 
gathering the context-aware information from the mobile 
user. Firstly, the mobile request is processed by the Request 
broker and scheduled for execution in the cloud. Next, 
Content adaptation component is analyzing the request and 
checks that the multimedia content is adapted to the context-
aware conditions and user cognitive style. The proposed m-
learning development environment is based on the Platform 
as Service (PaaS) cloud model that comes with integrated 
developer tools, a database management system and a web 
server. The web browser platform can work on different 
operating systems for mobile devices, and, in that manner, 
students and professors simultaneously can access the multi-
tenant cloud-based platform from any location, at any time. 
The students can work on their application independently 
and efficiently without additional problems with software 
installation and compatibility issues. 

Depending on the context-aware network conditions and 
the cognitive style estimation, the multimedia files are 
adapted and the request is sent to the Content delivery 
component to broadcast the appropriate information. The 
main advantage of the proposed architecture is that it offers a 
direct and flexible connection between the student and the 
mobile cloud environment. Different kinds of mobile devices 
(iPhone, HTC, Nokia etc.) using the diversity of access 
networks can connect to the Internet or telecommunication 
networks (using WiFi, WiMAX, UMTS, GPRS, HSDPA, 
4G or LTE) and provide access to the needed service. The 
intention is to provide a set of mobile services that will allow 
mobile devices to communicate with the mobile cloud. 

III. DATA WORKFLOW FOR PROVISIONING MULTIMEDIA 

LEARNING REQUESTS 

The main focus of the proposed adaptive multimedia 
learning framework are the multimedia files. Initially, their 
delivery depends on context-aware network conditions and 
the type of mobile device that the students are using. 
Therefore, multimedia files need to be adapted according to 
the available bandwidth of the network connection and they 
should be encoded with the corresponding format and coding 
of the user’s mobile device. Because of existing mobile 
device limitations, such as storage, computing power and 
bandwidth, we propose to use mobile cloud computing in 
order to deliver adaptive multimedia learning content. The 
results from our research have provided the data workflow 
diagram for provisioning multimedia learning requests in the 
adaptive multimedia learning framework. 

The advantage of the proposed architecture is that all of 
the encoding and adaptation of the multimedia learning 
content is done in the mobile cloud and the ready multimedia 
data (MM data) is streamed back to the user. The top layer of 
the data workflow is dedicated to the mobile device. From 
there, the request is sent to the cloud. The collection station 
gathers all necessary context-aware information: type of 
mobile device, OS of mobile device and bandwidth settings 
of the network connection (see Figure 3).  

Before users start using an application for the first time, 
cognitive style estimation will be conducted. We have used 
the Verbal-Visual Learning Style Rating (VVLSR) 
questionnaire, intended to tap the cognitive perception style 
[15]. The VVLSR questionnaire is an original one-item 
rating task used to estimate visualizer-verbalizer style 
dimension using a single question [15]. The question is: “In a 
learning situation sometimes information is presented 
verbally and sometimes information is presented visually. 
Please check mark indicating your learning preference” [15]. 
The answers rate the preference for visual versus verbal 
learning on a 7-point scale, as shown in Figure 2. The 
process of collecting of all VVLSR answers from the 
application users will fill the user profiles database that is 
stored in the mobile cloud. Verbalizers are users that have 
provided answers counted -3,-2,-1; visualizers are users with 
answers counted +3,+2,+1; and bimodal users provide count 
0, which are saved in the  user profiles database. 

Hereafter, the user of mobile device can easily send his 
or her requests to be processed within the mobile cloud 
computing environment. After processing the received 
requests in the Analysis/Estimation engine we will have 
adapted multimedia content ready to be delivered to the user. 

 

 

Figure 2.  Verbal-Visual Learning Style Rating 7-point scale [15] 
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Figure 3.  Data workflow for provisioning multimedia learning requests 

Using the proposed cloud-based framework the CSE 
(computer science engineering) students have taken the role 
of main developers. They have created database objects, 
have written SQL request queries and have developed the 
web-based application. The proposed multi-tenant mobile 
cloud computing environment provides delivery of the 
distance learning environment where all of the participants 
are grouped by different roles. The professor has a 
supervisory role that allows him to be able to access the 
development environment. He can provide scaffolding and 
propose more efficient solutions or can interactively support 
error debugging in the application development progress. In 
the proposed data workflow, students and professors have 
independent access to the same development environment, 
while the end users have access only to the application level. 

The main benefit of this proposed architecture is that no 
software download is required for CSE students to start 
development on any mobile device with its own web browser 
that is integral part of the device. The Web service reference 
is based on a Web Services Description Language (WSDL) 
document that describes the target Web service. When you 
create a Web service reference using a wizard, first it 
analyses the WSDL and collects all the necessary 
information to create a valid SOAP (the Simple Object 
Access Protocol) message. Using web-based mobile 
services, users of mobile devices easily send their requests to 
be processed within the mobile cloud computing 
environment. The received HTTP requests can then be 
managed and scheduled for processing in the mobile cloud.  

Using the context – aware network conditions, presented 
by QoS and the user profile database, which takes into 
consideration the user cognitive perception style measured 
by QoE, we have the mapping settings given in Table 1.   

 

TABLE I.  MAPPING BETWEEN QOS AND QOE METRICS 

QoS 

Bandwidth 

QoE- cognitive perception style 

Visual perception Verbal perception 

High HQ images, audio 

and video 

3D graphics, 

text and audio 

Low Icons and images Text and audio 

 
The mobile cloud is the development platform that 

contains the user profile database and the bandwidth network 
QoS estimator. The mobile devices provide information for 
current bandwidth. If that bandwidth is above the QoS 
threshold (1000 KB/s) than the user is in high bandwidth 
region; otherwise, below the QoS threshold, the user is 
considered to be in low QoS bandwidth region. 

Depending on the available QoS factors, the framework 
can adapt to low or high bandwidth scenarios. The proposed 
mapping, given in Table 1, considers at the same time the 
user cognitive perception style. For better network 
conditions, in high bandwidth, the system can deliver more 
dynamic and high quality information. However, in low 
bandwidth conditions we have estimated that more static 
media is delivered (icons, images, text and audio). Therefore, 
according to the context –aware preferences, the system is 
providing adaptive change of the multimedia type [6]. In the 
last step, the requested multimedia learning content is 
streamed back to the mobile device. The mobile user 
receives dynamically adapted multimedia content to the 
given context compatible with its mobile device. 

IV. EXPERIMENTAL MOBILE MULTIMEDIA LEARNING 

SYSTEM 

Cloud computing is a real benefit for young and 
developing universities that do not have diverse computer 
laboratory facilities. With the integration of cloud computing 
technology for the courses, such as Distributed Database 
systems, requirements for dedicated development platform 
and intensive computational resources are inevitable. There 
already have been different related studies for cloud service 
models in the university, using a Software-as-a-Service 
(SaaS) cloud model, as in [2]. Similar related work has been 
done in [3], with the promotion of the potential for m-
learning using the cloud computing, and the stress is put on 
virtualization, using the Infrastructure-as-a-Service (IaaS) 
cloud model.  

We have proposed an experimental mobile multimedia 
learning system that is based on the Platform as Service 
(PaaS) cloud model, and it will extend the potential for 
developing web applications that require database 
background. The Oracle APEX [13] platform is a 
comprehensive web-based SQL and application development 
environment that delivers platform for fast, reliable 
development and running on web applications [7].  

The Oracle APEX web-based platform in a mobile cloud 
environment allows us to write our custom SQL query and 
generate reports according our needs directly from the 
mobile device, see Figure 4.  
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Figure 4.  Running SQL query on Oracle APEX using HTC. 

After we have compiled the configuration of the 
application, we have run experiments with three most used 
mobile devices: iPhone, HTC, Sony Ericsson and Nokia, 
which can access the Oracle APEX framework. Using the 
APEX platform, university students have used a simple use 
case web-based application for online shopping. The 
database system consisted of 3 tables: Customers, Products 
and Orders. 

Figure 5 provides a comparison overview of the Products 
table which contains multimedia content, presented on 
iPhone, HTC and Nokia mobile devices. Using this 
overview, we cannot distinguish any significant difference 
when presenting the multimedia content between the three 
types of mobile devices. 

We have done similar comparisons for the Customers 
and Orders database tables. There was also no difference in 
the display of information between the three mobile devices. 
Significant dissimilarity between the mobile devices was 
noticed in the Reports in Figure 6, where a web-based OLAP 
report is executed. Here, Nokia and iPhone mobile devices 
did not provide the expected multimedia graphs for the 
Report of Sales by Category/Month. The Sony Ericsson 
mobile device that uses Android mobile OS, on the other 
hand created a colorful histogram for the Report of Sales by 
Category/Month, as seen in Figure 6. 

We noticed from our research that there was also a 
different adaptation of the multimedia content for different 
interfaces, depending on the web browser used by the mobile 
device because they displayed the same code page 
differently. Adapted multimedia content is usually 
compressed using compression algorithms or codecs in order 
to achieve smaller file size for faster transmission or more 
efficient storage [12]. The results from the experiments have 
shown that using different mobile devices to access a single 
cloud computing platform, in this case Oracle APEX, 
produces different user experiences. 

 
 

  

Figure 5.  Comparison of database tables for Oracle APEX with HTC 

(top), Nokia (middle) and iPhone (bottom). 

We have used OPNET for our simulations. It provides a 
comprehensive development environment with a full set of 
tools including model design, simulation, data collection, 
data analysis and support on the modeling of communication 
networks [14]. This simulator provides a way to model the 
network behaviors by calculating the interactions between 
modeling devices. We have used the Discrete Event 
Simulation (DES) because it enables modeling in a more 
accurate and realistic approach. It creates an extremely 
detailed, packet-by-packet model for predicting the activities 
of the network. The simulation models of individual mobile 
device were developed using the OPNET network simulation 
software that provides a virtual network communication 
environment.  
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Figure 6.  Comparison of reports for Oracle APEX with Sony Ericsson 

(top) and iPhone (bottom). 

The network simulator was configured to run one hour of 
multimedia learning content, and the comparison of the 
results is presented in Figure 7. The dark blue line measures 
the performance from laptop using a classical web-based 
application without any mobile cloud environment, which 
takes most of the performance load. The red line measures 
the HTC mobile device, the green line measures the Nokia 
mobile device and light blue line measures the iPhone 
mobile device. For all mobile devices we have used the 
mobile cloud environment to show the decreased 
performance load. The simulation results from the 
multimedia performance load analysis clearly show that 
mobile devices using applications in a mobile cloud 
environment have a decreased performance load compared to 
the classical web-based application.  

A. Manjunatha et al.[16] are exploring the data intensive 
calculations for mobile and cloud computing landscape. 
Similarly, S. Wang et al.[17] are addressing the adaptive 
mobile cloud computing techniques for graphic rendering. 
The integration of mobile and cloud is used for adaptive 
display virtualization [18]. Similarly, R. S. Khune et al.[19] 
proposed a cloud-based intrusion detection system for 
Android mobile devices that provides continuous in-depth 
forensic analysis to detect any misbehavior in network. In 
our case study mobile devices with Android mobile OS have 
presented the complete report with multimedia information. 
On the other hand, mobile devices that have Symbian and 
Apple mobile OS have not displayed completely the needed 
multimedia content. The multimedia content is usually 
compressed using compression algorithms or codecs, in 
order to achieve smaller file sizes for faster transmission or 
more efficient storage [12].  

 

 
Figure 7.  Comparison of performance load in OPNET simulator. 

TABLE II.  COMPARISON OF DIFFERENT MOBILE DEVICE MEDIA 

PLATFORMS 

Type of 

media format 

and codecs 

support 

Android 3.0 

[9] 

 

Symbian S60 

[10] 

 

Apple mobile 

OS [11] 

 

Audio AAC, MP3, 

MIDI, OGG 

(vorbis), WAV 

MP3, OGG 

(vorbis), AAC, 

WMA 

AAC, HE-

AAC, MP3, 

MP3 VBR, 

AIFF, WAV 

Image JPEG, GIF, 

PNG, BMP 

JPEG, GIF, 

PNG, BMP, 

MBM 

JPG, TIFF, GIF 

Video H.263, H.264 

AVC, MPEG-

4, VP8 

WMV, FLV, 

MP4, OGG, 

3GP 

H.264, MPEG-

4, Motion JPEG  

 

 In Table 2, a comparison of the different mobile device 

media platforms is based on different formats and coding 

protocols for Apple, Android and Symbian mobile OS [9-

11]. This represents another major challenge that m-learning 

faces, to adapt multimedia contents in order to be 

compatible with different mobile devices. Future mobile 

cloud computing applications should be able to provide 

conversion of media types to a compatible media format and 

codecs support for present mobile devices. 

V. CONCLUSION 

Mobile multimedia learning systems provide an intuitive 
and collaborative environment where users can experience 
the advantages of flexibility, portability and scalability.  
Mobile cloud computing can reduce the workload of mobile 
devices by exploiting the remote multimedia processing 
resources in the cloud. Therefore, all the services need to be 
designed in order to put less workload on the mobile device 
and allow heavy-duty processing tasks to be done in the 
cloud.  

We have developed a framework for mobile adaptive 
multimedia learning systems that is delivered using a mobile 
cloud computing environment. This kind of environment 
provides users with the appropriate mapping settings 
between the type of context – aware network conditions 
presented by QoS and user profile estimation, which takes 
into consideration the user’s cognitive perception style stated 
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by QoE. The experiments done using three different types of 
mobile devices have heightened the importance of choosing 
the appropriate device to be used in mobile multimedia 
learning systems. 
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Abstract—Cloud-based digital signature can be seen as a model 
for reliable, convenient, on-demand network access to security 
infrastructure that performs cryptographic operatio ns of 
digital signature. This study proposes a protocol for data 
exchange between signer and signing-enabled cloud 
environment in the cloud-based digital signature model. It also 
covers performance results and implementation notes of Signer 
entity. 
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I.  INTRODUCTION 

Recently, cloud has become a new paradigm for 
delivering computing as a utility. Although the theory behind 
cloud computing is based on decades of the existing 
technologies and research, enthusiastic response from 
developers and widespread acceptance among users confirms 
that cloud computing is here to stay and likely to play an 
even more important role as a concept in many fields of 
information technology, including encryption. Defining 
cloud computing as a “model for enabling ubiquitous, 
convenient, on-demand network access to a shared pool of 
configurable computing resources (e.g., networks, servers, 
storage, applications, and services) that can be rapidly 
provisioned and released with minimal management effort or 
service provider interaction” [1], and digital signature as “the 
result of a cryptographic transformation of data which, when 
properly implemented, provides the services of: origin 
authentication, data integrity and signer non-repudiation” [2], 
cloud-based digital signature can be seen as a model for 
reliable, convenient, on-demand network access to security 
infrastructure that performs cryptographic operations of 
digital signatures.  

The main difference between a standard digital signature 
system and a cloud-based one is that, while the first operates 
in the “close” environment of a personal computer and 
plugged-in dedicated devices (microchip card and card 
reader), the cloud-based system involves network data 
exchange between signer and signing-enabled cloud 
environment. This paper proposes a protocol for this data 
exchange and, as a result, outlines Software as a Service 
(SaaS) cloud that performs digital signature.  

The paper is organized as follows. Section 2 describes 
some basic requirements for cloud-based digital signature 
system. Next, in Section 3, the protocol's entities and data 
flow are analyzed. Section 4 details each step in the protocol. 
Section 5 is based on the implementation of Signer entity 

and covers performance results and implementation notes. 
Finally, the related work and motivation for future work are 
discussed at the end of the paper. 

II. REQUIREMENTS 

Requirements for cloud-based digital signature protocol 
are associated with the demands for newly designed public-
key cryptosystems reported in the literature [4,5,6].  

A. Security 

Security of cloud-based digital signature system simply 
refers to the protection of user’s private key from being 
retrieved and/or used without authorization. Each time the 
private key is restored in the cloud it can be extracted and 
used outside the system (attack on key). Other threats are 
related to unauthorized use of the private key inside the 
system, which may be affected by a modification of data sent 
for signing (attack on data) or being impersonated online 
(impersonation attack).  

Considering the source of risk to the system’s security, 
we can identify two main groups of threats. The system can 
be compromised by vulnerabilities in supporting software 
(including operating system, web browser, web server, 
database server etc.). This kind of threats can be called 
indirect because they are not related to the process of cloud 
signature itself. The affected system may disclose 
confidential data or allow unauthorized modification to data 
flow. The ability to protect the system against indirect threats 
is obviously limited. Therefore, when designing a secure 
cloud signature system, it is necessary to analyze the effects 
of a successful attack using vulnerability in supporting 
software. In such a case, security of user’s private keys must 
be preserved.  

The other group of risks is directly related to 
vulnerabilities in the system’s protocols and procedures 
(direct threats). They may occur in each component of the 
system and at each stage of the process. In contrast to the 
indirect risks, a successful attack using the features and 
characteristics of the protocols and procedures of designed 
system results in disruption of the signature process and 
often allows an attacker to compromise private keys restored 
in the cloud. Therefore, a secure cloud signature system must 
prove its resistance to direct threats.  

When analyzing security of centralized cloud signature 
system, all the involved protocols and procedures need to be 
examined to understand the scope of potential attacks. When 
only a single private key can be compromised, we are talking 
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about local-scope threats. The attacks which threaten all 
private keys and any signing process are considered global-
scope.  

B. Usability 

ISO [23] defines usability as "the extent to which a 
product can be used by specified users to achieve specified 
goals with effectiveness, efficiency, and satisfaction in a 
specified context of use” (ISO 9241-11:1998). The emphasis 
placed on this requirement stems from the belief that current 
systems do not correspond with modern standards of 
usability (well known from electronic payment systems and 
e-banking) and that high usability is always at odds with the 
requirement of high security level [3,7].  

A radical method of achieving high usability is to 
eliminate dedicated devices for digital signature (microchip 
cards, card readers) and propose data e-signing as in-cloud 
service. By transferring processing logic to infrastructure 
provider (cloud) and providing a simple access interface, the 
process of digital signature can be reduced to standard 
authentication and secure data transfer.  

C. Cross-platform and integration capabilities 

In order for any kind of digital system to be considered 
cross-platform, it must be able to operate in any hardware 
and software configuration. Dedicated hardware in 
conventional digital signing solutions impose mandatory 
system requirements. It makes porting the system to new 
platform (e.g., mobile devices) very complicated. It also 
makes it difficult to integrate digital signing services with 
other electronic services. 

Providing an interface for digital signature services 
through standard network protocols has multi-platform 
capabilities at both the hardware and software level. Transfer 
of processing logic to cloud also offers great opportunities 
for integration with other electronic services residing in the 
cloud. 

III.  PROTOCOL BASICS 

We can identify four basic protocol entities: 

A. Signer 

Signer (User) is the client for signature service, whose 
private key is restored in the cloud in digital signing process. 
Considering the complexity of the digital signature process, 
the system requirements for signer are minimal. They 
encompass a mobile device with an active SIM card (e.g., 
phone) and a device with Internet access (e.g., Internet 
enabled PC with modern web browser). These very basic 
requirements allow processing regardless of hardware and 
software platforms. For the mobile device, it means 
flexibility in terms of architecture and operating system as 
well as services offered by the mobile operator. For the 
Internet enabled device, there are no operating system and 
web browser restrictions. Nevertheless, there are computing 
power and web browser supported technologies issues 
related to client-side cryptographic operations. This is 
discussed in Section 5.  

The concept of moving processing to the cloud eliminates 
the need for dedicated hardware and software. Signer does 
not have to deal with a microchip card, a card reader and pre-
installed software.  

B. Issuer 

Issuer is an entity that owns or creates data signed by 
Signer in digital signing process. In this paper, the most basic 
model is presented, which assumes that Issuer and Signer are 
the same user. However, it should be noted that more 
complex models with separation of these roles can be 
presented. Regardless of role separation, issuing data is also 
characterized by “cloud-based processing logic”. Thus, the 
system requirement remains the same for both Signer and 
Issuer.  

C. Proxy 

Proxy provides the interface for the digital signature 
service in cloud. The device consists of a single server or a 
group of servers with software that supports HTTP 
communications protocol (web server), database 
management system and dedicated applications. The role of 
proxy server is reduced to managing and monitoring user 
access to a hardware security module (HSM) where 
cryptographic operations of cloud-based digital signature are 
implemented. Process management includes user’s 
authentication as well as collecting and formatting data sent 
to the HSM. Proxy also performs monitoring and logging 
system events.  

D. Hardware Security Module (HSM) 

HSM is a device with built-in secure cryptoprocessor 
dedicated to managing cryptographic keys and carrying out 
cryptographic operations of cloud-based digital signature. 
The HSM certified by NIST [24] is considered tamper-
resistant, which is why the environment of this protocol 
entity is assumed secure in both the logical and physical 
layer.  

As mentioned earlier, the basic model of cloud-based 
signature service assumes that Signer signs data he owns.  
The model describes the interaction of three entities 
(Signer/Issuer, Proxy and HSM). Signer/Issuer and Proxy 
communicate with HTTP protocol. In order to provide a 
higher level of security, this communication should be made 
over a secure TLS channel.  HSM can be connected to 
Proxy as a built-in device (e.g., PCI device) or reside as a 
standalone cryptoserver. The detailed configuration of cloud 
environment (Proxy and HSM) is beyond the scope of this 
paper. 

IV. PROTOCOL DETAILS 

User, in addition to unique identifier �name�  and 
password �pass�, has a mobile phone with active SIM card 
and corresponding phone number. This device is used to 
receive text messages, sent from the signing system, 
containing the value of one-time password (OTP). 

Each user is assigned an asymmetric public-private key 
pair (kpub

user
, kprv

user) representing electronic signature keys. Key 
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kprv
user is used to digitally sign data, which is why its protection 

is critical from a security point of view.  
Hardware security module maintains its own asymmetric 

key pair (kpub
hsm

, kprv
hsm

) , symmetric key K, the value of  
OTPsecret  for the one-time password generation algorithms 
and implements the following: 

• Gen - password-based key derivation function [8],  
• Symenc, Symdec  - encryption and decryption 

algorithm of symmetric cipher working in 
Authenticated Encryption (AE) mode [9,10], 

• Asym - asymmetric cipher, 
• Sign

Asym
 - digital signature algorithm, 

• GenOTP - one-time passwords generator [11,12].  

Proxy stores k�
user

 necessary to restore the user's private key:  

 k�
user

=	Sym
K

enc(Sym
Gen�pass�
enc 	kprv

user
)  (1) 

In order to sign a document (doc), the following steps are 
performed:  
1. User connects to the Proxy and pre-authenticates. In 

order to keep the protocol as simple as possible, Signer 
uses only one password in the system. Although the pre-
authentication process is used mainly for phone number 
identification, it uses the same password that secures 
users private key. That’s why security requirements for 
this process should be relaxed, for example, by using 
collision-rich functions [7]. Another idea is to allow 
clients to pre-authenticate to servers using zero-
knowledge proofs. 

2. The server identifies the phone number of the 
authenticated user and initiates the process of providing 
one-time code OTP. 

3. The user downloads the software, necessary for protocol 
communication, as a dynamic website. Using the 
supplied implementation of algorithms User generates: 

 doc� = Sym
Gen(pass||OTP)

enc (doc)  (2) 

 pass� = Asym
kpub

hsm(pass) (3) 

 and sends (login, pass, 
 doc� ) to Proxy. 
4. Proxy forwards (pass, 
 doc� )  dataset received from user 

together with k�
user

 suitable for an authenticated user to 
the security module (HSM). 

5. HSM restores: 

 pass=Asym
Kprv

hsm(pass� ) (4) 

 OTP=GenOTP(k�
user

 || OTPsecret) (5) 

 doc=Sym
Gen(pass||OTP)

dec (doc� ) (6) 

 kprv
user

= Sym
Gen�pass�
dec ( Sym

K

dec(k�
user

)) (7) 

As the algorithm Sym���operates in AE mode, operation 
(6) confirms the integrity and authenticity of the 
document and verifies the one-time password. Similarly, 
operation (7) also authenticates User by verifying (pass). 

6. Security module (HSM) signs a document using the 
user's private key kprv

user 

 docsign= Sign
kprv

user(doc) (8) 

Fig. 1 depicts a detailed view of the protocol flow by 
describing the sequence of actions in a process. The key 
features can be summarized as follows:  

• Independent proofs. Security of the user's private 
key relies on two independent proofs of identity: 
something the user has (registered SIM card and the 
phone receiving one-time passwords) and something 
the user knows (password).  

• 'Sole control'. The private key remains under the 
user’s 'sole control'. Key data is encrypted with 
password known only by Signer.  It is impossible to 
restore even by the service provider. The only person 
who can do that is Signer.  The concept of 'sole 
control' is discussed in detail in [14]. 

• Security functions in HSM. All main security 
functions are moved to a secure environment of 
Hardware Security Module. Outside the HSM 
private keys and data to be signed are always 
encrypted. Verification of independent proofs 
(password and one-time password) is also 
implemented in HSM by using a symmetric cipher in 
AE mode.  

• High usability level. From Signer’s point of view 
digital signature process has been reduced to 
standard authentication and secure data transfer (see 
Fig. 1). Signer does not need any dedicated devices 
for digital signature.  

• Event logging. Proxy can be used as an event logger 
in the system, which meets the requirement to 
include generating digital signature into the security 
process of public key infrastructure (PKI) pointed 
out in [6]. 

V. SIGNER ENTITY IMPLEMENTATION NOTES 

As mentioned earlier, there are some implementation 
issues related to client-side cryptographic operations that 
must be analyzed in order to estimate the additional 
computational overhead of the proposed protocol when 
comparing to basic server-side digital signature protocol, 
with no client-side encryption (e.g., one proposed in [16]).   

First of all, the client-side cryptographic operations, 
performed in step 3 of the protocol, are executed 
transparently in browser environment and will probably be 
implemented in JavaScript. Most web programmers agree 
that the biggest challenge in web design lies in dealing with 
the variety of browsers. While the majority of active page 
elements are reliably rendered in most browsers, each 
browser has its own quirks when it comes to the 
implementation of JavaScript engine. This might cause 
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different overhead for the same machine when performing 
cryptographic computation in different browsers. Secondly, 
client-side data encryption requires loading local files. Such 
feature is not supported by older browsers. A standard way 
to interact with local files was introduced in HTML5 
specification, so an up-to-date, HTML5-enabled browser is 
required to interact in the protocol.  Although this entails 
additional restrictions, the need to use an up-to-date browser 
also meets the security requirements mentioned in Section 3.  

Further notes are based on Signer entity implementation, 
prepared as dynamic HTML page with SJCL library for 
cryptography in JavaScript [20]. For asymmetric encryption 
256-bit ElGamal ECC was used. Symmetric encryption is 
performed with 128-bit AES in CCM mode. Table I shows 
the average execution time for step 3 (see Section 4) for 
different sizes in different browsers. 

It has been observed that performing symmetric 
encryption on larger files causes browser to freeze. This 
behavior is unacceptable in terms of usability. To avoid this, 
larger files should be split into smaller parts and encrypted 
separately. When choosing the size of file splitter the 
following factors must be taken into consideration. Still, 
encryption of large file parts might cause the browser to 
freeze on older machines. Small file parts increase the 
number of iterations in encryption loop, which influences 
overall performance. 

Table II shows the average execution time of encrypting 
10 MB file with different splitter size. The test was 
performed on two different computers with high and low 
computing power, respectively.     

In addition to computation overhead, there is also the 
additional download size of required scripts. Using well-
known optimization techniques this size can be reduced to 
approximately 50kB, which is negligible from the user’s 
point of view. 

VI. RELATED WORK 

A secure digital signature creation environment, based on 
mobile devices and smart cards, is defined and analyzed by 
A. Mana et al. [15]. Storing private key on signer's SIM card 
is proposed by H. Rossnagel [16]. A more server-side 
approach with encrypted private keys is presented by M. 
Centner et al. [17]. The same authors in [18] designed a 
digital signature service based on smartcard-reader 
middleware as a Java applet. A proof-of-concept prototype 
of this approach has been implemented as a web-based 
signing service. A signing scheme for thin clients, with 
server based processing is presented by Y. Lei et al. [13].  J. 
Anderson et al. [7] proposes a protocol, which allows users 
to store secrets, such as private keys, in the cloud, using the 
services of several key recovery agents. 

On-going work on novel signing service schemes is also 
related to European Commission's mandate M/460. The UE 
standardization platform is prepared by two European 
standardization organizations, CEN [25] and ETSI [26]. In 
[19], the Commission indicates new perspectives and 
challenges for the platform. Many of them (e.g., cross-border 
compliance) can be implemented with cloud-based 
processing logic. 

TABLE I.  AVERAGE EXECUTION TIME FOR DIFFERENT DOC SIZES IN 
DIFFERENT BROWSERS  

File 
size 

Execution time(ms) 

Chrome Firefox IE 

100kB 688 344 186 

200kB 814 392 245 

500kB 1186 559 422 

1MB 1521 820 688 

10MB 11183 5825 5188 

20MB 23634 11564 9932 

TABLE II.  AVERAGE EXECUTION TIME FOR DIFFERENT DOC SIZES IN 
DIFFERENT BROWSERS  

Splitter size 
Execution time(ms) 

Computer 1 Computer 2 

100kB 6246 15319 

500kB 5955 14452 

1MB 5884 13747 

5MB 5673 freeze 

 
Things to consider when moving digital signature model, 

or, more general Public Key Infrastructure into cloud are 
addressed by H. Kharche et al. [4]. Brown and Robinson [5] 
show how existing security protocols (like TLS) can derive 
from cloud computing. Important cloud-specific security 
issues are also pointed out by R. Chow et al. [22]. 

VII.  CONCLUSION AND FUTURE WORK  

The proposed cloud-based digital signature protocol 
meets the usability and cross-platform requirements laid 
down in Section 2. Although the protocol was designed 
taking into account the security requirements, future studies 
are required in order to prove its security.  

As the proposed protocol is mainly focused on signer-
cloud communication, further studies are require to show 
how such digital signature model can exploit cloud benefits. 
Moreover, the protocol can be extended to handle more 
complex models (e.g., with Signer and Issuer role 
separation). Advanced digital signature services can be also 
developed based on the proposed protocol (e.g., Forward-
Time Public Key proposed in [21]).  

The cloud-based digital signature can also be analyzed 
for compliance with law and regulations of the qualified 
electronic signature. When it comes to EU regulations, 
similar studies are presented by M. Centner et al. [17]. 

REFERENCES 
[1] P. Mella and T. Grance, “The NIST Definition of Cloud Computing”. 

Special Publication 800-145, NIST, Sep. 2011.  

[2] Security requirements for cryptographic modules, FIPS PUB 140-2, 
NIST, Dec. 2002.  

[3] D. Davis,  “Compliance Defects in Public-Key Cryptography”, Proc. 
6th Usenix Security Symp., Jul. 1996, pp.171-178.  

71Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-271-4

CLOUD COMPUTING 2013 : The Fourth International Conference on Cloud Computing, GRIDs, and Virtualization

                           84 / 263



[4] H. Kharche and D. S. Chouhan, “Building Trust In Cloud Using 
Public Key Infrastructure -A step towards cloud trust”, International 
Journal of Advanced Computer Science and Applications, vol. 3, no. 
3, Mar. 2012, pp. 26-31.  

[5] J. Brown and P. Robinson, “PKI Reborn in the Cloud”, conference 
slides, RSA Conference Europe, Oct. 2011, 
http://365.rsaconference.com/docs/DOC-3037 [retrieved: March 
2013].  

[6] C. Ellison and B. Schneier, “Ten Risks of PKI: What You're not 
Being Told about Public Key Infrastructure”, Computer Security 
Journal, vol. 16, no. 1, 2000, pp. 1–7.  

[7] J. Anderson, F. Stajano, “On Storing Private Keys 'In the Cloud' 
Extended Abstract”, unpublished, 
http://www.cl.cam.ac.uk/~jra40/publications/2010-SPW-key-
storage.pdf [retrieved: March 2013].  

[8] B. Kaliski, “PKCS #5: Password-Based Cryptography Specification 
Version 2.0”, RFC 2898, IETF, Sep. 2000.  

[9] D. Whiting,  R. Housley, and N. Ferguson, “Counter with CBC-MAC 
(CCM)”, RFC 3610, IETF, Sep. 2003.  

[10] P. Rogaway, M. Bellare, J. Black, and T. Krovetz, “OCB: A Block-
Cipher Mode of Operation for Efficient Authenticated Encryption”,  
ACM Transactions on Information and System Security (TISSEC), 
vol. 6, no. 3, Feb. 2003, pp. 365-403.  

[11] D. M'Raihi, S. Machani, M. Pei, and J. Rydell, “TOTP: Time-Based 
One-Time Password Algorithm”, RFC 6238, IETF, May 2011.  

[12] D. M'Raihi, M. Bellare, F. Hoornaert, D. Naccache, and O. Ranen, 
“HOTP: An HMAC-Based One-Time Password Algorithm”, RFC 
4226, IETF, Dec. 2005.  

[13] Y. Lei, D. Chen, and Z. Jiang, “Generating Digital Signatures on 
Mobile Devices”, Proc. 18th International Conference on Advanced 
Information Networking and Applications, Mar. 2004, pp. 532-536.  

[14] Public Statement on Server Based Signature Services (Forum of 
European Supervisory Authorities for Electronic Signatures), Forum 
of European Supervisory Authorities for Electronic Signatures 
(FESA), October 2005,    http://www.fesa.eu/public-
documents/PublicStatement-ServerBasedSignatureServices-
20051027.pdf [retrieved: March 2013].  

[15] A. Mana and S. Matamoros, “Practical Mobile Digital Signatures”, 
Prec. EC-WEB '02 Proceedings of the Third International Conference 
on E-Commerce and Web Technologies, Sep. 2002 ,pp.224-233.  

[16] H. Rossnagel, “Mobile Qualified Electronic Signatures and 
Certification on Demand”, Proc. 1st European PKI Workshop 
Research and Applications, Jun. 2004, pp.274-286.  

[17] M. Centner, C. Orthacker, and C. Kittl, “Qualified Mobile Server 
Signature”, Proc. 25th International Information Security Conference, 
Sep. 2010, pp. 103-111.  

[18] M. Centner, C. Orthacker and W. Bauer, “Minimal-footprint 
Middleware for the Creation of Qualified Signatures”, Proc. WEBIST 
2010 International Conference on Web Information Systems and 
Technologies, Apr. 2010, pp. 64-69.  

[19] Proposal for a regulation of the European Parliament and of the 
Council on electronic identification and trust services for electronic 
transactions in the internal market, Commision staff working paper, 
Jun. 2012.  

[20] E. Stark, M. Hamburg, and D. Boneh, “Symmetric cryptography in 
javascript”, Proc. ACSAC '09 Annual Computer Security 
Applications Conference, Dec. 2009, pp.373-381.  

[21] J. Riordan and B. Schneier, “Environmental Key Generation towards 
Clueless Agents. Mobile Agents and Security”, G. Vigna, ed., 
Springer-Verlag, 1998, pp. 15-24.  

[22] R. Chow, P. Golle, M. Jakobsson, E. Shi, J. Staddon, R. Masuoka, 
and J. Molina, “Controlling data in the cloud: outsourcing, 
computation without outsourcing control”, Proc. 2009 ACM 
workshop on Cloud computing security, Nov. 2009, pp.85-90 

[23] International Organization for Standardization, http://www.iso.org 
[retrieved: March 2013] 

[24] National Institute of Standards and Technology, http://www.nist.gov 
[retrieved: March 2013] 

[25] European Committee for Standardization, http://www.cen.eu 
[retrieved: March 2013].  

[26] European Telecommunications Standards Institute, 
http://www.etsi.org [retrieved: March 2013].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.  UML activity diagram for cloud-based digital signature protocol. 
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Abstract—Event processing is an important established concept 
for event-driven system development – with database triggers 
and event processing engines being typical examples of event 
processing  technology.  With  nowadays  movement  into  cloud 
computing,  highly  flexible  scalability  in  cloud  environments 
becomes  an  important  challenge  for  event  processing 
applications as they have many event sources and events to be 
processed  there.  As  the  core  contribution  of  our  work,  we 
propose  a  novel  approach  to  providing  event  processing 
applications  with  cloud-enabled  scalability  transparently  to 
users  (viz.,  the  application  developers)  as  part  of  an  event-
driven system itself.

Keywords—Infrastructure-as-a-Service  (IaaS)  clouds;  IaaS  
scalability;  event  processing  applications;  agents;  event-driven  
systems.

I.  INTRODUCTION 

 Traditional applications execute in a sequential way. But 
the real  world  is  driven by events,  which can come from 
several event sources. So how can these events be caught by 
traditional applications? One can create threads, which run in 
loops  to  catch  the  events  and  dispatch  them  to  event 
consumers that can perform actions in response to the events. 
The  biggest  problem  with  this  approach  is  that  the 
applications can waste a lot of resources with otherwise not 
needed  loops.  Another  big  problem  is  an  increased  time 
between  the  raise  of  the  events  and  their  catch.  Event 
processing applications provide a solution to these problems.

Event processing applications can be defined as sense-
and-respond applications, i.e., the applications that can react 
to and process events. An event processing application can 
play the role of an event source, an event sink, or both. Event 
sources can handle off events to event sinks.  It  should be 
noted that an event source does not necessarily generate an 
event, nor an event sink is necessarily an event consumer. 
Furthermore,  event  sources  and  event  sinks  can  be 
completely  decoupled  from  each  other:  one  can  add  and 
remove  event  sources  and  event  sinks  as  needed  without 
impacting other event sources and event sinks.

Event  processing  applications  use  the  following 
concepts:

 Event: In  an  event  processing  application,  every 
event is represented as an event object. This object 
holds  all  information  about  the  event  such  as  the 
timestamp  when  the  event  was  caught,  the  event 
type,  the  event  source,  etc.  After  the  catch  of  an 

event and transforming it to an application object, it 
is handed to an event stream.

 Event stream: An event stream is like a FIFO (First 
In,  First  Out)  queue.  Application  objects  in  the 
stream are handled sequentially in the order of their 
arrival. The speciality of this type of queue is that an 
agent can subscribe to the stream and select which 
events it wants to receive.

 Agent: The  drivers  of  an  event  processing 
application  are  one  or  more  agents.  They  get  the 
events from an event stream and react to or operate 
on those events. Examples of operations on events: 
selection, aggregation and composition. To structure 
agents  and  create  a  high  cohesion  with  loose 
connections, an event processing network is used. 

 Event Processing Network (EPN): An EPN models 
an  event  processing  application  as  a  set  of 
interconnected  application  components  whose 
execution  is  driven  by  events.  Therefore,  it  is 
typically  represented  as  a  directed  graph,  where 
events are flowing through edges into nodes, which 
in their turn represent  application components.

 Event  channel: This  is  typically  a  messaging 
backbone,  which  transports  the  (formatted)  events 
between event sources and event sinks. Because of 
the variety of event sources, not all events will be 
created in the format required for processing them 
by  agents.  In  those  cases,  the  events  need  to  be 
formatted prior to being deposited them in an event 
channel.

Next we are presenting an example of event processing 
applications.  This  example  is  a  door  access  log  into  a 
company, which uses a radio frequency identification (RFID) 
transponder to control the work time of its employees.

1. Employee A comes to work and activates the RFID 
transponder at the door with his chip, thus generating 
an access event.

2. The information on the chip is scanned and given to 
the adapter of an event processing application.

3. The application creates an event object and injects 
the data into it.

4. With a bundle of the subscriptions, the application 
knows which agents are interested on this event type 
(say  Agents  A and  B)  and  put  the  event  into  the 
agent's event streams.

5. Agent A only reacts to the access event and logs the 
timestamp of the event and the information on the 
employee's chip to a database.
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6. Agent B waits for another access event by the same 
employee in a time window of 10 hours.

7. Employee A activates the RFID transponder at the 
door with his chip again, when leaving work.

8. The application creates an another event object with 
the information on the employee's chip and passes it 
to the agents.

9. Agent A logs this event to the database.
10. Between  the  first  and  the  second  access  events, 

Agent B produces a new event with the time which 
has passed between them.

11. Due  to  some  other  subscription,  Agent  B  knows 
another agent, say Agent C, which is interested in the 
new event because it  needs to gain the employee's 
work time out of it.

Step 6 shows how the agent uses a selection operation to 
get the information it needs. In this case, the agent also uses 
a  technique,  which  is  called  windowing.  It  is  possible  to 
define a window by time (as it is in the example) or by the 
number of events in an event stream. Step 10 is an example 
of the composition of events. Here two events are merged 
into a new one. Once the new event has been composed, any 
agent in the application can use that event.

The remainder of this paper is organized as follows. The 
next section gives the motivation for our approach. This is 
followed  by  a  description  of  our  approach  and  a  brief 
overview of the work related to the combination of event 
processing and cloud computing. The final section concludes 
the paper.

II. MOTIVATION

Event processing applications are important because the 
real world is event-driven [12]. With great demand on high-
speed  and  cost-efficient  processing  of  events,  event 
processing applications are calling for IaaS (Infrastructure-
as-a-Service) scalability. IaaS scalability lets the applications 
make  optimum utilization  of  resources  such  as  CPU  and 
RAM at different  workload levels  in  order  to avoid over-
provisioning  (i.e.,  having  too  many  resources),  under-
utilization (i.e., not using resources adequately) and under-
provisioning  (i.e.,  having  too  few  resources)  [1].  In 
traditional  environments,  over-provisioning  and  under-
utilization can hardly be avoided [2]. There is an observation 
that  in  many companies  the  average  utilization  of  servers 
ranges from 5 to 20 percent, meaning that many resources 
are  idle  at  no-peak  times  [3].  On  the  other  hand,  if  the 
companies  shrink  their  infrastructures  to  reduce  over-
provisioning  and  under-utilization,  the  risk  of  under-
provisioning  will  increase.  While  the  costs  of  over-
provisioning and under-utilization can easily be calculated, 
the costs of under-provisioning are more difficult to calculate 
because under-provisioning can lead to a loss of users and 
zero revenues [3].

Since  event  processing  applications  experience 
variability in utilization of resources, they are calling for an 
infrastructure  that  can  dynamically  scale  according  to  the 
application  demand.  IaaS  scalability  is  one  of  the  major 
advantages offered by IaaS clouds. This gives rise to the idea 

to  deploy  event  processing  applications  into  IaaS  clouds. 
However, IaaS scalability is not just about having a scalable 
(virtual)  infrastructure,  but  also  about  writing  scalable 
applications. Valuable rules of thumb have been provided by 
Amazon.

Amazon provides a best practices guide [4] on how to 
write applications for the best fit for IaaS clouds. The most 
important  guidelines  are: an application should be divided 
into  loosely  coupled  components  that  can  be  distributed 
across several servers and executed in parallel. Furthermore, 
the  application  should  be  as  stateless  as  possible.  If  an 
application component fails or is temporarily not available, 
the application should continue to run. This can be achieved 
by developing the component as self-rebooting and using a 
message  queue  [5].  If  the  component  is  temporarily  not 
available, messages will be stored in the queue and delivered 
later  when the component  comes alive  again.  These  rules 
clearly  indicate  that  IaaS  scalability  depends  on  the 
application design as well as the communication mechanism 
used to  implement  the application  components.  Therefore, 
IaaS  scalability  cannot  be  achieved  by  simply  deploying 
applications  into  IaaS  clouds.  Rather,  an  IaaS  cloud  can 
guarantee an infrastructure equal to the application demand 
only when applications are designed properly or their design 
is amenable to appropriate scaling (horizontal or vertical).

However, event processing applications typically rely on 
a centralized event coordinator and could easily become a 
scalability  bottleneck  as  a  result  of  that  [11].  Event 
processing applications are inherently stateful, which implies 
that  services  cannot  be  migrated  or  located  anywhere, 
without affecting the application performance. Therefore, the 
deployment of event processing applications to IaaS clouds 
typically requires redesigning the applications for leveraging 
on-demand  resource  utilization.  Therefore,  the  biggest 
problem is how to minimize the changes need to be done to 
the application design. 

Another  big  problem  is  how  to  scale  EPNs  in  IaaS 
clouds.  An  event-driven  application  can  specify  an  EPN, 
which assembles the other components (e.g., event sources, 
event sinks and event streams) together. Virtual machines in 
IaaS  clouds  can  scale  horizontally  by  cloning  a  virtual 
machine or vertically by adding more resources to a virtual 
machine.  Besides  the  scaling  of  virtual  machines,  the 
virtualization technologies inherent to IaaS clouds allow for 
the  scaling  of  EPNs.  Unfortunately,  this  very  desirable 
feature  is  not  supported  by  IaaS  clouds  yet,  thus  further 
complicating  the  deployment  of  event  processing 
applications into IaaS clouds. 

As  an  attempt  to  solve  the  problems  above,  in  our 
previous work [6][10] we proposed to make event processing 
applications  scalable  through  the  integration  of  an  event 
processing engine  into a  cloud architecture.  In  this  paper, 
however, we propose a different approach.

III. OUR APPROACH

IaaS  scalability  is  important  for  event  processing 
applications because these applications experience variability 
in resource utilization. Therefore, our approach is aimed at 
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providing event processing applications with IaaS scalability. 
IaaS  scalability  is  service-oriented,  meaning  that  scaling 
decisions  are made on the  basis  of  infrastructural  metrics 
such as CPU and RAM utilization [1].

The basic idea behind of our approach was to bring IaaS 
scalability  into  an  event–driven  system  itself.  An  event-
driven system can generally be comprised of several event 
sources, event processing applications and event sinks. Event 
sinks have the responsibility of applying a reaction as soon 
as  an  event  occurs.  The  reaction  might  or  might  not  be 
completely provided by the sink itself. For example, the sink 
might  just  have  the  responsibility  to  filter,  transform and 
forward the event to another component or it might provide a 
self-contained reaction on such an event.

Event  sources,  event processing applications and event 
sinks can be decoupled of each other; one can add or remove 
any  of  these  components  without  causing  changes  to  the 
others.  However,  an  event-driven  system  could  get  quiet 
complex due to a large number of agents and event sinks to 
synthesize  events  out  of  aggregated  data.  Moreover,  the 
agents  are  independent  of  each  other  –  they  can  be 
distributed across several  servers and executed in  parallel. 
The  problem  is  that  it  is  very  difficult  for  a  scaling 
mechanism to decide which agents should use which rules to 
produce which output. Also how could this decision be made 
when the cloud should scale itself? Therefore, it was not an 
easy  task  to  bring  IaaS  scalability  into  an  event–driven 
system.

Figure  1  gives  an  overview  of  our  approach,  which 
includes the following components:

 Load Balancing Agent (LBA): Each EPN has its 
own  LBA  monitoring  and  interpreting  (internal) 
technical  events  occurring in  an Event-Processing-
as-a-Service cloud and their data. LBAs ensure the 
performance and the availability of each EPN (or its 
agents),  as  they  are  the  ones,  which  perceive  the 
need  to  provision  or  decommission  resources. 
Scaling decisions are made by LBAs on the basis of 
the  current  resource  utilization  and  calculated  by 
LBAs  themselves.  The  resource  utilization  is 
aggregated out of technical events. For example, if 
the  minimum  or  maximum  threshold  is  crossed, 
scaling rules will be fired and a scaling mechanism 
will kick in.

 Scaling Agent (ScA): In addition to the LBA, each 
EPN has its own ScA, which can clone the EPN for 
horizontal  scaling  or  restart  it  on  a  bigger  virtual 
machine for vertical scaling. 

 Central  Scaling  Agent  (CScA): The  CScA 
evaluates  technical  events  against  scaling  rules. 
Scaling actions may include, e.g., the invocation of a 
service  or  the  triggering  of  a  scaling  process.  In 
addition, the CScA maintains the EPN topology.

Figure 1. Cloud-enabled scaling of event processing applications

 Central  Load  Balancing  Agent  (CLBA): If  the 
CScA defines how to scale, the CLBA defines what 
to scale. The CLBA takes the load of each EPN into 
account.  Each  LBA has  to  periodically  send  the 
information on the current resource utilization of its 
EPN to  the  CLBA.  The  CLBA then  instructs  the 
CScA to provision or decommission resources. This 
allows the CScA to foresee critical situations and to 
make  scaling  decisions  beforehand.  The  CLBA is 
also responsible for all external events. An exposed 
interface  (e.g.,  web services)  make the  interaction 
between the outside world and the cloud possible.

 Configuration Agent (CA): The CA allows for the 
configuration of the whole scaling mechanism (e.g., 
scaling rules and thresholds) and the EPN topology 
through  the  cloud  API.  The  CA  could  be 
implemented as an agent fitting into the idea of a 
Dynamic Control Plane [7], which gives users (viz., 
the  application  developers)  the  possibility  to 
configure  the  cloud  through  an  easy-to-use 
administrative interface.

 Cloud-Scaling EPN: The CLBA, the CScA and the 
CA are “networked” together to form an EPN for the 
scaling  of  an  Event-Processing-as-a-Service  cloud. 
This cloud hosts services to be leveraged by event 
processing applications as needed.  As a result,  the 
cloud  can  scale  up  and  down  according  to  the 
application demand.

Our  architecture  can  be  used  by  the  following  event 
processing applications:

 Disaster management, where the input data need to 
be gathered from various heterogeneous distributed 
sources (e.g., scientific sensors) and processed using 
the event processing technology to react on disasters.
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 Online business  development,  where  the  clicks  of 
website  visitors need to be processed as events to 
identify the interest to the website.

IV. RELATED WORK

Technical events occurring in an IaaS cloud are related to 
resource  utilization.  Event  processing engines  can  help  in 
monitoring  and  high-speed  processing  of  these  events. 
Therefore,  recently  it  was  proposed  to  integrate  an  event 
processing  engine  into  an  elastic  controller  in  order  to 
enhance IaaS scalability [8][9].

An  IaaS  cloud  requires  that  applications  are  designed 
especially  for  the  cloud.  The  scaling  of  traditional 
applications is typically easy. The question is how to scale 
event  processing  applications.  These  applications  follow 
their own design rules and thus, they have to be tailored to 
the  cloud.  Therefore,  in  our  previous  work  [6][10]  we 
proposed to integrate an event processing engine into a cloud 
architecture itself, providing scaling decisions out of scaling 
rules through the cloud API.

However,  in  this  paper  we  decided  to  move  from  a 
different direction – we tried to adapt IaaS scalability to an 
event-driven system.

V. CONCLUSION AND FUTURE WORK

Event  processing  applications  need  to  handle  a  lot  of 
information.  Thus,  the  ability  to  process  this  information 
quickly is important for those applications.  But processing 
the  information  quickly  implies  processing  it  efficiently, 
which  in  turn  implies  spending  less  money  on  an 
infrastructure. And this is the point where event processing 
applications  could  benefit  from the  deployment  into  IaaS 
clouds  whose  scalability  enables  efficient  and  cost-saving 
event processing. However, a cloud architecture that allows 
event processing applications to benefit from IaaS scalability 
is  currently missing [6][10].  Therefore,  with our approach 
and its components described below, we aim to fill this gap.

Each  EPN will  have  a  Load Balancing  Agent  (LBA), 
which periodically sends the load of its EPN to the Central 
Load  Balancing  Agent  (CLBA).  If  the  minimum  or 
maximum  thresholds  specified  by  users  through  the 
Configuration  Agent  (CA)  are  crossed,  the  CLBA  will 
instruct  the Central  Scaling Agent (CScA) to provision or 
decommission resources. In addition to the LBA, each EPN 
will  have  a  Scaling  Agent  (ScA)  acting  on  behalf  of  the 
CScA. The CScA will translate the CLBA's instructions into 
an appropriate scaling action taken by the ScA to adjust the 
load of its EPN. It should be noted that users will be kept 
totally unaware of these scaling actions and delivered with 
the illusion of a scalable infrastructure, the infrastructure that 
can scale horizontally (by cloning an EPN) or vertically (by 
restarting an EPN on a bigger virtual machine).

Our  approach  is  geared  to  make  event  processing 
applications scalable, while minimizing changes to be done 

to  the  application  design  and  allowing  for  the  scaling  of 
EPNs as if they were virtual machines.

In the future,  we are going to implement our approach 
and evaluate its performance.
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Abstract— This paper address, in a practical and integrated 

model, a possible solution of issues concerning the Software as 

a Service (SaaS) introduction and evaluation. A selective top-

down analysis is proposed to guide the overall assessment. The 

construction of the Potential Adoption Index (PAI), in the last 

stage of the process, aims to facilitate the evaluation and 

comparison process of the acceptance of this technology by 

evaluating: the functional requirements, the total cost of 

ownership (TCO) and the related concerns and benefits from 

technical and business perspective. 
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I.  INTRODUCTION 

In recent years, the term cloud computing has been used 
to identify an evolution paradigm in the computer industry. 

This refers to a set of advanced technologies that affect 
the focus of the organizations and businesses in plan, 
management and use of its technology infrastructure in the 
near future.  

As noted by [1] the base of the cloud computing is the 
evolution of three phenomena: virtualization, grid computing 
and web services  

The increasing bandwidth availability of Internet 
connection and the accessibility from mobile and portable 
devices has encouraged the spread of applications created for 
this environment and the access to available resources 
exclusively through internet (both often offered free of 
charge for a basic or private usage). 

In this way everyone can connect to a website with a 
browser, fill out a form to access the service, select the 
available options, the most convenient form of payment and 
start working with the program or service contracted, without 
requiring a server, Information Technology (IT) staff, 
software licenses, installing applications or arrange a 
backups strategy. 

Still, despite the availability of SaaS solution, the main 
question is that if it is convenient to adopt a solution based 
on cloud computing. 

This article examines the pros and cons described in 
scientific literature and the potentials that this form of 
computing may have inside an enterprise. 

The topic of this research may be found in the line of 
"Technology adoption and implementation research" in the 
business-technology framework defined by [2]. 

An integrated model for calculating the Potential 
Adoption Index (PAI) will be presented in order to quantify 
the benefits and disadvantages of cloud computing adoption. 

The PAI, which includes the evaluation of features, 
benefits and concerns from the business perspective and the 
technical fit from cloud experts’ viewpoint, indicates the 
overall adoption utility level. 

The structure of the paper is as follows. Firstly, the term 
cloud computing will be referenced. Then an integrated 
model analysis is presented in three stages. The computation 
of the PAI synthesizing, in a numerical result, benefits and 
disadvantages of adopting a cloud computing SaaS solution. 
A numerical example is presented in order to explain the 
construction of the PAI and the interrelation between the 
different elements of the model. 

II. TOP-DOWN SELECTIVE ANALYSIS 

There are a multitude of definitions of cloud computing 
as in [2], [3], and [4] the one taken as a reference for this 
paper is the one proposed by [5]. 

The proposed evaluation model for the development of 
the PAI, consists of three consecutive steps, related to each 
other, in order to consider: 

A. a functional analysis, that explores the features of the 

SaaS solution the company would like to implement/ 

deploy or integrate; 

B. an economic analysis, that quantifies the costs of 

implementation and maintenance; 

C. an attribute analysis, that evaluates characteristics, 

benefits and concern also needed for the PAI 

calculation. 

The top down process, guide the reader from a rough 
overall assessment to a more defined quantification of the 
analytical aspects of the Saas analyzed. 

 

A. Functional analysis: identifying cloud candidate  

Primarily the company must decide which business 
functions want to move into the cloud and the type of data 
that will be stored and shared in order to be able to monitor, 
develop, analyze and use these actions for their growth, 
implementing services that meet business needs. 

If there is at least one alternative to consider in order to 
facilitate the comparison between different products “white 
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papers”, reviews or comparisons papers, that examine the 
functional features of the programs offered by the providers 
could be downloaded. 

In addition, most of the SaaS providers, normally, offer 
full product evaluation for a limited period of time which 
facilitates the analysis and comparison without any 
installation or additional cost. Other providers allow some 
interaction with the support staff, via email, chat or phone for 
free. This helps the evaluation of the products offered and to 
clarify the software functionalities. 

For an adequacy SaaS selection, the software 
functionalities are first inspected because some of the 
features of Cloud Computing do not lend themselves to an 
easy customization [3], [6], and multitenant application 
customization should be made through configuration [7]. 

In this stage, the suggested methodology (see Table I) 
include to: 

• Identify one or more Saas solutions available on the 
market for the specific aspect that the company 
would like to implement (Collaboration, CRM, ERP, 
SFA, etc.); 

• Identify the functionalities that are required for the 
company, tagging each of them with a label 
“Required”, “Nice to have” and “Not required”; 

• After having investigated the specific functionality 
in any specific SaaS or using professional experts for 
the specific software, mark each of the functionality 
attribute with a tag indicating if is it available: 

� “Yes”;  
� “Yes but need to be configured”;  
� “Yes can be customized”;  
� “Not Available”  

Candidates for the functional evaluation are key users, 
managers-owners and product experts. 

TABLE I.  FUNTIONAL SUITABILITY TABLE IN SUPPORT OF 

FUNCTIONAL ANALYSIS WITH QUALITATIVE ORDINAL SCALE 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Each level of suitability will have an immediate 
repercussion at this stage (e.g., if a required functionality is 
not available imply the rejection of the Saas solution) or in 
will be penalized/rewarded in the further assessment (e.g., in 
the economic analysis with integration and customization 
costs evaluation). 

The main purpose of this process is to verify the overall 
fit of the analyzed SaaS package to meet the functional 
requirements needed by the company. 

This relatively simple process helps formal selection of a 
SaaS without any deep or wide expertise in Cloud 
Computing. This aims at reducing the number of candidates 
by selecting some of them very quickly based on a brief 
review of key functionality and company needs. This also 
keeps additional costs to a minimum level and stays in line 
with specific characteristics of cloud computing. 

At the end of the first stage will be one or more programs 
offered as SaaS that should be at least functionally 
compatible with the essential requirements of the company, 
with an explicit level of integration and customization 
required for its adoption. The essential requirement 
identified, which will need configuration or customization, 
will be economically estimated in the next phase. 

 

B. Economic analysis: identifying the costs 

An assessment could be obtained using the Total Cost of 
Ownership (TCO) formulation proposed by [8] based on the 
combination of three costs types, in order to determine the 
financial impact of SaaS adoption. 

Alternatively the proposed TCO method in [9], where a 
mathematical modeling of cost types is introduced along 
with a case study, could be used for the same purpose. 

The identified economic values will be evaluated within 
the financial dimension in the next phase (attribute analysis). 

 

C. Attribute analysis and the Potential Adoption Index 

(PAI) calculation 

The evaluation of attributes as features, benefits and risks 
associated with a SaaS solution will be analyzed in order to 
calculate the "Potential Adoption Index" (PAI). 

In order to determine the SaaS benefits and concern the 
taxonomies proposed in [10] has been used to generate an 
evaluation matrix: 

• the three main dimensions of cloud related benefits 
(deployment advantages, financial savings, and 
functional aspects) have been integrated with the 
main cloud characteristics (on demand self-services, 
broad network access, resource polling, rapid 
elasticity, measured services) in Table II; 

• the three main dimensions of cloud related concerns 
(alignment with existing operating model in 
organization, management and control of 
organizational data and services, and legal aspects) 
have been incorporated in Table III. 

For each dimension, underlying category and attributes 
has been specified to improve the level of detail to offer a 
more analytic evaluation. 
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In Table II are exposed the essential characteristics of 
cloud computing, with cloud deployment, financial and 
functional benefits. 

TABLE II.  ASSESSING KEY FEATURE AND MAJOR BENEFITS 

ASSOCIATED WITH THE CLOUD 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The financial dimension in the category saving will be 

used if the SaaS solution replaces a non-cloud application 
(dismission) with identifiable economies or if a different 
deployment method (other than public cloud) is adopted in 
order to evaluate the economies from moving some of the 
company resources (IT staff, hardware, infrastructure, 
maintenance, energy, management) in the cloud provider 
domain. 

Table III includes the list of concerns attributes 
evidenced when implementing a cloud computing solution. 

TABLE III.  ASSESSING KEY FEATURE AND MAJOR BENEFITS 

ASSOCIATED WITH THE CLOUD 
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The evaluation of cloud computing characteristics 
included in Table II, looks to verify the need for this new 
technology for the company while the supplier's ability to 
provide a product according to the commonly accepted basic 
general requirements. In fact, quite often, for marketing 
reasons and without considering the essential features, web-
based solutions are advertised as cloud computing solution, 
also known as "cloud washing" [11]. 

Two columns, “Weight” and “Rating”, must be evaluated 
to measure the relevant factors in cloud computing 
environment during the SaaS product evaluation analysis: 

• "Weight": considers the importance, relevance or 
interest of the company to the examined 
characteristic in a Cloud Computing context to meet 
the business needs (with a decimal valuation 
between 0 and 1, with 0="not important" and 
max.value < 1). The total sum of the values given in 
this column for the two tables must be equal to 1.  
Candidates for evaluation are stockholders having 
reviewed the functional and economic analysis 
results of the Saas under evaluation. 

• "Rating": estimates the SaaS solution predisposition 
of addressing the specific attribute in conformity 
with the specific company context (with values 
between 1 and 4. With the following evaluations 
1="compliance is poor", 2="the compliance is less 
than average ", 3="above average ", 4="top"). 
Candidates for evaluation are SaaS experts having 
analyzed the functional and economic analysis 
results of the Saas under evaluation. 

A third column "Weight * Rating" or calculated weighted 
score contains the multiplication result between the "Weight" 
and "Rating" of each row. 

The "Potential Adoption Index" (PAI) is the result of the 
sum of the weighted score calculated (column "Weight * 
rating") in Table II and Table III. 

Regardless the number of aspects analyzed (or rows) and 
included in Table II and Table III, the PAI may range from a 
minimum of 1 and a maximum of 4. The total average score 
is 2.5. 

If the PAI value exceeds 2.5 this means there is a positive 
balance between economic components, characteristics, risk 
factors and benefits of cloud computing in the adoption of 
the analyzed SaaS solution for the particular company. The 
results, in the proposed example presented in Table III, PAI 
= 2.71 indicates this event. 

In case of multiple comparison, the Saas solution with 
the highest PAI indicates the product that has greater 
potential for the company. 

III. CONCLUSIONAND FUTURE WORK 

This paper presents an integrated top-down selective 
analysis for calculating the PAI index representing the 
adoption potential of a SaaS solution for a company.  

Functional analysis, economic analysis (TCO) and a 
detailed attribute analysis are evaluated and linked together 
in the integrated model. 

These attributes (characteristic, benefit and concern) are 
estimated from stakeholders for their specific relevance in 

regard to the company and the cloud environment; and from 
SaaS experts for their willingness to generate benefits that 
could be made in the specific business context. 

The joint result determines the PAI value, which could be 
conveniently used to select or assess the SaaS adoption. 

The presented framework has not been tested or applied 
in any real case study. After these preliminary findings, in 
order to confirm the validity of the proposed solution a more 
in depth study should be conducted. A case study or other 
research strategy must also be completed and the results need 
to be verified and validated. 
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Abstract—In the last few months, clients of services running
in a cloud are getting more and more aware of storing and
processing their data in the cloud. In this paper, we present a
context-aware data-flow analysis approach to allow clients to
negotiate services that store or process (directly or indirectly)
their data in undesired locations. The approach is context-
aware to satisfy the stateless character of services in a multi-
tenant cloud. We show that the use of a dynamic context-aware
data-flow analysis ensures that the clients’ data does not reach
undesired locations in the cloud.
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I. INTRODUCTION

Undoubtedly, Cloud Computing is one of the most grow-
ing internet technologies worldwide. The preparatory study
undertaken for the European Commission estimates that the
public cloud would generate EUR 250 billion in GDP (Gross
domestic product) in 2020 [1].

Reasons for the popularity of Cloud Computing are ob-
vious: IT-departments can be outsourced, investments in
resources, e.g., hardware, software or space, become no
longer necessary, energy costs can be reduced and cloud
services are available from everywhere.

Cloud Computing also plays an important role in the
private sector. About 56 % of the internet users store private
data, e.g., pictures, music or documents, in the cloud.

Because of the private and commercial use of Cloud
Computing sensitive data may be stored and processed by
cloud services. Unfortunately, encryption of data is not an
option to keep sensitive data secure. When data needs to be
processed by the used cloud services, it needs to be available
in decrypted form [4](research in the field of processing
encrypted data is just at the beginning). The abstracted
infrastructure of a cloud makes it impossible for the user
to know the exact location their applications or data are
running on [2], [3]. So, one major obstacle in using cloud
services is that clients have no control where their data are
being stored and processed [2].

However, if cloud servers are located at different loca-
tions, they obey national laws on the server’s location. These
might be rather different than the location of the cloud user.
Therefore there might be unauthorized access to clients’ data

that might be legal in the country of the server of the cloud
service, e.g., through [5], but illegal in the client country [6].
Despite this fact, we focus on data-security in the cloud.

In our previous work [6], we described an approach that
enables a client to control the data-flow in the cloud. Data-
flow to undesired locations could be negotiated by the client.
Cloud services were allowed to use other services in desired
locations and so on. Even callbacks between cloud services
installed at desired locations are allowed [6].

Our previous work assumes that there is one client, which
has a list of undesired locations. This client uses the cloud
services by its own. So, there exists only one view on the
cloud services. In this work, we generalize to cloud services
used by several clients where each client may have its own
wish of undesired locations.

Suppose client X has country wLoc as its undesired
location and client Y has country vLoc as its undesired
location, cf. Figure I. Client X calls service Z which is
installed on a server located in country xLoc. Service Z
can use service W or service V . Service W is installed on
a server located in country wLoc. Service V is installed
on a server located in country vLoc. Since the Service Z
is installed on a server in country zLoc, both clients are
going to use service Z. While the static data-flow analysis
for client X is done, service Z can use service V , because V
is located in country vLoc. Service W would be negotiated
by client X , because W is installed on a server located in
country wLoc. The same data-flow analysis is done for client
Y . Now, service Z can not use service V because service
V is installed on a server in country vLoc, an undesired
location of client Y , cf. 1(a). Service Z can use service
W , because service W is a desired location of client Y .
However, client X wants to use service Z, service Z can not
derive whether client X or client Y is calling and therefore
service Z does not know which service (service V or service
W ) to use (One-View-Problem described in Figure 1(b)). So,
our approach is extended to support different views from
different clients to support multi-tenant services.

We realized this approach with a context-aware data-flow
analysis in the cloud. The used static data-flow analysis
is an conservative approach [6], which can guarantee in
the case of an positive answer that no sensitive data flow
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Figure 1. Conrolling Data-Flow in the Cloud.

/∗@return : true− > data-flow to undesired location(s)
false− > data-flow only to desired locations∗/

/∗UnDesX,S,L : data-flow from service B over provided
functions S to service X in countries L∗/

BOOL undesired(SET(ProvidedB) S,SET(Locations) Locs) {
if myloc ∈ Locs return true;
foreach service X used by B do

if UnDesX,S,L return true;
return false;

}

Figure 2. Implementation of undesired [6].

direct or indirect to services installed on servers in undesired
locations. In the case of a negative answer, there could be a
direct or indirect data-flow to services installed on servers in
undesired locations. Instantiation of one service on several
servers in different countries are not considered. This work
follows the service-level-agreement principle (SLA). So,
based on the result of the context-aware data-flow analysis,
the client can negotiate a service that is installed on a
server at an undesired location. In order to increase trust
in the given answer, we assume the use of the proposed
cryptographic approach in [6].

The paper is organized as following: In Section II, we
introduce a service model example. The context-aware data-
flow analysis with respect to the presented example is given
in Section III. Section IV discusses related work and Section
V concludes this work.

II. SERVICE MODEL EXAMPLE

This section gives a short overview of our service model
and states the problems that could occur if we are not aware
of the context.

We assume that each service A provides a set of functions,
denoted by ProvidedA. This might be given as a WSDL-
Description (Web Service Description Language). Further-
more, each service A must use another service. We assume
that this is not hard-coded in the implementation of A,
but there is a pair of variables I x where I contains the
set of functions that is called on x, and x can be bound
(dynamically) to a service X that provides at least I , i.e.,
I ⊆ ProvidedX . Functions in I are called required functions
of A w.r.t. x. The set of candidate services must be published
and we assume that a registry Reg maintains all published
services. We also assume an acyclic use structure of the

services. Section III shows how this assumption can be
dropped.

Example 1: Multi-Tenant Clients
Consider services A, B and C in Figure 3. A.b can be bound
to service B and also C.b can be bound to service B. The
provided interface of B is ProvidedB = {x, undesired}.
The required functions of A w.r.t. b are {x, undesired}.
The required functions of C w.r.t. b are also {x, undesired}.
The required functions of B w.r.t. d are {f, undesired}. So
service B can simultaneously be used by service A and by
service C. �
A client would like to negotiate an agreement that a selected
service guarantees to avoid data-flow from the clients’ data
to a set Locs of undesired locations. For the purpose of
negotiation, service B may offer a function undesired ∈
ProvidedB that returns true iff data flows via some op-
erations o from the provided interface of B to services at
undesired locations, cf. with Figure 2.

Remark: It is sufficient to take into account only the set
S ⊆ ProvidedB of operations used by the client. �

If service A uses service B, it needs to ask B (via
B’s function undesired ) whether it can guarantee that its
data do not flow to a location in l ∈ Locs (undesired
locations). Obviously, this needs only to be guaranteed for
those operations of B where B passes (possibly processed)
data of A. For simplicity, we assume that each service X
knows its location and this location is stored in a constant
X.myLoc.

Example 2: Negotiation of Undesired Locations
Consider services A, B, C, D, E and F in Figure 3. Service
A would like to use service B. Service B is located in
BLoc. B can also be used by service C. B itself uses
service D located in DLoc. Service D uses service E or
F . E is located in ELoc. F is located in FLoc. We assume
that all services (except possibly client A and client C) are
published.
Suppose that client (service) A wants to avoid storing its data
(neither in original nor in processed form) at servers in FLoc.
Before client A actually uses service B it would like to know
whether data passed to B are never stored at a server in
FLoc. Let Locs be the set of servers in FLoc. The procedure
negotiate searches for a published service B offering at least
the operations specified in IB (IB is the set of functions of
the required service that are called from client A). For the
purpose of negotiation, client A calls undesired(IB ,Locs)
because client A calls b.x(mydata), if b is bound to service
B. Service B calls function f ∈ ProvidedD, if d is bound
to service D. So, a call of b.x(mydata), if b is bound to
service B, implies that data of client A flows to service
D by the call d.f(data) of service B, if d is bound to
service D. Thus, the call undesired(IB ,Locs) must return
false only if B .myLoc 6∈ Locs and undesired(ID,Locs)
returns false . The functions f ∈ ProvidedD calls g and
g ∈ ProvidedE or g ∈ ProvidedF , it depends on whether
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Figure 3. Storing Data at undesired locations: Two-View-Example

k is bound to service E or F . The argument of the call
d.f(data) flows to the call k.g(data) of service E if k
is bound to service E or k.g(data) of service F if k is
bound to service F , respectively. So, if k is bound to service
E, there is a data-flow from client A over services B and
D to service E. Service E is located in ELoc, which is
not a undesired country. Therefore B.undesired(IB ,Locs)
returns false , because D.undesired({f},Locs) returns false
i.e., client A can use service B. But if there is a data-
flow from client A over service B and D to service
F , located in FLoc, B.undesired(IB ,Locs) returns true .
Because client A does not want to store or process data in
FLoc. D.undesired({f},Locs) returns true and therefore
B.undesired(IB ,Locs) returns true , i.e., client A cannot
use service B. �

Because the service model architecture is multi-tenant,
service B can simultaneously be used by client A and by
client C. The set LocsA of undesired locations of client A
might be different from the set LocsC of undesired locations
of client C. If B uses service D, it needs to ask D (via D’s
function undesired ) whether it can guarantee that A’s data
do not flow to a location in LocsA. Obviously, the data-flow
needs to be guaranteed in context of the clients. If the context
is not considered, service D can not distinguish between the
calling services A and C. So if A calls B and B calls D,
it is possible that a later call of D by B which was called
by C is not detected as a call from C. So the undesired
countries LocsA may be applied for client C.

Example 3: Context-Aware Data-Flow
Consider the services A, B, C, D, E and F in Figure 3.
Service A would like to use service B. Service B is located
in BLoc. B itself uses service C located in CLoc while C
uses service D or E. D is located in DLoc. E is located
in ELoc. F is located in FLoc. Client A wants to avoid
storing its data (neither in original nor in processed form) at
servers in FLoc. C wants to avoid storing its data (neither
in original nor in processed form) at servers in ELoc.

Suppose the negotiation process starts. Service B, D
and E will be accepted by A because undesired(IB ,Locs)
returns false. Before client A starts to use service B, client
C tells service B it also wants to use service B. A starts
the negotiation process and for service B, D and F , the
negotiation process will succeed. However, service A starts
to use service B. Service B calls function f of service D.
But service D can not distinguish between clients A and
C. So it is possible, that service D binds to service F . But
the undesired countries LocsA include the location FLoc of
service F .

To distinguish between client A and client C, we need to
introduce a context-aware data-flow analysis mechanism to
know or compute the chain of used services by a client in
the service model.

III. CONTEXT-AWARE MECHANISM

We introduce the principle of context-aware attributes.
Lists of context-dependent attributes are created. If the
function undesired of a service B, called by client A, returns
false , the call id of the caller and the called service is added
to the attribute list, e.g., cl of service B. However, service B
can distinguish with the help of the call id, whether client
A or client C was the original caller.

Example 4: Context-Aware Multi-Tenant Clients
Consider the services A, B, C, D, E and F in Figure
3. Client A would like to use service B and specifies
a set LocA = {FLoc,XLoc} of undesired locations. Also,
client C would like to use service B and specifies a set
LocB = {ELoc,XLoc} of undesired locations. Service B is
located in BLoc. B calls service D located in DLoc while
D uses service E or F . Both, service E and service F offer
the same functionality. The only difference is, that service
E is located in ELoc and F is located in FLoc.

Suppose, the following scenario: client A wants to bind
to service B. The negotiation process starts. Service B uses
service D and service D finds through a Registry Reg
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Figure 4. Architecture of the Context-Aware Mechanism.

service E and F . Since service F is located in FLoc, an
undesired location, the call undesired(IF ,Locs) will return
true . Client A will negotiate the use of B and client A
will start to find via the Reg new services. A is going to
bind to service B again. This time B is going to ask D
and D is calling service E. The call undesired(IE ,Locs)
by service D will return false because ELoc is not in
LocsA. However, service D wants to bind to service E in
context of service A (service A called B, B called D).
So, the call id, computed with the service use chain, can
be stored in a context attribute list cl. Before service D
calls function g ∈ ProvidedE , service D checks if the
call id of E is registered for A. If there is a call id of E
registered, service D knows that service E can be used.
Now, if service C wants to use service B, a new negotiation
process starts. Now, the call of undesired(IB ,LocsC ) and
the call of undesired(ID,LocsC ) will return false. The call
of undesired(IE ,LocsC ) will return true and no call id is
set and the list with the used service chain will be discarded.
Client C will negotiate service B and the negotiation process
starts as described before. This time, service D calls F . The
function undesired(IF ,LocsC ) will return false. So, the
call id of B, D and F will be added to the context attribute
list cl of client C. However, if client C calls service B and
service B calls service D, service D can choose with respect
to the context attribute service F .

To implement the context-aware data-flow analysis, we
need a trusted third party which
• can compute the resource information (location) of the

used cloud service,
• ensures that the used cloud services act according to

promised behavior of undesired and
• maintains the information of the chain of used services

by a certain client.

Example 5: Context-Aware Mechanism
The first requirement is satisfied by every service itself, cf.
section II. Every service stores its location information. The
second and third requirement can be given by an independent
certified program analysis service PA. PA performs the
program analysis, computes the result of undesired and
will be extended to maintain the information of the chain
of used services by a certain client. For more details of the
work of the unextended PA, we refer to [6].

We propose a context-aware mechanism described by the

following algorithms in pseudo code and a sequence diagram
in Figure 5. To start the negotiation the client calls a registry
to ask for a service with the required Interfaces by providing
the set of undesired locations Locs, the callID of the client
A and the required Interface IreqA :

Algorithm 1: negotiate
INPUT: callID , Locs, IreqA
OUTPUT: true, service can be used

false, service can not be used

repeat Service b = Registry.choose(IreqA )
until ¬ b.undesired(IreqA , Locs, callID)

end
return true

However, the used service B selects a Program Analyzer pa
and starts the data-flow analysis, by calling analyze, cf. 5.

Algorithm 2: undesired
INPUT: IreqA , Locs, callID
OUTPUT: true, data − flow to undesired locations

false, ¬data − flow to undesired locations

pa ← choose();
return pa.analyze( Locs, callID , IreqA , sourceTextB )

Besides the data-flow analysis the Program Analyzer pa also
stores the context-aware attribute callID of the client to
keep track of the used services by client A.

Algorithm 3: analyze
INPUT: Locs, callID , IreqA , sourceTextB
OUTPUT: true, data − flow to undesired locations

false, ¬data − flow to undesired locations

callID ← computeCallID(callID)
for each location in Locs do

if (location == sourceTextB .myLoc) then return true;
end

end
cl ← cl.add(callID))
IreqB ← doDataF lowAnalysis(IreqA , sourceTextB)
return negotiate(callID, Locs, IreqB )

Remark:
As the PA is able to keep track of the analysis requests

of client A, it can check for cycles before processing the
analysis request. In particular, it checks whether a query
undesired(callID , Locs, IreqB ) for client A is currently
being analyzed, i.e., whether there is an open analysis
request undesired(S′, Locs) with S′ ⊆ S. If yes, it can
return immediately false . This is valid because if there is a
data-flow from S′ to an undesired location loc, then there
must be another call of a provided function to service B
with a data-flow to an undesired location. �

Now, with the help of the computed list containing the
chain of used services of client A, this information can be
used to guarantee, that the data of client A flows only to
undesired locations. Before every service connects to another
service it can be checked asking the used PA if in the
context of the client this connection is allowed.

Remark: We assume a IAAS in a trusted cloud envi-
ronment [7]. This approach depends on trust in a trusted
cloud federation and we are using the encryption mechanism
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Figure 5. Sequence Diagram of the Context-Aware Mechanism.

described in [6]. �

IV. RELATED WORK

[6] considers data security in the cloud. In contrast to
our work, this approach is not context-aware. [8] monitors
data-flow between services in order to detect malicious
services. They do not do a static data-flow analysis but they
assume a multi-tenant cloud infrastructure. Also, context-
awareness with respect to the client is not assumed. [9]
investigates data-flow analysis in the context of service
computing. Compared to our work, they focus on static
process adaptation to investigate if a service gets all the
data it needs. [10], [11] focus on data security within smart-
phone applications. While we allow sensitive data to leave
the client, they forbid sensitive data to leave the smart-phone.

There are also many works on context-aware service-
oriented systems. Truong and Dustdar [12] present a couple
of projects, e.g., CA-SOA [13], CoWSAMI [14], WASP
[15] and inContext [16], [17], to make service-oriented sys-
tems context-aware. CoWSAMI [14] is an interface-aware
context-gathering-environment. CA-SOA [13] formalizes an
ontology-based context model. Different views of different
clients using a chain of web services were not considered.
[18] proposes a multi-tenant service-oriented architecture
middleware for Cloud Computing. They focus on multiple
users sharing an instance and native multi-tenancy. In con-
trast to our work, using certain services in context of the
location is not considered.

Baldauf et al. also states some requirements that need
to be supported by a context-aware system. In contrast
to our work, [13], [14], [15], [16], [17] assume, that the
context information of the user has to be collected by some
mechanism, e.g., polling [16], [13]. In our work, the client
itself supports the system with context information, the list
of undesired locations, mechanisms like polling are not
needed. [19] also presents techniques to compute, with the
help of context information, the right service to get coupled
to. In our work, the client itself can decide whether a context

is given or not. A computation of contextual information [20]
to find the best fitting service does not need to be done.

Focusing data security in the cloud is done by [3]. Brandic
et al. guarantee data security by data fragmentation. A data
analyst or the domain expert decide where data can be stored
and which data need to be fragmented and stored in different
geographical regions. The client itself can not decide where
its data is stored or processed.

To the best of our knowledge, there exist no paper that
is using the context information of a client to control the
data-flow in the cloud and enables the client to negotiate
services.

V. CONCLUSION

In this work, [6] was extended to allow different views
on a service-oriented system in the cloud. The extended
work allows multiple clients to decide where their data
is stored, processed and transferred within the cloud. Our
approach supports different views to fit into multi-tenant
service-oriented architectures.

We have two context information: the client information
of used services and a list of undesired countries specified
by the client. With the extended static data-flow analysis
and the contextual information, the coupling of services in
context of the user can be computed at runtime. We obtain a
multi view or multi-tenant environment with loosely coupled
services, which will be coupled on demand in context of the
client.

Techniques to collect contextual information, e.g., polling,
are not an issue. Every service is supported with the list of
undesired countries by the client itself (direct or indirect).
Information of the used services are stored by a program
analysis service.

To evaluate the proposed approach, the implementation of
a tool is in process and subject for future work.

In this work, we considered data-flow analysis on the SaaS
(Software as a Service) level. Subject of further work will
be the generalization of the data-flow analysis to IaaS (In-
frastructure as a Service) and PaaS (Platform as a Service).
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Due to the complexity of the IaaS and PaaS, we expect
on this level that data-flow analysis becomes more complex
and maybe some new abstraction mechanisms are needed
for feasibility. Another opportunity for program analysis is
to analyze the conformance to compliance rules as they have
similar characteristics as data-flow: the client cannot always
check the conformance or may even not observe violations
of compliance.
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Abstract—Based on pay-per-use service-oriented architec-
tures, the cloud computing paradigm promises cost-efficient IT
solutions. To meet fluctuating demands efficiently, Platform-as-
a-Service solutions offer shared environments with on-demand
scalability. It remains an open challenge for service providers to
implement elastic scalability mechanisms capable of optimally
utilizing resource whilst simultaneously guaranteeing that ap-
plication performance continues to meet Quality of Service
metrics. Typically, cloud providers offer only reactive rule-
based mechanisms for triggering scaling actions. We introduce
a new elasticity management framework that combines reactive
and predictive controllers. Our elasticity controller builds pre-
dictive models online based on the reactive rules, representing
a natural extension to the common offering. We discuss the
underlying architecture of the framework and describe how the
controllers operate in tandem and complement each other. We
present a case study based on real datasets that demonstrates
the feasibility of our real-time cloud capacity framework.

Keywords-elasticity; predictive; auto-scaling; platform-as-a-
service.

I. INTRODUCTION

Cloud computing, with its promise of cost-effective com-

puting for end-users and improved resource utilization for

cloud providers, continues to grow in popularity. A recent

Gartner report predicts a compound annual growth rate of

36% for Infrastructure-as-a-Service (IaaS) and Platform-as-

a-Service (PaaS) from $7.6B in 2011 to $35.5B in 2016 [1].

This increase in user demand, coupled with new technolo-

gies, is driving a dramatic increase in cloud infrastructure

scale, heterogeneity and complexity [2][3]. To efficiently

handle their resources, cloud providers require intelligent

methods of automated dynamic infrastructure management.

One of the key features of cloud computing is elasticity.

Elasticity refers to the ability of a system to grow and

shrink dynamically such that it only uses resources that

are necessary to cope with the current load. This paper

presents details of the design and current implementation

of a real-time cloud capacity framework, Platform Insights.

The particular contribution of the paper is the design of an

elasticity controller that:

• Couples reactive and predictive elasticity management

techniques and coordinates auto-scaling requests

• Can be used without off-line training

• Utilizes multi-timeframe information to allow short-

term auto-scaling decisions to be made in the context

of the expected longer-term workload demand

The rest of the paper is organized as follows. Section II

presents a summary of related work. Section III gives details

on the architecture of Platform Insights. Section IV describes

the implementation of Platform Insights, giving an overview

of the configuration options and the integrated predictive

models. Section V presents a case study in which the

ClarkNet [4] and the 1998 World Cup data access logs

[4][5] are used to simulate driving the SPECjEnterprise2010

benchmark. Resulting QoS statistics and resource provision-

ing decisions are evaluated. Concluding remarks are given

in Section VI.

II. RELATED WORK

Auto-scaling techniques can be classified as either reactive

(the system reacts to changes but does not anticipate them)

or predictive (the system tries to predict future resource

requirements in order to ensure sufficient resource is avail-

able ahead of time) [6]. Reactive rule-based methods define

scaling conditions based on a target metric reaching some

threshold and are offered by several cloud providers such as

Amazon [7] or third party tools such as RightScale [8] or

AzureWatch [9]. Beyond static thresholds, [10] proposes a

regression method to dynamically adapt thresholds to meet

QoS targets, but does not predict future workload.

Predictive auto-scaling approaches tend to be based on

time series analysis, control theory, reinforcement learning,

or queuing theory. One strategy is to use a workload pre-

dictor and then use a performance model to determine the

number of servers required to service the predicted demand.

A variety of performance models has been proposed in the

literature. Examples include the use of splines to map the re-

quest rate to the observed percentage of slow requests given

the number of active servers [11], queuing networks [12],

and cost optimization models [13]. The predictive controller

component of Platform Insights also uses workload forecasts

and performance models: the workload forecast is used to

estimate a mid-term trend in demand, which is used as an

input to a performance model mapping workload-per-server

to future QoS.
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Hybrid methods, coupling reactive and predictive con-

trollers, have also been proposed. Proposals include using a

predictive method and a reactive method to determine when

to provision resource over a long time-scale (hours and days)

and a short time-scale respectively [14], or using a predictive

controller to control scale in and a reactive controller for

scale out [15][16]. In [15] a regression-based method is used.

In [16] the authors base their models on queuing theory and

they find that SLA violations are reduced by a factor of 2

to 10 compared to a purely reactive controller.

We also implement a hybrid approach, but our reactive

and predictive controllers are both capable of triggering

scale in and scale out actions. Auto-scaling decisions are

coordinated and conservative policies are applied to avoid

premature decommissioning of resource.

III. ARCHITECTURE OF PLATFORM INSIGHTS

Typical enterprise applications are composed of a number

of services that run on multi-tier architectures. To provide

adequate resource to handle client demand, each tier requires

monitoring and elasticity. Platform Insights monitors each

component of the platform stack individually and evaluates

appropriate elastic scaling actions. In Section III-A the archi-

tecture of the reactive controller is described, and this is then

extended in Section III-B to show how a predictive controller

operates in conjunction with the reactive controller.

A. Reactive Elasticity Management

Reactive elasticity management takes place by monitoring

scaling rules, which are configured by application architects

and administrators. The form of the scaling rules is discussed

later in Section IV. This section is dedicated to describing

the software agents that make up the reactive auto-scaling

alerter component of Platform Insights. Figure 1 shows the

steps taken by the system to register a new elasticity rule

when it is submitted by an administrator. In its current

form, Platform Insights allows rules to be submitted or

deleted at any time for running applications, but does not

take responsibility for checking that rules do not conflict;

this functionality is left to future work. Figure 2 shows the

operation of the reactive auto-scaling alerter component. The

two figures show the agents that are involved at each stage

and their interactions. Each agent is now discussed in turn.

• The Request Manager receives requests submitted to

the platform by users of the web portal. The web portal

has facilities for the application architect to a) monitor

resource usage consumed by each instance (real-time

or historical), b) configure and manage elasticity rules,

c) monitor utilization metrics associated with elasticity

rules, and d) receive relevant alerts and/or log messages.

• The Rule Creator receives instructions from the Request

Manager to set up new elasticity rules. When it receives

a new scaling rule, it liaises with other components to

coordinate the instantiation of the new rule.

Figure 1. Scaling rule submission sequence diagram.

Figure 2. Reactive auto-scaling sequence diagram.

• The Rule Translator is responsible for translating the

configured attributes of a newly submitted scaling rule

into EPL (Event Processing Language) statements that

can be monitored by the Rule Processor. It maintains

a dictionary of pre-set statement templates and parses

the incoming data against these templates.

• The Rule Manager is responsible for the lifecycle

management of elasticity scaling rules. It maintains a

repository of scaling rules for each application land-

scape and of associated EPL statements registered with

the Rule Processor.

• The Rule Processor is based on a complex event

processing (CEP) engine. Currently Esper is used as

the CEP engine as it is lightweight, can be easily

embedded in a Java application and allows new queries

to be registered dynamically so that scaling rules can

be submitted at any time [17].

• The Rule Alerter is responsible for determining what

scaling action should be taken upon violation of a

scaling rule and broadcasting any relevant information

to enable the platform to execute the scaling action.

• The Landscape State Manager stores and monitors

the application state throughout its entire lifecycle.
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Four states are defined for each application landscape:

offline, starting, operational and repairing.

• The Decision Manager is a centralized component re-

ceiving requests from both the Rule Alerter and the Tier

Manager (predictive component, see Section III-B). It

is responsible for ensuring coordination of auto-scaling

requests; this process is described in more detail in

Section IV-D below. Validated requests are broadcast

over the messaging bus.

• The System Orchestrator listens for the broadcast auto-

scaling requests. It is responsible for executing the

requests by provisioning and removing server instances.

The particular form of the scaling rules used by Platform

Insights is discussed in Section IV below. Rule-based elastic-

ity management only enables the system to scale after some

condition has already been met, and so predictive elasticity

management is also utilized in Platform Insights.

B. Predictive Elasticity Management

The Platform Insights predictive analysis engine estimates

the resource requirements needed by the workload in the

near future to satisfy QoS constraints. Platform monitoring

data is aggregated on each tier prior to being fed in to

the predictive models. Aggregating data at the tier level

is acceptable as the platform components are assumed to

have load balancers. Esper [17] is used to perform this pre-

aggregation of the data (both workload and QoS metrics).

More information on the specific data aggregations and pre-

dictive models will be given in Section IV-C. Esper listens

to the underlying stream of monitoring data, aggregates

it as appropriate, and then publishes the aggregated data

using the messaging system. Listeners for the predictive

models subscribe for all relevant data. The predictive engine

comprises the following software agents:

• The Data Listener subscribes for relevant data that

has been aggregated by Esper and published over the

messaging bus and distributes it to the Data Processor.

• The Data Processor has the responsibility of feeding

the data to the appropriate Model Updater.

• The Model Updater deals with the new data by updating

its model and/or doing a prediction using the new data.

On the basis of the prediction, it may decide an auto-

scaling action is necessary, in which case it sends a

request to the Tier Manager for assessment.

• The Tier Manager evaluates all auto-scaling actions

requested for the tier by the Model Updater. If the Tier

Manager agrees that the scaling action is appropriate

then a request is sent to the Decision Manager (see

Section III-A above).

This section has described the underlying architecture of

both the reactive and predictive components of the Platform

Insights elasticity management framework; the next section

gives details on their implementation.

IV. IMPLEMENTATION OF PLATFORM INSIGHTS

This section discusses the nature of the predictive models

built from the scaling rules and how they enable auto-scaling

decisions to be made. Section IV-A describes the configura-

tion of the scaling rules, Sections IV-B and IV-C describe the

implementation of the rule processing and predictive models

respectively, and Section IV-D describes how the Decision

Manager coordinates auto-scaling requests.

A. Configuration of Scaling Rules

The scaling rule strategy is to first perform some ag-

gregation of metric data pertaining to each server instance

over some time window. These per-server values are then

further aggregated to a single tier value, which is compared

against a threshold value. If the rule condition is met then

an action is triggered to add or remove some number of

instances whilst staying within some limits. The rules are

composed of the following elements. Metric: one of the

metrics exposed on the server and monitored by the system.

Operator: the comparison operator to be used in evaluating

the metric value; allowed operators are ‘EQ’, ‘LT’, ‘LTE’,

‘GT’and ‘GTE’. Value: the value threshold for the metric

being observed. Aggregate Function: the statistical aggregate

function to be used for metric evaluation; allowed values

are ‘average’, ‘sum’, ‘median’and ‘raw’(which indicates no

aggregation). Scope: the metric scope with respect to the

all the server instances in the tier; allowed values are ‘min’,

‘max’and ‘sum’. Time Window: the length of the sliding time

window over which to continuously monitor the metrics and

evaluate whether or not they meet the scaling rule condition.

Min Time Between Alerts: the minimum time between auto-

scaling actions. Limit: specification of the maximum or

minimum number of instances allowed in the tier. Scale By

Type: used to indicate that scaling should be implemented

by changing the number of currently running instances by

either a set number or by a given percent; allowed values are

‘Number’and ‘Percent’. Scale By Value: the value in units of

Scale By Type by which to change the number of currently

running instances when scaling. Rule Type: used to specify

whether the rule is based on metric values or on projected

values calculated through a linear regression; allowed values

are ‘Static’and ‘LinearRegression’. Time Ahead: for rules

based on projected metric values, this element defines how

far into the future to extrapolate the linear fit.
Scale out rules have a further element, Use As QoS with

allowed values of true or false. If it is true then the scaling

rule is additionally used by Platform Insights to form a

QoS condition to be taken account of by the predictive

controller, and in this case a predictive rule must also be

submitted with the following elements. Workload Metric:

a metric representing workload demand exposed on the

server and monitored by the system. Aggregate Function: the

statistical aggregate function to be used for workload metric

evaluation; allowed values are ‘average’, ‘sum’and ‘median’.
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Time Window: the length of the batch time window over

which the aggregate function is to be applied to the workload

metric. Min Instances and Max Instances: the minimum and

maximum number of instances in the tier. Confidence Level:

the confidence level used by the time series forecaster to

compute confidence bounds on the predictions it makes.

B. Rule Processing

Upon submission of a scaling rule, the sequences of events

depicted in Figures 1 and 2 take place. If the scaling rule is to

be used as the basis of a QoS condition, then a prediction

rule is also submitted, which triggers the creation of data

aggregation statements and their registration with the Esper

engine. These aggregation statements cover the workload

metric aggregated over the batch time window requested in

the prediction rule and both the workload and QoS metrics

aggregated over the sliding time window requested in the

scaling rule. The Esper engine again subscribes for relevant

data and outputs aggregated data for use as input to the

predictive models.

C. Predictive Models

The predictive auto-scaling algorithm currently employed

in Platform Insights comprises three models operating on

mid-term and short-term timescales. The first model is a time

series forecaster that estimates the workload at some future

point in time. The model takes as input the total number

of requests made by the application (Workload Metric is

‘number of requests’, Aggregate Function is ‘sum’) and

predicts the future workload some time later; typically the

prediction horizon is set to one hour (Time Window is ‘one

hour’). The Confidence Level is set to 95% and used to

calculate confidence intervals on the forecast.

By comparing the forecast value against the four-hour

moving average value this model also classifies the cur-

rent workload trend as ‘Increasing’(if >10% difference),

‘Decreasing’(<-10% difference) or ‘Steady’(otherwise).

Changes in enterprise workload demand should be observ-

able over a four hour period since typical workload cycles

exhibit daily or weekly trends [18].

The second model is an updateable Naive Bayes model

that learns the relation between the current workload per

server and the current QoS classification. The QoS classifica-

tion is a binary classification according to whether or not the

QoS condition is met or violated. The threshold for making

this classification is set to 5% below the actual QoS target

value to reduce the risk of under-provisioning, an approach

also adopted by others [19]. This model is used to predict

mid-term resource requirements taking as input the forecast

confidence interval output from the first model.

The third model is also an updateable Naive Bayes

model and it maps the total workload per server to a QoS

classification some time into the future, typically 30 minutes

as this will allow time to build confidence in any output auto-

scaling requests and to provision additional servers. This

model takes as input the current workload and the trend

output from the first model. It is used to estimate the optimal

number of server instances required to handle the short-term

workload, by finding the minimum number of servers such

that there is less than 5% chance of QoS violation in the

next 30 minutes. If this estimate, NEst, differs to the current

number of servers, N , then an auto-scaling decision is made

to add NEst −N server instances.

The Weka machine learning library is used to implement

the predictive models [20]. One of the main reasons for

choosing Weka is that it provides classifiers that are update-

able incrementally. Because such classifiers can be updated

one training instance at a time, in line with the arrival of the

new data, this feature is particularly relevant for Platform

Insights in analysing steady streams of monitoring data.

Platform Insights uses the time series forecasting plug-in

and incrementally updateable Naive Bayes models. An in-

depth discussion of the implementation and performance of

these algorithms is presented in [21]; the focus of this paper

is to demonstrate the feasibility of the approach.

D. Coordination of Controllers

When an application starts running, both controllers are

activated. The predictive controller can be used without off-

line training because it takes advantage of online incremental

learning techniques. If the predictive controller is uncertain

of what action to take then it does not make any auto-scaling

decisions, instead it continues to learn. In these cases auto-

scaling decisions can still be made by the reactive controller

since it is always running as a stand-by.

Both controllers are capable of triggering scale in and

scale out actions. The reactive controller is only able to do

so if sufficient time (Min Time Between Alerts) has passed

since the previous scaling action and if the landscape state

is ‘operational’. The predictive controller can submit scaling

requests at any time. Both controllers act independently but

forward their requests to the centralized Decision Manager

to deliver a coordinated elasticity mechanism.

The Decision Manager validates received requests with

information it has access to, or can obtain from the Land-

scape State Manager, regarding the current number of

instances running, any outstanding scaling requests currently

being executed, and specified limits on the number of

servers. This validation process may revise the request in

several ways. Firstly, the request may be rejected. This can

occur if it duplicates a request already being executed, or if

it instructs to scale in whilst a scale out action is currently

being executed. We choose to implement a conservative

policy stipulating that scale out takes precedence over scale

in so as to minimize QoS violations. Secondly, the requested

number of servers may be modified. This can happen to

enforce the specified limits. It will also happen if a) the
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Figure 3. Auto-scaling simulation using ClarkNet traces.

request would result in the number of server instances going

outside the mid-term resource requirements predicted from

the forecast confidence interval, or b) the request instructs

the addition of n2 servers whilst an earlier scale out action

instructing the addition of n1 servers is still being executed,

in which case the request is revised to max(n2 − n1, 0).

Upon successful validation, the Decision Manager for-

wards the (possibly revised) request to the System Orchestra-

tor for execution. It also updates the time of the last scaling

action and updates the state of the application landscape held

by the Landscape State Manager to ‘repairing’. The land-

scape state only returns to ‘operational’once the Landscape

State Manager detects the requested change in the number

of current running instances, indicating that the request has

been successfully carried out.

V. CASE STUDY

To evaluate the performance of the elasticity controller,

a simulation of the elasticity of the application server tier

has been carried out. Two real datasets, the ClarkNet web

server trace logs [4] and the FIFA 1998 Word Cup Access

logs [4][5], were used to simulate the incoming load to

the system. The log files were summarized to extract the

number of requests arriving every 2 minutes and then used to

simulate driving the SPECjEnterprise2010 benchmark. The

benchmark response times were observed to be in excess

of the target time of 2 seconds when the CPU utilization

went beyond 80%. A scale out rule was configured as: if

the minimum median value of CPU utilization over the past

40 minutes is > 80% then increase the number of instances

by 1. Similarly for scale-in: if the maximum median value

of CPU utilization over the past 60 minutes is < 50%

then decrease the number of instances by 1. After auto-

scaling, a period of at least the same time window again

must pass before the next auto-scaling decision can be made.

In the simulation it is assumed that the provisioning of a

new instance takes 10 minutes [22]. The QoS condition

extracted from the scale out rule was: minimum median CPU

utilization over a window of 40 minutes must be < 80%.

The number of requests using the August ClarkNet trace

together with the number of simulated running instances are
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shown in Figure 3. In this simulation, the reactive controller

was only responsible for the first two scaling actions; all

subsequent scaling actions were generated by the predictive

controller. The figure demonstrates that the hybrid controller

is capable of making appropriate scaling actions and is

stable. The QoS metric is monitored throughout the course

of the run: less than 1% of all collected QoS values violated

the QoS condition. To quantify this fully, there were 28 two

minute periods where the QoS metric went above 80%, all

of which were at the very start of the run.

The FIFA World Cup access logs exhibit a higher degree

of burstiness than do the ClarkNet logs. Figure 4 shows

the auto-scaling decisions made by both the hybrid and the

purely reactive controllers, for days 6 to 25 of the logs. Day

26 in the figure is a repeat of day 6. The actions initiated

by the reactive controller in the hybrid model (blue circles)

are generally taken at times when the workload is different

to historical workload, and hence the predictive controller

has not built sufficient confidence in its online models, or

when the workload exhibits more burstiness than normal,

highlighting the advantage of operating the reactive and

predictive controllers in a coordinated parallel manner. The

figure suggests that the hybrid controller dynamically adjusts

resource more appropriately, and hence will result in better

utilization, than does the purely reactive controller. Figure 5

verifies this: CPU utilization is consistently maintained

within the target range of 50% to 80% (<50% less than

3% of the time and >80% less than 5% of the time). Again,

there are only a few QoS violations: 41 in total, which relate

to 3 separate incidents characterized by bursty workloads.
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VI. CONCLUSION AND FUTURE WORK

In this paper, we described the architecture, design and

implementation of a new real-time cloud capacity frame-

work, Platform Insights. Platform Insights is a hybrid elas-

ticity controller employing both reactive rule-based and

predictive model-based elasticity mechanisms together in a

coordinated manner. The approach has been validated by

using traces based on two real datasets to simulate driving a

benchmark application. In both cases, Platform Insights was

able to provision resource for the application server tier more

appropriately than the reactive controller alone, yielding very

few QoS violations and maintaining consistently high CPU

utilization.

In the short-term, we will carry out further comparisons of

our approach with other auto-scaling methods and integrate

our framework in a real cloud infrastructure. For future

work, we intend to extend Platform Insights to handle mul-

tiple QoS objectives at once and to incorporate an algorithm

to detect change in workload mix.
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Abstract— The Topology and Orchestration Specification for 
Cloud Applications (TOSCA) is an emerging framework 
aiming at enhancing the portability of cloud applications by 
standardizing their life cycle management in a vendor-neutral 
way. TOSCA captures the description of cloud application and 
infrastructure services, the relationships between parts of the 
services, and the operational behavior of these services (e.g., 
deploy, patch, shutdown). However, it lacks support for the 
equally important aspect of managing elasticity, i.e., managing 
the dynamic scaling of cloud applications at run-time. In this 
work we present the Elastic-TOSCA framework, which 
extends TOSCA to address this issue. We then describe how 
Elastic-TOSCA can be used to support a variety of analytical 
model-based approaches for elasticity management in complex 
cloud applications. We further provide a detailed example 
describing how Elastic TOSCA can be used to support easily a 
dynamic scaling approach based on a queueing system model. 
Using a case study for managing the elasticity of a multi-tier e-
commerce service, we demonstrate the effectiveness of both the 
Elastic-TOSCA framework and the scaling approach used.  

Keywords-TOSCA; cloud; elasticity; scaling approaches; 
queueing system 

I.  INTRODUCTION 
Cloud computing has gained unquestionable commercial 

success in recent years. Key value propositions promoted by 
cloud IaaS (Infrastructure-as-a-Service) providers such as 
Amazon AWS (Amazon Web Services) [1] and GoGrid [2] 
include the user’s ability to scale up or down resources used 
based on their computational demand, thus letting 
application owners (software service creators or developers) 
pay only for the resources used. This model is appealing for 
deploying complex applications that provide services for 
third parties or end users. Some examples of such services 
include traditional e-commerce sites, online healthcare 
applications, gaming applications, and media applications. In 
such applications, if the workload of the service increases 
(e.g., more end users start submitting requests 
simultaneously), the application owner ideally needs to scale 
up the resources used to maintain the Quality of Service 
(QoS) offered to the end users. When the workload eases 
down, the application owner ideally needs to scale down the 
resources used to reduce the cost incurred for service 
provision. Within this context, supporting dynamic (on-
demand) scaling, also known as elasticity, has become one of 

                                                             
* Please direct your enquiries to the communication author Professor Yike Guo. 

the most important features that need to be supported in a 
cloud platform.  
       The Topology and Orchestration Specification for Cloud 
Applications (TOSCA) is an emerging framework for 
describing components’ dependencies and deployment plans 
of cloud applications. Proposed by the Organization for the 
Advancement of Structured Information Standards (OASIS) 
[3, 4], TOSCA is designed to simplify the life cycle 
management of cloud applications in a vendor-neutral way so 
as to enhance their portability. Such portability is enabled 
through specifying the operational behaviours of cloud 
applications, e.g., how servers are deployed or removed and 
how they are connected, in a uniform way independent of the 
cloud platform used. This uniform description provides 
application owners with flexibility when deploying and 
migrating their applications and associated components 
across different IaaS providers.  

Currently, TOSCA supports the specification of key 
activities required for the initial deployment of cloud 
applications and also the activities required to shut down the 
application. However, it does not provide support for the 
equally important aspect of specifying how application 
elasticity can be managed at run-time, e.g., by enabling the 
specification of how resources can be added or removed at 
run-time based on workload variation.  Our motivation in this 
paper is to enrich and extend the existing TOSCA framework 
to support such elasticity management activities in a vendor-
neutral way. In particular, our contributions are summarized 
as follow: 

Elastic-TOSCA: We provide extensions to TOSCA that 
support the specification of dynamic scaling plans and that 
enable guiding scale-up/down of cloud applications at run-
time. 

Supporting model-based application scaling 
approaches using Elastic-TOSCA: The Elastic-TOSCA 
framework is generic and can support a wide class of 
dynamic scaling approaches based on analytical models [1, 2, 
5-14]. The key requirement for using the framework is that 
the implemented scaling approach should be able to access 
its inputs from the Elastic-TOSCA server templates, and to 
feed its outputs to the template that enables the auto-scaling 
of applications. We describe and demonstrate how this can 
be achieved easily using a scaling approach based on a 
queuing system model [5]. 

Example implementation and evaluation: We extend 
the Imperial Smart Scaling engine (iSSe) [10, 15], an 
intelligent platform designed to automate the deployment and 
scaling process of cloud applications, to support the Elastic-
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TOSCA framework. Using iSSe, we evaluate the 
effectiveness of both Elastic TOSCA and the proposed 
scaling approach using a multi-tier e-commerce service as an 
example application. 

The remainder of this paper is organized as follows: 
Section II presents basic concepts on cloud applications and 
how auto-scaling of such applications can be achieved using 
analytical model-based approaches. Section III defines the 
Elastic-TOSCA framework and describes its key 
components. Section IV describes how a queueing system 
model-based approach can be supported by Elastic-TOSCA. 
Section IV introduces the architecture of the iSSe and 
describes the extensions implemented to support Elastic-
TOSCA. It also provides an experimental evaluation of the 
proposed approach. Finally, Section VI summarises the work 
presented in this paper and describes avenues for future 
research. 

II. BACKGROUND  
In this section, we first describe the structure of a 

traditional multi-tier application to illustrate how many 
applications benefit from dynamic scaling in a cloud 
environment and then discuss existing dynamic scaling 
techniques that are based on analytical models. 

A. Illustrative Example of Multi-tier Cloud Applications 
The main objective of this paper is to investigate the 

enrichment of TOSCA to support elasticity management of 
cloud applications. Addressing this issue effectively requires 
taking a closer look at the structure of common services and 
applications that can benefit from dynamic scaling when 
deployed on IaaS clouds so as to cope with varying 
workloads. Many such services are typically complex multi-
tier applications running on distributed software platforms. 
Figure 1, shows the logical structure of one such application 
implemented using four tiers of servers: a frontend 
HAProxy load balancer for accepting and distributing end 
users’ requests, an Apache web server for handling HTTP 
requests; a middle-tier Tomcat application server for 
implementing business logic; and a backend database with 
data store and processing. These servers work together to 
handle end users’ requests. Depending on the application 
workload, the servers at each tier can be stressed at different 
times and the implementation ideally needs to scale up or 
down the resources at the appropriate tier so as to maintain 
the overall QoS requirement of the application while 
minimizing the cost of resources used.  

Figure 2(a) shows the lifecycle of the e-commerce 
application as an example of such dynamic scaling. When 
the application is initially deployed (see Figure 1), five 
servers are deployed to support a small number of 
customers. If the demand increases, the application can be 
scaled up to add new servers. For example, in the scaling up 
of Figure 2(b), one Apache server and two Tomcat servers 
are added to maintain performance. Alternatively, if the 
demand decreases, some servers can be removed to reduce 
the cost of service provision. For example, in the scaling 

down of Figure 2(c), one Tomcat server is removed from 
Figure 1’s initially deployed application. 

 

  
Figure 1.  An example multi-tier cloud application.  

 
Figure 2.  An e-commerce service. We can see (a) the lifecycle of a e-
commerce service, (b) the service after a scaling up, and (c) the service 

after a scaling down. 

It should be noted that most scaling approaches for cloud 
applications, whether used in practice or described in the 
literature [1, 2, 5-14], are typically based on controlling 
(increasing or decreasing) the number of Virtual Machine 
(VM) instances that host the applications’ server 
components. Without loss of generality, we assume that 
each server component is installed in a stand-alone VM. 
Accordingly, the scaling up/down the application discussed 
in this work typically involves adding/removing extra 
software servers, and hence extra VMs in a cloud 
environment. 

B. Cloud Scaling Techniques Using Analytical Models  
A variety of approaches that are suitable for auto-scaling 

multi-tier applications have been proposed in the literature. 
Many of those employ analytical modelling techniques based 
on  queueing systems [5].  For example, in [6], Xiong et al. 
model an application by a network of queueing systems and 
conduct the performance analysis to show relationships 
among workloads, number of servers  and QoS level. In [7], 
Bacigalupo et al. model an application by a queueing 
network with three tiers, namely application, database and 
database disk tiers. Each tier is then solved to analyse the 
mean response time, throughput and utilisation of a server. In 
[8], Bi et al. break down an application’s end-to-end 
response time to each tier. They then calculate the number of 
servers allocated at each tier subject to constraints on the 
average response time and arrival rate. In [9], Hu et al. 
consider two allocation strategies using queueing systems: 1) 
shared allocation (SA) strategy where all incoming requests 
have the same queueing; 2) dedicated allocation (DA) 
strategy where requests with different arrival rate are divided 
into multiple queues. An algorithm is then proposed to 
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decide which strategy (SA or DA) results in a smaller 
number of servers being used to satisfy the QoS requirement. 
In addition, in [10], Han et al. consider the cost of VMs and 
introduce cost-aware criteria to detect and analyse the 
bottlenecks of multi-tier applications. They then present an 
adaptive scaling algorithm to lower cost by scaling up or 
down only at the bottleneck tiers. In [11], Pal et al. propose a 
pricing framework with economic models designed for 
multiple cloud providers in the marketplace, where each IaaS 
provider is modelled as a queueing system. Using this 
queueing system, the framework aims at informing 
application owners of the available price and its related QoS 
level. 

Various other stochastic model-based approaches have 
been studied and used. For example, in [12], Ghosh et al. 
divide an application into three types of sub analytical 
model: the resource provisioning decision model, VM 
provisioning model and run-time model. By iteratively 
solving each individual sub-model, their analysis obtains two 
results: response time and service availability. In addition, in 
[13] Ghosh et al. utilise a stochastic reward net to model an 
application and provide two analysis results: job rejection 
rate and response delay. In [14] Li et al. use a network flow 
model to analyse applications and introduce an approach to 
assist service providers in making a trade-off between cost 
and QoS requirements.  

It should be noted that the analytical models described 
here are mainly based on mathematical representations of the 
application and servers used. Their use in practice requires 
capturing the structure of the application itself to generate the 
mathematical representation. Furthermore, their 
implementation also needs interfacing with the run-time 
system so as to obtain the parameters used in the models at 
run-time and also to guide the system in implementing the 
computed scaling decisions. 

III. ELASTIC-TOSCA  
In this section, we first introduce the basic TOSCA 

framework briefly, and then describe how it is extended to 
define Elastic-TOSCA. 

A. Basic Introduction of TOSCA 
TOSCA server templates are described in XML and can 

be used for describing cloud application, including server 
components and their linking relationships [3, 4]. Figure 3 
shows the high-level structure of a TOSCA server template 
describing an e-commerce service with four sections: 
Topology template, Node types, Relationship type and Plans. 
The “Topology template” section specifies the dependency 
between different server components. The “Node types” 
section defines the properties of one server, e.g., its owner 
and the configuration of its hosted VM (CPU numbers, 
memory size, disk capacity and operating system). A 
“Relationship type” section specifies the relationship 
between two servers. In the shown example, an Apache 
server and a Tomcat server are connected, where the Apache 
is the source node and the Tomcat is the target node. Finally, 
the “Plans” section defines the process model for initially 

deploying a new application and also for removing a running 
application. 

B. Elastic-TOSCA: Extensions to Support Elasticity  
We extend the basic TOSCA framework and enrich it 

with the information required for guiding dynamic scaling of 
cloud applications, allowing application owners to specify 
different scaling strategies. For example, an owner could 
define a scaling up/down strategy based on performance 
requirements, budgets and QoS requirements specified in 
service-level agreements (SLAs). 

Using the Elastic-TOSCA framework, we generate a new 
Elastic-TOSCA-based XML document that includes 
monitoring information structures and new plans for scaling 
up/down. Figure 4 shows an example server template in 
Elastic-TOSCA, including two new sections (“Monitoring 
Information” and “SLA&Constraints”) as well as extensions 
to the “Plans” section, corresponding to three components 
needed for guiding dynamic scaling of an e-commerce 
service. Note that the specification and extension of these 
sections follows TOSCA extensibility mechanism [3, 4], 
which guarantees that the extended sections are independent 
of cloud IaaS providers. 

The “Monitoring Information” section mainly specifies a 
running application’s current status and underlying 
infrastructures. In the example fragment in Figure 5, this 
section records the detected response time and the request 
arrival rate, as well as the utilisation of resources of the 
application’s hosted VMs. 

 

 
Figure 3.  An example server template in basic TOSCA  

 
Figure 4.  An example server template in Elastic-TOSCA.  
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Figure 5.  An example “Monitoring Information” section in Elastic-

TOSCA.  

The “SLA&Constraints” section describes QoS 
requirements and any constraints on quality, budget, and 
other aspects of the application. In the example shown in  
Figure 6, this section specifies the end users’ required QoS: 
the maximal response time and the application owner’s 
constraints: the minimal resource utilisation (a resource is 
considered as idle if its utilisation is smaller than this 
requirement) and budget (the maximal cost to support the 
running of the service). 

Finally, we extend the “Plan” section in basic TOSCA to 
define more types of plans that handle the application’s 
dynamic scaling cases. Figure 4 shows the Elastic-TOSCA 
definition of two types of scaling plans — “Scale up 
applications” and “Scale down applications”. Each type can 
have multiple scaling plans and each plan describes a 
specific scaling scenario. For example, Figure 7 shows a 
fragment of a plan for scaling up an e-commerce service. 
This plan is used for adding one Apache server and two 
Tomcat servers to the application. 

A scaling plan in Elastic-TOSCA server template defines 
a list of scaling tasks, where each task corresponds to a 
deployment action. Based on Elastic-TOSCA, this 
deployment action is independent of any cloud platform, thus 
enabling applications an IaaS-neutral scaling process. In 
Figure 8, we provide two example segments in Elastic-
TOSCA server templates for specifying a deployment action 
in two different cloud platforms. These specifications contain 
all the parameters needed to call an auto scaling API of IC-
Cloud [16] (Figure 8(a)) and Amazon AWS [1] (Figure 8(b)) 
in order to deploy a new Tomcat server when scaling up. 
Note that for each scaling case, a scaling plan and its scaling 
tasks are generated dynamically. The information needed to 
generate documents describing the scaling tasks (e.g., a 
server’s user name, password and VM configuration) is 
obtained from the “Node types” section of Elastic-TOSCA. 

 

 
Figure 6.  An example “SLA&Constraints” section in Elastic-TOSCA.  

 
Figure 7.  An example scaling up plan in Elastic-TOSCA.  

IV. SUPPORTING SCALING APPROACHES BASED ON 
ANALYTICAL MODELS USING ELASTIC-TOSCA 

      In this section, we first explain the basic steps of scaling 
approaches using analytical models and how these steps are 
supported by Elastic-TOSCA. We then employ a queueing 
system as a typical example of analytical model to 
demonstrate these steps. 

A. Analytical Model-based Scaling Approaches Using 
Elastic-TOSCA 

Typically, an analytical model-based approach for scaling 
an application consists of four steps, which are preformed 
using information maintained in different sections of 
Elastic-TOSCA server templates as illustrate in Figure 9. 
 
 

  
Figure 8.  Two example scaling tasks for deploying a new server in two 

cloud platforms: (a) IC-Cloud and (b) Amazon AWS. 
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Figure 9.  Elastic-TOSCA server templates: for supporting scaling 

approaches using analytical model. 

At step 1, the approach continuously checks the 
“Monitoring Information” and “SLA&Constraints” sections 
to check where a scaling up/down is needed. The approach 
proceeds to step 2 if scaling up/down is triggered. At step 2, 
an analytical model is constructed according to the 
application topology, configurations of servers and their 
linking relationships. At step 3, the approach employs 
analytical modelling techniques to transform the high level 
QoS requirements into the number of servers to be 
deployed, and generates a scaling plan for meeting QoS 
requirements. Finally, step 4 executes the scaling plan.  

B. Basic Introduction to Queueing Systems  
Typically, a queueing system can be described using 

!/!/!, where ! represents the arrival process, ! represents 
the distribution of service time and ! is the number of servers 
[5]. In the example queueing system of Figure 10(a), !/!/! = 
!/!/! (G for general). This !/!/! queueing system includes 
! parallel and independent servers and one request waiting 
queue, where both requests’ interarrival time !  (the 
reciprocal of requests’ arrival rate) and servers’ service time 
follow arbitrary distributions. The !/!/! queueing system of 
Figure 10(a) is used to model a tier of Tomcat servers. 
Furthermore, the whole !-tier application is modelled as a 
network of ! !/!/! queueing systems and each queueing 
system represents a tier in the application. Take Figure 
10(b)’s 4-tier e-commerce service as an example, which is 
modelled by a queueing network of four ! /! /! queueing 
systems. The queueing system of the first tier (HAProxy 
servers) only receives requests from end users, and the 
departure requests of one tier are the incoming requests of its 
following tier. 

C. Scaling Approach Using Queueing Systems  
Queueing theory [5] has been successfully applied in 

many cloud scaling algorithms [5-11] to perform capacity 
planning for dynamic scaling. Typically, the overall scaling 
approach can be described in Figure 11’s pseudocode. This 
scaling approach described in this pseudocode corresponds to 
Figure 9’s four generic steps:  

 
 
 

 
Figure 10.  Queueing model and neiworks. We can see (a) a G/G/n 

queueing system to describe a tier of Tomcat servers, and (b) a queueing 
network to describe a e-commerce service.  

At step 1 (line 3 and 4), the approach decides whether to 
trigger a scaling up/down according to the latest monitoring 
information of the running application maintained in the 
“Monitoring Information” section of Elastic-TOSCA server 
templates and QoS requirements and constraints to be 
satisfied in the “SLA&Constraints” Section. For example, if 
the monitored response time (e.g., 3 seconds) exceeds the 
maximal required response time (e.g., 2 second), a scaling 
up is triggered. In contrast, if the detected resource 
utilisation (e.g., 20%) is below the minimal resource 
utilisation (e.g., 30%), a scaling down is conducted to 
remove some idle servers.  

At step 2 (line 6 and 10) and step 3 (line 7 and 11), the 
approach applies a queueing network to model the 
application and generate a scaling up or down plan (line 7 
and 11). This plan is then added to the “Plan” section of 
Elastic-TOSCA server templates. Section IV.D explains 
these two steps in detail.  

Finally, at step 4 (line 8 and 12), the approach performs 
the scaling according to the generated plan. 
  

 
Figure 11.  Pseudocode of a dynamic scaling approach using queueing 

systems.  
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Figure 12.  The capacity planning using server templates in Elastic-TOSCA 

and queueing systems.   

D. Supporting the Scaling Approach using Elastic-TOSCA 
server templates 
The key component of a scaling approach using queueing 

systems as an analytical modelling technique is the capacity 
planning. This planning involves two steps: constructing a 
queueing network of a multi-tier application (step 2 in Figure 
9) and solving the analytical model to generate a scaling plan 
(step 3 in Figure 9). 

Figure 12 illustrates how the information maintained in a 
server template of Elastic-TOSCA maps to the corresponding 
part of a queueing network (dashed lines). The information 
maintained in the “Topology template” and “Relationship 
type” sections describe the topology of the queueing network 
and the linking relationship of different queueing systems. 
For each queueing system, ! / ! / ! , the information in 
“Monitoring Information” section specifies the arrival 
process ! , the information in the “Node types” section 
decides distribution of service time ! and server number !.  

After a queueing network representing the multi-tier 
application is constructed, the approach applies queueing 
theory to perform capacity planning using information in the 
“Monitoring Information” and “SLA&Constraints” sections. 
This planning estimates the number of servers to be deployed 
at each tier of the application and generates a scaling plan. 
The plan is then added to the “Plans” section to guide the 
scaling of the application (solid lines).  

Take the e-commerce service in Figure 1 for example, 
using information in the “Topology templates” and 
“Relationship type” sections, the approach first constructs a 
queueing network of four queueing systems to describe the 
four tiers of servers in the service, and decides the linking 
sequence of these four queueing systems. The “Monitoring 
Information” and “Node type” sections then decide the three 
components of each queueing system. For example, the 
queueing system   ! / ! / !  of Tomcat servers has arrival 
requests !  with arrival rate 150 requests/second, each 
Tomcat server has service rate 70 requests/second, and the 
number of Tomcat servers is 1. Using the constructed 
queueing network, capacity planning is conducted according 
to the detected response time (3.5 seconds) in the 

“Monitoring Information” section and the required response 
time (2.0 seconds) in the “SLA&Constraints” section. The 
detected response time is larger than the required one, so a 
scaling up plan is generated: the tier of Tomcat should be 
added two servers and the tier of the Apache should be added 
one server. 

V. IMPLEMENTATION AND EVALUATION 
In this section, we first introduce iSSe and describe how 

it has been extended to interact with Elastic-TOSCA and the 
analytical models. We then describe the experiments 
conducted to illustrate both the effectiveness of the queueing 
system based scaling approach and the interaction of iSSe 
with Elastic-TOSCA.  

A. Extension of iSSe to Support Elastic-TOSCA 
We extended iSSe (see [10, 15] for detail), an intelligent 

scaling engine, to support the Elastic-TOSCA framework. 
As shown in Figure 13, iSSe acts as middleware between 
cloud IaaS providers and application owners. It provides a 
Application owner portal to assist application owners to 
configure their services, allow them to select servers from 
the iSSe Repository of Servers, define VM configurations, 
and design their topology. This portal also allows them to 
specify the required QoS and constraints. To enable 
interaction with Elastic-TOSCA, the information is stored in 
the “Topology template”, “Node types”, “Relationship types” 
sections in Elastic-TOSCA server templates. 

The iSSe Monitoring service monitors each running 
application using two types of monitors. The first is the entry 
monitor, which examines the incoming requests over a finite 
interval (e.g., 60 seconds) and records information such as 
the requests’ arrival rate and average response time. This 
information is used to decide whether a scaling up/down is 
needed. The second is the server monitor installed on each 
server to monitor its resource usage (e.g., CPU utilisation), 
and to analyse tier-specific values, such as response time. 
The collected information is then used to update the 
“Monitoring information” section in Elastic-TOSCA server 
templates.  

 

 
Figure 13.  iSSe for supporting dynamic scaling using Elastic-TOSCA. 
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Note that the iSSe monitors are generic and independent 
of the IaaS providers. Existing providers usually provide 
users with standalone VM images. iSSe packages the VM 
images with pre-developed monitors as server templates that 
can be deployed in any cloud platform. The iSSe monitors 
hence only depend on the underlying operating systems, e.g., 
Linux Ubuntu and Centos, supported by iSSe. When a 
scaling is triggered, the iSSe Capacity planning service 
applies a scaling approach to generate a scaling up/down 
plan. When using Elastic-TOSCA, the information is 
maintained in the server templates. More concretely, the 
approach estimates the type and number of servers to be 
scaled, and then updates the “Plans” section by adding the 
generated scaling plan. Using the generated scaling plan, the 
iSSe Deployment service implements the required actions by 
calling interfaces of the underlying cloud platforms.   

B. Evaluation of the Scaling Approach 
Our evaluation is designed to illustrate the feasibility and 

effectiveness of Elastic-TOSCA in enabling dynamic scaling 
using a queueing system. The scaling approach itself is 
described in detail in [10], where it had been applied in an 
iSSe version not based on Elastic-TOSCA.  

Our experiments are conducted in a data centre running 
IC-Cloud platform [16]. The configuration used has four 
physical machines (PMs), each with eight CPUs and 32 GB 
memory. The version of each processor is Quad-Core AMD 
Opteron(tm) Processor 2380, with 2.5GHz clock frequency 
and 512 KB cache size. All four PMs share a 4.1 Tb 
centralised storage and are connected through a switched 
gigabit Ethernet LAN with speed 1000mbs.  

The e-commerce service in Figure 1 was implemented 
and its scaling up and down was tested. For convenience, 
each server of the service is installed on a single dedicated 
VM running Linux Centos 5.4. In deployment, different 
servers have different VM configuration details, as listed in 
Table I. Two versions of the MySQL database (Master and 
Slave) are implemented to support a data replication model. 
A MySQL Master is initially deployed and, when the tier of 
MySQL is scaled up, extra MySQL Slaves are added and 
configured with replication from the MySQL Master. Given 
a fixed VM configuration, the deployment of the Tomcat and 
Apache servers can be completed in a constant time. In the 
evaluation, the database has a fixed amount of data to be 
replicated, i.e., the data replication time of MySQL slave is 
fixed. Thus, the deployment time of MySQL databases is 
also a constant time.  

TABLE I.  FIVE TYPES OF SERVERS’ VM CONFIGURATIONS 

Service name CPU RAM (GB) Software version 

HAProxy 2 2 haproxy-1.4.8 

Apache 2 2 Apache 2.2.20 

Tomcat 1 1 Tomcat 7.0.22 

MySQL Master 4 4 MySQL 5.5 

MySQL Slave 1 1 MySQL 5.5 

 

We used a client emulator to simulate a number of 
concurrent end users. Each end user continuously generates a 
sequence of requests to stress the server-side application. We 
divide the test into nine periods, where each period lasts 600 
seconds. The first five periods of simulations stepwise 
increase in the number of end users so as to initiate scaling 
up. The remaining four periods gradually decrease this 
number to trigger scaling down. More concretely, the number 
of simulated concurrent users in the nine periods are: 200, 
400, 600, 900, 1200, 900, 600, 400, and 200, respectively. 
This variance of end user numbers denotes the changing 
workload volume. The first testing period starts at time = 0 
second. During the whole testing period, the application is 
monitored once every 60 seconds and Figure 14(a) displays 
the observed arrival rates of incoming requests. These 
observed arrival rates can be used to derive the mean and 
variance values of the request’s interarrival time used in the 
queueing system.  

Figure 14(b) lists the numbers of servers at each tier 
during scaling. Note that the numbers of HAProxy servers 
and MySQL Master database do not change. For the first 
period (the number of concurrent users is 200), the e-
commerce service is initially deployed with one HAProxy, 
Apache, MySQL Master server and two Tomcat servers. 
When the concurrent users increase to 400 at time = 600 
seconds and saturate the Apache and Tomcat tiers, dynamic 
scaling is triggered and one Apache and two Tomcats servers 
are added. When the number of concurrent users is increased 
at time=1200, 1800 and 2400 seconds, the cycle repeats. In 
contrast, when this number decreases at time =3000, 3600, 
4200 and 4800 seconds, the service is scaled down by 
removing idle servers.  

Note that, once scaling up or down is triggered, the 
construction of the application’s queueing network model 
and executing the capacity planning are completed within 
few seconds to generate a scaling plan. Using the plan, 
servers are added or removed in parallel using the iSSe 
Deployment service. In the IC-Cloud platform [16], the 
deployment actions are completed within 1 or 2 minutes.  

In the evaluation, we checked the monitoring information 
(request arrival rate and response time) every 60 seconds. We 
can observe in Figure 14 that there are 10 observation values 
for response time in each test period of 600 seconds. 
Typically, in each scaling up the first and second observed 
response time values violate the required constraint because 
scaling up is not yet completed. In other words, response 
recovery can be detected only after 1 to 2 minutes. 

Figure 14(c) demonstrates the fluctuation of the end-to-
end response time observed in the nine testing periods. In the 
first five periods, the response time is violated whenever the 
number of concurrent users is increased. For instance, when 
the number of users is increased to 400 at time = 600 seconds 
it saturates the Apache and Tomcat servers. Scaling up is 
then triggered and two Tomcat and one Apache servers are 
added. In contrast, in the last four periods, the scaling 
approach scales down the service while meeting the required 
response time. 
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Figure 14.  Evaluation of the scaling approach: (a) requests’ arrival rate, (b) 

number of servers in each tier, (c) the end-to-end response time. 

Result. The Elastic-TOSCA framework is able to support 
the scaling approach based on queueing systems for 
dynamically scaling up and down cloud applications to meet 
their QoS requirements. 

VI. CONCLUSION AND FUTURE WORK 
In this paper, we presented extensions to the TOSCA 

framework to enable platform-independent specification of 
dynamic scaling for cloud applications. The extensions 
covered three sections, corresponding to three types of 
information used in guiding dynamic scaling. The Elastic-
TOSCA framework is generic and supports a wide class of 
analytical mode-based scaling algorithms. We illustrated the 
effectiveness of Elastic-TOSCA framework by using a 
scaling approach based on a queueing system model. We also 
described how the framework can be supported easily in a 
scaling engine and conducted experiments to demonstrate the 
practicality of the framework using an example e-commerce 
service. 

Our direct future work is to evaluate supporting Elastic-
TOSCA on different cloud platforms and also to evaluate 
using other scaling techniques and approaches such as 
lightweight scaling at the VM level itself (CPUs, memory, 
I/O, etc) [17]. We will also test our approach using more 
complex scenarios such as considering the amount of data to 
be replicated in the MySQL slave databases in the e-
commerce application, as well as by using other multi-tier 
applications. 
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Abstract—As usage of cloud computing increases, customers
are mainly concerned about choosing cloud infrastructure
with sufficient security. Concerns are greater in the multi-
tenant environment on a public cloud. This paper addresses
the security assessment of OpenStack open source cloud so-
lution and virtual machine instances with different operating
systems hosted in the cloud. The methodology and realized
experiments target vulnerabilities from both inside and outside
the cloud. We tested four different platforms and analyzed
the security assessment. The main conclusions of the realized
experiments show that multi-tenant environment raises new
security challenges, there are more vulnerabilities from inside
than outside and that Linux based Ubuntu, CentOS and Fedora
are less vulnerable than Windows. We discuss details about
these vulnerabilities and show how they can be solved by
appropriate patches and other solutions.

Keywords-Cloud Computing; Security Assessment; Virtualiza-
tion.

I. INTRODUCTION

Infrastructure as a Service (IaaS) is the most offered
cloud service layer by public cloud service providers and
also the most used by customers. There are lots of open
source cloud solutions that offer building IaaS framework
over Internet. Selecting a proper IaaS framework is a difficult
task since the customers have different requirements and
all IaaS frameworks offer various advantages [1]. System
administrators mostly care about easy deployment, scalabil-
ity, supporting different operating systems, hypervisors, and
licensing. However, the main concern of cloud computing
customers is the security. New challenges arise due to multi-
tenancy, virtualization, data and application transfer to third
party.

Building a private cloud is a good approach that might
solve most of the security challenges, since it mitigates the
security risks. However, private clouds lack scalability and
elasticity [2]. Therefore, most customers will make their de-
cisions in favor of public clouds, since they offer scalability,
elasticity and cost reduction. For example, public clouds
reduce the cost up to 85% for disaster recovery compared to
on-premise resources [3]. It could provide better Recovery
Point Objective (RPO) due to layered backup strategy and
also Recovery Time Objective (RTO) due to built-in geo-
graphic redundancy. Nevertheless, the cloud service provider
maybe has not defined these objectives or they do not meet

with the customer’s one [4]. Most discussions and related
papers conclude that the main obstacle for public cloud
solutions is the security [2]. Confidentiality, integrity and
availability are the biggest security concerns faced by the
customers in public cloud solutions [5].

Security evaluation of the cloud architecture and cloud
service provider should be realized before migrating the
customer virtual machines in public cloud. Traditional se-
curity incident handling procedures are applicable for cloud
computing with some modification to function optimally [6].
Security assessment and comparison of commercial clouds
might be a difficult task because of the limited access rights.
Therefore, many public cloud service providers use open
source clouds.

In this paper, we are interested in analyzing the security
vulnerabilities from private or public networks both on vir-
tual machine instances and OpenStack [7] cloud nodes. We
focus on OpenStack open source cloud since it is a scalable
solution and more than 60 leading companies participate in
its development. The goal of this research is to check the
validity of the following hypotheses:

H1 The cloud solution is more vulnerable from inside
than outside. Inside vulnerabilities subsume the
outside vulnerabilities;

H2 The multi-tenant environment raises new security
vulnerabilities risks from inside the cloud, both for
the tenants and the OpenStack cloud provider; and

H3 Windows based virtual machine instances are more
vulnerable than Linux based CentOS [8], Ubuntu
[9] and Fedora [10].

The hypotheses are set since the tenants in the cloud
are exposed not only from outside, but also from inside
the cloud. That is, there is a threat from other tenants, but
also from the cloud provider. The cloud provider has also
threats from inside, i.e., the tenants. The systems are more
vulnerable if the attacker is in the same LAN [11].

We installed the OpenStack cloud with default installation,
where the virtual machine instances are installed with default
operating systems. Our goal is to determine all possible risks
that arise from inside and outside the OpenStack cloud,
the OpenStack cloud architecture vulnerabilities, as well
as to propose measures to mitigate the security risks by
securing detected vulnerabilities. Our analysis is focused
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toward operating system vulnerabilities of virtual machine
instance hosted in the cloud and the cloud controller where
the OpenStack cloud services are deployed. We assess the
OpenStack product weaknesses, possibilities of unauthorized
access, ensuring data confidentiality, integrity and availabil-
ity, risk of DoS (Denial-of-Service) or even Distributed DoS
(DDoS) attacks, man-in-the-middle attack, etc.

The rest of the paper is organized as follows. Related
work is presented in Section II. Section III briefly describes
the OpenStack cloud architecture and its components. The
methodology for security assessment is presented in Sec-
tion IV. In Section V, we present assessment results both for
inside and outside vulnerabilities. We discuss and conclude
our work, and present future work in Section VI.

II. RELATED WORK

There are a lot of open source cloud solutions to build
a private cloud with IaaS cloud service layer. Voras et
al. [12] devise a set of criteria to evaluate and compare
most common open source IaaS cloud solutions. Mahjoub
et al. [13] compare the open source technologies to help
customers to choose the best cloud offer of open source
technologies. Most common open source cloud computing
platforms are scalable, provide IaaS, support dynamic plat-
form, Xen virtualization technology, linux operating system
and Java [14]. However, they have different purposes. For
example, Eucalyptus [15] fits well to build a public cloud
services (IaaS) with homogeneous pool of hypervisors, while
OpenNebula [16] fits well for building private/hybrid cloud
with heterogeneous virtualization platforms [17].

Many authors have analyzed the cloud security challenges
and propose methodologies for security evaluation of the
cloud solutions. Cloud Security Alliance (CSA) announce
Cloud Control Matrix Version 1.3 [18] which can assist
the potential cloud customers to assess the overall security
risk of a cloud service providers classifying the security
controls according to cloud service layer and architecture. A
methodology for security evaluation of on-premise systems
and cloud computing based on ISO 27001:2005 [19] is pro-
posed in [20]. The authors in [4] evaluate ISO 27001:2005
control objective importance for on-premise and the three
cloud service layers IaaS, PaaS (Platform as a Service) and
SaaS (Software as a Service). International Organization for
Standardization (ISO) is developing new guidelines ISO/IEC
WD TS 27017 [21] that will recommend relevant secu-
rity controls for information security management system
(ISMS) implementation in cloud computing. Eucalyptus and
CloudStack [22] have integrated the maximum security level
in front of OpenNebula and OpenStack open source cloud
solutions [23].

III. THE OPENSTACK CLOUD ARCHITECTURE

Open source clouds have similar architecture [24]. Each
open source cloud has, at minimum:

Figure 1. The three components of OpenStack cloud [7]

• cloud controller - several services are deployed on
this server that control the system, network, schedule
the virtual machine instances and act as administrator
interface; and

• cloud node - this server hosts the virtual machine
instances of virtual machines. It communicates with the
cloud controller.

This section briefly describes the architecture of the
newest Folsom release of OpenStack cloud, its components,
networking and features.

A. OpenStack Components

Figure 1 depicts the three main components of OpenStack
cloud: Compute, Object Storage, and Image Service.

Compute Infrastructure (Nova) is the core part of the
OpenStack cloud that manages instances of virtual machines
and networking. Object Storage is the subsystem that stores
the objects in a massively scalable, large capacity system. It
back ups and archives data, stores secondary or tertiary static
data, stores data when predicting storage capacity is difficult,
and creates the elasticity and flexibility of cloud-based
storage for customer web applications. Image Service is
lookup and retrieval subsystem for virtual machine images.

B. OpenStack Deployment

OpenStack can be deployed and runs on Linux Ubuntu,
CentOS and RedHat operating systems. It supports KVM
[25], Xen [26], UML [27], and Hyper-V [28] hypervisors.
Nova services can be deployed either on the same physical
server or they can be installed on separate servers. The
OpenStack cloud can be deployed in three different modes:

• Single Node: All nova-services are deployed on only
one physical server which hosts also all the virtual
machine instances.
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Figure 2. OpenStack networking example [7]

• Dual Node: This deployment consists of two physical
servers, i.e., the Cloud Controller Node (CCN) and the
Compute Node (CN). The former is used as cloud con-
troller which runs all the nova-services except for nova-
compute. The latter is deployed with nova-compute to
instantiate virtual machine instances.

• Multiple Node: Particular number of CNs can be in-
stalled resulting in a multiple node installation. Vol-
ume controller and a network controller can be added
as separate nodes in a more complex, multiple node
installation.

We deployed the OpenStack in the Single Node since
we are not interested in performance, but for security. The
choice for Single Node is based on the fact that the security
vulnerabilities of OpenStack services do not depend on the
number of physical nodes.

C. OpenStack Networking
OpenStack network consists of two networks, public and

private, as depicted in Figure 2. IP addresses from the public
network are associated with virtual machines instances to
be accessed from the public Internet. The private network is
used for internal cloud web service communication.

In this paper, we are interested in analyzing the security
vulnerabilities from private or public networks both on vir-
tual machine instances and OpenStack cloud node deployed
in Single Node.

IV. METHODOLOGY FOR SECURITY ASSESSMENT

This section presents the methodology for security assess-
ment on OpenStack cloud and virtual machine instances. It
is based on two assessments with two groups of test cases for
different targets. The goal of the assessments is to determine
the vulnerabilities of the OpenStack cloud nodes (Compute
and Controller deployed in one physical server) and virtual
machine instances with different operating systems, both
from inside and outside the OpenStack cloud.

A. The Targets

Two different target groups will be assessed. The first
target group covers the assessment of physical OpenStack
server node which is installed with Ubuntu Server 12.04
64-bit operating system. The second target group covers the
assessment of virtual machine instances hosted in the cloud
with operating systems:

• Windows 2008 R2 Standard 64 bit;
• CentOS 6 64 bit;
• Ubuntu 10.04 Server Edition 64 bit; and
• Fedora 17 64 bit.
The virtual machine instances are installed with default

configuration in order to detect all possible vulnerabilities.
We will address which vulnerabilities can be secured after
implementing additional patches or reconfigurations.

B. Security Assessment Plan

The security assessment basic goal is to determine the
security vulnerabilities of the targets from inside and outside
the OpenStack cloud. Therefore, we realize two different
assessments using Nessus 5 vulnerability and configuration
assessment scanner [29] using External Network Scan pol-
icy. Nessus scans all TCP (Transmission Control Protocol)
and UDP (User Datagram Protocol) ports, as well as the
vulnerabilities of the services that work on certain opened
port.

Each vulnerability is rated as derived from the associated
Common Vulnerability Scoring System (CVSS) [30] score:

• Info if CVSS score is 0;
• Low for CVSS score ∈ {1, 2, 3};
• Medium for CVSS score ∈ {4, 5, 6};
• High for CVSS score ∈ {7, 8, 9}; and
• Critical if CVSS score is 10.
Figure 3 depicts the test cases of security assessment from

inside and outside the OpenStack cloud, i.e., on private and
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Figure 3. Inside and outside security assessment

public network. U denotes the Ubuntu operating system,
while F, C and W denote the Fedora, CentOS and Windows
operating systems, correspondingly.

1) Inside Security Assessment: The Nessus client is de-
ployed on one virtual machine instance. It scans the four
virtual machine instances with different operating systems
and cloud physical server node (both CCN and CN are the
same physical server in our case). This assessment from
inside simulates the tenant and its goal is to assess the
vulnerabilities that arise from the cloud multi-tenancy. Open-
Stack private network is used to communicate among the
target inside virtual machine instances, the cloud physical
node and the virtual machine instance with Nessus client.

2) Outside Security Assessment: The Nessus client is
deployed on a workstation outside the OpenStack cloud,
i.e., on a public network. It also scans the same four
virtual machine instances with different operating systems
hosted in the OpenStack cloud and the cloud physical server
node. This assessment goal is to assess the vulnerabilities
that arise for virtual machine instances and the OpenStack
cloud services outside the cloud. OpenStack public network
and floating IP addresses are used for communication with
virtual machine instances and cloud physical server node.

V. THE RESULTS OF THE ASSESSMENT

This section presents the results of both assessments for
both target groups defined in previous Section IV. We omit
the results of the assessments with CVSS score 0 since they
are informative, rather than real vulnerabilities. The values

Figure 4. Summary results of OpenStack security assessment

for critical vulnerabilities are also omitted since we have not
found any critical vulnerability during the assessments.

A. OpenStack Node Vulnerabilities

Figure 4 depicts the summary results of the security
assessment of the cloud node.

The results confirm the hypothesis H1 that there are more
inside vulnerabilities which subsume the outside vulnerabili-
ties. 13 medium and 3 low vulnerabilities are detected from
inside and only 1 low and 12 medium vulnerabilities are
detected from outside. High vulnerabilities are not detected
neither from outside, nor from inside.

Let us assess detected vulnerabilities in more detail. 6
Web Server Generic XSS (Cross-site scripting) and 6 Web
Server Generic Cookie Injection vulnerabilities (medium)
are detected by both assessments on several ports. We
conclude that the web server is prone to cross-site scripting
and cookie injection attacks. Therefore, new patches must
be developed in order to secure two assessed vulnerabili-
ties. Common low vulnerability is the usage of plain text
authentication forms which should be transmitted encrypted
over secured HTTPS.

Assessment of inside vulnerabilities detected 1 additional
medium vulnerability, i.e., the DNS (Domain Name System)
server is vulnerable to cache snooping attacks. DNS software
vendor should fix it.

Two additional low vulnerabilities are detected, as well.
DHCP (Dynamic Host Configuration Protocol) server may
expose information about the associated network and ap-
plying filtering will keep the information off the network
and mitigate the risk of this vulnerability. The web server
leaks a private IP address that is usually hidden behind
a NAT (Network Address Translation) Firewall or proxy
server. However, this is not a real vulnerability since our
private IP address will be a public IP in real world scenario.
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Figure 5. Summary results of outside security assessment on instances

B. Virtual Machine Instance Vulnerabilities

In this section we present and analyze the results of the
assessment of the four instances, each with different oper-
ating system, both from inside and outside the OpenStack
cloud.

1) Vulnerabilities from Outside: Figure 5 depicts the
summary results of the outside security assessment on virtual
machine instances. U denotes the Ubuntu operating system,
while F, C and W denote the Fedora, CentOS and Windows
operating systems, correspondingly.

The Nessus client has not detected any vulnerability
neither on Ubuntu, nor on Fedora, nor on CentOS operating
system. 1 high and 1 medium vulnerabilities are detected on
Windows operating system with the assessment from outside
the OpenStack. Windows could allow arbitrary code execu-
tion (high vulnerability) in the implementation of the Re-
mote Desktop Protocol (RDP). The problem with Windows
lies in the requirement to activate remote desktop to connect
to Windows, instead of secured SSH (Secure Shell) protocol
to connect on Linux based operating systems. However,
installing the existing patch will secure the vulnerability.
Network Level Authentication (NLA) on the remote RDP
server is not configured (Low vulnerability) by default and
should be enabled.

2) Vulnerabilities from Inside: Figure 6 depicts the sum-
mary results of the inside security assessment on virtual
machine instances hosted in OpenStack.

Linux based operating systems are not detected with any
security vulnerability from outside the OpenStack cloud,
as well. The same 1 high and 1 medium vulnerabilities
are detected from inside the virtual machine instance with
Windows operating system. However, 3 additional medium
vulnerabilities are detected. The first, Windows is using
weak cryptography by default for RDP and changing RDP
encryption level to ”High” or ”FIPS Compliant” will mit-
igate this vulnerability. The second, the virtual machine
instance is vulnerable to a man-in-the-middle attack. Forcing

Figure 6. Summary results of inside security assessment on instances

SSL (Secure Sockets Layer) or RDP with NLA will secure
the vulnerability. The last detected medium vulnerability is
”man-in-the-middle attack against the Server Message Block
(SMB) server” which can be secured by enforcing message
signing.

FIPS-140 incompliance for terminal services encryption
level is the additional low vulnerability which can be secured
changing RDP encryption level to ”FIPS Compliant”.

VI. CONCLUSION AND FUTURE WORK

We have realized security assessments of OpenStack cloud
services and four virtual machine instances with different
operating systems Fedora, Ubuntu, CentOS and Windows.
The experiments addressed the security vulnerabilities both
from inside and outside the OpenStack cloud.

The results of the assessments proved hypothesis H2 that
cloud multi-tenant environment raises new security vulner-
abilities risks from inside the cloud, both for the tenants
and the OpenStack cloud provider. Inside vulnerabilities
subsume the outside vulnerabilities for the cloud node and
each operating system, which proves the hypothesis H1.

Vulnerabilities on Linux operating systems are not de-
tected, neither from outside, nor inside. The assessment of
Windows operating system shows additional 1 low and 3
medium security vulnerabilities, which proves the hypothesis
H3. All these vulnerabilities are not detected from outside
since the OpenStack cloud denies all TCP and UDP ports
from outside by default. They still exist because of the
Windows default installation (configuration) and the require-
ments of creating Windows image.

Although Windows based virtual machine instances with
default configuration are less secure than Linux based
instances, all Windows vulnerabilities can be secured by
implementing existing patches or reconfiguration. Only then
RDP port 3389 should be opened to outside.

OpenStack cloud is also more vulnerable from inside the
cloud with additional 1 medium and 2 low vulnerabilities

105Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-271-4

CLOUD COMPUTING 2013 : The Fourth International Conference on Cloud Computing, GRIDs, and Virtualization

                         118 / 263



which can be secured with reconfiguration. However, we
detect that OpenStack cloud has 2 medium vulnerabilities on
6 different ports that can not be secured with reconfiguration,
but with new patches that should be developed. All detected
OpenStack security vulnerabilities do not depend on creating
different virtual machine images, but they exist with default
OpenStack deployment.

This paper realizes the security assessment of OpenStack
open source cloud and virtual machine instances hosted with
different operating systems. We will continue the security
assessment on the other open source clouds and bring
relevant conclusions about their security vulnerabilities. This
will help the customers to select the most appropriate cloud
solution regarding the security.
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Abstract—The hosting of large on-premise computational 

resources is common practice. Cloud Computing offers a 

promising, alternative infrastructure for using scalable on-

demand off-premise resources. However, outsourcing whole 

applications is not a cost optimal solution in some scenarios, 

because the already existing on-premise resources are not 

considered. A flexible integration of additional resources from 

the cloud to compensate a shortage of suitable on-premise 

resources is a tradeoff between costs and efficiency. This paper 

provides a light-weight approach that focuses on seamlessly 

enabling cloud resources for workflow-based applications 

without requiring installing a rather complex software stack. 

The approach is evaluated by running an example workflow. 

Keywords-cloud economics; dynamic resource allocation; 

cloud computing; cross-cloud workflows; on-demand computing 

model; service oriented architecture; workflow; workflow 

orchestration. 

I.  INTRODUCTION 

Refactoring on-premise computational resources to form 
a computer center is common practice. However, it is not 
reasonable to provide a solution for all requested resource 
types in such a center. First of all, the initial purchase costs 
are very high. For small and medium enterprises (SME) it is 
nearly impossible to bear these costs alone. Even after a 
purchase the disadvantages still occur, mainly due to the 
operational costs. The hosting company is bound to the 
resources for many years, even if the computational power is 
no longer required. The old hardware does not benefit from 
new technologies, which were developed in the meantime. If 
specific resources are used with unbalanced load, there is the 
risk of underuse. An overprovisioning is also required for 
load peaks which also increase the costs. 

Cloud computing offers a promising alternative 
infrastructure for using scalable on-demand resources. 
Providers such as Amazon allow users to allocate virtualized 
computational resources. Of course, those providers allow 
for porting the full application. However, this might not be 
the most cost-effective solution, because the already existing 
on-premise resources are not considered. Therefore, for 
many scenarios it appears to be opportune to integrate cloud 
resources with easy-scale and dynamic provisioning into the 
local environment for the execution of computation intensive 
application parts whereas the other application parts are 

executed on local available general-purpose computational 
resources. An example is a highly parallelized application 
which could use a Graphics Processing Unit (GPU) in the 
cloud, while the remainder of the program is executed 
locally. 

This paper will briefly present existing complex software 
stacks which combine on-premise resources with cloud 
resources. Then it introduces our light-weight approach that 
focuses on seamlessly enabling cloud resources for 
workflow-based applications without requiring installing a 
rather complex software stack. The paper will focus on 
workflows because the division of applications into parts is 
natively supported. The basic ideas apply to a much broader 
application domain. 

The paper is organized as follows: The second section 
presents the cloud-enabled workflow environment. It 
introduces the challenges for such an environment and 
provides solutions. The third section evaluates the presented 
solutions by describing a run of an example workflow in a 
specific workflow management system under the use of 
cloud resources. The last section concludes the lessons 
learned and provides future work. For simplicity reasons we 
omitted to refer to related work in an isolated section. Instead 
we provide references when the according context is 
discussed. 

II. CLOUD-ENABLED WORKFLOW ENVIRONMENT 

Many publications deal with cloud computing since it is 
the greatest IT hype of the last ten years. Surprisingly the 
combination of cloud computing with workflows is little 
addressed. "With the emerging of the latest cloud computing 
paradigm, the trend for distributed workflow systems is 
shifting to cloud computing based workflow systems [1].” In 
comparison to the mobile smart domain, approaches like 
CloneCloud already exists to dynamically partition 
applications between weak devices and clouds [2]. Nephele 
is another approach that claims to be “the first data 
processing framework to explicitly exploit the dynamical 
resource allocation offered by today’s compute clouds for 
both, task scheduling and execution [3].” Nephele itself is 
focused on performance in full cloud environments but does 
not consider available on-premise resources which results in 
a lower performance but a cost reduction. A tradeoff between 
costs and performance is missing. 
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Workflows in cloud computing are addressed by several 
EU projects. “BREIN takes the e-business concept 
developed in recent grid research projects, namely the 
concept of so-called "dynamic virtual organizations" towards 
a more business-centric model, by enhancing the system with 
methods from artificial intelligence, intelligent systems, 
semantic web etc. [4].” BREIN can enhance some cloud 
features like automatic resource allocation and outsourcing 
of resources to third party. The approach presented in this 
paper also focuses on resource allocation and outsourcing but 
from a more technical sight by combining existing 
lightweight technologies. It does not consider collaboration 
between companies. The required components of the overall 
architecture are similar: A workflow framework with service 
broker and registry. 

A. Service layers and deployment models 

The National Institute of Standards and Technology 
(NIST) distinguishes the three service layers: Software as a 
Service (SaaS), Platform as a Service (PaaS), and 
Infrastructure as a Service (IaaS) and four different 
deployment models: Private Cloud, Community Cloud, 
Public Cloud, and Hybrid Cloud [5]. The cloud-enabled 
workflow environment differs dependent of the used service 
layer and deployment model. A detailed comparison of the 
different service models and deployment models is given in 
[6]. The rest of the paper will therefore focus on Public 
Cloud IaaS resources to assume the minimum of 
requirements. This should not limit the generic aspects of the 
proposed solution since other service layers and deployment 
models can be used instead with less effort. 

B. Security and Governance 

This paper assumes that the workflow management 
system runs on-premise or in a private cloud and is used only 
by users of a single organization. This assumption simplifies 
the security handling since the organization is interfacing 
with the cloud service providers as a whole. Cross-
organizational environments can be addressed by applying 
the concept of virtual organizations [7]. 

While incurred costs would be billed against the 
organization, the actual costs still have to be mapped to cost 
units within the organization. Therefore, an AAAA 
(Authentication, Authorization, Admission control, and 
Accounting) is required. Actually, an AAAAA mechanism is 
demanded, i.e. an additional auditing mechanism like 
described in Section II.L. 

During application runtime off-premise cloud resources 
will access on-premise data for calculations. To protect the 
data against unauthorized access credentials are required. 
These credentials are entered by the user at the start of the 
application. If a native support is not guaranteed, the 
credentials can be entered during a WS-HumanTask, which 
stores credentials in a secured short-lived repository with 
limited life time [8]. This procedure is used by our approach. 
The integration of tasks is detailed in Section II.F. 

To assure authentication and authorization, we extend the 
idea of using WS-HumanTask for credentials and propose an 
architecture we presented in the context of our publication of 

a security framework for our WS-HumanTask 
implementation. This publication “presents a generic 
framework that supports a pull-based work distribution 
strategy in distributed environments with the help of a task 
repository that mediates tasks between resources and 
workflow instances [9].” It provides an implementation for 
Role Based Access Control (RBAC) based authorization. To 
provide a certificate repository, we follow the concept of 
MyProxy which is an authentication technology from the 
grid domain which lets the workflow impersonating the user 
[10]. 

C. Conditions on applications 

A condition for executing different parts of the same 
application on different premises is an application which is 
divisible into parts. Modeling a complex application as 
workflow supports its division into simpler individual parts 
that are executed as interacting tasks by a workflow 
management system that takes care of the individual tasks’ 
progress and dependencies [11]. 

The Generic Workflow Execution Service (GWES) is an 
open source workflow management system which was 
developed by Frauenhofer-Gesellschaft for the management 
and the automation of complex workflows in heterogeneous 
environments [12]. GWES was originally developed basing 
on grid technologies like Globus Toolkit as Grid Workflow 
Execution Service (also GWES) and was then adjusted to the 
cloud domain. To conclude GWES is a specific workflow 
management system with an own workflow description 
language. 

In contrast, the interoperable approach presented in this 
paper bases on an extension for existing arbitrary workflow 
management systems by its loosely coupled connection to a 
cloud broker to enable the use of additional cloud resources. 
By choosing a workflow management system independent 
approach the benefit of using the already known system is 
given for the end-user. 

AMOS is “a system that combines grid and cloud 
technologies in a novel way to support on-demand execution 
of e-Science applications [13].” The e-Science applications 
handled in this paper are also modeled as workflow and 
executed in the cloud. The main idea is the creation of a 
“transient grids by automatically installing and configuring 
grid middleware on the purchased resources“. In contrast the 
approach of this paper provides a light-weight approach that 
focuses on seamlessly enabling cloud resources for 
workflow-based applications without requiring installing a 
rather complex software stack. 

“OPTIMIS deliverables will enable clouds to be 
composed from multiple services and resources. It will 
support service brokerage via interoperability, and is 
architecture-independent [14].” It provides “a toolkit for 
supporting service provisioning using Cloud eco-systems 
consisting of multiple Cloud infrastructures from different 
providers with guaranteed Quality of Service (QoS)”. A 
direct integration of workflows is not part of the project but 
as a future work the usage of OPTIMIS as underlying cloud 
infrastructure in combination with the workflow tools of this 
paper could be tested. 
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D. Resource independent modeling of workflows 

The various tasks from a workflow are of different task 
types. Most task types like control flow or script tasks are 
executed on the workflow management system’s computer. 
But service tasks are computation demanding and therefore 
executed as service - or other remote procedure call (RPC) - 
on suitable hardware resources. The workflow will run in a 
Service Oriented Architecture (SOA) in a combination of 
services, which are deployed on-premise and in the cloud. 
The invocation of the cloud services must be protected 
against unauthorized usage using a system like described in 
Section II.B. The data flow for large data sets is not 
integrated into the workflow but in the service software 
directly. Since pushing the data in a web service invocation 
message results in bad performance through marshaling the 
data, only the data location and an authorization ticket is 
send to the service. The service then loads the data using a 
third party high performance file transfer mechanism like 
GridFTP. The security aspect is handled in Section II.B. This 
paper presents how these script tasks can be executed on 
enabled cloud resources without workflow modification. If 
additional cloud resources are enabled is decided during 
runtime. 

The concept of considering only physical resources is 
gone in the cloud vision of elastic resources, which can be 
instantiated on-demand. Therefore, workflows are modeled 
independently of specific resources by abstracting service 
endpoints as service names. This enables the easy exchange 
of an on-premise endpoint with an off-premise endpoint, e.g., 
in the cloud. The binding of workflow tasks to endpoints is 
done at runtime by dissolving the service names. The service 
registry contains assignments between all service names to 
available service endpoints independent if the endpoint is 
located on-premise or off-premise in the cloud. In Figure 1 
both tasks “T1” and “T2” fetches their endpoints from the 
service registry. A so modeled workflow can be executed in 
the usual way without disadvantages.  

Enterprise service buses (ESB) like Mule or Fiorano are 
also able to manage dynamic endpoints independently of the 
endpoint location [15]. However, compared to our solution, 
ESBs are rather heavyweight software products which 
increase the complexity of the architecture. Connectors 
between workflows and ESB are application dependent. 

This paper provides a light-weight approach that focuses 
on seamlessly enabling cloud resources for workflow-based 
applications without requiring installing a rather complex 
software stack. Such an approach lowers the entry barrier. 
This empowers workflow users to benefit from the cloud in 
an easy way. 

E. Enabling cloud resources using a broker 

In cloud economics, resources are frequently provided 
following a pay-per-time billing structure. The time is billed 
when they are available even when the resources are not 
used. Therefore these resources are shut down when idling. 
If a shutdown resource is required at the service registry the 
resource must first be instantiated. According to the National 
Institute of Standardization (NIST) Cloud Computing 
Reference Architecture [5], the dynamic allocation of cloud 

resources is done by a cloud broker. The cloud broker is “an 
entity that manages the use, performance and delivery of 
cloud services, and negotiates relationships between cloud 
providers and cloud consumers [5].” The cloud broker 
publishes endpoints of instantiated cloud resources at the 
service registry. 

F. Connection between workflow and cloud broker 

The connection between workflow management system 
and cloud broker can be established at different locations in 
the overall workflow environment. Possible locations are 
tasks, called functions of tasks, the workflow, and the 
workflow management system itself is the source code is 
available. The advantages and disadvantages of the different 
connection locations are discussed in [1]. 

To not change the workflow management systems source 
code, the cloud broker connection is integrated into the 
workflow template itself. The workflow template can be seen 
as the source code of the workflow but not of the invoked 
services. A preprocessor creates a new extended workflow 
template out of the original workflow template. It consists of 
all original tasks in the given order but with interposed 
administrative tasks to handle the cloud broker connection 
for service tasks which should be executed in the cloud. The 
preprocessing process is also used to customize the 
workflow execution like described in Section II.G and to 
feed the provenance service of Section II.L. 

The additional administrative tasks are similar to ESB 
adapters or cloud connectors. This new extended workflow is 
executed instead [16]. In Figure 1 the administrative task 
“AT” connects to the cloud broker to enable the cloud 
resource before its service is invoked by the service task 
“T2”. 

G. Identification of cloud tasks 

Before the start of the workflow, the scheduler has to 
check if enough suitable on-premise resources are available. 
To realize this task, a resource description language like the 
Job Submission Description Language (JSDL) can be used to 
describe the different requirements for each individual task 
[17]. If not enough suitable local resources are available 
some tasks have to be redirected to cloud resources. Here, 
the scheduler must have all information about all constraints 
that apply to tasks that might be handled by cloud resources.  

The user has the ownership of the data and decides which 
individual tasks are allowed for execution on integrated 
cloud resources. One possibility to model that is the usage of 
JSDL task annotations in the workflow template. This is 
similar to MAUI where developers annotate which methods 
of an application can be offloaded for remote execution [18]. 
If annotations are not supported in the workflow modeling 
language, another possibility is outsourcing the annotations 
to a workflow or task dependent configuration in a separate 
file with references to the original workflow template. Figure 
1 illustrates the input of the scheduler and the annotation 
files together with the original workflow template to the 
preprocessor, which forms the extended workflow template. 
The administrative tasks of Section II.F are customized 
evaluating the annotations described above. 
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Figure 1. Cloud-enabled workflow environment. Components with bright 

background are the legacy system and components with dark background 

are extensions. 

All tasks that will stay on-premise for execution are 
called local tasks whereas the tasks executed off-premise in 
the cloud are called cloud tasks. The cloud tasks get 
administrative predecessors and successors to connect to the 
cloud broker to enable the cloud resources. So all tasks are 
now arranged in one of these two categories. Since cloud 
tasks cause administrative overhead, they should only be 
used for computation intensive tasks like service tasks. 

H. Endpoint selection strategy 

At this point the workflow itself is prepared for an 
execution across organizational boundaries. The binding of 
service tasks to service endpoints is done at runtime by 
dissolving the service names at the service registry. Since the 
number of idling active cloud resources is kept to a 
minimum to avoid costs it is not guaranteed that the service 
registry holds an entry for the required service. The decision 
making plan to select an endpoint is illustrated in Figure 2 
and explained in the following paragraphs. 

The simplest case is illustrated in the first two branches: 
The service is already available and registered at the service 
registry. This is common if it is deployed on on-premise 
resources or in the cloud, e.g., from a previous run or as SaaS 
solution. 

If the required web service is not available at the service 
registry, the service broker checks if a suitable underutilized 
or idling resource is running which represents the 3

rd
 branch 

of Figure 2. The cloud broker re-installs the required 
software from a repository on that resource and publishes the 
new endpoint at the service registry. The installation process 
is described in Section II.I. This procedure is most suitable 
for workflows with different cloud tasks that can then be 
executed in a pipeline on the same cloud instance. It also 
reduces the data movement. 

If neither suitable service nor resource is available a new 
resource representing the last branch of Figure 2 must be 
instantiated.. This process is presented in Section II.J. The 
instantiation takes time during provisioning and software 
installation which pause the task execution. It also causes 
new costs for renting an additional cloud resource. 

Independent of the endpoint provisioning variant, the 
endpoint is now available and registered at the service 
registry. Like illustrated in Figure 1 the service tasks fetches 
their endpoints from the service registry and invokes the 
service directly. This proceeding is implemented in the 
workflow management system in its natural way. 

 

 
Figure 2. Endpoint selection decision process. Steps with bright 

background are optional and depend on the implementation. 

I. Deployment of software on a running machine 

The deployment of the web service including its required 
container can be done simply by using scripting (SCP / SSH | 
PowerShell). Password prompts can be suppressed using 
public/private key based authentication. The required keys 
are stored by the user in a secure key repository as provided 
for file transfer. The workflow is empowered to read these 
key using the mechanism described in Section II.B. A more 
sophisticated solution in comparison to scripting is to use 
cloud agnostic interfaces such as the Open Cloud Computing 
Interface (OCCI) or the compute API tool of jclouds 
[19][20]. The OCCI Working Group has highlighted the 
need for machine-readable Service Level Agreements 
(SLAs) associated with the dynamic provisioning of cloud 
computing resources. 

J. Instantiation process of a new cloud resource 

Preconfigured machine images contain only the required 
software for immediate use to speed up the instantiation. 
Each abstract cloud task uses its own machine image which 
is identified evaluating the abstract task’s description in the 
workflow template. The cloud instance loads its machine 
image from its storage system. After startup, the web service 
endpoint is published to the service registry. An alternative is 
the use of a generic machine image which only contains the 
rudimentary software and is customized at runtime by 
additional software installation like described in Section II.I. 

The billing period of a public cloud provider would start 
now together with the instantiation of the cloud resource 
instance. 

K. Cloud Provider selection strategy 

The flexible enabling of resources of the most suitable 
cloud provider for each individual task is an optimization to 
form a cross-cloud workflow with intra- and inter-cloud 
communications. The selection process can be modeled 
similar to the three-phase cross-cloud federation model 
described in [21]. In the discovery phase, the cloud broker 
collects information about assured properties offered by the 
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cloud providers. Each abstract cloud task specifies its 
requirements. “Each object is characterized by a set of 
properties/attributes; each property is a tuple (name, value), 
with name a string of characters and value [22].” In the 
match-making phase, the cloud broker compares the cloud 
task’s requirements with the cloud providers’ assured 
properties. The cloud providers that assure all requirements 
of the requesting task are potential task owners. In the 
authentication phase, the cloud broker selects the cheapest 
potential owner as the current owner for each cloud task. 
Matchmaking between requirements and properties was 
already handled in the grid domain. A “formal definition of 
matchmaking, overview algorithms to evaluate different 
matchmaking expressions, and develop a matchmaking 
service for an intelligent grid environment” is presented in 
[22]. 

One challenge arises if the workflow execution depends 
on large data because the data movement costs and time have 
to be considered. In [23], “a Network and Data Location 
Aware job scheduling has been proposed for data intensive 
jobs. The proposed scheduling algorithm takes into account 
network characteristics, disk read speed of data sources, and 
data locations of input files, as well as other computational 
factors (CPU power, memory, CPU load, etc.) when making 
scheduling decisions.” 

L. Provenance 

The importance of auditing the outcome of computation 
processes is a fundamental quality characteristic to many 
application domains. The automated tracking and storing of 
provenance information during workflow execution could 
satisfy this requirement [24]. The required data can be 
pushed out of the workflow by the administrative tasks 
introduced in Section II.F. Provenance traces enable the 
users to see what has happened during the execution of the 
workflow. This enables failure analysis and future 
optimization. Provenance becomes even more important in 
distributed environments because workflow tasks are loosely 
bound to computational resources. Using provenance in the 
cloud-workflow domain enables the identification of task to 
cloud assignments so that it is visible where the cloud task 
has been executed and where its data have been stored. 

Provenance also shows at which time the cloud instance 
was running and therefore causing costs. Based on 
provenance traces, statistics can be created showing which 
workflows cause which costs, which users cause which 
costs, which clouds cause which costs, which users 
instantiate which workflows, which clouds execute which 
cloud task, etc.. A detailed comparison of two possible 
provenance models is done in [25]. 

III. EVALUATION 

The prototype of [26] following the ideas of Section II is 
evaluated in this section. First an example workflow was 
modeled. Then required software products were chosen and 
deployed together with the self-developed cloud broker to 
form the cloud-enabled environment illustrated in Figure 1. 
Finally the example workflow was executed in the 
established testing environment. This evaluation shows how 

the lightweight system works basing on an example 
workflow. Not all components of the prototype were ready 
when this paper was written. Therefore, some are simulated 
using a mock like indicated at the corresponding place. 

One advantage of combining on- and off-premise 
resources is a cost reduction attributable to the performance. 
Since cost structures vary they are not considered in this 
evaluation. 

A. Example Workflow 

The example BPMN 2.0 workflow illustrated in Figure 3 
is taken from [26] where additional information like the 
source code is given. It solves a linear equation system. To 
not repeat previous work, only the minimum required 
information to understand this paper is given here. 

The workflow consists of two script tasks, two service 
tasks, two parallel gateways, and the start as well as the end. 
The arrows indicate the task dependencies and the data flow 
which define the execution order of the tasks. A task can 
only start its execution after its predecessor has finished its 
own execution. The two script tasks are executed on the local 
computer. The two service tasks are executed on high-
performance computation resources which can be on-
premise or off-premise, e.g., in the cloud. The two parallel 
gateways split and merge the service tasks “Gauss” and 
“LuDecomposition”. That means that they can be executed 
independent of each other in an arbitrary order with no 
dependencies between them or even in parallel on different 
computers. 

B. Used Software 

The open-source flexible Business Process management 
(BPM) Suite jBPM of the JBoss community was used to 
evaluate the approach by running the example workflow of 
Figure 3. It provides an application server, a workflow 
engine to run workflows, an Eclipse Integrated Development 
Environment (IDE) with a Business Process Model and 
Notation 2.0 (BPMN 2.0) conform editor as plugin to model 
workflows, a data base to persist workflow runs, and a WS-
HumanTask implementation to integrate human interactions 
into workflows in a standard conform way [8]. 

OpenNebula is an open-source software toolkit that 
enables the creation of Private, Public, and Hybrid Clouds 
[27]. This evaluation uses OpenNebula for local tests to 
simulate a Public Cloud provider on local resources to avoid 
expenses. 

 

 
Figure 3. The example workflow consists of two script tasks, two service 
tasks, and two parallel gateways. 
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RESERVOIR is a FP7 project which bases on 
OpenNebula. “RESERVOIR’s open-source approach 
supports the definition of open standards for Cloud 
computing in order to break the lock-in imposed by vendors 
today and allowing any organization to build its own local or 
public cloud infrastructure [28].” It allows building “on-
demand infrastructure services, reducing investment and 
operational costs, increasing energy efficiency and elasticity 
while ensuring security and Quality of Service” (QoS). 
Future versions of our prototype could replace OpenNebula 
with RESERVOIR to get access to a more advanced toolkit 
and to integrate public cloud infrastructure resources in a 
standard conform way. 

The clients for the equation solver web services are 
created by Java API for XML Web Services (JAX-WS) 
using the Java interface, the web service endpoint, and the 
web service description language (WSDL) file. 

The software implementation to extend workflows is 
presented in [16]. The cloud service broker was self-
developed following the prototype described in [26]. 

C. Workflow run 

Before the instantiation of the workflow, the 
preprocessor requests the workflow template, the workflow 
annotations, and the information about available resources of 
the scheduler. The workflow annotations allow both service 
tasks to be executed off-premise. The scheduler was 
configured to indicate only enough available resources for 
one of the service tasks, the “LuDecomposition”. That means 
that the “Gauss” task must be executed in the cloud which 
resources will be enabled during workflow runtime. The 
preprocessor then inserts the two administrative tasks 
“create” and “destroy” as predecessor and successor of the 
“Gauss” script task into the workflow template as only 
communication points between workflow and cloud broker. 
This new modified workflow template is then forwarded to 
the workflow management system for execution. The first 
script task reads the input data and forwards it to both service 
tasks. The “LuDecomposition” service task requests its 
service endpoint from the service registry. Since the endpoint 
is available on on-premise resources, the execution behavior 
of this service task is not influenced by the new 
architecture’s components. The merge control flow task 
stops the execution branch until the “Gauss” service task 
finishes execution. The administrative “create” task connects 
to the cloud broker and forwards the execution requirements 
of its assigned “Gauss” service task. The cloud broker 
performs the decision making algorithm described in Section 
II.H. Suppose neither a service nor a computer is available. 
So the cloud broker selects the best cloud provider, 
instantiates a resource, and deploys the software. In this 
example only the private OpenNebula cloud was available 
and therefore chosen. The cloud broker requests the endpoint 
of the cloud resource and publishes it at the service registry. 
Now the “create” administrative task finishes execution. The 
“Gauss” service task first requests the endpoint from the 
service registry to invoke the service. The service task does 
not know that it is executed off-premise because of the 
design decision to abstract endpoints with service names, 

which are replaced during runtime. After the service returns 
the result to the workflow, the administrative task “destroy” 
notifies the cloud broker, that the service is no longer 
needed. The cloud broker terminates the cloud resource 
because no future cloud requests are predicted. Now all 
execution braches finished and the merge task starts the final 
script task which compares both results on the local 
computer. 

IV. CONCLUSION AND FUTURE WORK 

This paper presented a general concept for the hybrid 
execution of workflows by enabling Cloud resources to 
compensate a shortage of on-premise resources. The 
proposed prototype has the advantage that it neither depends 
on a particular workflow management system nor on a 
particular workflow description language. It follows the 
approach of automatically modifying workflow templates to 
incorporate the steps for dynamically enable the appropriate 
off-premise resources in a flexible manner. The cloud broker 
automatically selects the most suitable cloud resource to 
guarantee the fulfillment of all task requirements. The end 
users’ interfaces are not changed so that workflows can be 
used the same way as before. 

Next steps of work will be an analysis of an according 
selection metric for the cloud broker to select the most 
suitable cloud service provider. The incurred costs of a 
partial off-premise execution will be compared with the costs 
of a full off-premise execution to calculate a costs reduction 
ratio and a cost-performance tradeoff. The time overhead for 
migrating tasks across cloud and organizational boundaries 
has to be measured for different providers and set it into 
relation with the avoided costs. Additionally, in the 
meantime developed technologies will be analyzed for a 
possible integration to benefit from related work. 
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Abstract— Mobile cloud computing promises more effective
and efficient utilization of the ever-increasing pool of
computing resources available on modern mobile devices. To
support mobile cloud computing, we propose a Collaborative
Autonomic Resource Management System (CARMS), which
automatically manages task scheduling and resource allocation
to realize efficient cloud formation and computing in a
dynamic mobile environment.  CARMS utilizes our previously
proposed Global Resource Positioning System (GRPS) to track
current and future availability of mobile resources. In this
paper, we present CARMS architecture and its associated
Adaptive List-based Scheduling and Allocation AlgorithM
(ALSALAM) for adaptive task scheduling and resource
allocation. ALSALAM uses the continually updated data from
the loosely federated GRPS to automatically select appropriate
mobile nodes to participate informing clouds, and to adjust
both task scheduling and resource allocation according to the
changing conditions due to the dynamicity of resources and
tasks in an existing cloud. Our simulation results show that
CARMS offers effective and efficient support for mobile cloud
computing that has not yet been adequately provided by prior
research.

Keywords- Mobile cloud computing; Resource management;
Dynamic resource maps;Autonomic computing; Collaborative
computing.

I. INTRODUCTION

Cloud computing enables the delivery of computing
resources as a utility. This utility concept is expected to
drastically bring down computing costs. Moreover, the
computation resources of mobile devises are increasing, for
example quad-core platforms and significantly enhanced
storage and memory capabilities. Recently, principles of
cloud computing have been extended to the mobile
computing domain, leading to the emergence of Mobile
Cloud Computing (MCC). A MCC system (MCCS) has been
defined from different views in the literature [1]. One of
these perspectives defines a MCCS as a way of outsourcing
the computing power and storage from mobile devices into
an infrastructure cloud of fixed supercomputers. Here, a
mobile device is simply a terminal which accesses services
offered in the cloud. Another view defines a MCCS as an
infrastructure-less cloud that is formed locally by a group of
mobile devices, sharing their computing resources to run
applications. This paper adopts and extends the latter
definition as follows: A MCCS is a shared pool of
configurable computing resources that are harvested from
available or potentially available local or remote nodes that

are either mobile or fixed over a network to provide on-
demand computational services to users.

Mobile devices in MCCS are expected to have
reasonably powerful capabilities, for example exploiting the
virtually unlimited power supply in our vehicles making
them good candidates for housing powerful on-board
computers augmented with huge storage devices that may act
as networked computing centers on wheels [15].

MCC has a dynamic nature as nodes, usually having
heterogeneous capabilities, may join or leave the formed
cloud varying its computing capabilities. Also, the number of
reachable nodes may vary according to the mobility pattern
of these nodes. Resource management systems for MCCS
should support this dynamicity, hide the heterogeneity of
resources, provide users with unified access, evaluate and
predict the availability and performance of resources, and
guarantee the quality of service to meet users’ requests.

Research in resource management systems and
algorithms for mobile cloud computing is still in its infancy.
In [4], authors proposed a preliminary design for a
framework to exploit resources of a collection of nearby
mobile devices as a virtual ad hoc cloud computing provider.
In [5], a mobile cloud computing framework was presented.
Experiments for job sharing were conducted over an ad-hoc
network linking a user group of mobile devices. The Hyrax
platform [6] introduced the concept of using mobile devices
as resource providers. The platform used a central server to
coordinate data and jobs on connected mobile devices. Task
scheduling and resource allocation algorithms were reported
in [7-11]. These algorithms used cost, time, reliability and
energy as criteria for selection.

Most of the existing resource management systems [4-6]
for MCC were designed to select the available mobile
resources in the same area or those follow the same
movement pattern to overcome the instability of the mobile
cloud environment. However, they did not consider more
general scenarios of users’ mobility where mobile resources
should be automatically and dynamically discovered,
scheduled, allocated in a distributed manner largely
transparent to the users. Additionally, most current task
scheduling and resource allocation algorithms [7-11] did not
consider the prediction of resource availability or the
connectivity among mobile nodes in the future, or the
channel contention, which affects the performance of
submitted applications. Consequently, there is a need for a
solution that effectively and autonomically manages the high
resource variations in a dynamic cloud environment. It
should include autonomic components for resource
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discovery, scheduling, allocation and monitoring to provide
ubiquitously available resources to cloud users.

In an apparent departure from previous work, our
Collaborative Autonomic Resource Management System
(CARMS) provides a more general distributed solution to
cloud formation and management based on dynamic
calendars of available or potentially available resources. Our
main contributions in this paper are:

(1) The CARMS architecture which provides system-
managed cloud services such as configuration, adaptation
and resilience through collaborative autonomic management
of dynamic cloud resources, services and membership; and

(2) Adaptive task scheduling and resource allocation
algorithm to map applications' requirements to the currently
or potentially available mobile resources. This would support
formed cloud stability in a dynamic resource environment.

The rest of the paper is organized as follows. Section II
presents the architecture of CARMS. Section III presents
ALSALAM; our proposed adaptive task scheduling and
resource allocation algorithm. Section IV discusses the
performance evaluation. Finally Section V concludes the
paper and outlines future work.

II. COLLABORATIVE AUTONOMIC RESOURCE

MANAGEMENT SYSTEM (CARMS)

In [12], we proposed the PlanetCloud concept to enable
MCC to tap into the otherwise unreachable resources, which
may be located on any opt-in reachable node, rather than
being exclusively located on a static cloud service providers’
side. A key PlanetCloud component was the Global
Resource Positioning System (GRPS) that we presented in
detail in [13]. GRPS adopts a spatiotemporal calendaring
mechanism with real-time synchronization to support
dynamic real-time recording and tracking of idle mobile or
fixed resources. The calendar consists of records including
data about time, location, and computing capabilities of
GRPS participants. GRPS also forecasts the availability of
resources, anytime and anywhere. GRPS makes use of the
analysis of calendaring data coupled with data from other
sources such as social networking to improve the prediction
accuracy of resource availability. In addition, the GRPS
provides hierarchical zone architecture with a
synchronization protocol between different levels of zones to
enable scalable resource-infinite computing.

In this paper, we describe and evaluate our CARMS
integral to PlanetCloud. In PlanetCloud, a cloud application
comprises a number of tasks. At the basic level, each task
consists of a sequence of instructions that must be executed
on the same node. Tasks of a submitted application are
represented by nodes on a directed acyclic Graph (DAG)
which is addressed in the next section. The set of
communication edges among these nodes show the
dependencies among the tasks. The edge , joins nodes

and , where is called the immediate predecessor of
, and is called the immediate successor of . A task

without any immediate predecessor is called an entry task,
and a task without any immediate successors is called an exit

task. Only after all immediate predecessors of a task finish,
that task can start its execution.

CARMS manages clouds of mobile or hybrid resources
(resources of mobile and fixed nodes). A CARMS-managed
cloud consists of resources on virtual nodes that meet the
cloud applications’ requirements. Each virtual node is
emulated by a subset of the real physical mobile nodes. The
subset locally stores the state of the emulated virtual node.
The real nodes perform the tasks assigned to their emulated
virtual node.  If a mobile node fails or leaves the cloud, it
ceases to emulate the virtual node; a mobile node that joins
the cloud attempts to participate in the emulation. CARMS
attempts to provide each subset with a sufficient number of
real mobile nodes, such that in case of failure, a redundant
node can be ready to substitute the failed node.

A Cloud Agent, as a requester to form a cloud, manages
the formed cloud by keeping track of all the resources
joining its cloud using the updates received from the GRPS.

We design our CARMS architecture using the key
features, concepts and principles of autonomic computing
systems. As shown in Fig. 1, components of the CARMS
and GRPS architectures interact with each other to
automatically manage resource allocation and task
scheduling to affect cloud computing in a dynamic mobile
environment.

CARMS interacts with the information-base which
maintains the necessary information about a requested cloud.
The information-base includes user information, e.g.,
personal information and subscribed services, etc. Also, it
contains information about the formed cloud, e.g., SLAs,
types of resources needed, the amount of each resource type
needed, and billing plan for the service.

CARMS comprises two primary types of nodes: Cloud
Agent and participant nodes. CARMS performs all required
management functions using the components detailed below.

1) Controller: In order to obtain a self-controlled
operation, a controller is needed to automatically take
appropriate actions. These actions are taken according to
results of the evaluation received from the Performance
Analyzer, described below, due to variations in the
performance and workload in a cloud environment. The
Controller manages interactions to form, maintain and
disassemble a cloud. Besides, it makes decisions according
to the applied policies. The Controller provides both policy
and participant control functions. The policy control
function prevents conflicts and inconsistency when policies
are updated due to change inthe demands of a cloud. In
addition, it distributes policies to other CARMS
components. On the other hand, the participant control
function manages the interaction between a cloud requester
and resource providers, the cloud participants, to perform a
Service Level Agreement (SLA) negotiation. Once the
negotiation is successful, the participant control function
updates the billing information and SLA of a participant in
the information-base. Then, the Controller sends a cloud
activation request to a Cloud Manager component.
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Figure 1. CARMS Architecture.

Participants

Cloud Agent

2) Cloud Manager: decomposes the requested
application, in a Cloud Agent, upon receiving a cloud
activation request, to a set of tasks.  This component can
create some policies on the fly and assign a set of virtual
resources to these tasks according to the received SLA
information from the controller component. Then, the
information of thevirtual resources is sent to the resource
manager component for the appropriate real mobile
resources allocation or de-allocation.

3) Resource Manager: Real mobile resources need to be
allocated to the requested application. On the other hand,
tasks of a requested application need to be scheduled. The
Resource Manager component handles the resource
allocation and task schedulingprocesseson real mobile
nodes.The Resource Manager consists of two main units:

a) Resource Allocator: allocates local real resources
for a task. Also, the resource allocator obtains the required
information about the available real resources
from(potential) participants by interacting with a GRCS of
GRPS system. The Resource Allocator interacts with
theregistry of Cloud Agentto store and retrieve the
periodically updated data related to all participants within a
cloud.

b) Task Scheduler: distributes tasks to the appropriate
real mobile nodes and keeps a copy of these tasks in an
image registry to retrieve them as needed such as in case of

failure.
4) Monitoring Manager: consists of the following two

units:
a) Performance Monitor: monitors the performance

measured by monitoring agents at resource providers. Then,
it provides the results of these measurements to the
Performance Analyzer component.

b) Workload Monitor: The workload information of
the incoming request is periodically collected by the
Workload Monitor component.

5) Performance Analyzer:continually analyzes the
measurements received from the Monitoring Manager to
detect the status of tasks and operations, and evaluate both
the performance and SLA. The results are then sent to both
the Controller and the Account Manager.

6) Account Manager: In case of violation of SLA,
adjustments are needed to the bill of a particular participant.
These adjustments are performed by the Account Manager
component depending on the billing policies negotiated by
the requester of cloud formation.

III. ADAPTIVE TASK SCHEDULING AND RESOURCE

ALLOCATION ALGORITHM

A. Application Model

For simplicity, we start with a basic application model.
The load of submitted application is defined by the following
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parameters: the number of submitted applications, the
number of tasks per application, and the settings of each task.
For example, the input and the output file size of a task
before and after execution in bytes, the memory and the
number of cores required to execute this task, and the
execution time of a task.

Based on the criteria for selection, we mainly define two
matrices:   Criteria costs matrix, C, of size v ×p, i.e., c , gives
the estimated time, cost, or energy consumption to execute
task on participant node ; and a R matrix, of size p × p,
which includes criteria costs per transferred byte between
any two participant nodes. For Example, time or cost to
transfer n bytes of data from task , scheduled on , to task

, scheduled on .
As an example of time-based selection criteria, a set of

unlisted parent-trees is defined from the graph where a
critical-node (CN) represents the root of each parent-tree. A
CN refers to the node that has zero difference between its
earliest start time (EST) and latest start time (LST).The EST
of a task is shown in (1). It refers to the earliest time that
all predecessor tasks can be completed. ET is the average
execution time of a task.EST (v ) = max∈ ( ){ EST (v ) + ET(v )} (1)

Where ( ) is the average execution time of a task
, and pred( ) is the set of immediate predecessors of .

The LST of a task is shown in (2).LST (v ) = max∈ ( ){ LST (v )} − ET(v ) (2)
Where succ(v ) is the set of immediate successors of .

B. Resource Model

Our cloud system represents a heterogeneous
environment since the mobile nodes have different
characteristics and capabilities, The total computing
capability of the real mobile nodes, hosts, within a cloud is a
function of the number of hosts within a cloud and the
configuration of their resources, i.e., memory, storage,
bandwidth, number of CPUs/Cores, and the number of
instructions a core can process per second.

C. Proposed Algorithm

We propose a generic GRPS-driven algorithm for the
task scheduling and resource allocation: Adaptive List-based
Scheduling and Allocation AlgorithM (ALSALAM) for
mobile cloud computing. ALSALAM supports the stability
of a formed cloud in a dynamic resource environment.
Where, a certain resource provider is selected to run a task
based on resource discovery and forecasting information
provided by the GRPS. The algorithm consists of two phases
as follows.

1) Initial static scheduling and assignment phase
After, the information of virtual resources is sent to the

Resource Manager for the appropriate real mobile nodes’
resource allocation, the Resource Manager uses its Resource
Allocator unit, which interacts with the GRPS to find the
available resources of every possible node a Cloud Agent
could reach. The information of location, time and the
computing capabilities of these resources, which match the

application requirements, are obtained from GRPS. This
information affects matrices of criteria for node selection.
Based on the next waypoint, a destination obtained from
GRPS, of each mobile node and the updated location of the
Cloud Agent, we can estimate which mobile nodes will pass
through the transmission range of the Cloud Agent.

A priority is assigned to a node depending on the criteria
of selection. For example, in a time-based approach, we may
select a host such that the highest priority is given to the
nodes which are located inside the transmission range of a
Cloud Agent, followed by the nodes which are located
outside this transmission range and will cross it, and finally
to the rest of the nodes. Within each group, nodes are listed
in descending order according to the available computing
capabilities, e.g. their number of cores or central processing
units (CPUs). Nodes, with the same computing capabilities,
are listed in descending order according to the time they will
spend in the transmission range of a Cloud Agent. This could
minimize the overall execution and communication time.As
a result, a host list, H, is formed based on the priorities as
shown in Algorithm 1 presented in Appendix.

The Cloud Agent sends the cloud formation requests,
through its Communicator unit, to all resource providers to in
the list of hosts H. According to the (earliest) responses
received about resource available time from all responders
and the criteria of selection, the responders’ IDs are pushed
by the Resource Manager in increasing order of parameters
which reduce their costs. For example, CPUs in use in time-
based approach, i.e. the responding node, , with
maximum free CPUs  is on the top of responders stack RS,
top(RS). This could reduce the queuing delay and therefore
enhance the overall execution time.

The Task Scheduler unit of the resource manager assigns
and distributes the task at the top of the list of tasks L, top(L)
to the host at the top of responders stack RS, top(RS).

2) Adaptive scheduling and reallocation phase
The actual measures, e.g., time, cost or energy, required

to finish a task may differ from the estimated due to both the
mobility of hosts and the resource contention.  For example,
the mobility of hosts affects the actual finish time of a task
due to the delay a host takes to submit task results to other
hosts in a MCCS.

The Estimated Finish Time of a task on a node ,( , ) , is shown in (3), where ERAT is the earliest
resource available time.EFT (v , p ) = ERAT (v , p ) + ET(v , p ) (3)

We propose an adaptive task scheduling and resource
allocation phase to adjust the resource allocation and
reschedule the tasks dynamically based on both the updated
measurements, provided by the Monitoring Manager, as well
as the evaluation results performed by the Performance
Analyzer. The Monitoring Manager aggregates the
information about the current executed tasks periodically, as
a pull mode. Due to the dynamic mobile environment, hosts
of a cloud update the Monitoring Manager with any changes
in the status of their tasks, as a push mode. Also, hosts
periodically update the cloud registry of a Cloud Agent with
any changes in the status of resources. Consequently, the
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Figure 2. Average Execution Time of Application Vs Number of nodes at
different number of submitted tasks/application and number of cores/host.

TABLE I. PARAMETERS

Parameters Values Parameters Values

Density of nodes
4-40

(Nodes/Km²)
Communication

range
0.1-1 (km)

Number of
Hosts/Cloud

4-24

Application
Arrival Rate

(Poisson
distribution)

7
(Applications/sec)

Number of hosts
/Application

2-20
Expected

execution time
for a task

800
(Sec)

Number of
tasks/Application

4 – 140

Number of
CPUs/Cores

per host
(Uniform

distribution)

1-8

Number of
applications/Cloud 1 – 14

Average Node
Speed

(Uniform
distribution)

1.389,10,20
(m/sec)

Performance Analyzer could re-calculate the estimated
measures of the submitted tasks. As a result, tasks and
resources could be rescheduled and reallocated according to
the latest evaluation results and measurements.

IV. EVALUATION

To simulate the MCCS environment, we have extended
the CloudSim simulator [14] to support the mobility of nodes
by incorporating the Random Waypoint (RWP) model. A
mobile node moves along a line from one waypoint to the
next . These waypoints are uniformly distributed over a
unit square area. At the start of each leg, a random velocity is
drawn from a uniform velocity distribution.

In our evaluation model, an application is a set of tasks
with one primary task. Each task, or cloudlet, runs in a single
virtual machine (VM) which is deployed on a mobile node.
VMs on mobile nodes could only communicate with the VM
of the primary task node and only when a direct ad-hoc
connection is established between them. For simplicity, a
primary node collects the execution results from the other
tasks which are executed on other mobile nodes in a cloud.
There is only one cloud in this simulation. For scheduling
any application on a VM, first-come, first-served (FCFS) is
followed. We only considered the initial static scheduling
and assignment phases through this part of the evaluation.

For calculating the collision delay, we consider the worst
case scenario, a saturation condition, where each node has a
packet to transmit in the transmission range.

A. Assumptions

 Communication between nodes is possible within a
limited maximum communication range, x (km).
Within this range, the communication is assumed to
be error free and instantaneous.

 The distribution of speed is uniform.
 Every mobile node can always function well all the

time with high reliability and does not fail.

B. Metrics and Parameters

Preliminarily, the evaluated metric is the average
application execution time, which is the time elapsed from
the application submission to the application completion.

We set parameters in the simulation according to the
maximum and minimum values shown in Table I. The
number of hosts represents the mobile nodes that provide
their computing resources and participate in the cloud.

C. Experiments

We started our evaluation by studying the effect of
collision delay due to channel contention on the performance
of the submitted application. In this evaluation, all nodes
have the same computing capabilities, i.e. homogeneous.
Fig. 2 shows the average execution time of an application at
a different number of nodes, ranging from 4 to 24 nodes, in a
unit square area. The average speed of a mobile node equals
10 (m/sec). We set the transmission range to be 0.8 (km),
which has been obtained from an evaluation not presented
here due to space limitation. At this value, we can neglect the
effect of the connectivity, i.e. a node is almost always

connected with others. Fig. 2 shows that the worst
performance is obtained when a host has a minimum number
of cores, i.e. 1 core, and at a maximum number of tasks per
application, i.e. 30. This is because at a small number of
nodes, e.g. 4, most of the submitted tasks will be queued in a
waiting list since just one core is available per task. The
more the available nodes participate in the formed cloud, the
more available cores to execute these tasks. Consequently,
the average execution time of an application decreases with
the increase of the number of mobile nodes. The collision
delay should increase with node density, while results show
that the collision delay is negligible if we compare it with the
queuing delay. The results at 1 and 8 cores per host are very
close to each other at a small number of tasks per
application, at 4 tasks/application, since there is no effect of
the queuing delay. Noticeable differences between these
results and the others appear at a higher number of submitted
tasks/application equals 15, at a number of cores/host equals
8, due to the significant effect of the mobility of hosts. The
reason is that these tasks are assigned to more nodes in the
formed cloud, and this leads to increase in the
communication time until the primary node collects results
from the other nodes. These results show that the collision
delay is also negligible if we compare it with the
communication delay. Conversely, the average execution
time of an application decreases when the number of nodes
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Figure 4. Average Execution Time of Applications Vs number of submitted
tasks at different number of hosts and Comm. Ranges.

Figure 5. Average Execution Time of Applications Vs number of hosts per
application at different number of applications.

Figure 3. Average Execution Time of Applications Vs number of
submitted tasks at different number of hosts.

increases from 4 to 8 at a number of tasks per application
equals 30, and at a number of cores/host equals 8. This is
because the more the number of hosts, the more cores to
execute these tasks. This reduces the queuing delay.

In the next experiments, we compare results of two cases:
Using ALSALAM algorithm, which is based on the
information obtained from GRPS, e.g. location and available
processors, in resource scheduling and assignment and the
random-based algorithm, which does not use this
information, where a random mobile nodes are selected to
execute the submitted application.

Let all 40 mobile nodes have a random number of cores,
heterogeneous resources, ranging from 1 to 8 cores. Fig. 3
shows that the average execution time of an application
when we consider one application is submitted to be
executed. Each node has a transmission range equals 0.4 km,
and its average speed equals 1.389 (m/sec). As expected, this
evaluation provides significant differences between results of
the two cases, with/without using the ALSALAM. The
results of this figure show that executing the application on a
smaller number of nodes, e.g. 8 hosts, has better performance
in terms of average execution time of an application than in
case of results at a larger number of hosts, i.e. 24 hosts. The
higher number of submitted tasks per application leads to
make some tasks waiting the previous ones in a waiting list
to be executed. The total delay becomes higher if these tasks
are distributed on a higher number of nodes, e.g. 24 hosts.
This is because the communication delay is dominant.

We repeat our evaluation at a different number of hosts
equals 4, 8 and 24 hosts, and at a different value of
transmission ranges equals 0.4, and 1 (km). Fig. 4 shows that
the average execution time of an application at a
transmission range equals 1 (km) almost has a better
performance than the case of a transmission range equals 0.4
(km) at the same number of hosts. Also, we can see that at a
small transmission range, e.g. 0.4 (km), and a large number
of hosts, e.g., 24 hosts, a worst performance is obtained.
While, it has a better performance, at a number of hosts
equals 8, than in case of a number of hosts equals 4. This
observation is quite obvious because at this large number of
tasks, greater than the total computing capabilities of the
selected 4 hosts, the queuing delay is dominant. On the other
hand, the larger the value of a number of hosts, at a high
transmission range equals 1 (km), the better average

execution time of an application is, e.g. at 24 hosts.
The results of Fig. 5 show that the smaller the number of

submitted applications, e.g. 7 applications, the better
performance is obtained. Applications arrive into the system
following a Poisson process with arrival rate 7. Also, the
results show that the execution of submitted applications on
a smaller number of hosts, e.g. 2 hosts/application, has a
worst performance than of executing them on larger number
of hosts, e.g. 8 hosts/application.  This is because at a small
number of hosts, e.g. 2, the queuing delay is dominant. The
more the available number of hosts participated in the
formed cloud the more available cores to execute these tasks.
Consequently, the average execution time of an application
decreases with the increase of a number of mobile nodes, e.g.
8 hosts/application. On the other hand, the larger the value of
a number of hosts/application, the worst average execution
time of an application is, e.g. at 20 hosts/application. This is
because the communication delay is dominant.

D. Findings

Our findings can be summarized as follows.
1) There is a tradeoffbetween the communication delay

and the queuing delay as a number of hosts per submitted
application is varied.The higher number of hosts per an
application, the higher total computing capability within the
cloud is. Therefore, the queuing delay of a task is decreased.
While, this leads to increase the time until the primary node
collects results from other resource provider nodes, and
therefore this increases the communication delay.
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Algorithm 1
Initial task scheduling and assignment based on

priorities
1:
2:
3:
4:

5:
6:
7:
8:
9:

10:
11:
12:
13:
14:
15:

16:

17:
18:

19:
20:
21:
22:
23:
24:

The EST of every task is calculated.
The LST of every task is calculated.
Empty list of tasks L and auxiliary stack S.
Push tasks of CN tree into stack S in decreasing order of
their LST.
while the stack S is not empty do

If there is unlisted predecessor of top(S) then
Push the predecessor with least LST first into stack S

else
enqueue top(S) to the list L

pop the top(S)
end if

end while
while the list L is not empty do
dequeue top(L).

Send task requests of top(L) to all participant nodes in
the list of hosts H which  match the task requirements.
Receive the earliest resource available time responses
for top(L) from all responders.
Empty auxiliary responders stack RS.
Push IDs of hosts which respond to requests into
responders stack RS in increasing order according to
their CPUs in use.
while the host stack RS is not empty do

find the responder R with less CPUs in use.
assign task top(L) to responder R .
remove top(L) from the list L.

end while
end while

2) A better performance may be obtained, at a shorter
transmission range, if we select the smallest number of hosts
that have computing capabilities which minimize the
queuing delay to participate in a cloud. While at long
transmission range of nodes, where the communication
delay could be neglected, we have to select the highest
number of hosts to maximize the computing capability and
reduce the queuing delay.

3) The average execution time of an application is
impacted by the connectivity among hosts of a cloud, the
load of submitted applications, and the total resources,
computing capabilities, confined in these hosts. The major
factors affecting connectivity are hosts’ transmission range,
node mobility, and node density. The mobility is impacted
by the hosts’ speed and movement direction (relative to
primary nodes).

V. CONCLUSION AND FUTURE WORK

We presented CARMS, a distributed autonomic resource
management system to enable resilient dynamic resource
allocation and task scheduling for mobile cloud computing.
In addition, we proposed the GRPS-driven ALSALAM, an
adaptive scheduling and allocation algorithm implemented in
the resource manager of CARMS to enable efficient
selection of cloud participants and to provide a stable cloud
in a dynamic resource environment. Results have shown that
CARMS enables effective and efficient cloud formation and
maintenance over mobile devices.

Our ongoing research extends CARMS to enhance the
resilience and cost efficiency of cloud management by
considering the reliability and security aspects of mobile
resources in the selection of cloud nodes while minimizing
the execution and communication costs.
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Abstract—With the commoditization of cloud computing,
more and more companies prefer to outsource IT resources
into virtual infrastructures. Service Level Agreements (SLAs)
can be helpful to make the right investment decision. A
SLA template represents the pre-agreed SLA state. A service
provider proposes the SLA content and submits the template
to a marketplace for customer consideration. Customers use
SLA template views as ”What You See Is What You Get”
(WYSIWIG) snapshots prior to service selection and before
agreement initialization. The paper proposes a filtering frame-
work that is based on a faceted approach and that uses SLA
templates to guide marketplace customers through available
services. The framework design is presented along with the
data-model of SLA templates. We report the results from
testing the faceted filtering with two different SLA storage
approaches and evaluate their appropriateness for the web
application layer.

Keywords-cloud marketplaces; SLA templates; SLA modu-
larity; faceted filtering; document database.

I. INTRODUCTION

A Service Level Agreement (SLA) accurately depicts how
a service is going to be provisioned. Its explicit definition
is necessary for both providers and consumers to measure
and assess actual consumption of resources during service
execution. The SLA description allows customers to have
a clear idea before service commitment on how resources
will be served. Hence SLAs can be helpful to make more
informed investment decisions. Customers of service mar-
ketplaces can use SLA templates as ”What You See Is What
You Get” (WYSIWIG) snapshots when they navigate through
available offers. We consider a SLA snapshot as a high level
summary of a pre-agreed SLA.

Our discussion begins with the current role of SLAs
in cloud marketplaces and with research challenges whose
completion can advance the SLA utilization for IT services.
The paper continues with the presentation of our filtering
framework that uses the SLA template content to provide
a multi-faceted navigation tool for customers. We position
the framework within a service marketplace. A customer
can filter views of available offers according to provisioning
requirements. The goal of the faceted filtering is to gradually
lead a customer to a reduced service offer list that is in
accordance with customer requests, thus helping in the final
service selection activity.

We describe the SLA template data model and the filtering
framework design. Our analysis concentrates on how SLA

information is stored and managed by a marketplace to
help customers orient their navigation according to their
provisioning requirements. To examine the applicability of
the proposed framework, we simulate its operation using
two different data storage approaches and evaluate their
appropriateness for the web marketplace setting.

The paper is organized as follows: in Section II we
formalize our problem setting and elaborate on SLA research
challenges that we consider towards a large scale reality of
efficient SLA content manipulation. Section III presents the
data model for SLA templates, their construction process,
the design of the filtering framework and the proposed
database schemas. Section IV describes our experimentation
and reports on preliminary results. Section V acknowledges
related scientific work that tries to answer relevant research
questions around SLA manipulation. The paper concludes
with on-going work.

II. PROBLEM FORMALIZATION

A. SLA and SLA template role in cloud markets

In the following, the terms ’SLA template’ and ’service
offer’ are used interchangeably. A Service Level Agreement
(SLA) identifies the exact measurement and enables the
auditing of described resource parameter values. The SLA
definition provides an explicit view on how the provisioning
of a service is planned. It also indicates precise bounds of
service levels that a provider can supply.

Providers use SLAs during service execution to monitor
service measurable attributes. Currently, SLAs hardly appear
in cloud marketplaces. Promotion of IT offers to customers
relies primarily on high-level service descriptions. The role
of SLAs is peripheral and they are often materialized by
documents of ”terms-and-conditions” that typically do not
involve functional service aspects.

In the literature, a SLA template represents a pre-
instantiated agreement that is submitted by a service provider
to a marketplace for customer consideration. The SLA
template describes the agreement content that a provider is
willing to accept during communications with customers.
Thus a template describes precisely a provider’s resource
availability and provisioning plan. To decide which provi-
sioning is more suitable for their needs, customers review
SLA templates as service offers and proceed with either
agreement initialization or negotiation with one or more
providers.
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We consider SLA templates as dynamic information that
is updated at frequent time intervals. A marketplace or
equivalently a service aggregator platform can use such
templates as customer drivers for service selection since
SLA templates enclose all details on how services are to be
provisioned. SLA templates can be efficiently manipulated
given that they follow a modular structure. Template content
modularity allows viewing service offer sections as facets.

According to [10], a facet represents a category of ordered
information data. It may contain flat or hierarchical informa-
tion and can be divided into subcategories or sub-hierarchies.
Moreover, a facet is described by attributes. In [10] the
authors analyze how they have used hierarchical faceted
categories (HFC) to organize the information structure of a
navigational interface [5] for large data collections. Faceted
navigation is a design pattern that enables flexible browsing
through a web interface. Big market vendors have employed
this pattern as it allows friendly navigation through multiple
data hierarchies simultaneously. The ordering of information
in multi-hierarchies makes the faceted-navigation pattern
suitable to use with SLA templates also, since the native
SLA structure is represented in the literature as a tree
hierarchy [2], [9]. Figure 1 illustrates a high-level overview
of the SLA schema proposed by [2].

In a SLA tree structure, facets represent SLA branches
that describe ordered aspects of provisioning details. Rep-
resentation of SLA facets can be combined with filters
to facilitate the customization of facet attributes. In addi-
tion, filters generate new SLA facets by following selected
traversing routes in the SLA tree path. Motivated by the
faceted navigation pattern and its noticeable suitability with
the SLA tree structure, we provide a framework that manip-
ulates modular SLA templates to enable service customer
navigation through available service offers.

Figure 1. SLA tree structure according to WS-Agreement specification

Prior to service selection and agreement initialization,
customers search through submitted offers to find services
that match their business needs. The goal of SLA faceted
filtering is to enable flexible service navigation that is
driven by customer (either users or automated processes)
provisioning requirements. The filtering process narrows
down service offer views to only desired ones that fulfill
requested provisioning parameters. A faceted navigation tool
should provide filters that help customers indicate their

service provisioning requirements according to existing offer
availability. Filtered navigation facilitates rapid traversing
between different offer views.

B. SLA manipulation challenges

In the scientific literature, SLAs are hardly viewed as
end user documents, but merely as automated processes
that assist the monitoring and scheduling of resources. In
contrast, cloud marketplaces treat SLAs as static documents
that do not allow for any processing. One challenge is to find
the right equilibrium between these two orthogonal aspects
and combine machine-readable with user friendly SLAs into
a uniform process that can be used by both backend systems
and front-end web services.

SLAs represent nested tree structures that include het-
erogeneous characteristics and are unbounded in terms of
length and content. In the cloud business setting, diver-
sified services are offered. Description characteristics and
provisioning guarantees vary considerably, even if they de-
scribe similar services in different contexts. Providers from
different business domains use customized terminology to
describe service parameters, metric functions and guaran-
tee definitions. Terms like ”availability”, ”throughput” or
”performance” are usually included in ambiguous ways in
service descriptions, which may be confusing for service
customers. Various vocabularies of provisioning terms rep-
resent a primary cause for SLA heterogeneity. On a wide
scale, SLA semantic and structural heterogeneity represents
a challenge because it complicates SLA template comparison
thus hindering any attempt to efficiently manipulate SLAs
in open marketplaces.

SLA formulation highly depends on resource availability.
Hence to manipulate SLA templates for customer interest,
we need to first ensure that the template content can be
updated dynamically. As the SLA depth is unbounded,
frequent updates may cause performance delays in the in-
formation exchange between customers and providers. Thus,
the storage schema of SLA templates represents a challenge.
On one hand, one may argue that since SLA templates
represent dynamic information objects, they should not be
stored at all. Instead, they should be kept in-memory for as
long as they are valid and then be immediately replaced. On
the other hand, a modular SLA data model allows to persist
SLA templates for longer time periods and to run frequent
content updates according to provider resource capacity and
provisioning availability. In this paper we work on the latter
aspect.

Viewed as a tree hierarchy, the SLA content may include
nested branching, which may lead to alternative information
content. A challenge for the manipulation of SLA templates
is to select a content structure that facilitates quick travers-
ing within nested information routes. A modular structure
provides independence between inner SLA components thus
helping the exploitation of finer grained information. Mod-
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ularity allows for categorization of SLA parts and indicates
data management structures that may apply for diverse types
of SLA formats.

SLA content heterogeneity addresses issues that deal with
scientific opportunities for data management, information
retrieval and language processing research. In addition,
it highlights the need for SLA standardization. Currently,
SLA formalization is not supported by a standard to allow
classification of key performance indicators (KPIs) or to
mandate inclusion of specific functions per business domain.

The scientific computing community has primarily used
the WSLA [9] and WS-Agreement [2] language speci-
fications to express SLAs. The GRAAP working group
proposed the WS-Agreement specification [2] as a language
and a protocol to conduct SLAs. The WSLA [9] language
specification has been proposed by IBM research on utility
computing. Both approaches denote SLA language seman-
tics in XML notation. According to [9], a SLA complements
a service description. Moreover, both specifications suggest
the use of customer and provider templates for the exchange
of counter offers in the process of agreeing on service levels.

III. FILTERED NAVIGATION AND TEMPLATE REPOSITORY

We propose a filtering process that is different from
direct comparison and exchange of SLA templates. The
process uses provider templates to construct filters, based
on which customers express their provisioning preferences.
The outcome of the filtering process does not represent the
final selection decision of a customer, but rather a subset of
available service offers that satisfy the imposed filters.

We assume homogeneity of template structure with re-
spect to the ordering of sections and terms as proposed by
[2]. Filters are created according to SLA facets. The fol-
lowing paragraphs describe the SLA template construction,
the design of the filtering framework and the SLA template
storage schema.

A. SLA template construction

[2], [9] propose that a SLA consists of three primary
sections:
(i) service description,

(ii) guarantees or obligations and
(iii) an informative section regarding involved parties and/or

the provisioned service
[2] names the latter section SLA context. To construct SLA

templates, we follow the WS-Agreement guidelines, but
express the template content in JSON [8] notation. The SLA
template construction steps can be summarized as following:

1) Parse XML sample into JSON
2) Use (1) to create SLA template data model
3) Create database schema according to (2)
4) Retrieve service descriptions from marketplace
5) Order data from (4) into service types
6) Create fictional information, order according to (5)

7) Shuffle information from (5) and (6) into randomly
generated data lists

8) Load (7) into CSV files
9) Load (8) into database
The native WS-Agreement format comes in XML nota-

tion. Hence we initially parse a WS-Agreement template
sample from XML to JSON. We use the JSON sample to
create the data model for our SLA templates. From the native
WS-Agreement specification, we employ the proposed sec-
tions of guarantees, description terms and agreement context,
but order them accordingly to address the filtering need for
modularity. Moreover, we extend the context section that
we refer to as non-obligation attributes, and add information
regarding the provider infrastructure and the customer data-
storage location. We keep the service description joined with
associated metrics and guarantees. Furthermore, we add a
separate section for guarantees that apply to the overall
service and that may or may not be measurable. We use this
section to include customer monitoring options and provider
obligations that indicate QoS bounds, e.g., service helpdesk
availability. Customers typically need to be aware of such
options before service commitment. Figure 2 illustrates the
deduced SLA data model that we use to create the database
schema for our templates.

The proposed SLA data model exploits information gran-
ularity by categorizing data into distinct SLA modules.
This ordering allows for isolation of internal SLA root
components, without depriving their inner depth in terms of
nested branching. Nesting within a SLA template module
depends on the information content. For example, non-
obligation terms do not contain additional branches and
remain consistent for all templates, regardless of service
type. Service description and associated guarantees expand
to multiple branches. The depth-level of nesting is of interest
as it affects the template storage schema and hence the
filtering flow process. Moreover, the suggested data model
allows expanding the SLA content into distinct themes.
Figure 2 depicts SLA data modularity with the letter N to
indicate granularity of themes.

Figure 2. SLA data-model

Following, we retrieve information of service descriptions
from the Amazon WS marketplace [1]. In particular, we
derive service profiles that relate to storage, network and
virtual machines. We order this information into nested
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lists according to service type. Wherever necessary, we re-
formulate the retrieved data and complete them with ficti-
tious information to cover the content of our SLA template.

We iteratively call a Python process to generate lists
whose elements are assigned randomly from the classifica-
tion of ordered data. We intentionally apply variations in
the nesting depth of lists. Generated data are not skewed.
Still, we aknowledge that in real market conditions services
do not share the same level of popularity, thus customer
preference. The Python process loads the generated data lists
into comma separated value (CSV) files and from there to
the database management system (DBMS) in use.

In this manner we create template sets for all three derived
service profiles. Generated templates follow the proposed
SLA data model, but differ in depth level and content. The
template construction procedure simulates provider submis-
sions of service offers into a cloud marketplace.

B. Filtered navigation through service offers

Figure 3 illustrates our proposed filtering framework. The
framework design consists of two layers. One tier depicts all
possible combinations of cloud stack layer [4], service type
and offer validity as a three dimensional Cartesian coordi-
nate system. The other tier presents the proposed SLA tree as
a cube, where cubic sides indicate root-facets of filtering and
service offer views. The cube selection is indicative of the
proposed data model because a template may contain up to
n SLA root-themes. The multidimensional structure depicts
the inner-depth volume and interconnections of nested SLA
information.

Figure 3. SLA filtering framework

Parameter combinations from the two filtering tiers indi-
cate navigation and filtering options. For the suggested cubic
representation, we point out the following entry-points:

(a) Select a combination of cloud stack layer, service
type and time interval. We take into account inter-
dependencies that may exist between cloud stack layer
and service type, since several services are mapped to
a single cloud layer.

(b) Select (a) and combine with filtering of non-obligation
attributes.

(c) Filter only non-obligation attributes.
(d) Select (a) and combine with filtering of high-level

service description terms.
(e) Select (a) and combine with filtering of overall guar-

antee parameters.
(f) Filter only overall guarantees.
The selection of entry-points designates one or more

conditional queries that are processed transparently from
customer actions, on the backend. The instantly returned
result facilitates further navigation from a refined subset of
existing offers, where deeper-level filtering options are pro-
vided. The navigation process gradually leads to a minimal
set of preferred service offers that satisfy provisioning re-
quirements according to submission of customer parameters.
The method can be also deployed as an incremental process,
where the system keeps track of customer selections on each
step and accordingly regulates the flow of results.

The inherent modularity of the proposed SLA data model
and its representation as a multidimensional structure allows
for quick and selective navigation through designated nested
information. At any point the navigation route can change
by either selecting a different combination of SLA facet
or by re-arranging filter values. The approach provides
flexibility to navigate through available service offers from
the provisioning aspect that a customer is mostly interested
in.

Thus a customer may directly navigate through service
profile attributes and associated provisioning guarantees
by selecting the type of service and by filtering initial
parameters from the description category. Alternatively, a
customer may first look into non-obligation attributes if, for
example, there is a provider or a data-location preference.
Moreover, a customer may simply search for particular
guarantee attributes that are irrelevant of service type.

Entry navigation and filtering points can be extended
accordingly to the SLA structure branches or respectively
SLA facets. Special facets can be introduced to illustrate
provisioning guarantees that deal with service provider and
customer concerns about, for example, energy efficiency or
environmental impact.

C. SLA template storage

Filters in faceted navigation translate customer choices
into conditional queries. In this work, we consider and
experiment the faceted filtering with two different data
management approaches.

In one case, SLA templates are stored and manipulated
in a relational DBMS. Service offer information is kept into
distinct tables and at a granular level of detail according
to the template data model. In [2] a unique identifier (uid),
located into the SLA context section, accompanies every
SLA template. To resemble this relationship in the relational

125Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-271-4

CLOUD COMPUTING 2013 : The Fourth International Conference on Cloud Computing, GRIDs, and Virtualization

                         138 / 263



database schema, we set a uid as the primary key (PK) of the
non-obligation attributes table. Similar to [2], this PK acts
as a reference key for the identification and matching of
any incoming template. Moreover, the uid serves as foreign
key (FK) to service description and overall guarantees tables
that are associated with a specific template instance. This
relationship resembles the native SLA tree structure of [2].
Figure 4 shows the relational database schema of our design.

Figure 4. SLA template - relational database schema

To illustrate inner content branching, the PK of the service
description table acts as a FK to associated rows of metric
and guarantee tables. Similarly, the overall guarantees table
is associated to metrics and function definitions for the
measurement of referenced guarantees. In this order, the
relational schema offers an alternative to the native XML
structure proposed by [2]. This database design achieves the
necessary granularity in terms of parameter details to allow
for conditional queries on term and metric values.

We express and manipulate SLA templates using the
JSON format. This choice was driven by our objective to
test faceted filtering with a structured query language of
a relational database and with a NoSQL data processing
system, which in this work represents a document database.
Since SLAs are machine-readable documents, a NoSQL
DBMS may prove suitable for the marketplace scenario that
typically operates over HTTP.

The document database design follows a nested dictionary
structure. Compared to the relational schema, document
collections represent tables and respectively documents rep-
resent records (table rows). The database design looks a
lot like the relational one, but SLA templates are stored
as nested documents. Although, schema conformance is
not a pre-requisite for a document database, every stored
document follows a generic SLA template structure and
accurately corresponds to the information stored in the
relational database. Figure 5 illustrates the NoSQL schema
design.

Every stored document is accompanied by a unique iden-
tifier and embeds dictionaries (or sub-documents) to map FK

Figure 5. SLA template - document database schema

relationships from the relational database to the document
schema. Each document contains one dictionary that holds
non-obligation service attributes and one or more dictio-
naries to present service description parameters and overall
guarantees. Similar to the relational model, description terms
and overall guarantees enclose associated service attributes
and respectively metrics, which in turn embed additional
nested information.

IV. EXPERIMENTATION

A. Filtering simulation setup

We simulate the faceted filtering operation using the entry
navigation-points analyzed in Section III. We assume that
an IT marketplace provides SLA faceted navigation as an
interaction tool for customers to submit their criteria and
guide their browsing of service offers through provisioning
requirements. We emulate customer instances and the SLA
faceted filtering in a client - server architecture. Our goal is
to measure the server response time to incoming customer
requests and the scalability of the filtering operation as the
number of simultaneous requests increase.

We setup the simulation environment on a 24-processor
computing machine. The model of each processor is Intel
Xeon and every processor runs at 2.50 GHz. The computing
machine includes 128GB of RAM and operates on Ubuntu
12.04, Linux version 3.2.0. We deploy the Tornado web
server [14] that is natively written in Python, to represent
the server side of the simulated environment.

Filtering is accomplished by simultaneous processing of
queries and our tests target the parallel handling of client
requests. We prepare multithreaded Python scripts that use
data from SLA facet attributes, generate random parame-
ter values and pass them as HTTP GET requests to the
web server. Randomly generated parameters simulate the
customer filtering input. We keep the values of generated
parameters within the value range of existing SLOs and
description terms. This configuration does not guarantee that
customer requests are always satisfied, because every incom-
ing request submits a diverse number of SLA requirement
values, whose combinations may not map to an existing SLA
offer.
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In every run the server receives parameter values from
each incoming HTTP request, generates a conditional state-
ment and sends it for processing to a DBMS. A server
process reads the returned result set from the DBMS and
updates the customer view with matching available offers.
The server handles client requests with the help of common
gateway interface (CGI) Python scripts, which are multi-
threaded to assist the concurrent request serving.

SLA templates are submitted and updated on-demand,
transparently from customer activities. Section III describes
the process of creating our SLA templates and loading their
content into a DBMS. In our simulation the marketplace uses
a centralized data repository for the SLA template storage.
Our datasets are derived from the stored template content.

We use MySQL DBMS [13] for the relational database
and MongoDB [12] for the document database. Both DBMS
are deployed on the same machine as Tornado to reduce
TCP communication overhead. Measurements are derived
from testing with each database separately. Each table in
the MySQL database is loaded with approximately 150,000
records. In MongoDB this number amounts to 35,000 doc-
uments with an average document size of 1289.44 kb.

B. Experimental setup

The experimentation simulates the process of sending
and handling concurrent client requests and returning the
results over HTTP. The entry points that we introduced in
Section III designate the main use cases of our testing.
Every entry point represents a number of query parameter
values that are passed to the server and from there to the re-
spective database. Incoming parameters represent SLA facet
attributes. Their number depends from the facet type and its
nesting depth. We range incoming submissions between 2,
10 and 20 parameters.

We start from the upper, more generic, tier of the filtering
framework (Figure 3) and submit 2 parameters to represent
an initial choice of service type and offer expiration time. We
gradually combine filtering attributes from both framework
layers and reach nested template information. Our testing
deals with different customer use cases. We simulate the
case, where a customer has a provider and a data storage
location preference and hence filters only attributes of the
non-obligation facet, which in our case represents a submis-
sion of 5 up to 10 parameters.

We also consider a customer, who wants to look into
service offers with specific description characteristics and
explicit guarantee values. The customer selects a desired
service type and filters attributes of the service description
facet. Submission to the server ranges from 10 up to 20
parameters. We use the same parameter range to deal with
the submission of overall guarantee criteria and to combine
filtering attributes from different SLA facets.

We run the same number of experiments for both
databases and categorize them in three test suites. In the

first test set we measure the total time of the faceted filtering
operation over HTTP. The total time starts from the point a
client request reaches the server up to the point the server
returns the result to the client. Timings include HTTP and
backend processing overhead.

The second test suite includes faceted filtering runs that
are processed locally on the machine where the server
and the two databases reside to avoid additional network
overhead. The third test suite is also based on local runs, but
measurements combine the query processing from filtering
and database updates. We prepare an extra set of update
statements for both databases to measure their potential over-
head on the filtering operation. In each run update queries
are processed in parallel to filtering requests and account for
an extra 10% of workload on the total database processing.
Local communication between server and DBMS is achieved
via Unix sockets for the MySQL database and over localhost
for MongoDB.

Queries in each DBMS are similar in terms of number
and type of conditions, but the values of conditional pa-
rameters are randomly generated for every query. For the
MySQL case, conditional queries take the form of SELECT
statements, where the number of conditions varies according
to the incoming parameters. For MongoDB queries are
represented in binary JSON (BSON) format. The MongoDB
alternative for SELECT statements is the formation of
queries with the find() method. For every filtering point,
we repeat the same test for 10 runs and take the average
time from their accumulation. We also gradually increase
the number of submitted HTTP requests. We begin with 100
simultaneous requests and reach up to 100,000 concurrent
requests for both MySQL and MongoDB.

C. Observations and evaluation of results

The graph in Figure 6 shows the results for both MySQL
and MongoDB from running with 2, 10 and 20 requested
parameters over HTTP. The y-axis represents the average
total time for each performed run and the x-axis indicates
the gradually increased number of incoming requests that the
web server receives. The average time is close to constant
for both MySQL and MongoDB. Derived curves for all runs
are fitted to highlight the small range of fluctuactions in the
query processing results.

The filtering operation over HTTP takes approximately
1.87 seconds less for queries that are processed in MongoDB
compared to the average time in MySQL. This approximate
time difference prevails for all HTTP runs regardless of the
number of incoming requests or the number of simultane-
ously processed queries. The difference can be justified by
the fact that when MongoDB retrieves a document from
a collection, the whole document is loaded into memory
along with any embedded dictionaries. Thus, retrieving
information from any nested dictionary comes at a minimal
cost as soon as the root document is loaded into memory.
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Figure 6. Average total filtering processing time over HTTP: MySQL and
MongoDB

The embedding feature of MongoDB provides an alternative
for MySQL JOINS [12].

Figures 7 and 8 present the results from the locally
executed test sets. The average query processing time for
MySQL is illustrated in Figure 7 and for MongoDB in
Figure 8. For both graphs the y-axis represents the average
query processing time in seconds and the x-axis the gradual
increase in the number of submitted queries.

Figure 7. Average query processing time MySQL via UNIX sockets

The average query processing time for local faceted filter-
ing (both SELECT and find() statements) is almost constant
and in fact identical (0.16 seconds average) for both DBMS.
The only exception is the MySQL SELECT query with 2
conditions, where the average time is nearly 0.38 seconds
more than the SELECT queries with 10, 20 conditions and
the respective find() statements in MongoDB. In both graphs,
the curves that illustrate the average query processing time
of the local faceted filtering are fitted to designate the small
fluctuation range of the result set.

Figures 7 and 8 also illustrate the results from local
runs that combine updates and faceted filtering. For both
DBMS, updates are executed in randomly selected tables
(respectively collections) and with randomly generated con-
ditions. Updates affect multiple records of one or more tables
(collections) but not those, where the SELECT/find() query
operates. For both databases the results from the mixed

Figure 8. Average query execution time MongoDB over localhost

processing are not linear due to the random factor that affects
the volume of updates. Compared to local faceted filtering,
the cost of the update operation for MongoDB is negligible.
For MySQL the cost is nearly constant at 0.57 seconds, with
the exception of the SELECT statement with 2 conditions.

Our overall testing indicates that possibly a NoSQL
approach like the MongoDB DBMS fits better for the web
scenario, where SLA offers are manipulated over HTTP.
In the local running mode, both DBMS share comparable
performance. Still, the combination of updates with SELECT
statements appears to be more expensive for MySQL than
for MongoDB.

V. RELATED WORK

In [3], the authors propose an approach for automated
matching of customer and provider templates by discover-
ing semantically equivalent SLA parameters. The authors
highlight that the absence of SLA standardization inevitably
leads to variations in the definition of semantically related
terms. They use a machine learning methodology to illus-
trate their matching comparison. The authors assume the
existence of a knowledge repository that is responsible for
managing incoming SLA templates and template mappings.
As their work is focused on the comparison of SLA terms
from diverse templates, the authors do not go into detail
about the repository structure or the exposure of SLA
parameters through a web interface.

In [11], a decision-support framework is proposed to assist
the selection of infrastructure resources and the migration
of services from local to virtual platforms. Although the ap-
proach is not explicitly directed towards SLA manipulation,
the decision-support operation uses service attributes that are
derived from provisioning parameters. The authors do not
deal with customer navigation in a marketplace, but assume
submission of service requirements by potential customers.
Service attributes are structured in hierarchies. The authors
apply the decision-support framework into a realistic use
case to prototype the filtering of customer requirements on
available service parameters. Still, they do not elaborate on
how retrieved information is either stored or managed.
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The work described in [6], [7] is a motivating schema for
SLA-aware service-oriented infrastructures. In the proposed
architecture, customer-provider interaction takes place over
a service registry. The model can be extended to current
conditions of service provisioning. SLA templates in the
form of service offers are included in marketplaces and
customers select services according to their provisioning
preferences. A marketplace can then expose SLA offers in
the same way a registry exposes service descriptions.

VI. CONCLUSIONS & ON-GOING WORK

The scope of the presented work has been to promote SLA
aspects from post-agreement monitoring instruments to pre-
agreement manipulation objects. SLA templates represent
pre-initialized agreements and describe provisioning plans
of service providers. We presented our SLA data model that
assumes structure homogeneity and is based on the WS-
Agreement language specification. Our data model supports
modularity of internal components as this feature enables
the extraction of SLA facets by categorizing information
into distinct themes.

We described how we constructed SLA templates and
used them with a faceted filtering framework that enables
customers to browse through available services according
to their provisioning requirements. Service customers utilize
facet attributes as filters to express their objectives and to get
views of preferred provisioning arrangements. We demon-
strated use cases of filtering according to facet preferences
that customers would like to be aware of before service com-
mitment. The approach can be extended to include additional
filtering criteria that influence provisioning expectations and
are derived from non-SLA related objectives (e.g., risk,
security, energy efficiency).

For the filtering experimentation we used two different
DBMS approaches, a relational one represented by MySQL
and a document one represented by MongoDB. We assumed
that customer requests arrive concurrently and need to be
served immediately. Both databases share their tradeoffs.
MySQL is a seasoned DBMS, possibly suitable for back-
end processing of SLA data. MongoDB represents a new
product that appears to more efficient in terms of query
processing time on web operations. Our results indicate
that the MongoDB approach seems more suitable for SLA
manipulation on the HTTP layer, where client requests reach
the web server in large-scale mode and need to be handled
simultaneously.

We continue the refinement of the SLA data model and the
filtering framework experimentation with alternate modes of
template persistence. An alternative to the NoSQL document
approach is a database system that supports the Resource
Description Framework (RDF) data structure. RDF encoding
enables the representation of information in a graph form,
where connections between nodes indicate semantic rela-
tionships. This attribute is of particular interest for SLAs, as

it supports the classification of SLA modules and promotes
the creation of semantic vocabularies that can be associated
in a distributed sharing mode.

Our next challenge is to extend the filtering framework
into a recommendation mechanism that provides customer-
tailored SLA suggestions by using a given user profile. The
filtering framework can be considered as a pre-requisite of
the recommendation system because it provides a tool to
keep track of customer navigation behavior and filtering
preferences.
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Abstract—CPU utilization in a virtual machine instance
directly impacts the overall cost for the cloud service provider
since it generates costs for power consumption and cooling.
We are interested to determine the total CPU utilization
behavior while scaling the number of CPU cores using the
same server load. The experiments are based on two simple
web services to utilize the virtual machine instance varying
the number of concurrent messages and their size. The goal
is to check if the total CPU utilization while scaling will
be sublinear (smaller than the number of cores), and if it
is greater than the CPU utilization when executed without
scaling (using only one CPU core) due to task scheduling,
coherence, etc. The experiments prove only that the total CPU
utilization will be sublinear. We observe a region (workload
with smaller number of concurrent messages) where the total
CPU utilization decreases while scaling, compared to the case
without scaling. We also determine the correlation between
the CPU utilization with message size and the number of
concurrent messages.

Keywords-Cloud Computing; Performance; Web Services; Web
Server.

I. INTRODUCTION

Cloud computing is a recent technological trend in which
resources, such as CPU and storage, are provided as general
utilities that can be leased and released on-demand by users
according to their requirements [1]. The cloud is a promising
approach for delivering ICT services by improving the uti-
lization of data centre resources [2]. Scalability and elasticity
are quality features in the cloud, since the cloud adjusts
itself to achieve better performance whenever it detects a
change in the environment [3]. Scaling the performance for
growing problem size is an imperative [4], [5]. However,
the resulting performance is not always acceptable for all
applications hosted in the cloud [6].

While the cloud customer cost depends on the resources
leased time, the cloud service provider cost mostly de-
pends on CPU utilization of the active (leased) resources.
That is, greater CPU utilization will increase not only the
cost for power electricity, but also for cooling. Activating
and utilizing more computing resources will increase the
monthly costs of cloud data-center (approx.40% of costs are
generated by power electricity and cooling). Reallocation
of virtual machines and switching off the idle servers will
save substantial energy [7]. Optimal resource allocation can

improve the performance using the same resources in the
cloud [8]. Saleh et al. [9] have demonstrated that using some
CPU utilization threshold to autoscale the resources is not
an accurate measure since it can provide high cost and poor
resource utilization.

Scaling the resources will reduce the CPU utilization per
core, but we are interested if total CPU utilization will be
also reduced or increased. We have set two hypotheses which
we would like to check:

H1 the total CPU utilization while scaling is sublinear
(smaller than the number of cores); and

H2 the total CPU utilization while scaling is greater
than the CPU utilization when executed without
scaling due to task scheduling, coherence, etc.

That is, we expect that the total CPU utilization will be in the
range of (U1, U1 ·n), where U1 denotes the CPU utilization
of virtual machine instance with one CPU allocated.

We realize several experiments to find the behavior of
CPU utilization when scaling is applied, i.e., more powerful
virtual machine instances (using more processor cores) are
activated. The experiments are based on measurement of the
CPU utilization while scaling from 1 to 2 and 4 CPU cores in
a virtual machine instance. We use two simple web services
to load the web server in virtual machine instances, i.e.,
Concat and Sort. The former concats two strings and the
latter sorts the concatenation of two input strings. Both are
memory demanding, and the second is also computationally
intensive. We analyze the CPU utilization by varying the
server load with different number of concurrent messages
and input string size.

The rest of the paper is organized as follows. Related
work is presented in Section II. In Section III, we describe
the methodology used for testing. The experiments and the
results are discussed in sections IV and V. In Section VI,
we derive conclusion and we present future work.

II. RELATED WORK

Several papers analyzed CPU utilization on-premise and
in the cloud, while loaded the same web services with
various number of concurrent messages and message size.
Gusev et al. [10] determined that the number of concurrent
messages impacts directly to the CPU utilization for memory
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demanding web services (Concat), while both the number
of messages and their size impact the CPU utilization for
both memory demanding and computation intensive web
services (Sort). They determined that CPU utilization is
always greater while hosted in the cloud compared to on-
premise, for the same load and maximum allocated resources
(4 CPUs). In this paper, we confirmed the same correlation
of CPU utilization and the input parameters, and not only
when maximum resources are allocated in particular virtual
machine instance, but also when allocated with 1 or 2
CPUs. Velkoski et al. [11] analyzed the CPU utilization for
the same (maximum) total amount of cloud resources, but
orchestrated in different number of virtual machine instances
with different size. They determined that allocating all
resources into one ”huge” virtual machine instance provides
greater CPU utilization compared to the case where the
same amount of resources are allocated to many ”small”
virtual machine instances for huge (the same) server load
(number of concurrent messages) regardless of their size. In
this paper, we analyze the CPU utilization of virtual machine
instances with different number of CPUs, i.e., scaling the
resources from 1 CPU to 2 and 4 CPUs, using the same
server load for each virtual machine instance.

The CPU utilization is important factor for overall system
performance and cost. Greater CPU utilization produces
higher response times for load dependent resources [12]. A
CPU bottleneck appears if its utilization goes beyond 80%
for a sustained period of time [13]. De Sousa et al. [14]
evaluated the CPU utilization of different virtual machine
instances on Eucalyptus [15] platform considering different
workloads with LINPACK as benchmark which solves dense
system of linear equations. In this paper, we load web
services hosted in different virtual machine instances on
OpenStack cloud.

Many factors impact the CPU utilization and different
server loads do not utilize the CPU equally. Even more,
not all virtualized CPUs share the whole physical CPU. The
small virtual machine instances of Amazon EC2 always get
40-50% of the physical CPU, while the most of medium
virtual machine instances get 100% CPU sharing [16]. Hov-
estadt et al. [17] found that CPU utilization are not displayed
accurately inside virtual machines instantiated with XEN,
KVM, and in Amazon EC2.

Vilutis et al. [18] propose some of the project executions
to be postponed in order to minimize the utilized resources
and thus to reduce the overall cost. Balancing the load
among more CPUs will also decrease their particular uti-
lization. Jayasinghe et al. [19] analyzed the scalability of
n-Tier applications while migrating in the cloud. They de-
termined variations in CPU utilization in different tiers while
scaling the resources. In this paper, we provide experimental
research to find the behavior of total CPU utilization for the
same load, but scaling the resources.

III. THE METHODOLOGY

This section presents the testing methodology used to
obtain reliable results in each test case.

A. Technical Details

Client-server web service architecture is used as a testing
environment. The server is deployed in OpenStack cloud
[20] using KVM (Kernel-based Virtual Machine) hypervisor
to instantiate virtual machine instances. The cloud nodes
are installed with Ubuntu Server 12.04 operating system.
Hardware computing resources consist of Intel(R) Xeon(R)
CPU X5647 @ 2.93GHz with 4 cores and 8GB RAM.
Virtual machine instances platform is Ubuntu Server 12.04
with Apache Tomcat 6.

The client uses SoapUI [21] to generate different server
load. The client and the virtual machine instances are placed
in the same LAN segment to minimize network latency [22].

B. Test Cases Definition

The Concat web service is memory demanding only
service. It accepts two input strings and returns their concate-
nation. The Sort web service accepts two strings and returns
their concatenation, alphabetically sorted, which makes it
computationally intensive besides the increased memory
demands.

Three test cases are defined scaling the number of CPUs
per virtual machine instance that hosts the web services, with
the following configuration:

• Test Case 1 - virtual machine instance with 1 CPU
(m1.small);

• Test Case 2 - virtual machine instance with 2 CPUs
(m1.medium); and

• Test Case 3 - virtual machine instance with 4 CPUs
(m1.large).

Each test case runs for 60 seconds. The test is repeated if
the server replies with an error. Web server is loaded with N
messages with parameters size of M bytes each. The range
of parameters M and N is selected such that web server
in virtual machine instance works in normal mode without
replying error messages. Parameter M is measured in KB
with the following values 0, 1, · · · , 9 for Concat web service
and 0, 1, · · · , 6 for Sort web service. Both web services are
loaded with N = 12, 100, 500, 750, 1000, 1250, 1500, 1750
and 2000 requests per second for each M . The values are
selected to avoid CPU saturation.

C. Test Data

The CPU utilization is measured for each parameter size
M , for different web service loads per second N , in each
test case. While testing, we use top Ubuntu based utility to
capture Tomcat process CPU utilization each 3 seconds, i.e.
20 values per test. An average utilization is calculated of all
20 values for eache test case for both Concat and Sort web
services distinctively.
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Figure 1. Normalized CPU utilization U1 for Concat web service

D. Analysis of CPU Utilization

We use (1) to normalize CPU usage in range from 0% up
to 100%. The nominator is the sum of CPU usage Ui(n) of
all n CPU cores, and the denominator n denotes the scaling
factor, i.e., the number of CPUs used in particular test case
(n ∈ {1, 2, 4}).

Un =

∑i=n
i=1 Ui(n)

n
(1)

Furthermore, we define Relative Scaled CPU utilization
S(n) in (2) and calculate it for each test case in order to
test both hypotheses, i.e., if 1 < S(n) < n. U1 denotes the
CPU utilization without CPU scaling.

S(n) =

∑i=n
i=1 Ui(n)

U1
(2)

We also define Relative Multi-core Scaled CPU Uti-
lization in (3) and calculate it using relative scaled CPU
utilization of test cases with scaling factors n = 2 and n = 4.

Sm = S(4)/S(2) (3)

IV. EXPERIMENTS AND RESULTS

In this section, we exhibit the CPU utilization results
of testing the web services for each test case in order
to determine the correlation of CPU utilization with both
parameters M and N for both web services hosted on virtual
machine with particular number of CPU cores.

A. Test Case 1 - Without Scaling

Concat and Sort web services are hosted on 1 virtual
machine instance with 1 CPU core in this test case.

Figure 2. Normalized CPU utilization U1 for Sort web service

1) Concat Web Service: Figure 1 depicts the normalized
CPU utilization U1 for Concat web service.

The results show that the CPU utilization depends on the
number of concurrent messages N with huge increasing fac-
tor, and it proportionally increases when the input parameter
M increases, but with small increasing factor. The minimum
CPU utilization of U1 = 1.735% occurs for N = 12 and
M = 0, whereas maximum CPU utilization U1 = 99.23%
is measured for N = 2000 and M = 9, as expected.

2) Sort Web Service: Figure 2 depicts the normalized
CPU utilization U1 for Sort web service.

The results show that the CPU utilization strongly depends
on both input parameters N and M . The dependence is
expressed with huge increasing factor when changing the
parameter M from 0KB to 1KB, and also for M ≤ 2
and N ≤ 500. For the rest of the parameters, the increasing
factor is small and continuously incremental. The minimum
CPU utilization of U1 = 1.70% is measured at M = 0
and N = 12, whereas the maximum CPU utilization
U1 = 99.85% is measured for M = 6 and N = 2000.

B. Test Case 2 - Scaling Factor 2
Both web services are hosted on a virtual machine in-

stance with scaling factor 2, i.e., allocated with 2 CPU cores.
1) Concat Web Service: Figure 3 depicts the normalized

CPU utilization U2 for Concat web service.
The results show a minimum CPU utilization U2 = 1%

and maximum CPU utilization U2 = 85.43% for parameters
N = 12 and M = 0, and N = 1000 and M = 9,
respectively. The dependence is the same as for U1, except
for a small message size where it performs with decreased
CPU utilization.

2) Sort Web Service: Figure 4 depicts the normalized
CPU utilization U2 for Sort web service.

The normalized results show a minimum CPU utilization
U2 = 0.88% for M = 0 and N = 12, and maximum CPU
utilization U2 = 86.40% for M = 1 and N = 2000. The
dependence is also expressed as for U1.

133Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-271-4

CLOUD COMPUTING 2013 : The Fourth International Conference on Cloud Computing, GRIDs, and Virtualization

                         146 / 263



Figure 3. Normalized CPU utilization U2 for Concat web service

Figure 4. Normalized CPU utilization U2 for Sort web service

C. Test Case 3 - Scaling Factor 4

Both web services are hosted on 1 virtual machine in-
stance with scaling factor 4, i.e., allocated with 4 CPU cores.

1) Concat Web Service: Figure 5 depicts the normalized
CPU utilization U4 for Concat web service.

Similar increasing factor is observed compared to U1 and
U2. The minimum CPU utilization U4 = 0.54% is measured
for N = 12 and M = 0, and maximum U4 = 63.18% is
measured for N = 1500 and M = 9. For small message size
it performs with decreased CPU utilization in comparison to
the both U1 and U2.

2) Sort Web Service: Figure 6 depicts the normalized
CPU utilization U4 for Sort web service.

The results show a minimum CPU utilization U4 = 0.33%
for M = 0 and N = 12, and maximum CPU utilization
U4 = 72.46% for M = 2 and N = 1750. The dependence
and the increasing factor are similar as for U1 and U2.

V. RELATIVE SCALED CPU UTILIZATION

In this section, we analyze the relative scaled CPU uti-
lization while scaling the resources in test cases for both

Figure 5. Normalized CPU utilization U4 for Concat web service

Figure 6. Normalized CPU utilization U4 for Sort web service

web services.

A. Relative Scaled CPU Utilization for Concat Web Service

This section presents the relative scaled CPU utilization
and relative multi-core CPU utilization for Concat web
service for scaling factors n = 2 and n = 4.

1) Scaling Factor 2: Figure 7 presents the results for
relative scaled CPU utilization S(2) for Concat web service.

We observe that S(2) < 2 for each N and M , i.e.,
the hypothesis H1 is satisfied. However, very unexpected
result is the region for smaller N regardless of M where
S(2) < 1, i.e., the total CPU utilization with scaling factor 2
is reduced compared to CPU utilization without scaling. We
can conclude that there is a region where the hypothesis H2
is not satisfied. Minimum and maximum values for relative
scaled CPU utilization are S(2) = 0.87 and S(2) = 1.73,
respectively.

2) Scaling Factor 4: Relative scaled CPU utilization S(4)
is depicted in Figure 8.

We also observe similar results, i.e., S(4) < 4 for each N
and M , i.e., the hypothesis H1 is satisfied. The same region
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Figure 7. S(2) for Concat web service

Figure 8. S(4) for Concat web service

is observed where S(4) < 1 and the total CPU utilization
with scaling factor 4 is reduced compared to CPU utilization
without scaling. That is, the hypothesis H2 is not satisfied
in the same region as scaling with 2 CPUs. Minimum and
maximum values for relative scaled CPU utilization are
S(4) = 0.79 and S(4) = 2.56, respectively.

3) Relative Multi-core Scaled CPU Utilization Sm: Fig-
ure 9 depicts the relative multi-core scaled CPU utilization
Sm for Concat web service.

The similar conclusions can be derived as S(2) and S(4).
We found that Sm < 2 for each value of parameters M
and N , and also there is the similar region for smalled
N where Sm < 1. That is, the hypothesis H1 is satisfied
always, while the hypothesis H2 is not satisfied for smaller
N . Minimum and maximum values for relative multi-core
scaled CPU utilization are Sm = 0.87 and Sm = 1.54,
respectively.

B. Relative Scaled CPU Utilization for Sort Web Service

This section presents the relative scaled CPU utilization
and relative multi-core CPU utilization for Sort web service

Figure 9. Sm for Concat web service

Figure 10. S(2) for Sort web service

for scaling factors n = 2 and n = 4.
1) Scaling Factor 2: Figure 10 depicts the relative scaled

CPU utilization S(2) for Sort web service hosted on a
virtual machine with 2 cores.

We observe that the hypothesis H1 is also satisfied for
each N and M as for Concat web service, i.e., U2 < 2.
However, opposite to Concat web service, U2 > 1 for
Sort web service, i.e., the total CPU utilization is always
greater while scaling with 2 CPU cores. We can conclude
that the hypothesis H2 is also satisfied for each N and
M . The relative scaled CPU utilization is the smallest for
smaller parameters M and N . Minimum and maximum
values for relative scaled CPU utilization are S(2) = 1.03
and S(2) = 1.76, respectively.

2) Scaling Factor 4: The results for relative scaled CPU
utilization S(4) are depicted in Figure 11.

We can conclude that S(4) < 4 for all values of N
and M , i.e., the hypothesis H1 is also satisfied. Even
more, S(4) < 3 for each M and N . We found a region
for the smallest M and N where S(4) < 1, i.e., the
hypothesis H2 is not satisfied in this region. That is, the
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Figure 11. S(4) for Sort web service

Figure 12. Sm for Sort web service

total CPU utilization is smaller while scaling the CPUs with
factor 4. The relative scaled CPU utilization increases for
greater M or N . Minimum and maximum values for relative
scaled CPU utilization are S(4) = 0.76 and S(4) = 2.92,
respectively.

3) Relative Multi-core Scaled CPU Utilization Sm: The
similar results are observed for relative multi-core CPU
utilization for Sort web service, as depicted in Figure 12.

There is a region for smaller M and N where Sm < 1,
i.e., the hypothesis H2 is not satisfied. For all other values
for N and M the relative multi-core CPU utilization is in
the range 1 < Sm < 2. That is, both hypotheses H1 and H2
are satisfied. A local extreme exists in point (M , N ) = (1,
750) where Sm = 2.37 > 2. Minimum and maximum values
(excluding local extreme) for relative multi-core scaled CPU
utilization are Sm = 0.74 and Sm = 1.73, respectively.

VI. CONCLUSION AND FUTURE WORK

In this paper, we measured and analyzed the CPU uti-
lization with two web services (Concat and Sort) hosted
on a virtual machine instance on the cloud, while the

number of CPUs was scaled from 1 to 2 and 4 CPU cores.
Web services were tested with different load determined
with various message parameter size M , and number of
concurrent messages N .

We have introduced a relative scaled CPU utilization
measure and a relative multi-core scaled CPU utilization for
the same server load over scaled resources. The methodology
is based on measurement of real CPU utilization and calcu-
lation of new relative measures to make better conclusions
for scaling.

The results show that normalized CPU utilization depends
mostly on the number of concurrent messages for Concat
web service, while Sort web service depends on both input
parameters.

Both expected and unexpected results are achieved for
relative scaled CPU utilization. It is sublinear for each
values of parameters N and M , proving the hypothesis H1.
However, contrary to the hypothesis H2, the results show
that there is a region where relative scaled CPU utilization
is smaller than 1, i.e., the total CPU utilization is even
smaller than unscaled test case. This region is determined
for smaller N regardless of M for Concat web service,
while the region for Sort web service is determined when
both input parameters are small.

CPU utilization has directly impact to the power con-
sumption, both for CPU working and cooling, which is a
significant part of cloud total cost. Therefore, reducing the
CPU utilization will greatly reduce the overall cost. In this
paper, we determine the correlation between CPU utilization
(cost) with the number of concurrent messages N and their
parameter size M using two different web services Concat
and Sort.

We will analyze the other performance parameters, such
as response time for both web services in order to determine
the tradeoffs between performance, cost and CPU utilization
while scaling the resources on the cloud. Another important
analysis will be performed to determine the platform impact
(various operating systems and web servers) on CPU utiliza-
tion in the cloud, using different clouds and hypervisors.

REFERENCES

[1] Q. Zhang, L. Cheng, and R. Boutaba, “Cloud computing:
state-of-the-art and research challenges,” Journal of Internet
Services and Applications, vol. 1, no. 1, 2010, pp. 7–18.

[2] A. Berl, E. Gelenbe, M. Di Girolamo, G. Giuliani,
H. De Meer, M. Dang, and K. Pentikousis, “Energy-efficient
cloud computing,” The Computer Journal, vol. 53, no. 7,
2010, pp. 1045–1051.

[3] L. Mei, W. Chan, and T. Tse, “A tale of clouds: Paradigm
comparisons and some thoughts on research issues,” in Asia-
Pacific Services Computing Conf., 2008. APSCC ’08. IEEE,
2008, pp. 464 –469.

136Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-271-4

CLOUD COMPUTING 2013 : The Fourth International Conference on Cloud Computing, GRIDs, and Virtualization

                         149 / 263



[4] S. Ostermann, A. Iosup, N. Yigitbasi, R. Prodan, T. Fahringer,
and D. Epema, “A performance analysis of EC2 cloud com-
puting services for scientific computing,” Cloud Computing,
2010, pp. 115–131.

[5] K. Xiong and H. Perros, “Service performance and analysis
in cloud computing,” in Services-I, 2009 World Conference
on. IEEE, 2009, pp. 693–700.

[6] D. Durkee, “Why cloud computing will never be free,” Queue,
vol. 8, no. 4, Apr. 2010, pp. 20:20–20:29.

[7] A. Beloglazov and R. Buyya, “Energy efficient allocation of
virtual machines in cloud data centers,” in Cluster, Cloud and
Grid Computing (CCGrid), 2010 10th IEEE/ACM Interna-
tional Conference on, may 2010, pp. 577 –578.

[8] M. Gusev and S. Ristov, “The optimal resource allocation
among virtual machines in cloud computing,” in CLOUD
COMPUTING 2012, The Third International Conference on
Cloud Computing, GRIDs, and Virtualization, 2012, pp. 36–
42.

[9] K. Saleh and R. Boutaba, “Estimating service response time
for elastic cloud applications,” in 2012 IEEE 1st Inter-
national Conference on Cloud Networking (CLOUDNET)
(IEEE CloudNet’12), Paris, France, Nov 2012, pp. 12–16.

[10] M. Gusev, G. Velkoski, S. Ristov, and M. Simjanoska, “Web
service CPU overutilization in the cloud,” in the 6th Interna-
tional Conference on Information Technology, ser. ICIT 2013,
Amman, Jordan, in press.

[11] G. Velkoski, M. Simjanoska, S. Ristov, and M. Gusev, “CPU
utilization in a multitenant cloud,” in EUROCON - Interna-
tional Conference on Computer as a Tool (EUROCON), 2013
IEEE, in press.

[12] Y. O. Yazir, C. Matthews, R. Farahbod, S. Neville, A. Gui-
touni, S. Ganti, and Y. Coady, “Dynamic resource alloca-
tion in computing clouds using distributed multiple criteria
decision analysis,” in Proceedings of the 2010 IEEE 3rd
International Conference on Cloud Computing, ser. CLOUD
’10. Washington, DC, USA: IEEE Computer Society, 2010,
pp. 91–98.

[13] E. Ciliendo and T. Kunimasa, Linux Performance and Tuning
Guidelines, 1st ed. ibm.com/redbooks, Jul. 2007.

[14] E. T. G. de Sousa, P. R. M. Maciel, E. M. Medeiros,
D. S. L. de Souza, F. A. A. Lins, and E. A. G. Tavares,
“Evaluating eucalyptus virtual machine instance types: A
study considering distinct workload demand,” in CLOUD
COMPUTING 2012, The Third International Conference on
Cloud Computing, GRIDs, and Virtualization, 2012, pp. 130–
135.

[15] Eucalyptus Systems. Eucalyptus cloud. [Retrieved: March,
2013]. [Online]. Available: http://www.eucalyptus.com/

[16] G. Wang and T. S. E. Ng, “The impact of virtualization
on network performance of amazon EC2 data center,” in
Proceedings of the 29th conference on Information commu-
nications, ser. INFOCOM’10. Piscataway, NJ, USA: IEEE
Press, 2010, pp. 1163–1171.

[17] M. Hovestadt, O. Kao, A. Kliem, and D. Warneke, “Evalu-
ating adaptive compression to mitigate the effects of shared
I/O in clouds,” in Parallel and Distributed Processing Work-
shops and Phd Forum (IPDPSW), 2011 IEEE International
Symposium on, 2011, pp. 1042–1051.

[18] G. Vilutis, L. Daugirdas, R. Kavaliunas, K. Sutiene, and
M. Vaidelys, “Model of load balancing and scheduling
in cloud computing,” in Information Technology Interfaces
(ITI), Proceedings of the ITI 2012 34th International Confer-
ence on, june 2012, pp. 117 –122.

[19] D. Jayasinghe, S. Malkowski, Q. Wang, J. Li, P. Xiong, and
C. Pu, “Variations in performance and scalability when mi-
grating n-Tier applications to different clouds,” in Proceedings
of the 2011 IEEE 4th International Conference on Cloud
Computing, ser. CLOUD ’11. Washington, DC, USA: IEEE
Computer Society, 2011, pp. 73–80.

[20] OpenStack Cloud Software, “Openstack cloud,” [Retrieved:
March, 2013]. [Online]. Available: http://openstack.org

[21] SoapUI, “Functional testing tool for web service testing,”
[Retrieved: March, 2013]. [Online]. Available: http://www.
soapui.org/

[22] M. Juric, I. Rozman, B. Brumen, M. Colnaric, and M. Her-
icko, “Comparison of performance of web services, WS-
security, RMI, and RMI–SSL,” Journal of Systems and Soft-
ware, vol. 79, no. 5, 2006, pp. 689–700.

137Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-271-4

CLOUD COMPUTING 2013 : The Fourth International Conference on Cloud Computing, GRIDs, and Virtualization

                         150 / 263



Evaluating Computation Offloading Trade-offs in Mobile Cloud Computing: A Sample

Application

Jorge Luzuriaga, Juan Carlos Cano, Carlos Calafate, Pietro Manzoni
Universitat Politècnica de València
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Abstract—Mobile cloud computing is generally referred to
as the infrastructure where both the data storage and the data
processing happen outside of the mobile device. The nature of
the connection between the cloud servers and the mobile host are
anyway much less reliable than in classical cloud computing with
static devices. A compromise must be found between local versus
remote computation so to cope with the reduced performance of
the data connection and with the characteristics of the mobile
device, basically its power availability limitations. In this paper,
we evaluate the tradeoffs of computation offloading using as a
case study a facial recognition application for smartphones where
recognition is a service in the cloud. We present a specifically
designed application for mobile devices developed as a component
of the proposed evaluation system. The intensive calculus needed
for the image manipulation is compared in terms of speed and
accuracy both when we delegate it to cloud computing and when
we perform it locally on the mobile device. These two alternatives
and the intermediate options are compared to determine the
optimal settings to take better advantage of integrating these
two technologies.

Keywords—Cloud Computing; Facial Recognition; Mobile de-
vices Applications; Process Outsourcing; Mobile Cloud Computing.

I. INTRODUCTION

The latest advances in mobile communication networks and
the increasing penetration of smartphones and other mobile
devices, like tablets and portable computers, are transforming
the mobile Internet and allowing the users to improve their mo-
bile experience. However, the limited computing and informa-
tion/energy storage capabilities of mobile devices are delaying
their abilities to support increasingly sophisticated applications
demanded by users. The emerging cloud computing technology
offers a natural solution to extend the limited capabilities of
mobile devices. The resulting new paradigm of mobile cloud
computing is being adopted by researchers as a powerful new
way to extend the capabilities of mobile devices and mobile
platforms, which has the potential of a deep impact on the
business environment and people’s daily life.

The decision of where to place the execution (local or
remote mode) should be anyway made based on the quantity
of computation and communication that is required by the
application. A little amount of communication combined with
a large amount of computation should be performed preferably
in remote mode, while a large amount of communication
combined with a little amount of computation should be
performed preferably in local mode.

In this work, we chose face recognition as a sample
application to evaluate the tradeoff of offloading computation
with the intuitive idea of the required intensive calculus puts
in commitment the hardware features of the mobile device.
Whereas that, if the same calculus are executed by other
systems with better hardware features, these processes are
realized with less effort and in much less time.

We analyze the intensive calculus dividing it in sub pro-
cesses that are distributed between the mobile device and the
cloud infrastructure using a cascade of classifiers based on the
Adaboost algorithm [19] to detect the presence of faces in an
image and the Eigenfaces algorithm [11] to make the training
and recognition of these faces.

Finally, we emulate the wireless channel between the
mobile device and the cloud server to view how the end-to-end
response time can affect at application. And also this emulation
allow us to find limitations where we can get advantage with
the use of this technique.

The rest of the paper is organized as follows: Section II
presents the works related to the topic. Section III describes
the proposed system overview, Section IV shows a sample case
study: a facial recognition application. In Section V, we present
a testbed to evaluate this proposal and in Section VI, we show
the results obtained in the tests. The article finalizes with the
conclusions in Section VII.

II. RELATED WORK

The computation off-loading from mobile devices to com-
putational cloud infrastructure is based on deciding which
methods should be remotely executed, so that benefits can be
achieved in terms of both time and use of resources that ends
up in saving energy. In the literature, we found a wide set of
proposals with frameworks that decide dynamically whether
a part of application will be executed locally or remotely
[5][8][12][13][14]. Other proposals utilize nearby computers,
also known as surrogates. These surrogates are resource-rich
computers connected to the Internet and available to use with
nearby mobile devices without incurring in WAN delays and
jitter. Their objective is similar to proxy servers [15]. More
aggressive proposals in which the entire user mobile devices
are cloned on a remote server operating in a cloud where
the execution of processes would be faster [3][4]. It enables
moving an entire operative system and all its applications
to selectively execute some processes on the clones, and
integrating the results back into the mobile device.
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Also, we find in [10] a cost/benefit analysis focused on
energy saving for off-load computation to a server, taking
into account: the processor speed, the instruction number, the
bytes of data exchanged among server and mobile system,
the network bandwidth, the energy consumption in different
states, reaching the conclusion that energy-saved with off-load
computation is greater that the energy spent on communicating
with the cloud. So, if the computation is offloaded with
relatively low cost, the processing in remote mode may be
energy-efficient to the mobile device.

Finally, commercial proposals with applications imple-
mented in client-server model, where the data to make the
computation are transferred from a smartphone as a light
weight client to the remote heavy weight server hosted in the
cloud. These services typically have to interact with very large
databases and require maintenance costs. An example of this
type of applications is the popular Google goggles that uses
pictures to search the web [6].

However, these proposals can only be used when the user
is permanently connected to the Internet. Moreover, when we
delegate the processing to external entities in many cases
these entities follow the pay per use philosophy and their
services are offered in monthly plans with a limit number of
queries or charge for each query. These services provide a
better performance and request priority with technical support
in problematic situations. From the point of view of the
user, the condition to “pay per use” of any application adds
to the cost of the data line, making the remote processing
economically speaking more expensive compared with local
processing. Finally, it is necessary to consider the security
issues in the communication process. When the information
is transferred from the mobile device to the server in cloud
environments, the data can be sniffed from a person/machine
that listens the communication channel, then the data transfers
to remote processing is less reliable compared to process the
data locally whereas not necessary any transmission by the
wireless network.

III. FACIAL RECOGNITION

Face recognition refers to the automatically identification
of a person from a digital image. The process involves: (i) face
detection, (ii) feature extraction, (iii) creation of the database
with known faces, and the (iv) matching with the new face.

We use the Eigenfaces algorithm that applies data dimen-
sion reduction with the minimum information lost by PCA
Principal Components Analysis [8] to get the coefficients
values and is able to make the matching based on the minimum
distance.

The Eigenfaces process chooses the factors with high
correlation because with the redundant information that exists
among them it is possible to select the coefficients that contain
the maximum variability and in this form get the dimension
reduction of the data. Once selected, the principal coefficients
are representing in matrix form.

The process of automatic recognition can be clearly sep-
arated into two stages: the training and the recognition stage.
The training stage is required to learn using a classifier [19].
In our case, the learning consists in transforming the features

of human faces into the form of coefficients and to store
them in a matrix. This matrix represents a database of facial
features of known faces. In the recognition stage, the classifier
is used again to classify the data of the test image and to
get values of correlation coefficients that represent the face
found in the image; this stage realizes the features extraction.
Finally, the values obtained are compared with the matrix
values of the training stage. The minimal difference among
these comparisons is the result of recognition process.

Fig. 1: The general process of training and recognition.

In the upper part of Figure 1, we have a training set of
5 images of the same person. To work with a standard input,
these images have previously passed various sub processes:
(i) compression, (ii) grayscale, (iii) crop, (iv) resize, and (v)
equalization. The next step is to apply the process called
Principal Components Analysis (PCA) where the principal
features of each image are extracted and represented as another
set of images with ghostly aspect. These images contain only
relevant information to recognition process. The complete set
of these images is called Eigenspace. Also, the PCA creates a
common image that represents all images in the Eigenspace.
In the Eigenspace, the first image is the most dominant and
contains the representative features of all faces and the last
images are the weakest that contain common features that can
be found in any face. According to the specified threshold
the weakest images cannot be taken into account because they
are considered as noise. The last step is to get the numeric
coefficient of each image in the Eigenspace through Eigen
decomposing and represent in matrix form. So, each column of
the matrix represents one image in the Eigenspace. A complete
explanation of Eigenfaces process can be found in [11].

IV. EVALUATION APPROACH

When we delegate the processing to external entities we
benefits in terms of hardware resources use and inclusive in
terms of energy saving, but the latency in communication with
the external entity is a big overhead especially when large data
are involved. To reduce this problem a preprocessing of the
information is required so that the accuracy results in posterior
processes are not affected.
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The cloud-based platform hosts the application in a cen-
tralized form and provides a software delivery model known
as Software as a Service or SaaS in which the customers or
users can access remotely using a thin client over the internet
[9]. The main advantages of Software as a Service is the
possibility to offer better services in a form totally scalable
with the demand.

The first step is to evaluate the baseline performance of
the application when run locally in the mobile device. Then,
we identify the application dependencies among the executed
processes identifying the parts of the code that can be executed
in the cloud. Finally, we estimate the response time of the
application in a cloud-based platform before of its deployment.

We will therefore implement and deploy applications ac-
cording to different local versus remote mix to compare their
execution performance. The different ways, modes or scenarios
describe the place where the intensive calculus are realized. We
define a first scenario where the mobile device has the capabil-
ity to process images and to make recognition locally, called
local mode. A second scenario where the recognition process
is offloaded to a cloud computing infrastructure, called remote
mode. And a third and last scenario where the recognition is
performed in a distributed environment, mixing features of the
two previous scenarios, called mix mode.

To know how the end-to-end response time can be affected,
we emulate the communication channel in different conditions,
to this end we used the Linux kernel tools of routing, fil-
ter and classification of packets to guarantee performances,
bandwidths and lower latencies respectively by the utilities
collection grouped in iproute2. Between the principal tools
and utilities we used arpd, cstat, ifcfg, ip and tc. The last two
utilities are known as LARTC of Linux Advanced Routing and
Traffic Control [7] to manage the traffic traversing a network
interface.

To add scenarios with delay and packet loss, we made use
of NetEm that is a network emulator. This network emulator
permits to convert the local area network in a slow and heavy
network as can be an extended area network. NetEm is perfect
to evaluate the behavior of protocols, applications and final
systems, which have to be used on distributed environments.
Originally NetEm behaves as a FIFO queue without delays
or packet loss. To modify its discipline and its parameters,
we can do it by the tc command in a Linux shell. To
modify the parameters, we consider that the network delay
is a variably value that depends of the amount of traffic that
fluid by the same network. Generally, the delay is represented
as a normal distribution with a medium value more/less the
standard deviation value. The next parameter that we specify
to modify the network behavior is the packet loss, here NetEm
deletes randomly as packets as needed to fit to parameter.

V. EXPERIMENTS

As a basic tool for our evaluation, we developed a mobile
client application for Android devices. A snapshot of this appli-
cation is shown in Figure 2, where the green box indicates the
face detected. In the bottom part of the screen, the characters
indicate the name of the recognized person. And if appear a
number next to the name, it indicates the age estimation of the
person as an extra detail only available in the remote mode.

Fig. 2: Snapshot of the face recognition mobile application.

This application first captures pictures of people faces in
local mode without using any communication with the external
server, as if the cloud server was unavailable, the application
makes the image processing necessary in the learning stage and
the application is ready to receive any face image of people to
make the recognition stage. In the case in which the network
and the cloud server are available, the application automatically
sent the data to remote processing. And the last function of
the application is the visualization of the results as a front-end
terminal.

The evaluation of the application has been performed
on Samsung Galaxy Ace Smartphone running Android OS
version 2.2 connected to internet by a WiFi and 3G networks.
The testbed consists of execution of the application with the
objective of getting the average execution time of each sub
process with the same workload used in different scenarios,
as shown in Figure 3. To get normalized values each test was
repeated 10 times. The face recognition process is made with
different values of people from 5 up to 20. And to each person
different face images, from 1 up to 5, getting training sets with
number of images multiples of 5.

Fig. 3: Proposed system architecture.
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Regarding network emulation, we first estimated the real
values of latencies and packet lost experienced in a commu-
nication with a server in a cloud infrastructure, Then we used
these values as guidelines to modify the network conditions
when we make a POST request from the mobile device to
servers in cloud infrastructure. The network conditions such as
network delay, bandwidth rate, and packet loss were modified
through the NetEm parameters. These tests was realized with
virtual machines: we had a virtual machine executing a web
server as a server on a cloud infrastructure. And the request
were realized from another virtual machine, representing a
mobile phone. Here, we varied the delay parameter using the
values 2, 10, 50, 100 and 500 milliseconds and with each one
of these values we used a different value for the packet loss
parameter from 0% (emulating a perfect channel) passing for
1, 5, 10 until 20% (as a noisy channel). Each test was repeated
for 10 occasions, too.

VI. RESULTS

In all scenarios it was necessary to process the captured
image with an average cost in time of 480 ms. Then, the
average times of each of the other pre-processes are shown
in the table 1 and are graphically represented in the Figure
4. The processes that consume more time are: convert color
images to grayscale (595 ms) and the detection of faces in an
image (667 ms).

TABLE I: Time consumed for each sub-process to pre-
processing images

Pre-process Average Time in milliseconds
compression 180
gray scale 595

face detection 667
crop face 12

re-dimension 30
equalize 10

Now, please remember that processing is made of two
stages: training and recognizing. In the training stage the
overall system time is related directly to the number of images
in the training set (while more images for each person more
accurate are the recognition results). This creates a first trade-
off between the required time to make the training and the

Fig. 4: Proportion of time consumed in pre-processing an
image.
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Fig. 5: Time required in the learning stage of local mode
according to the number of images in the training set.

number of samples to train. As we can see in the Figure 5, a
training set of 5 images needs 1,5 seconds to train while the
case of a training set of 100 images needs 250 seconds. These
values have an quadratic growth.

Considering the time required for the application to do the
training stage can affect the user’s patience. A reasonable size
of training set can be of 50 images that requires 63 seconds of
waiting. The recognition stage need less time when compared
with the training stage, to any person whose images have been
previously trained, the facial recognition is realized in a range
of 1,5 to 2,5 seconds according the number of images per
person, as we see in Figure 6a. Here, we confirm that the
fact of using Eingenfaces converts the recognition process in
a quick process and permits to operate with wide sets of faces
in very short times [11].

The recognition accuracy rate when we use only one image
per person is unreliable because it doesn’t arrive to 50%.
With 3 images per person is over 60%, but continues being
unreliable. We reach close to 80% accuracy, when we use 5
images per person. As we can see in Figure 6b.

In remote processing, the images were sent in first place
via a WiFi network and then via a 3G network. When we
send images product of a strong pre-processing, the results are
obtained in 939 ms with WiFi and in 3908 ms with 3G. When
we send images with a lighter pre-processing we obtain the
results in 2045 ms with WiFi and in 9790 ms with 3G. As we
can see in Figure 7a.

In remote mode, the accuracy rate (Figure 7b) with images
whose size is in the range of 8 kB to 102 kB is over the
80%. With images of 160 kB the accuracy is 91%. Namely
better results with images without compression or in general
without apply the pre-processing steps. But, if we avoid the
pre-processing steps, the communication is affected by perfor-
mance loss. This scale the problem size with higher latency and
occupancy of bandwidth. To overcome these limitations, the
scenarios with mix mode, we consider that the pre-processes
of gray scale and face detection with 595 ms and 667 ms
respectively are very expensive in terms of time consumption,
then we decide not to use them. Simply the images captured
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Fig. 6: Results obtained in local mode
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Fig. 7: Results obtained in remote mode

are compressed with JPG standard at 85%, to get a reduced
version of these images with a size of near 16 kB. Then these
images are sent to remote processing in the cloud infrastructure
preferably using the WiFi network, to obtain results in 1712
ms with an 86% accuracy. It is the best combination and it
can be considered as the optimum mode that we recommend
to use.

If these preprocessed data are sent via WiFi network the
recognition results are timeless that when are realized in local
mode inclusive including the latency and round-trip delay
time communicating with remote mode. The latter method
requires network connectivity from the mobile device to Cloud
environments. In cloud side due hardware potential and the
complex of the algorithms, this scenario can provide more
accurate results.

In the emulation of network conditions, with a 3G channel,
the time required to make the request and get the response with
an ideal channel (0% of packet loss) is 6 seconds with the
minimum delay (2 ms), and with the maximum delay (500
ms) the response is obtained in 22 seconds. In Figure 8a,
is displayed linear growth of the time necessary to receive
a reply, under the differing amounts of packet loss for some
link latencies.

Finally, we modify the latency values in WiFi channel from
2 ms up to 500 ms, the emulation deliver values from 800 ms
to 1800 ms respectively, as we can seen in the Figure 8b.

VII. CONCLUSIONS

The growth of complex applications to mobile devices
with support of cloud computing infrastructure demands better
understanding of the effects of latency and packet loss. The
communication client-server in wireless environments might
suffer more latency and are more prone to packet loss. This
communication is also affected by the Internet latency.

For this reason in this paper, we presented an application
designed to allow the isolation of each process involved in a
recognition of a face, integrated in a testbed that allowed the
control of network conditions, such as latency and packet loss.

From the obtained results, we consider that offloading com-
putation from mobile devices to cloud computing infrastructure
can be done safely only if we have a guaranteed availability
of a stable channel. In fact, with a broadband access of a WiFi
network, we have low aggregate latencies close to 1 second.
And if we use the 3G network, we have aggregate latencies
near to 4 seconds. Both options with a packet loss level under
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Fig. 8: The times obtained in the channel emulation using NetEm

3%. These are suitable for a good performance. When the
packet loss level is over 3%, latencies are highly affected and
this can be annoying to the user’s experience. For these cases
is preferable to use the local calculus with order to keep low
latencies.

With the continuous evolution of mobiles devices and the
communication networks, it is possible to design, develop and
use applications that combine the two operational modes in
better efforts. For example, using these operational modes in
applications where we will get the results in less of one second
in autonomous mode or we will automatically use the remote
mode sending queries to remote servers and get results in 2
seconds in normal cases or in 5 seconds in the worst case.
With recognition training vectors previously charged to both
options. If these results are not correct or are unreliable is
possible to aggregate new registers manually, to future queries
in a crowd sourcing style. As the people’s identity is a delicate
theme. We can use this architectural proposal and the image
processing in other aims, following with the visual content
that can be found in an image, that requires recognition and
identification.
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Abstract — Data farming is a scientific methodology, which 
heavily depends on technical advances in high throughput 
computing to generate large amounts of data with computer 
simulation to investigate studied phenomena. Unfortunately, 
the availability of versatile data farming systems is very limited 
and none of existing tool enables integration with novel Cloud 
solutions. This paper presents a flexible platform for 
conducting large-scale data farming experiments on 
heterogenous computational infrastructure including: clusters, 
Grids and Clouds. Another important feature of the presented 
platform is the support of interactive data farming 
experiments, which includes an online analysis of partial 
experiment results and experiment extending capabilities. 

Keywords - scalability; data farming; software platform; high 
throughput computing. 

I.  INTRODUCTION 
In many disciplines of modern science, scientific 

discoveries are results of collecting and analyzing large 
amounts of data. In particular, an increasing popularity of 
conducting experiments, both physical and virtual, to 
understand studied phenomena leads to big data generation. 
A physical experiment often is too expensive to conduct it 
multiple times, e.g., when requires expensinve equipment 
such as airplane engines or battleships, thus computer 
simulations are performed instead. Technological advances 
in recent years have led to significant improvements in the 
computer simulation field, e.g., reduction of the required 
time to run a computer simulation and refinement of 
simulation models in regard to its complexity. One can now 
simulate complicated phenomena in minutes or hours instead 
of days or months, with an improvement of results quality 
and simulation complexity. 

Based on this technological progress, new forms of 
scientific methodologies have emerged, which are based on 
data-intensive computation and analysis. One such a 
methodology is called “The Fourth Paradigm” [1], in which 
new scientific findings are discovered by analyzing big 
amount of data coming from various scientific experiments. 
A complementary approach, which is gaining more and more 
popularity in recent years, is Data Farming [2], whose main 
objective is to develop a better understanding of landscape of 
possibilities as well as outliers that may be discovered 

through simulation. This is especially important when 
concerning a decision-making process regarding complicated 
nature of scenarios involving security forces. The origin of 
the Data Farming methodology is in USA Marine Corps, 
where it was proposed to enhance military strategies. Though 
today, it is used in other disciplines of science [3-4]. The 
basic idea behind Data Farming is to grow significant 
amount of data by performing large number of simulations of 
a studied phenomena, each with a slightly different input 
values. Simulation results are described by a vector of 
parameters, called Measures of Effectiveness (MoE), which 
is used to evaluate each simulation. A result vector is treated 
as a single point of possible output landscape. After 
gathering a number of such points, a scientist can perform 
analysis of existing trends or anomalies, based on which, 
new insights into phenomena can be obtained. 

A crucial requirement for conducting data farming 
experiments effectively is usage of high performance and 
throughput computer infrastructure. It is necessary to run a 
large number of simulations simultaneously and gathering 
output results. In addition, it is often required to integrate 
many heterogeneous computational infrastructures, when an 
experiment requires more computational power than a single 
computer centre can provide. Moreover, as new types of 
computational infrastructures are emerging, e.g., public 
Clouds, integration with existing infrastructures, e.g., Grid 
environments, becomes a major issue. Thus, a holistic 
platform, which will virtualize computational and storage 
resources, is required to conduct data farming experiment in 
an efficient way. In particular, it should automate all 
cumbersome technical aspects of infrastructure configuration 
and simulation running. Besides fulfilling functional 
requirements, such a platform should be scalable and 
adaptable to a changing state of knowledge about the studied 
phenomena, in order to be used in both small and large data 
farming experiments.  

The rest of the paper is organized as follows. In Section 
II, we present existing tools, which can be utilized for 
conducting data farming experiments. Section III describes 
our platform, called Scalarm, its main design principles and 
objectives. Then, in Section IV, an experimental evaluation 
of the presented platform is depicted. We conclude this paper 
in Section V. 
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II. STATE OF THE ART 
Although, Data Farming is becoming a popular scientific 

methodology lately, the software supporting this 
methodology is rather limited. One of the very few examples 
of such tools is OldMcData [5], which supports only two 
parts of a data farming experiment. It can prepare input a set 
of input vectors based on possible range of parameter values 
and selected design of experiment methods. Afterwards, it 
can schedule simulations to run on available computational 
resources with the Condor software [6], which can be 
configured to work with distributed resources and is able to 
move simulations’ output from distributed computational 
resources to a designated location. However, no method for 
data analysis is provided, which means that external tools 
have to be used. Moreover, running simulations is a batch-
like process, i.e., a whole package of inputs is submitted to a 
scheduler at once. The user can proceed to data analysis after 
the whole experiment is finished. There is no information 
about any partial results and the user cannot modify the 
parameter space of an experiment once submitted. Condor 
supports heterogeneous infrastructure integration, but it lacks 
the scaling feature in regards to application managers, which 
means the infrastructure delegated to perform the experiment 
has to be set before starting simulations and cannot be 
changed during the runtime. 

Although, data farming oriented tools are rather limited in 
number, there are several tools, which can support different 
phases of the data farming process independantly. One of the 
most important phases of the process is simulation execution 
with high throughput computational infrastructure. There are 
several tools available for this task as this is a generic 
problem in many computational disciplines. Distributed 
Infrastructure with Remote Agent Control (DIRAC) [7] is a 
platform supporting computations with heterogeneous 
resources including local clusters, Grids and Clouds. It was 
originally developed to provide a complete solution for using 
the distributed computing resources of the LHCb experiment 
at CERN for data production and analysis. DIRAC provides 
an additional abstraction layer between users and various 
compute resources to allow optimized, transparent and 
reliable usage. It exploits the concepts of Workload 
Management System with Pilot Jobs, which increase 
computations efficiency and reliability. DIRAC utilizes an 
agent-based architecture, where agents are deployed on the 
worker nodes, building a dynamic overlay network of readily 
available resources. These agents, being actually a 
representation of available computing resources, intend to 
reserve computational power to run actual tasks, which are 
distributed using a custom scheduling method. By using the 
Pilot jobs and Workload Management System concepts, 
DIRAC implements redundancy at the computational task 
level, i.e., DIRAC guarantees that tasks will be run, and in 
case of any failure it will be rescheduled. In addition, these 
concepts allow aggregating in a single system computing 
resources of a different nature, such as computational grids, 
clouds and clusters, transparently for the users. DIRAC 
provides the data management functionality, however it is 

related to data distribution in a reliable manner among 
computational resources. It does not provide functionality 
required to analyse job results. Also, it does not have design 
of experiment methods built in for sampling input parameter 
value space, based on which computational jobs should be 
generated and scheduled. Thus, it can be only used as a part 
of a complete data farming platform, rather than being a 
complete solution for its own. 

Falkon, which stands for a “Fast and Light-weight tasK 
executiON framework”, is a framework for rapid execution 
of many tasks on compute clusters [8]. Falkon focuses on 
efficient task dispatching, and delivers dispatching 
performance better than other systems, i.e., upto 440 
tasks/sec. Furthermore, Falkon is highly scalable in terms of 
workers, which can be utilized to perform tasks, i.e., to over 
54,000. Thus, applications end-to-end run time can be 
reduced in some cases up to 90% relative to versions that 
execute tasks via separate scheduler submissions. To achieve 
such performance and high scalability, Falkon utilizes a 
concept of multi-level scheduling to separate resource 
acquisition from task dispatch. Moreover, a streamlined 
dispatcher is used, which improves performance but 
eliminates support for features such as multiple queues, 
prorities, accounting, etc. Falkon consists of a dispatcher, a 
provisioner, and multiple executors. The dispatcher accepts 
tasks from clients and schedules subsequent tasks to next 
available executors. The provisioner is responsible for 
creating and destroying executors on available computational 
resources. Executors run tasks received from the dispatcher. 
Each new executor registers with the dispatcher. 
Components communicate via Web Services (WS) 
messages, except for notifications are performed via a 
custom TCP-based protocol. Although, Falkon provides high 
throughtput and executors’ scalability, it lacks dispatchers’ 
scalability, i.e., performance of Falkon is constrainted by 
capabilities of the server, which runs the dispatcher 
component. Moreover, whole Falkon functionality is limited 
only to dispatching, hence no functionality related to 
parameter space generation or results analysis is provided. 

Since data farming is still a relatively uncharted territory 
none of existing tools provides functionality required for 
flexible running of various data farming experiments with 
different types of parameters and even simulation 
implementation technologies. 

III. SCALARM PLATFORM 
Due to lack of versatile software for conducting data 

farming experiments, we developed a new system from 
scratch, called Scalarm [9], which stands for Massively 
Scalable Platform for Data Farming. Scalarm intends to 
fulfill the following requirements: 

• support all phases of a data farming experiment, 
starting from a design of experiment phase, 
through simulation execution and progress 
monitoring, to statistical analysis of results, 
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• support different sizes of experiments from 
dozens to millions of simulations through 
massive scalability, 

• support for heterogenous computational 
infrastructure including private clusters, Grids 
and Clouds. 

A. Provided functionality 
Scalarm functionality focuses on conducting 

experiments, which follows the Data Farming methodology. 
In addition, Scalarm introduces an exploratory approach to 
experiment conducting. In a batch-like experiment 
execution, the user submits an experiment as a single 
package, waits for all simulations to compute, and then 
analyze obtained results. Based on the result analysis, new 
experiments are conducted to investigate interesting cases in 
more details. This loop can be reapeated several times. On 
the other hand, the exploratory approach enables users to 
expand the parameter space of running experiments, based 
on an on-line analysis of already computed simulations, e.g., 
with regression trees and MoE histograms. Hence, the user 
can specify only small parameter space at first, and expand it 
on-line later on, which is a more natural way of conducting 
such experiments.  

Supported use cases can be divided into three groups 
based on their expected results: experiment management, 
analysis and platform management. The first group includes 
activities related to preparation of new data farming 
experiments, their further monitoring and management, e.g., 
adding computational resources to execute simulations 

included in a concrete experiment. The second group, i.e., 
analysis, contains all actions, which intend to visualise and 
discover knowledge from simulations' results in form of 
various charts and graphs. Hence, they can be utilized to 
discover meaningful insight into studied phenomena. The 
last group, i.e., platform management, includes use cases, 
which are important for a multi-tenant environment to 
operate, but they do not support the data farming process 
directly, e.g., login. 

B. Architecture of the platform 
Selecting an appropriate architecture style for virtual 

platforms, which intend to be deployed at a large scale, is the 
basic problem of modern software engineering. At a high-
level of abstraction, Scalarm follows the “master-worker” 
design pattern, i.e., one part of the platform is responsible for 
scheduling the actual work to the other part of the platform. 

Scalarm’s architecture utilizes a service-oriented 
approach with an additional modification, which addresses 
the scalability requirement. To cope with the requirement, 
we do not operate on the level of components and services, 
which represent single instances only. Instead, we extended 
the meaning of an application's modularization unit to 
embrace the scalability feature. Thus, each Scalarm service 
can consist internally of a number of component’s instances, 
which provides exposed functionality, and a load balancer, 
which constitutes a single entry point to the service. An 
overview of the architecture is depicted in Fig. 1.  

 
 

Figure 1. A component diagram of Scalarm. 
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The Scalarm platform includes the following 
components: 

• Experiment Manager, which handles all 
interaction between the platform and actual 
users via a Graphical User Interface. On the one 
hand, it constitutes a gateway to the platform for 
analysts, i.e., provides a coherent view of 
information about all running and completed 
data farming experiments, and enables analysts 
to create new experiments or to conduct 
statistical analysis on existing ones. On the other 
hand, Experiment Manager is responsible for 
scheduling simulations to Simulation Managers. 

• Storage Manager is an equivalent of the 
persistence layer concept but in a form of a 
separate service. Other components, mainly 
Experiment and Simulation Managers use this 
service to store different types of data: structural 
information about each executed simulation and 
experiment, and actual results of simulations, 
which may be either binary or text data. By 
utilizing a built-in load balancer, Storage 
Manager can be treated as a virtually centralized 
but physically distributed single point of data 
storage, which facilitates the client side while 
preserving performance and scalability. 

• Simulation Manager is an intelligent wrapper 
for actual simulations, which can be deployed 
on various computational infrastructures, e.g., 
private cluster, Grids or Clouds. It can be treated 
as an implementation of the Pilot job concept, 
i.e., a special application that intends to acquire 
computational resources to run actual 
applications. However, while the Pilot job 
concept was created for Grid environments 
only, Simulation manager is infrastructure 
independent. The wrapper is responsible for 
preparing whole environment for a simulation, 
i.e., download necessary code dependencies and 
input parameter values. After a simulation is 
finished, Simulation Manager uploads results to 
the "master" part, i.e., log files and other binary 
outputs are sent to Storage Manager, while MoE 
values are sent to Experiment Manager along 
with information about simulation completion. 
As it can operate in a highly dynamic and 
unreliable environment, Simulation Manager 
supports fault tolerance for Experiment and 
Storage Managers failures as well as network 
connectivity issues. Moreover, to maximize 
resource utilization, Simulation Manager starts 
multiple simulations in parallel based on actual 
computational resource capabilities, i.e., 
additional simulations are started if it will not 
significantly decrease performance of already 
started simulations.  

• Information Manager is an implementation of 
the Service locator pattern, known from SOA-
based systems. It is a "well-known" place for 

each component in the system, which stores 
information about other components' locations. 

• Monitoring Manager constitutes a distributed 
monitoring system for the Scalarm platform. It 
contains two separated elements: sensors, which 
periodically sent monitoring data and a service, 
which stores this information. Sensors are built 
directly into each Experiment, Storage and 
Simulation Managers. It collects information 
about workload of Scalarm components, using 
operating system metrics, e.g., CPU and RAM 
memory utilization, as well as component 
specific metrics, e.g., response time of various 
requests. 

C. Supported applications 
Scalarm was originally evaluated in a multi-agent 

simulation area, with a goal of supporting a training process 
of security forces. A sample simulation scenario involved 
controlling the access of civilians to a military base camp 
during elections in a mission abroad. In this scenario, 
civilians were waiting in front of a camp entrance to an 
operation base with an intention to start a skirmish. From the 
security forces point of view, the goal of this scenario was to 
prevent the escalation of agression by effectivie negotiations. 
However, civilians may act differently, depending on input 
parameter values, hence actions performed by security forces 
should be adjusted to a concrete behaviour. A goal of a data 
farming experiment, which used this simulation scenario, 
was to find out how to minimize the number of injured 
civilians in such a scenario, regardless their behaviour. 

Scalarm facilitated the experiment at the following 
phases: 

• A design of experiment phase, whose result is a 
specification of the input parameter space. 
Scalarm provides a set of views, where an 
analyst specifies types of parametrization for 
each input parameter and design of experiment 
methods, which should be used. 

• Simulation execution on heterogenous 
computational infrastructure. Scalarm supports 
different types of computational infrastructures, 
i.e., common computational clusters available 
via SSH, Grid environments accessible via the 
gLite middleware [10], and public clouds 
supporting Amazon EC2 API. 

• Statistical analysis of results. Scalarm provides 
a set of built-in graphs, which can be created 
based on completed simulation results: 
histograms, regression trees and bivariate 
graphs. 

For more details about conducted data farming 
experiments regarding security forces, please refer to [11]. 
Though, Scalarm was evaluated with a particular type of 
simulations, it can be used in any other science discipline, 
where the Data Farming methodology can be utilized, e.g., 
materials science or life-science. 
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IV. EXPERIMENTAL EVALUATION 
To evaluate Scalarm, we conducted both functional tests 

of supporting different computational infrastructures and 
performance tests to measure the platform’s scalability. 

Functional tests concerned simulating a scenario 
described in Section III. Two standard HP ProLiant worker 
nodes (described in a following section) were used to run one 
instance of Experiment and Storage Managers. To run 
Simulation Managers, we used: 

• 9 worker nodes from a private cluster, 
• 50 Grid jobs scheduled to a Grid infrastructure, 
• 50 High-CPU Extra Large instances from 

Amazon EC2. 
In the experiment design phase, 14 from 92 of simulation 

input parameters (describing initial emotional state and other 
attributes of simulated entities) were set to the “Range” 
parametrization with 2^k method applied, which generated 
16 386 different cases to simulate. The utilized set of 
resources enabled us to execute more than 620 simulations 
simultaneously with more then 140 simulations complete in 
each minute. 

An output of each simulation included: a text file with 
less than 7 MB of simulation logs, and 44 different MoEs 
describing aggregated emotional states of different entity 
groups and statistic regarding the simulated scenario. 
Compressed logs were sent to Storage Managers, which had 
a disk array connected with 6 TB of total capacity.  

After several minutes of computations, an analysis of 
gathered results was conducted using histograms and 
regression trees. Based on this analysis, the experiment was 
extended with additional parameter values. A whole test was 
recorded and can be found online at [12]. 

The second set of tests concerned the platform’s 
scalability. We intended to evaluate scalability of the master 
part, which includes Experiment and Storage Managers, 
since running many independent workers is trivial. We used 
production infrastructure, however an empty simulation was 
actually performed to minimize the number of Simulation 
Managers required to saturate platform’s throughput, which 
was measured with completed simulations registered by 
Experiment Managers in a period of time. 

A. Testing scenarios 
Our testing scenarios focused on evaluating how Scalarm 

handles experiments of various sizes with different amount 
of computational resources. The main measured parameter 
was the total execution time of each experiment. Scalarm has 
three main components, namely Experiment, Storage and 
Simulation Managers, which can be scaled. In presented 
tests, the number of Simulation Managers was 
experimentally selected to saturate platform’s throughtput. 
Hence, only numbers of Experiment and Storage Managers 
were used as parameters of performed tests. 

Regarding experiment sizes, i.e., the number of 
simulations within an experiment, we used the following set 
of values to present full capabilities of the platform: 100 000, 
200 000, 500 000, 1 000 000, 2 000 000, 5 000 000. 

Concerning computational resources, the parameter 
depicted the number of servers dedicated to run Experiment 
and Storage Managers. Our tests included the following 
values of this parameter: 1, 2, 4 and 8. However, each 
component run on a separate set of servers, which means that 
in each test, the total number of servers was doubled. 

B. Testing environment 
In case of performance tests, we used a computing cluster 

to run Experiment and Storage Managers to minimize the 
network latency. Simulation Managers were scheduled to a 
part of PL-Grid infrastructure located within the same site. 

To run each component, we used standard HP ProLiant 
worker nodes, connected with each other through a 10 GbE 
network switch, while connection between a worker node 
and switch was 1 GbE link. Each worker node has the 
following parameters: 

• 2x Intel Xeon CPU L5420 @ 2.50GHz  
• 16 GB RAM 
• 120 GB hard drive (5400 RPM) 

C. Evaluation results 
Aggregated test results are depicted in Fig. 2. Each line 

on the chart denotes a separate configuration of Scalarm used 
in tests, i.e., numbers of servers running Experiment and 
Storage Managers represented as a pair (<experiment 
managers count>, <storage managers count>). For each 
configuration, we measured total execution time in seconds 
for experiments of different sizes. 

 

 
Figure 2. Experiments' execution time for different Scalarm configurations. 

 
There are a few things worth noticing. First of all, the 

more resources Scalarm has, the better performance it 
provides. The performance gain varied depending on actual 
experiment size. Let's compare configurations (1,1) and 
(2,2). Execution time decreases by 53% for experiment size 
100 000, but only by, 31% for experiment size 1 000 000. 

The second notice concerns the execution time of 
experiments with an increasing size using the same 
configuration. Regardless the configuration, the execution 
time of subsequent experiments with an increasing number 
of simulations rises more than linearly. It is caused by an 
increasing effort of simulation information management. 
Each simulation is represented in Scalarm by a row in a non-
relational database. Performance of such databases depends 
on the IO subsystem, especially when concerning millions of 
rows. Hence, after exceeding some thresholds of a database 
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size (about a million of rows on a single server), database 
operations tend to take more than expected.  

Based on obtained results, we calculated speedup (1) and 
efficiency (2) metric using classical formulas. 

 Speedup(N) = T(1) / T(N) (1) 

 Efficiency(N) = Speedup(N) / N (2) 

Efficiency of Scalarm (depicted in Fig. 3) is greater than 
0.7 in most cases, which is a good result, especially when 
concerning a wide range of tested configurations. 
Furthermore, for some experiment sizes and the 
configuration consisted of 2 servers for Experiment and 
Storage Managers respectively, efficiency is greater than 1, 
which could be have been caused by data sharding between 
instances of a database on seperated servers, which enabled 
having all data in memory instead of using local disk. 

 

 
Figure 3. Scalarm efficiency for configurations including more than 1 

server per component. 
 
An average throughput for the Configuration (1, 1) was 

about 4776 simulations per minute. We estimated the 
number of Simulation Managers, which would be required to 
saturate Scalarm when running actual simulations by 
comparing to the throughput of running actual simulations 
and the throughput with an empty simulation. In the case of 
our simulation, we should have more than 120 000 of 
Simulation Managers running simultanously. This was the 
main reason why the scalability evaluation was performed 
with an empty simulation. 

V. CONCLUSIONS AND FUTURE WORK 
In this paper, we presented a versatile system for running 

large scale data farming experiments involving processing of 
a parameter space where custom design of experiment 
methods and interactive fine tuning of processed parameter 
space are required. The system is currently being evaluated 
for military mission planning support in order to improve 
behavior models for agent-based simulation component and 
to allow drawing conclusions regarding selected Measures of 
Effectiveness for higher echelons. 

The future work will include application of the platform 
in a metallurgy scenario [13], with focus on distributed 
semantic-based Virtual Organization collaborations [14]. 
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Abstract—An important characteristic of cloud infrastruc-
tures is scalability on demand. A scalability service monitors
performance load metrics and decides to scale up or down, by
provision or revoke of cloud resources. This could guarantee
Quality of Service (QoS) and enforce Service Level Objectives
(SLOs). The approach of this paper shows that with additional
imprecise information (e.g. expected daytime performance) the
up and down scale mechanism of such an infrastructure can be
improved and SLA violation can be avoided.
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I. INTRODUCTION

Cloud computing offers customers resources on demand on
a self-service basis and gives them access to a large pool of
computational power and storage. Customers do not have to
manage and maintain their own IT assets and get charged by
cloud providers based upon the amount of resources used or
reserved. The fly in the ointment is the minimal guarantees
of Quality of Service (QoS) for the user’s applications. It
is common that big cloud providers like Amazon offer only
rudimentary service guarantees, like for example a guarantee
for 99,95% availability of their EC2 cloud service. In most
cases providers do not give any performance guarantees at
all. Cloud computing services, like the auto scaling service
of Amazon [1], scale the capacity of virtual machines (VM)
up or down automatically according to e.g. CPU utilization.
Such a service controls the number of VMs to maintain the
performance of a service that experiences hourly, daily, or
weekly variability in usage. The architecture of such a setup
can be seen in Figure 1 inside the blue dashed box. This
obviously has the potential to guarantee Key Performance
Indicators (KPIs) indirectly but KPIs such as e.g. request
response time which are typical Service Level Objectives
(SLOs) in a Service Level Agreement (SLA) are not controlled
directly.

Therefore, SLA violations can happen especially due to
peak demands, caused by all kind of reasons (e.g. product
launches, political statements, service advertisement, weather
changes, etc.), and the up scaling delay of the infrastructure
(e.g. VM start time, LB reconfiguration, infrastructure limits,
and economical limits to prevent extraordinary costs, etc.).
Other reasons for not matching the SLA guarantees could
be limitations, like the maximum number of VMs or non-
ideal load balancing algorithms, which are not considered in
the approach of this paper. Decent scaling is very important,

because the if scale down happens to early SLA violations
occure and if its set to late the customer will pay for resources
that are not utilized.

To minimize the number of SLA violations and to guar-
antee the QoS, an behaviour, load and performance prediction
model is needed. If one could predict the usage of an service,
looking ahead further than the infrastructure delay time, one
could guarantee the QoS for that specific service.

The rest of the paper is organized as follows. In Section
II the related research efforts are discussed. Then a detailed
description of the problem of QoS in cloud computing can
be found in Section III. In Section IV, the specific approach
using fuzzy logic for controlling the scalable cloud service
is introduced. The proof of concept is reported in Section V.
Finally a conclusion is drawn and future work is suggested in
Section VI.

II. RELATED WORK

Since 2009 many teams are working on the problem to im-
prove the QoS for cloud computing. Armstrong and Djemame
tried to transfer the technologies of QoS from grid computing
to cloud computing as discussed in the paper ”Towards quality
of service in the cloud” [2]. The paper of Rochwerger et al. [3]
discuss the funded project RESERVOIR, in which pooled
resources handle peaks and slopes of resources.

Another interesting appraoch is the Q-Clouds framework
described by Nathuji et al. [4]. This framework for the man-
agement of cloud servers enables the possibility to apply and
control QoS. The introduced Q-states provide the possibility
for users to define certain metric limits of SLOs, based on a
cost model. The more the customer is ready to pay, the less
likely is a SLA violation. The controller component uses a
MIMO (multi-input, multi output) model for the calculation
VM resources. So an input vector is defined by the platform
controller. Based on that the output vector delivers the pre-
dicted QoS values. Unlike to the approach of this paper they
basically use infrastructure metrics (e.g. performance, memory,
etc.) to control the QoS.

The important next steps in the QoS for cloud com-
puting were developed by Ferretti/Ghini/Panerieri [5]. Their
paper presents an architecture, which provides cloud resources
dynamically. The developed middleware tries to avoid SLA
violations with the same use case as presented in this paper.
Therefore they split the problem into three components: The
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host platform is an dynamic configuration, that should guar-
antee the requirement of the SLA. The monitoring component
is checking the host platform and its application to display
changes in the configuration and violation of the QoS require-
ments. The third component is responsible for the dispatching
and the load balancing. This component tries to keep the
required QoS. It is implemented in an intelligent way, to
distribute the available resources. It is distinct to load balancing
for requests and sessions. Different to this paper is that the
load balancer takes over the monitoring of the SLAs instead
of a separate module. Further the only metric that is used is the
actual request response time. Compared to our approach, there
can be considered mean value, derivation value, imprecise
information and admin control information.

Many recent works deal with computing resource allocation
in clouds focusing specific management objectives, such as
energy efficiency [6], fairness [7], economic fitness [8], and
service differentiation [9]. All of the above works however
deliver placement solutions. They do not consider the problem
of controlling a load balanced, scalable Cloud service.

Related research can be found in the area of forecasting
the load of electrical power in [10] and [11] where they use
social, economic, and weather condition factors. To achieve
QoS guarantees this paper uses such additional factors as well.

III. QOS IN CLOUD COMPUTING

A Service Level Agreement (SLA) is a contract between
customer and provider, that specifies service performance prop-
erties. These properties are called Service Level Objectives
(SLOs), which contain metrics called Key Performance Indi-
cators (KPIs) and the specific value to be guaranteed. These
performance metrics should be guaranteed over a relatively
long time interval and if a metric is violated commonly penalty
costs may have to be paid to the customer by the provider.

Compared to traditional data centers it is easier to guar-
antee QoS in cloud computing data centers, because of the
possibility to automate infrastructure administration and added
value services such as auto scaling. Today’s virtualization
technologies allow dynamic provisioning of virtual machines
(VM), networks, storage, etc. Therefore a completely auto-
matic, adaptable customer infrastructure is on the horizon to
react in real time to load changes.

Especially a scalable infrastructure can easily be provi-
sioned in the cloud service model Infrastructure as a Service
(IaaS), that allows automatic up/down scaling according the
actual load. This is a big step towards the possibility to
guarantee KPIs like the service request response time, that
is a widely used Key Performance Indicator and a common
Service Level Objective (SLO).

The approach presented in this paper improves the up and
down scaling by using additional information, like the expected
load at a certain daytime in the future, expected increase at
a specific future day because of special events, etc.. With the
additional information we trie to forecast the load and therefore
allow a better pre-acting up or down scale of the infrastructure
if needed.

IV. FUZZY CONTROL TO IMPROVE QOS CONTROL

Most approaches consider infrastructure sensor data like
bandwidth, request/response time, CPU usage, memory usage,
etc. to control the scaling infrastructure as seen in Fig. 1
dashed box. The approach of this paper is to use additional,
often imprecise information (e.g. weather) to improve the
management to meet QoS requirements stated in SLAs. These
imprecise factors (e.g. user wants scaling aggressive/moderate,
etc.), political factors (legal changes, political summits, etc.),
economic/market factors (product advertising, product launch,
etc.), other factors influencing the service usage (e.g. weather,
gossip, etc.) can not be modelled precisely.

Fuzzy logic allows to model imprecise information by the
user (service administrator) in the form of non-numeric lin-
guistic variables (e.g. age: young/old). These fuzzy inputs are
used in the fuzzy control system, that uses expert knowledge
to inference a fuzzy output. After defuzzifying this output to
a crisp value, then this controls the overall scale system how
big the up and down scale factor should be. For example,
if a customer wants to have an aggressive scaling control
the infrastructure will scaled up with e.g. 3 VMs otherwise
with only one VM at a time. The scaling domain expertise is
modelled in a knowledge base with fuzzy IF-THEN rules.

In the next Subsection IV-A the architecture of the fuzzy
scaling cloud service is described, followed by subsection
IV-B, discussing monitoring parameters, which will show the
wide variety of information to improve the cloud scaling
service. The last subsection IV-C presents the fuzzy control
module.

Fig. 1. Fuzzy Controlled Scaling Architecture

A. Fuzzy Controled Scaling Architecture

Figure 1 shows the architecture for a load balanced service
by automatically scaling up/down the infrastructure by start-
ing/stopping VMs. It consists of two new modules compared
to the traditional scaling infrastructure (blue box), the Data
Collector and the Fuzzy Control Module.

The Data Collector collects all information data, crisp (e.g.
cpu usage) and imprecise data (e.g. weather). The data is
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categorized in infrastructure data (e.g. req./resp. time), history
data (e.g. req./resp. time 5 minutes ago), control action (e.g.
aggressive up/down scale), environment data (e.g. daytime),
and other information that might influence the load of the
service.

All collected data is input data to the Fuzzy Control
Module where the data is fuzzified, results propagated by the
fuzzy inference engine and quantified by defuzzification. The
defuzzified value (Number of VM to be started or stopped)
is put into the Scale Control module. This module generates
XML-RPC calls to the Cloud Management System.

B. Information Factors for Control

The relevant information to improve the up/down scaling
can be categorized into monitoring data: infrastructure, historic
infrastructure, time-dependent, and service-dependent sensor
data described in the following paragraphs in more detail.

a) Infrastructure Sensor Data: Table I lists factors that
can mostly be monitored using sensors placed in various lo-
cations in the cloud infrastructure. KPIs, like request response
time can easily measured at the load balancer (LB). Cloud
specific parameters, like start time of VMs, can be aquisitioned
at the cloud management system. If user service request types
should be categorized (typically a imprecise parameter), it is
best to ask the user admin of the cloud resource.

TABLE I. INFRASTRUCTURE SENSOR PARAMETER

Parameter Example Cloud Source
KPI req./resp load balancer
cloud specific VM start time, cloud management
indicators bandwidth system
request type long running req. user
... ... ...

The quality of the cloud infrastructure or service implemen-
tation can be taken into account as well. The load balancing
control might be influenced by the basic robustness of the
overall infrastructure. The infrastructure robustness can be
modelled by an imprecise parameter e.g. strong, weak.

b) History Infrastructure Sensor Data: Table II lists
parameter that have been previously collected in a history
data base. The purpose is to calculate values like, mean
values, derivation values, etc. These statistical data can be good
indicators to improve the LB management.

TABLE II. HISTORY INFRASTRUCTURE SENSOR PARAMETER

Parameter Example Source
derivation KPI derivation req./resp history DB
mean value KPI req./resp. mean value history DB
... ... ...

Imprecise history parameters can be of interest as well.
Suppose a service depends on the weather condition (e.g.
online shop for winter tires), then a sudden change of the
weather condition from try to snowy condition makes it more
likely, that the load of such a service is higher.

TABLE III. TIME-DEPENDENT SENSOR PARAMETER

Parameter Example Source
daytime end of work user input
weekday Saturday calendar
holiday Christmas country holiday cal.
product events new iPhone user input
... ... ...

c) Time-Dependent Sensor Data: Table III lists param-
eter that can influence the infrastructure management at a pre-
defined time.

The knowledge of the typical weekly usage for an service
(see Fig. 2) can be modelled and therefore the decision to scale
up or down strongly or weekly depending whether the change
is high or not.

Fig. 2. Example: Weekly Load of the HFU Learning Management Platform

d) Service-Dependent Sensor Data: Table IV lists pa-
rameter that influence the control infrastructure depending on
the related service. Political parameters, like new legal issues
enforcing more logging at the service side. Market events,
like product launches, marketing events, new prices, etc. can
influence the usage of services. Gossip, modelled as good
news or bad news is influencing service usages. Importance
of service might need a more aggressive management to make
sure, that the SLA violations can be minimized.

TABLE IV. SERVICE-DEPENDENT SENSOR PARAMETER

Parameter Example Source
politic EU summit news ticker
market price Facebook share exchange feed
gossip new Facebook mobile news ticker
service control behaviour
importance (moderate/aggressive) user
... ... ...

C. Fuzzy Control Module

The Fuzzy Control Module consists of four main fuzzy
control processes represented by the four sub-modules re-
spectively (see Fig. 1). The crisp and imprecise input data is
converted into fuzzy values for each input fuzzy set with the
Fuzzifying module. The decision making logic of the Fuzzy
Inference module determines how the fuzzy logic operations
are performed (SUP-MIN inference), and together with the
Knowledge Base module determine the outputs of each fuzzy
IF-THEN rules. Those are combined and converted to crisp
values with the Defuzzification module. The output crisp value
can be calculated by the center of gravity or the weighted
average and converted to the number of VM to started or
stopped.

It follows a closer look at the 3 processes fuzzification,
fuzzy inference and defuzzification.
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Fuzzification: Fuzzification is the process of decom-
posing the input data into fuzzy sets, with trapezoidal shaped
membership functions. Figure 4 shows a system of fuzzy
sets for an input with trapezoidal membership functions. Any
particular input is interpreted from this fuzzy set and a degree
of membership is interpreted. If the request-response-time, for
example, it set to about 100 request-per-seconds, the fuzzy
value loaddeviation is set to low.

Fuzzy Inference: The fuzzy values gathered from the
input data are processed by the inference engine using the
expert domain knowledge modelled as fuzzy IF-THEN rules.
The following fuzzy rules are examples how to state the
domain knowledge in the area of up and down scale control.

IF ReqRespTime_rising=high AND
expected_ReqRespTime_rising=high AND
product_launch=now AND
....

THEN
up_scale=very high

...

Defuzzification: After the fuzzy reasoning the resulting
linguistic output variable (e.g. scale up = high) needs to be
translated into a crisp value (e.g. number of VMs to be started
or stopped at time). Defuzzification maps the output from the
fuzzy domain back into the crisp domain. The most common
defuzzification methods is the Center-of-Area (C-o-A) often
referred to as Center-of-Gravity used in this approach and is
defined as follows:

x∗ =

∫
µi(x)xdx∫
µi(x)dx

(1)

where x∗ is the defuzzified output, µi(x) is the aggregated
membership function and x is the output variable. The C-o-
A method calculates the area under the scaled membership
functions and within the range of the output variable and
afterwards calculates the geometric center of this area.

V. PROOF OF CONCEPT BY SIMULATION

In this section we discuss and evaluate the simulation
results. The objective of the assessment was to verify whether
or not our approach will ensure QoS for a cloud service
better than conventional procedures. Hereafter we give a short
introduction in our Simulation Environment (see section V-A)
followed by the main features of our Simulation Scenarios
(see section V-B), thereafter we discuss the results that we
have obtained during several tests.

A. Simulation Environment

For feasibility testing, we created an simulation environ-
ment to be capable of validating the general fuzzy controlled
scaling architecture proposed in this paper. The simulator
therefore consists of four major components. Firstly, a request
generator module, which simulates the generation of requests
from an application to the cloud service. Here should be
stated, that in our simulation requests are generated with
an static workload. The second module is the load balancer
which receives the generated requests of the request generator
and distributes them to the pooled virtual machines. Here,

the time is measured from the generation of the request till
the execution inside a virtual machine is completed. This
request response time then is checked by the scaler module,
which decides either based on the fuzzy or the conventional
rules whether to scale the service up, down or wait. The
conventional rule set is an simple boundary system, where
when the measured average request response hits the upper
boundary a virtual machine gets started or when the lower
boundary is hit a virtual machine is stopped. In between both
boundaries the scaler waits.

Fig. 3. Expected Load During Daytime

Fig. 4. Input Fuzzy Set for Load Deviation

The fuzzy set uses the same boundaries, but as an additional
decision factor, a prediction based on expert knowledge is
used.

Figure 3 shows the simplified load of an service during
daytime. Based on such knowledge an expert specifies whether
the load will be increasing at an high, regular or low rate. In
case of an high prediction the fuzzy scaler generally scales
up faster, which means it starts virtual machines on a lower
load and additionally starts up to two virtual machines based
on the load. Additionally it will scale down later, keeping a
higher pool of available virtual machines. The regular pre-
diction equals the conventional rule set, therefore resulting in
essentially the same behavior. A low prediction, is in principle
a reversed high prediction, which will change the behavior into
generally scale up later and scale down faster. And similar to
the high it is allowed to stop up to two virtual machines at
once.

The simulator is based on a model in which a generated
request includes a static processing time of 100ms. The KPI,
is measured as the request/response time, based on the average
of the last 10 processed requests. Thereby the time is counted
form the generation of the request, till arrival of the response
after the processing at the load balancer. The QoS limit has
been set to 2000ms in this model and the conventional rule set
regulates at an average response time of 1500ms by upscaling
and at 1000ms by downscaling one virtual machine at a
time. To eliminate the influences of the test environment, like
processor fluctuations the factor of 10 was used to all above
described values.
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Fig. 5. Responsetime Fuzzy Sets

Figure 5 above shows the corresponding fuzzy set, where a
load of below 9,000ms is considered low and above 15,000ms
is high. In between stretches the range of normal load. These
fuzzy values are combined with the fuzzy prediction values to
create the set of fuzzy rules. To determine the suitability of
the procedure presented, different scenarios have been created
and tested with and without the fuzzy control mechanism.
Following the scenario with the specific pre-conditions and
characteristics is described and the obtained results a pre-
sented.

B. Simulation Scenarios

In the scenario the number of generated requests are
increased rapidly and kept on a high level for an minute then
to rapidly fall again. Figure 6 below shows the generated load
graph for this scenario and the settings are shown in Table V.

Fig. 6. Generated Load Scenario 1

This scenario simulates a peak load which happens when
a service is facing an sudden demand. Such as accessing the
canteen online menu just before the lunch break. Peak loads
represent a problem in the real world, as countermeasures are
most difficult.

TABLE V. SCENARIO 1 VALUES

Parameter Value
min VMs 2
max VMs 10

runtime 180s

Figure 7 shows the simulation results with the conventional
rules. Here it can be seen that the simulation begins with the
minimum of 2 virtual machines in the pool. Until about 35s in
the simulation the load is low enough for this two machines to
cope with. After this point the average response time is rising
slowly up until 50s where the load gets increased more. From
this point, the response time increases sharply, until the first

boundary limit of 15,000ms is hit and an additional virtual
machine gets started.

Fig. 7. Scenario 1 Conventional Results

The start of another VM is just not enough to improve
the response time significant. Throughout the simulation up
to 8 VMs are running simultaneously to manage the load.
Comparing these results with the fuzzy controled results,
where the prediction is set to low, shown in figure 8, it becomes
clear that they are pretty similar. This is because with an low
prediction, the limits for the up scale are corresponding to
those of the conventional rule. Therefore the regulation starts
on the same load adding VMs. When switching off VMs,
the fuzzy scaler depending on the load cuts off two VMs.
This behavior has however no effect on the in this simulation
already sinking response time, but it could save resources and
money in real life situations. In both cases the QoS limit of
20,000ms is exceeded.

Fig. 8. Scenario 1 Fuzzy Low Prediction Results

The large fluctuations seen at the peak of the load can
be explained by the forming the average response time. The
individual values between newly started and already longer
running VMs vary widely because of the waiting time of the
processing packets in the different VMs input queues.

Fig. 9. Scenario 1 Fuzzy High Prediction Results

Figure 9 shows the results for the simulation with the fuzzy
scaler and an high prediction. Compared to the other two tests
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we can clearly see that the QoS limit of 20,000ms is respected
this time. In general, we see that the response time runs in
a similar but shallower curve. This can be attributed to the
stronger up scale of starting two VMs simultaneously. This
marginal difference is sufficient to prevent the response time
from increasing over the QoS limit. The earlier intervention,
which is already engaged at a normal load, prevents the
requests from accumulating in the input queues of the VMs.
Overall, though, more resources are used than in the other
tests.

A comparison between the conventional rules and fuzzy
scaler with regular prediction is not necessary, because these
two sets are the same and thus generate the same results.

Over the running of all tests it has show that in all the
scenarios considered, the fuzzy scaler is beneficial. Although
this scaler uses in the high prediction more resources, for
which some could argument it will cost more money, is the
benefit in comparison greater, since a service in where less
resource are needed but has no decent response times makes no
sense to use. The low prediction did not improve the archived
response time but releases the allocated resources faster than
the conventional rules, therefore making it more economical.
By the above presented tests it could be shown that by simple
means, such as a fuzzy rule set and knowledge in form of an
prediction, the response time could be improved or resources
could be saved.

VI. CONCLUSION AND FUTURE WORK

The goal of this paper was to show how a common cloud
computing scaling service could be enabled to guarantee QoS
parameters. Especially the KPI, request-response-time, has
been the focus. The extended QoS provisioning architecture
with an fuzzy control module has been delineated. A detailed
description of possible new information to improve the scaling
control system has been discussed. The proof of concept
chapter showed that violation of SLAs could been avoided.

Future work is to proof this results within a real test
environments and to develop an easy to use user interface. This
shall allow users to specify imprecise information input and
expert knowledge. Additionally the expansion to other QoS
parameters, and further fuzzy input data has to be examined.
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Abstract—Since the emergence of the Internet, and par-
ticularly with the outburst of cloud computing, the produc-
tion of reliable and scalable distributed applications is an
important area of research. Various middleware technolo-
gies were designed for that purpose, among which we find
Message-Oriented Middleware (MOM), which provides reli-
able asynchronous communication through message queueing
techniques. MOMs have been standardized using the AMQP
protocol, and in the Java world, with the JMS API.

In this paper, we extend a store and forward mechanism to
improve the scalability of an end-to-end reliable asynchronous
messaging infrastructure while remaining compliant to the
standard JMS API. We design a flow control based load
balancing policy that, on the one hand, reduces the risk of
consumer queues’ failures while maintaining a near optimal
throughput; and on the other hand, insures the scalability
of our load balancing mechanism on the producer’s side. We
report the evaluation of our solution deployed on a cloud com-
puting infrastructure and implemented within Joram, an open
source implementation of the JMS API and the AMQP queuing
protocol. This work is now part of the Joram distribution
available on the OW2 consortium.

Keywords-JMS; message queues; scalability; load balancing;
flow control

I. INTRODUCTION

Today’s applications often run on distributed resources.
One of the most commonly used ways to simply yet reliably
integrate the different components of a distributed software
system is through a message-oriented middleware (MOM).
MOMs use messages as the only structure to communicate,
coordinate and synchronize, thus allowing the components
to run asynchronously. MOMs offer two communication
paradigms: one-to-one, producers send messages to a queue
where they are stored till they are consumed by one and
only one consumer; and one-to-many or publish-subscribe,
a producer sends a message to a topic that broadcasts it to all
the subscribed consumers. Java, with a concern of providing
the community with a universal messaging interface has
standardized the Java Message Service API (JMS) [1]. This,
while making sure that all message-oriented applications
would be easily integrated, gives the developers the choice
of the implementation beneath depending on their specific
needs with regard to reliability and overall performance.

The most intuitive MOM configuration consists in hav-
ing one server, with the desired queue, generally on the
consumer’s side, thus rendering the distant communication
channel between the producer and the queue vulnerable in

the case of failures. Instead, a more reliable MOM ensures
a store and forward mechanism. This mechanism requires
a reliable communication model between producers and
queues based on the following properties:

• Asynchrony: the asynchronous property decouples pro-
ducers from queues. They do not need to be both ready
for execution at the same time. This property enables a
deferred access to queues and a loose coupling between
producers and consumers.

• Reliability: once a message is sent, it is guaranteed to
be delivered despite network failures or system crashes.

In this work, we consider the specific case of applications
with symmetric consumers, i.e., all the consumers process
the same tasks. We also position ourselves in the context
of cloud computing, where the consumers might belong
to different clouds and their performance varies depending
on the load of the cloud, since the virtual machines might
share the same physical resources thus affecting each other’s
performances. Taking this into consideration, we aim to
improve the scalability of the store and forward mechanism
with clustered queues: we propose a new load balancing
policy based on flow control, which dynamically adapts
the messages’ load on each of the cluster’s queues to its
consumption rate; this will be highlighted by comparing our
scalable store and forward solution to a static load balancing
policy such as round-robin. Load balancing is moreover done
on the producer’s side so as to allow intercloud consumers’
deployment. Last but not least, our solution includes a
failover mechanism in order to enhance its reliability.

We implemented and evaluated our solution using Joram,
for Java Open Reliable Asynchronous Messaging [2], de-
ployed on a cloud computing infrastructure. Joram is a pure
Java implementation of the JMS API. It also implements the
Advanced Message Queuing Protocol (AMQP) [3].

The rest of this paper is organized as follows: Section II
describes our store and forward mechanism and shows how
we improve its scalability; Section III formally describes the
scalability of queue messaging; in Section IV we detail the
proposed load balancing strategy, which we later evaluate in
Section V; then we present the related work in Section VI
before finally concluding this work in Section VII.

II. STORE AND FORWARD WITH LOAD BALANCING

To provide a store and forward mechanism, a MOM
must insure both the asynchrony between producers and the
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Figure 1. Alias queue’s principle

queues deployed on consumers’ side, and the communica-
tion reliability between them. For that purpose, a solution
is to use a special destination called an alias queue. An
alias queue is a special persistent queue that automatically
forwards the messages it is sent to another, generally distant,
persistent queue on the consumer’s side (see Figure 1). It is
set to write-only mode as the “real” destination is meant
to be the queue to whom the messages are forwarded. The
alias queue would thus be an intermediate destination on the
producer’s side where messages will be stored, and visible
(i.e., can be monitored), till they successfully reach their
final destination. This persistent pair of queues enforces the
asynchronous property. To enforce reliability, the forwarding
mechanism involves a distributed transaction between the
alias queue and the related queue. This transaction insures,
despite network or system failures, that a message is either
stored on the persistent alias queue on the producer’s side
or on the persistent queue on the consumer’s side.

The aim of this paper is to improve the scalability of
this store and forward mechanism. We propose a new
load balancing policy based on flow control described in
Section IV. To implement this policy, we extended the alias
queue mechanism to support load balancing. This extension
is based on a well-known load balancing pattern similar
to Web-based system (e.g., JK Apache Tomcat Connec-
tor [4]). Each producer is assigned to an alias queue that
would distribute the messages to a set of distant clustered
queues each corresponding to a set of local consumers (see
Figure 2). We also integrated a failover mechanism that
allows messages to be re-sent to another queue if their
initial destination is unavailable. Note that this pattern is
not exactly the same as the one used for Web systems
since: (i) load balancing is achieved on the producers’ side;
and (ii) both the producers’ and the consumers’ sides can
be controlled. Also, this is different from the one-to-many
messaging paradigm provided by topics, as one message will
be forwarded to one and only one of the cluster’s queues. We
will see in the following sections how this affects MOM’s
scalability and what the different strategies of distributing
messages between our multiple destinations are.

III. SCALABLE MESSAGING

In this section, we discuss the different factors that affect
the performance of a messaging system. First, we will
start with the case of a standard queue then generalize
our approach to clustered queues using an alias queue as
a forwarding mechanism.

P CAQ Q1

QnP AQ

... ...

CCC

CCC

PP

PPP

Figure 2. Scalable queueing with enhanced alias queues

A. Standard Queues

Let p be the production rate on the queue and c the
consumption rate. l being the length of the queue, i.e., the
number of waiting messages, we have:

∆l = p− c

Depending on the result, three cases can be identified:
• ∆l > 0: This means that the queue receives more

messages than it is asked to deliver. The number of
pending messages grows and we say that the queue is
unstable and flooded.

• ∆l < 0: In this case, the consumption rate is higher
than the potential reception rate and receivers are
blocked waiting for new messages to come. The queue
is still unstable and we say that it is draining. This
means that the queue’s ressources are underutilized.

• ∆l = 0: Here, the consumption rate matches the
reception rate and the queue is stable. This is the ideal
case that we aim to achieve.

The stability of a queue is thus defined by the equilibrium
between the messages’ production and consumption.

B. Clustered Queues

In this case, our alias queue, to which the messages are
sent, is wired to n queues, on which the messages are
received. Let p be the production rate on the alias queue, ci
the consumption rates on each of the consumers’ queues, and
li their respective lengths. The scalability of our distributed
system can be discussed on two different levels:

1) Global Scalability: Let L be the total number of
waiting messages in all the consumers’ queues. We have:

L =

n∑
i=1

li and ∆L = p−
n∑

i=1

ci (1)

The overall stability of our system is given by: ∆L = 0.
This shows that, globally, our system can handle the global
production load. However, it fails to guarantee that on each
consumer queue, the forwarded load is properly handled.
This will be guaranteed by local scalability.

2) Local Scalability: Depending on how we distribute the
messages between the different queues, each would receive
a ratio ri of the total messages produced on the alias queue.
Thus, for each i ∈ {1..n} we have:

∆li = ri.p− ci (2)
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Local scalability is then given by:

∀i ∈ {1..n}; ∆li = 0 (3)

Note that local scalability implies global scalability as:

∀i ∈ {1..n}; ∆li = 0⇒ ∆L = ∆

n∑
i=1

li =

n∑
i=1

∆li = 0

(4)
In the remaining of this paper, we will suppose that global
scalability is verified and try to achieve local scalability by
tuning our load balancing strategies.

IV. FLOW CONTROL POLICY

The main question that arises when forwarding messages
to different destinations is how to achieve load balanc-
ing, i.e., how to distribute the received messages over the
clustered destination queues. In this work, we propose a
dynamic load balancing strategy based on flow control, i.e.,
the consumption rates of our consumers. As a reference load
balancing strategy, we choose round-robin; we could also
have chosen random, which is statistically equivalent, and
would ultimately give the same results.

A. Round-Robin

The first implemented strategy is the simplest. It consists
in forwarding messages uniformly over our destinations: we
would forward the first message to the first queue, the second
to the next one etc. Till we are out of destinations, in which
case we go back to send to the first queue and so on.

If we take up the forwarding ratios introduced in the
previous section, this strategy can be described as follows:

∀i ∈ {1..n}; ri =
1

n
(5)

n being the number of queues wired to our alias queue.
While this strategy is straightforward to implement, and

can even be effective if all the consumer queues have the
same consumption rate; it can also result in local instability
if our queues have different consumption rates. Besides,
it is static, which makes it unable to follow the potential
variation of our distributed messaging system. Thus, a more
sophisticated adaptive strategy is needed.

P
C

AQ

Q1

CQ2

CQ3

.

.

.

Retrieves consumption rates

Controller

Updates forwarding ratios

AQ
Controller

P

Figure 3. Load balancing controller

Algorithm 1 Flow control’s algorithm
while TRUE do

for each consumer queue c do
rate[c] ← c.monitorConsumptionRate()
load[c] ← c.monitorLoad()

end for
for each consumer queue c do

weight[c] ← computeConsumerWeight(rate[])
if load[c] > MAX LOAD then

weight[c] ← weight[c]*9/10
end if

end for
p.updateWeights(weight[])
sleep(period)

end while

B. Flow Control Principle

Flow control is a dynamic strategy that allows a
consumption-aware message distribution. Its mechanism,
described by Figure 3, relies on a controller integrated with
our alias queues, which has a representation of their inter-
connections with the consumers’ queues. The controller’s
integration guarantees our solution’s scalability with regard
to producers since each alias queue has its own load balancer
instead of having one centralized load balancing controller.
It is also easy to use for an end-user as load balancing is
done transparently without any extra configuration.

Our controller periodically monitors the system, retrieving
particularly the consumption rates of the consumer queues,
i.e., the number of messages each of the cluster’s queues
has been asked to deliver over the last period. The decision
process can then be formally described as follows: let us say
that for the k-th period, we retrieved ci(k) as consumption
rates for our queues. In order to make sure that the more
a queue consumes messages, the more messages it will be
sent, the expression of our ri(k + 1) for the next period is:

∀i ∈ {1..n}; ri(k + 1) =
ci(k)∑n
i=1 ci(k)

(6)

As for the overload that might occur on a queue before
its forwarding ratio is regulated, we propose to define a
maximum load limit per queue, above which its forwarding
ratio will be artificially decreased so as it can handle part
of its pending messages.

Naturally, the controller executes its decision by replacing
the old ri(k) with the newly computed ri(k+1). Technically,
Algorithm 1 details the different steps that our controller
goes through, where computeConsumerWeight implements
ri(k + 1)’s expression. The weights used in our implemen-
tation are directly proportional to our forwarding ratios, they
represent the number of messages that will be forwarded to
the same queue before changing destinations.
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The only question left to be answered is how to determine
the period of our control loop. While having a shorter
loop increases the reactivity of our system, it also induces
a greater overhead as it involves exchanging monitoring
messages more frequently. The solution we propose aims at
maximizing the reactivity of our system while controlling its
induced overhead. We do not fix the period itself, but we fix
a tolerated overhead, i.e., the ratio of monitoring messages
to the produced throughput: at each iteration, we determine
the next period based on last period’s throughput so as to
stay within the tolerated overhead.

Our consumption-aware load balancing strategy takes into
consideration the differences between our consumer queues
in terms of consumption rates, which, a priori, vary with
time, and should improve the performance of our system.
The second part of the evaluation section verifies this
assumption.

V. EVALUATION

Now that our scalable distributed messaging system is
properly geared, we have to check its efficiency. To do so,
we started by evaluating the proper overhead of the alias
queue, and we went on to compare the performances of our
two load balancing strategies. Note that overhead always
refers to the effect of using an alias queue on performance.

For our evaluation we used virtual machine instances
of type m1.small as described by Amazon EC2 [5], i.e.,
2GB memory and 1 VCPU, provisioned on a private cloud
running racks with two 6 cores Intel(R) Xeon(R) CPU
E5645 @ 2.40GHz, 32GB RAM, 1GBps isolated LAN and
managed by OpenStack [6]. All our results are computed
over campaigns of 1, 000, 000 messages of 1kB each. Our
solution has been implemented and tested using Joram.

A. Alias Queue’s Overhead

In our first set of experiments, we want to evaluate
the maximum capacity of Joram with and without using
alias queue. Our metric here is the maximum throughput,
i.e., maximum number of consumed messages per second.
Figure 4 shows the results of these experiments, presented
in pairs: either using an alias queue or not.

The first two experiments put both the consumer and
producer on the same virtual machine, and use only one
Joram server. We can see that the general throughput slightly
decreases when using an alias queue as an intermediate
message, along with its acknowledgement, is added. This
overhead is however less than 4%, as intra-server commu-
nication is highly optimized in Joram.

The experiments 3 and 4, add a new Joram server, to eval-
uate the overhead when messages go through an intermediate
server instead of directly reach their final destination; this
corresponds to the reliable set-up discussed in the store and
forward, subsection of section II, even though both servers
are co-located on the same virtual machine. We can see that,

No Configuration msg/s

1 Q1P C 2291

2 AQ Q1P C 2211

3 P CQ1 2052

4 P CAQ Q1 2001

5 P CQ1 1944

6 P CAQ Q1 1918

7 P

C

AQ

Q1

CQ2

3678

Figure 4. Alias queue’s overhead evaluation

in this case the overhead is even smaller (2.5%), as extra
messages are needed for the forwarding even without the
alias queue.

In the scenario depicted by the experiments 5 and 6,
which is the most realistic since the communication is done
between two different virtual machines, we can see that the
alias queue’s overhead drops to about 1%. Moreover, in this
particular case, the virtual machines are co-located; should
we consider the latency as well, the alias queue’s overhead
can fairly be neglected.

Now that we have established that alias queues’ utilization
has almost no overhead, the 7th experiment of Figure 4
shows how this mechanism can be used to enhance the scal-
ability of our messaging system. The resulting throughput,
which is roughly two times the previous one (experiment 6),
shows that adding consumer queues to the alias queue
linearly increases the system’s performance.

In this particular case, the consumers were both identical,
as they were both running on maximum speed, on similar
virtual machine instances. Thus, the simple round-robin
strategy was enough. In the next part, we will see how flow
control is sometimes necessary for Joram to work properly.

B. Flow Control Evaluation

To evaluate our dynamic load balancing strategy, we
regulate the sending and receiving rates of our clients and
calculate the total time needed to receive the 1, 000, 000
sent messages. We also monitor the system, particularly the
queues load during the experiments. Based on the previously
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Figure 5. Consumer queues’ load evolution
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Figure 6. Consumer queues’ load evolution in flow control mode

computed maximum throughput (experiment 4, Figure 4),
the production rate used for the following experiments is:
2000msgs/s. The consumption rates of the queues are given
as a percentage of the production rate and varies as follows:

1) One producer and two identical consumers: The con-
figuration with 1 producer and 2 consumers is similar to the
one set for the 7th experiment of Figure 4. Our experiments
show that round-robin takes a total time of 500.0s, whereas
our flow control policy results in a total reception time of
500.5s. This is the ideal case where both consumers receive
messages at the same rate (50% of the produced load each),
round-robin is here the perfect solution. However, we see
that even when our flow control mechanism is activated, it
gives us about the same performance. The overhead is due
to expected side-effects in the computation of weights as we
had to settle for a level of granularity.

2) One producer and two unbalanced consumers: In this
case, our consumers have significantly different consumption
rates (70% and 30%). Round-robin is not at all suited for
such a configuration, it expectedly resulted in the time-out of
the slowest consumer: it couldn’t receive all the forwarded
messages in a reasonable time. This is mainly due to the
overload on the consumer’s queue, as on each round, it
keeps 20% of the forwarded messages, which later affects its
ability to respond to the consumer’s client requests. Figure 5
shows the evolution of the slow consumer’s queue load.

We can see that the number of waiting messages on the
slowest consumer’s queue is growing linearly, and while this
queue is flooded, the other is draining. This badly affects
the overall performance of the system. Flow control, on the
other hand, achieves a total reception time of 510s, which
is not very far from the ideal 500s. The delay is due to the
fact that the flow control loop’s initial period is 10s, which
means that it takes 10s for the first flow control regulation
to take place. Figure 6 shows that flow control regulated
the forwarded messages to insure a balanced load on both
consumers’ queues.

3) Two producers and two variable consumers: Figure 7
shows the configuration set up for this experiment, which

P CAQ Q1

CQ2P AQ

Figure 7. 2 producers, 2 consumers configuration
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Figure 8. Consumer queues’ loads with changing rates

is meant to prove two things: first, that our mechanism
can work with more than one producer (i.e., alias queue);
more importantly it shows that our flow control effectively
adapts to any consumption rates’ variation as we start with
consumers receiving with 70%-30% rates and invert them on
t = t0 + 250s to 30%-70%. Figure 8 describes the queues’
loads during this experiment.

As you can see in Figure 8, the queues’ loads are
stabilized throughout the experiment, which results in a
total reception time of 506s. This surely concludes the
effectiveness of the flow control mechanism.

VI. RELATED WORK

While in our present work, we apply load balancing
policies to message-oriented middleware, many previous
works have detailed different load balancing strategies, par-
ticularly for web-based applications [7], [8], [9], [10]. These
policies have been classified as content-blind or content-
aware based on whether they take into account requests
being forwarded. Round-robin and weighted round-robin
are obviously content-blind. Other content-blind policies are
random, which dispatches messages randomly between the
worker servers; least connection and least loaded, which
forward messages respectively to the server with the least
number of connections and the one with the least load,
with regard to the server’s capacity and current utilization.
Content-aware policies aim to achieve better efficiency by
taking into account for instance the sessions established
between the clients and servers and forward the packets
belonging to the same session to the same servers, these
are then called sticky sessions [11]. Another content-aware
policy consists in taking into account the locality of the
clients and forward their requests to the nearest servers.
While these policies in general aim at optimizing the perfor-
mance of the system, other studies [12], [13] focus on the
energy efficiency of such policies. Our flow control policy
is therefore content-blind, it also differs from the previous
policies by its integrated store-and-forward mechanism.
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Load balancing has also been widely addressed in the
context of high performance computing in grids or multi-
processor machines[14], [15], [16] where distributed load
balancing, which involves exchanging loads between neigh-
bor computing nodes is rather privileged.

Commercial message-oriented middlewares do also in-
tegrate load balancing, IBM’s WebSphere MQ [17], for
instance, provides a basic round-robin policy for its cluster
queues that can be enhanced by statically specifying weights
for queues in order to manage their priority. Another exam-
ple is HornetQ [18], which also distributes the loads over its
queue clusters on a round-robin basis, it excludes however
the queues with no connected consumer. Finally, Oracle’s
BEA WebLogic [19] JMS implementation also offers load
balancing with policies limited to round-robin and random.

In the specific case of Joram, a previous work [20]
has addressed scalability differently: producers are statically
affected each to a specific consumer queue; these consumer
queues are interconnected (clustered queues) in a way that
each draining queue will see if the the others have extra
messages and “steal” them, likewise, once a queue’s load
reach a certain limit it distributes, if possible, the extra load
over the other queues. Whereas this is a corrective policy that
handles problems when they occur, which results in extra
traffic on our system, as a message is first sent to a queue,
then it is potentially forwarded as many times as necessary;
our work is based on a predictive policy that tries to forward
the messages to the “right” queues in the first place.

VII. CONCLUSION

Message-oriented middlewares have proven to be an ef-
fective way to integrate the components of a distributed soft-
ware system, both guaranteeing asynchrony and end-to-end
reliability thanks to their store and forward mechanisms. In
this paper, we described and extended the store and forward
mechanism of a MOM infrastructure in order to improve
its scalability with regard to both the producers and the
consumers, while maintaining the JMS API compatibility.
Our extension includes the design of a flow control based
load balancing policy to insure the local stability of the
clustered queues. This has been done with the concern of
providing a scalable distributed mechanism that would be
totally transparent to the end-user. The evaluation of our
solution, carried out on a cloud computing infrastructure,
shows the effectiveness of our design compared to a basic
load balancing policy. As a future work, we intend to
enhance our solution to support the elasticity of message-
oriented middleware using the flexibility offered by cloud
computing infrastructures. We will thus go beyond the static
dimensioning the queues and develop a dynamic provision-
ing mechanism that would scale automatically the clustered
queues based on the total load of our system.
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Abstract—Providers of cloud services as well as the cloud
services themselves differ in the business models, functionality,
quality of service, cost, value, etc. which makes the choice of
a provider and a service difficult. Beyond that the complexity
and lack of transparency with respect to cost and quality render
the run-time adaptation and replacement of services almost
impossible. This position paper presents main results of our
recent efforts towards development of a decision support method
(DSM) in multi-clouds. The DSM aims at taking into account
risk, quality and cost aspects in order to assist a decision maker
in choosing providers and services in a multi-cloud environment.
We characterize the needs for the DSM in the multi-cloud context
and propose an initial version of the process for the DSM. Based
on the method proposed and the needs identified, we elaborate
to what degree the current state of the art can be leveraged and
what further multi-clouds-specific extensions are needed.

Keywords—multi-cloud; decision support; risk assessment;
quality prediction; cost prediction; architectural design; trade-off
analysis; cloud service selection; cloud provider selection.

I. INTRODUCTION

The rapidly increasing number of cloud services and cloud
service providers opens for new opportunities [1] in designing
application and enterprise architectures. It also enables new
business models and investments [2] [3] [4], new quality
levels [5], as well as new capabilities. The services can
be orchestrated and their compositions adapted even more
dynamically than earlier. Availability of similar services from
several providers opens for replaceability between services, or
redundancy of services. As a result, the quality may improve
and the risk of vendor lock-in will normally be reduced.
However, there are also significant challenges [6] involved
in realizing collaborations between clouds. One of the major
challenges regarding cloud services and their providers is that
they differ in the business models, functionality, quality of
service, cost, value, etc. Another challenge is complexity and
lack of transparency with respect to cost and quality. This
makes the choice of a provider and a service difficult and
the run-time adaptation and replacement of services almost
impossible. When selecting the cloud services and the cloud
providers, systematic support for identifying the candidate
services and understanding the implications of choosing the
different alternatives, is needed.

Decision support [7] for multi-cloud environments imposes
several challenges compared to the traditional model-based
decision support. Most notably, the dynamics of multi-cloud
require light-weight processes and tools, the decision makers

depend on easy-to-understand representations of the impacts of
the decisions, the notion of cost is to a lower degree established
in the existing approaches supporting the trade-off analysis
of enterprise and software architectures, and a merge of the
aspects of risk, cost and quality in a consolidated view imposes
a new complexity as well as methodological challenges.

The specific objective of this paper is to establish the nec-
essary baseline for a tool-supported decision support method
(DSM) aimed at facilitating selection of cloud services and
providers in a multi-cloud environment. In particular, we argue
that risk, quality and cost are among the main three factors in
such a selection process. To that end, we aim at providing
a decision support which analyses the impacts of the possible
decision alternatives in a multi-cloud environment with respect
to those three factors. We believe that a trade-off analysis
between risk, cost and quality based on a consolidated view
of the three will provide a useful basis for a decision maker in
assessing the possible choices through a cost-benefit analysis.

This position paper presents the main results of the recent
efforts towards development of a DSM for multi-cloud envi-
ronments. We characterize the needs for the DSM in the multi-
cloud context and propose an initial version of the process for
the DSM. Based on the method proposed, we elaborate on the
suitability of both the method proposed and the state of the art
for analyzing risks as well as for predicting quality and cost
in the multi-cloud context.

The paper is organized as follows. Section 2 summarizes
the state of the art regarding risk analysis, quality prediction,
and cost analysis. Section 3 characterizes the needs for the
DSM in the multi-cloud context. Section 4 proposes an initial
process for the DSM. Section 5 discusses to what degree the
state of the art can be leveraged within the DSM process
proposed. Main conclusions are provided in Section 6.

II. STATE OF THE ART

The ISO 31000 standard for risk management comes with
no specific techniques, modeling languages or recommended
tools for how to conduct risk assessment in practice. However,
most established risk management methods [8] [9] [10] [11]
follow the ISO 31000 process, and provide such additional
support. Common for these approaches is that they are de-
signed to support risk management and risk documentation
from the perspective of an organization and its policies. There
is lack of support in the state of the art for extracting the risk
picture that is relevant for specific external stakeholders, such
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as services consumers, and to present this picture in an intuitive
and easily understandable way. There is also lack of an
approach which combines cloud modeling and risk modeling.
There exist many different approaches to service modeling
[12] [13] [14] [15], focusing on expressing relevant elements
and aspects of services, such as actors and components, roles,
activities, interfaces and contracts. However, none of these
have a risk-oriented view where stakeholders are represented
as risk owners, and where the assets at stake are made explicit.

In a model-based decision making, the decisions are made
based on a number of factors. The major ones include func-
tional and non-functional properties, as well as cost and the
added value. A trade-off between such factors is the basis
for decision making. This trade-off is particularly complex
between the non-functional factors, the variable parts of the
architecture, and the cost of the selected solutions. The vari-
ability, as well as incomplete information or knowledge, are
also sources of risk. Since functional requirements normally
are less flexible and specified rather early, and since the
added value is strongly related to the functional properties, the
factors that are tunable and highly interrelated are risk, quality
and cost. Therefore, in a model-based decision making, the
decisions are based on a trade-off assessment between risk,
quality and cost. The risk assessment, in turn, is based on
information that is gathered about assets, entities, actors, etc.
that are involved in the service event or action in question.

As a basis for the elicitation of the adequate quality char-
acteristics, we may use the software product quality standard
ISO/IEC 9126 [5]. The ISO 9126 defines quality as “the
totality of features and characteristics of a software product
that bear on its ability to satisfy stated and implied needs”.
The ISO 9126 standard provides an established specification
of decomposed quality notions with their qualitative and quan-
titative definitions. The standard defines a quality model for
external and internal quality, and for quality in use. External
quality is the totality of the characteristics of the software
product from an external view when the software is executed.
Internal quality is the totality of characteristics from an internal
view and is used to specify properties of interim products. The
characteristics of the internal and external quality model are
functionality, reliability, usability, efficiency, maintainability
and portability. These are in turn decomposed into a total
of 34 sub-characteristics. Quality in use is the user’s view
of the quality of the software product when it is used in a
specific environment and a specific context of use. The quality
in use characteristics are effectiveness, productivity, safety
and satisfaction. There is also a further decomposition of all
characteristics into the related metrics.

SMI [16] is a standardization effort from the Cloud Ser-
vices Measurement Index Consortium (CSMIC) consisting of
academic and industry organizations. The Service Measure-
ment Index (SMI) uses a series of characteristics and measures
to create an common means to compare different services from
different suppliers. The characteristics are categorized as Us-
ability, Performance, Agility, Security and Privacy, Financial,
Assurance and Usability. Each of these characteristics has a
number of measures that can be used to evaluate the risk in
using a service. For example in the accountability category one
of the measured attributes is Compliance and another is SLA
verification both of which can be used to create a risk measure

for the service and the provider. CSMIC is in negotiation with
a number of large standardization organizations to develop a
joint working group and specification.

According to Fenton and Neil [17], most prediction models
use size and complexity metrics to predict defects. Others
are based on testing data, the quality of the development
process, or take a multivariate approach. The goal/question/-
metric paradigm [18] [19] is a significant contribution to
quality control and can be used for development of quality
models and for the design of a measurement plan [20] [21].
To enable explicit risk and quality assessment, we make use
of monitoring and measurement. Risk monitoring is a means
to facilitate continuous risk assessment by the monitoring
of relevant key indicators or metrics. An indicator can be
defined as “something that provides a clue to a matter of
larger significance or makes perceptible a trend or phenomenon
that is not immediately detectable” [22]. To enable explicit
risk and quality assessment, we make use of monitoring and
measurement.

PREDIQT [23] is a tool supported method for model-
based prediction of impacts of architectural design changes
on system quality characteristics (performance, scalability,
security, etc.). PREDIQT facilitates specification of quality
characteristics and their indicators, aggregation of the indica-
tors into functions for overall quality characteristic levels, and
dependency analysis. The main objective of a PREDIQT-based
analysis is prediction of system quality by identifying different
quality aspects, evaluating each of these, and composing the
results into an overall quality evaluation. This is useful, for
example, for elicitation of quality requirements, evaluation of
the quality characteristics of a system, run-time monitoring of
quality relevant indicators, as well as verification of the overall
quality characteristic fulfillment levels. PREDIQT makes use
of models that capture the system design, the system quality
notions, as well as the relations between them. An important
aim of PREDIQT is to enable the right balance between
practical usability of the models and the soundness of the
predictions. The method is compatible with the ISO/IEC 9126
software quality standard, and has been successfully applied
in real-life industrial settings [24] [25].

CORAS [8] is a tool-supported and model-driven approach
to risk analysis that is based on the ISO 31000 risk manage-
ment standard. Whereas alternative state-of-the-art approaches
such as CRAMM [26] and OCTAVE [27] rely on text and
tables, CORAS uses diagrams as an important means for
communication, evaluation and assessment. Risk modeling is a
technique for risk identification and assessment, and the state-
of-the-art offers several tree-based and graph-based notations.
Fault tree analysis [28] (FTA), event tree analysis [29] (ETA)
and attack trees [30] are examples of the former and provide
support for reasoning about the sources and consequences
of unwanted incidents, as well as their likelihoods. Cause-
consequence analysis [31] (CCA), Bayesian network [32] and
Markov analysis [33] are examples of graph-based notations.
CCA employs diagrams that combine the features of both fault
trees and event trees, whereas the latter two serve as math-
ematical models for probabilistic and statistical calculations,
respectively.

Approaches to quality assessment, risk analysis and secu-
rity management provide support for decision making so as to
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ensure a required quality level while managing risks. However,
while identifying and suggesting options and solutions, such
as security mechanisms, the methods often lack techniques
and tools for analyzing the associated cost and the return of
investment in the identified solutions. Franqueira et al. [2]
address this problem by proposing a method for handling
security investment decisions achieved by so-called Real Op-
tion thinking. The method is partly based on Real Option
Analysis [3] (ROA), which is a decision support technique
in the area of capital investment by means of mathematical
models to evaluate financial options. The method is supported
by a security trade-off tool called SecInvest, which is imple-
mented as a Bayesian network topology and supports decision
makers in evaluating investment options and identifying the
most suitable and cost-efficient ones. Other approaches to cost
estimation in the setting of security investments are Net Present
Value (NPV) [4], Return on Security Investment (ROSI) [34],
Architecture Trade-Off Analysis Method (ATAM) [35], the
Cost Benefit Analysis Method (CBAM) [7] and the Security
Solution Design Trade-Off Analysis [36]. These and similar
approaches can be understood as methods and techniques to
facilitate so-called security economics.

III. CHARACTERIZATION OF NEEDS

As a part of context establishment, we elicited quality
aspects and risks which are specific to a multi-cloud environ-
ments. The elicitation was based on a comprehensive model
of migration process. The model was used as a baseline and a
checklist for understanding and decomposing the risk, quality
and cost aspects. The exercise resulted in a high-level overview
of main risks, as well as a model of decomposed quality
characteristics which are specific to multi-clouds. The three
overall characteristics identified are: interoperability, intercloud
replaceability and security. In addition, cost of migration
between multi-clouds was classified into cost of personnel, cost
of time with two coexisting services, cost of compensation
for uncertainty, and cost of hardware and other resources.
Through these models, a common understanding of the main
risk, quality and cost aspects in our context, was established.
The initial experiences and results of the quality, cost and risk
classification indicate that:

• Before eliciting the quality characteristics and risks of
a multi-cloud based architecture, the context has to be
thoroughly defined. Moreover, the architecture models
of the target need to be established. This provides a
common understanding of the scope and objectives,
as well as the necessary frames for further modeling
and decision making. For example, during the context
establishment, a process model for migration was
used as the foundation for eliciting the aspects and
indicators related to quality, cost and risk.

• The decision support models should, once available,
be able to take the proposed alternatives for architec-
ture design (measures and treatments considered) and,
based on each alternative, provide the resulting risk
picture, predicted levels of fulfillment of the relevant
quality characteristics, as well as the estimated costs.
Thus, risk, quality characteristics and cost should be
treated as separate concerns.

• Ideally, in order to accommodate for a cost-benefit
analysis, the method should consider added value (or
profit) in addition to cost. Minimizing cost and risks
and maximizing quality levels is not necessarily a
realistic goal. In fact, the benefits may arise from e.g.
process improvement through the new architecture,
improved or extended functionality, or similar. Thus
the trade-offs between quality, risk and cost may vary
significantly depending on the utility function and
the risk attitude of the decision maker. In addition,
the trade-off (or “selection criteria”) should take into
account the need for balancing the cost with the added
value beyond achieving the quality and risk relevant
objectives.

• The method should be tool supported, and the tool
should at least provide a diagram editor as well as an
easy-to-understand presentation of the impacts of the
decision alternatives on quality, risk and cost. The tool
should also offer the interfaces needed for acquisition
of the data needed for evaluation of the indicators,
as well as the interfaces for the needed trace-link
information.

IV. METHOD FOR DECISION SUPPORT FOR MULTI-CLOUD
ENVIRONMENTS – A PRELIMINARY SPECIFICATION

The DSM for multi-cloud applications is a model-driven
method consisting of three main artifacts: a process, a language
and a tool. This section provides the initial specification of
the DSM process and the actors involved. The DSM process
consists of three overall phases, and each phase is decomposed
into a set of sub-phases. The DSM process is undergone while
developing, verifying and applying the comprehensive decision
support models which include the aspects of architecture, risk,
quality and cost. We assume the following four types of actors
involved in the DSM process:

• Analyst: the analyst is an expert in the DSM and has
the responsibility for leading and facilitating a DSM-
based analysis. That is, the analyst coordinates the
overall actors, collects the input for developing the de-
cision support models, interacts with the overall actors
during the model development and usage, makes sure
that the necessary steps have been conducted within
the resources allocated, and validates that the models
have the needed quality and contents.

• Decision maker: the decision maker defines the scope
and the objective of a DSM-based analysis. He/she
will provide the instructions as to what parts of the
architecture should be encompassed in the models, the
expected validity of the models, the scope and kinds of
the perspective changes/revisions of the architecture,
etc. The decision maker will also be the main user of
the decision models once they have been developed.
He will therefore specify the decision alternatives in
the decision models, and use the resulting impact
estimates with respect to risk, cost and quality as an
aid in the decision making. This actor is aware of the
business model and strategy of the company. Hence,
a decision maker may be a business expert as well,
capable of making decisions based on his knowledge
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Fig. 1. The top level three phases and the actors involved in the DSM process

of the project budgets, allowable risks and the business
processes being supported by the applications. Larger
organizations may distinguish between a business ex-
pert who builds the requirements specification and
a decision maker who selects services based on the
specification. For simplicity, these two roles are in our
case represented by the decision maker who has all the
knowledge sufficient to take decisions.

• Domain expert: normally, a group of domain experts
will be involved in a DSM-based analysis in rela-
tion to the development, validation and revision of
the decision models. The domain experts will con-
tribute by providing the thorough input regarding the
current architecture, quality levels, dependencies and
processes. The analyst will actively interact with the
domain experts during all the three phases of the DSM
process.

• Cloud measurement service: this is a (partially) au-
tomatized service for retrieval of the empirical data
needed for estimating the parameters of the decision
models. We assume that the parameters are estimated
either based on the feeds from the cloud measurement
service or based on expert judgments. A parameter
may be estimated or measured either directly, or
through estimation of a measurable indicator which
then is aggregated and mapped to the decision model
through a function. The dynamics of the indicators
and the parameters as well as their relevance and
uncertainty will be among the factors for determining
whether the data acquisition should be automatic (e.g.
real-time retrieval based on a monitoring environment)
or manual, and how frequent it should be.

Figure 1 shows the overall three phases of the DSM
process, as well as the actors involved. In the first phase, the
context of the analysis is established. As a part of this, the
scope is defined, the relevant risk, cost and quality notions
are defined, and the architecture is modeled. In addition, the
expected validity as well as perspective business models and
architecture alternatives should be anticipated in order to cover
the needed scope and level of detail in the target models.
During the second phase, the decision models covering the
risk, quality and cost aspects are instantiated with respect
to target. As a part of this, the dependencies are modeled
and the parameters (with the related indicators) are estimated.

Establish	context	and	model	
the	target

2

Decision Maker

Characterize the target 
and the objectives

Analyst

Characterize quality aspects

Specify architecture of the
target 

Domain Expert

Characterize cost aspects

Fig. 2. Establish context and model the target phase decomposed

Assess	and	verify	risk,	cost	
and	quality

3

Create dependency 
views for quality and 

cost

Analyst

Identify risks

Validate the decision models

Domain Expert

Estimate risk/quality/cost 
parameters

Cloud Measurement 
Service

Fig. 3. Assess and verify risk, cost and quality phase decomposed

In addition, the models are validated through various kinds
of triangulation, mainly based on the empirical input, logs,
domain expert judgments, experience factories, etc. In the last
phase, the decision models are applied by first specifying the
decision alternatives, applying the alternatives on the models,
and finally obtaining the resulting impact of the respective
decisions on quality, risk and cost. The result is a consolidated
view of the quality, risk and cost picture, provided each
decision alternative.

Figure 2 shows the stages of the “establish context and
model the target” - phase. First, the target and the objectives
are characterized. Based on the initial input, the stakeholders
involved deduce a high level characterization of the target
architecture, its scope and the objectives of the DSM-based
analysis, by formulating the system boundaries, system context
(including the usage profile), system lifetime and the extent
(nature and rate) of design changes expected. In the second
stage, the quality aspects are characterized by specifying which
quality characteristics are relevant for the target, and thereafter
decomposing them down to indicators. A quantitative and
a qualitative definition should be provided for all elements.
Thirdly, a corresponding decomposition should be done for
the cost aspects. In the last stage, the architecture is modeled
with the detail level and within the frames specified during the
characterization stage.

Figure 3 shows the stages of the “assess and verify risk,
cost and quality” - phase. Firstly, the dependency views for
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Treatment	and	decision	
making

4

Decision Maker

Specify treatment

Analyst

Quality prediction

Cost prediction

Risk evaluation

Analyze a consolidated view of 
impact of the treatments w.r.t. 

quality, cost and risk

Domain Expert

Cloud Measurement 
Service

Apply the treatment on 
the decision models

Fig. 4. Treatment and decision making phase decomposed

respectively quality and cost are developed. Secondly, assets
and risks are identified in separate decision models (“threat
diagrams”). The three types of the decision models (i.e.
quality dependency views, cost dependency views and threat
diagrams) are then annotated by the parameter values through
evaluation of indicators or direct expert judgments on the
prior parameters. Finally, triangulation is performed in order
to validate the decision models. The models are approved once
an acceptable level of uncertainty has been reached.

Figure 4 shows the stages of the “treatment and decision
making” - phase. First, the respective decision alternatives are
specified separately. Then, each alternative is applied on the
decision models. The models and the respective calculus is
used to propagate the impacts of each decision alternative
on risk, quality and cost. Finally, a consolidated view of the
impacts of the decision alternatives is presented to the decision
maker.

Figure 5 shows an activity diagram with the entire DSM
process, including the feedback loops. The right hand side
of the figure indicates the phases presented in Figure 1. The
activities are equivalent to the ones presented in relation to
Figure 2, Figure 3 and Figure 4.

V. DISCUSSION

This section elaborates to what degree the existing
PREDIQT and CORAS methods for for quality prediction
and risk analysis, respectively, can serve as a baseline for our
DSM in multi-clouds. The objective is to leverage the state of
the art decision support, while extending it and adjusting to
the special needs of the multi-clouds. Thus, the established
methods, languages and tools can be reused with the well
known properties and resources, while the efforts can be
concentrated on the multi-cloud-specific extensions.

PREDIQT is a method (process, language, and tool sup-
port) for model-based prediction of system quality. The
PREDIQT method produces and applies a multi-layer model
structure, called prediction models, which represent system rel-
evant quality concepts (through “Quality Model”), architectural
design (through “Design Model”), and the dependencies be-
tween architectural design and quality (through “Dependency

Characterize the target and the objectives

Characterize quality aspects

Characterize cost aspects

Identify risks

Specify treatment

Specify architecture of the target 

Create dependency views for quality and cost

Estimate risk/quality/cost parameters

Validate the decision models

Analyze a consolidated view of impact of the treatments 
w.r.t. quality, cost and risk

Risk evaluation

Quality prediction

Cost prediction

Validation 
successful?

no

yes

Treatment 
adopted

no

yes

Establish 
context and 
model the 

target

Assess and 
verify risk, cost 

and quality

Treatment 
and decision 

making

Apply the treatment on the decision models

Fig. 5. The DSM process diagram with feedback loops

Views”). The Design Model diagrams are used to specify
the architectural design of the target system and the changes
whose effects on quality are to be predicted. The Quality
Model diagrams are used to formalize the quality notions and
define their interpretations. The values and the dependencies
modeled through the Dependency Views (DVs) are based
on the definitions provided by the Quality Model. The DVs
express the interplay between the system architectural design
and the quality characteristics. Once a change is specified on
the Design Model diagrams, the affected parts of the DVs are
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identified, and the effects of the change on the quality values
are automatically propagated at the appropriate parts of the
DV.

CORAS is a method (process, language, and tool support)
for conducting model-based security risk analysis. CORAS
provides a customized language for threat and risk mod-
eling, and comes with detailed guidelines explaining how
the language should be used to capture and model relevant
information during the various stages of the security analysis.
The Unified Modeling Language (UML) is typically used to
model the target of the analysis. For documenting intermediate
results, and for presenting the overall conclusions we use
special CORAS diagrams which are inspired by UML. The
CORAS tool supports documenting, maintaining and reporting
analysis results through risk modeling.

The DSM process is based on an attempt to merge the
processes of CORAS and PREDIQT for a consolidated anal-
ysis of risk, quality and cost. Most of the stages of the
DSM process can be found in CORAS and PREDIQT. The
actors/stakeholders defined in the DSM are fully compliant
with the ones defined by CORAS and PREDIQT. The types
of the decision models proposed in the DSM are heavily based
on the modeling notations, languages and tools of PREDIQT
and CORAS, respectively. The approach to modeling of quality
and cost aspects based on the DVs is a part of the PREDIQT
method, while a language for risk modeling is provided by
CORAS. The respective approaches to modeling in PREDIQT
and CORAS are based on graphical modeling languages with
defined propagation models. Both modeling approaches are
developed with special focus on comprehensibility and ex-
pressiveness. In that manner, the models are accommodated
for fulfilling real-life needs in terms of covering the represen-
tations needed while being rather intuitive so that non-experts
should be able to relate to them in an industrial setting. The
characterization of quality proposed in DSM is by PREDIQT
addressed through the so called Quality Model. Both the
Quality Model and the intended quality characterization in
DSM are similar to the elicitation we have performed, which
is briefly presented in Section 3.

The DSM process is to a high degree a superset of the
processes of PREDIQT and CORAS. Moreover, the modeling
approaches of PREDIQT and CORAS cover the concerns of
quality and risk, as well as partially the concern of cost.
Furthermore, the existing tools of CORAS and PREDIQT may
be useful in the DSM context. Provided this baseline, we
believe that utilization of the CORAS and PREDIQT methods
including the processes, the languages and the tools, is worth
a further evaluation in the DSM context. In particular, this
means that case studies in multi-cloud environments should
be performed in order to evaluate the feasibility of DSM, as
well as the suitability of the relevant parts of PREDIQT and
CORAS in a multi-cloud context.

VI. CONCLUSION AND FUTURE WORK

This position paper aims at establishing the necessary
baseline for a DSM. The intended purpose of the DSM is
to facilitate the selection of cloud services and providers in
a multi-cloud environment. In particular, we argue that risk,
quality and cost are among the main factors in such a selection

process. We believe that a trade-off analysis between risk, cost
and quality based on a consolidated view of the three will
provide a useful basis for a decision maker in assessing the
possible choices through a cost-benefit analysis.

Decision support for multi-cloud environments imposes
however several challenges compared to the traditional model-
based decision support. Most notably, the dynamics of multi-
cloud require light-weight processes and tools, the decision
makers depend on easy-to-understand representations of the
impacts of the decisions, the notion of cost is to a lower degree
established in the trade-off analysis of enterprise and software
architectures, and a merge of the aspects of risk, cost and
quality in a consolidated view imposes a new complexity as
well as methodological challenges.

This paper presents the main results of our recent ef-
forts towards the development of a DSM for multi-cloud
environments. We characterize the needs for the DSM in
the multi-cloud context and propose an initial version of the
process for the DSM. Based on the experiences from CORAS
and PREDIQT based analyses, and relying on the existing
process descriptions and modeling approaches from CORAS
and PREDIQT, we propose a comprehensive process for a
DSM-based analysis, and present the roles of the actors/s-
takeholders involved. The DSM process consolidates the steps
necessary towards development, verification and application of
the decision support models. Based on the method proposed,
we elaborate on the suitability of both the method proposed and
the state of the art for analyzing risks as well as for predicting
quality and cost in the multi-cloud context. We argue that many
aspects of CORAS and PREDIQT, including the approaches
to modeling (the modeling languages), the processes, and the
respective tool support, should be well suited in the DSM
context, i.e. in an analysis which merges the aspects of risk,
quality and cost. However, in order to evaluate the feasibility of
both the proposed DSM in general as well as the CORAS and
PREDIQT methods in particular, in the multi-cloud context,
realistic case studies should be performed and the proposed
method adapted based on the experiences obtained.

Hence, the next steps in the development of decision sup-
port for multi-clouds should include case studies, evaluation
and development of approaches to modeling (the modeling
languages) for a consolidated model-based risk analysis, qual-
ity prediction and cost analysis. Moreover, the method should
offer an easy-to-understand visualization of the impacts of the
decision alternatives on quality, cost and risk. We also aim
at refining the method and the tool requirements for DSM,
as well as providing a prototype tool which will facilitate a
DSM-based analysis.
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Abstract— Cloud is a new area of specialization in the 

computing world, and, as such, it has not been explicitly 

addressed by traditional programming languages and 

environments.  Therefore, there is  a need to create Domain 

Specific Languages (DSLs) for it.  This paper presents such a 

DSL that targets  logistics clouds, i.e. networked resources and 

systems of logistics organisations.  The DSL is implemented on 

top of the functional concurrent language Erlang and its 

distributed data management system Mnesia.  The paper 

presents features of the DSL that implement commonly 

occurring use cases in the logistics cloud such as message 

exchange, document sharing and notifications.  We show how 

program features in this DSL map to the underlying 

Erlang/OTP runtime.   

Keywords-  DSL; Logistics Cloud; Erlang/OTP; Mnesia; 
transport logistics; functional programming 

I.  INTRODUCTION 

Community clouds are implementations of Clouds by a 
community of organisations such as logistics companies that 
agree to virtualise and share their computing resources. In 
contrast to a generic, “horizontal cloud”, components of a 
logistics cloud are custom tailored to the specific needs of 
the logistics application area [7].  

Effectively, a logistics cloud is a networked data and 
computing infrastructure that virtualises resources 
(documents, data, systems and applications) for a logistics 
business network, to which nodes can dynamically be added 
and removed. Physical resources in logistics (such as cargo) 
are, by nature, mobile, and are handled and monitored by 
multiple IT systems. For cooperative processes, it is 
therefore important that the information about the state of 
logistics resources remains independent from location and 
physical formats of the systems that handle it.   Resources 
and operations on them must therefore be abstracted in an 
implementation independent form, following the principles 
of Representation State Transfer (REST) [6]. This allows the 
participants of the logistics cloud to perform collaborative 
processes without concern about the physical format and 
location of data and applications, i.e. to work in a Cloud 
environment. According to the iCargo project [9], such a 
Cloud is a ‘parallel universe’  mirroring logistics processes, 
resources and data, and offering capabilities for co-operative 
synchronized and real-time management of transport 
resources  (i.e. intelligent  planning and controlling transport 
logistics chains) to optimise efficiency, quality and 

environmental performance. The paper presents a Domain 
Specific Language (DSL) for developing cloud applications 
for logistics organizations.  

The rest of the paper is structured as follows: Section 2 
overviews Cloud DSLs and explains the rationale and design 
objectives for the proposed DSL. Section 3 introduces the 
main architectural concepts of the logistics cloud, while 
Section 4 presents the main features of the language. Section 
5 highlights the main use cases for the DSL as investigated 
in the iCargo project. The last section highlights the plans for 
further research and development. 

II. DOMAIN SPECIFIC LANGUAGES AND CLOUDS 

A DSL is a programming language or an executable 
specification language that offers, through appropriate 
notations and abstractions, expressive power focused on, and 
usually restricted to, a particular problem domain [3]. DSLs 
have been used in many domains, particularly due to their 
expressiveness, runtime efficiency and reliability due to their 
narrow focus. More recently, DSLs for clouds have been 
proposed for high performance computing [2] business 
process management [1] and business applications [8]. Data 
cloud specific DSLs, such as Pig Latin from the Apache Pig 
project, are employed for analyzing large data sets [10]. 

Currently, logistics applications are implemented in 
general purpose languages (GPL) such as Java and C# and 
Web languages such as Javascript and HTML. Message 
exchanges are typically implemented in XML, while system 
interfaces are specified as Web services. However, logistics 
organisations and chains have become increasingly 
distributed and virtualised. Current development 
technologies fall short in realising the full potential of 
RESTful architectures and of the Cloud. The aim of our 
research has been to exploit the potential of concurrent 
functional languages such as Erlang [5] and distributed data 
management systems such as Mnesia [5] in developing 
logistics applications that take advantage of the Cloud’s 
potential. The use of Erlang to develop RESTful applications 
has been proposed before by S. Vinoski [13], and the 
potential of functional languages on the Cloud has also been 
advocated by J. Epstein et al [4].  However, the learning 
curve for such technologies can be steep. A DSL could help 
towards easing the adoption of functional concurrent 
languages, while maintaining their expressiveness and power 
in developing business applications for the Cloud. 
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A.  Rationale for the Design of the DSL 

One of the design goals was to preserve the benefits of 
Erlang such as the built-in, actor based, concurrency model, 
while easing the learning curve for the typical logistics 
application developer. Erlang programming has limitations 
such as the unconventional syntax, the lack of types, and the 
general lack of familiarity with functional programming 
styles amongst developers. 

At the same time, the design of the DSL had to address 
an easier to read and understand syntax (i.e. by avoiding the 
excessive use of parentheses and brackets) and support for 
types. To avoid designing yet another GPL, however, only 
predefined types, derived from a Common Reference Model 
(Framework) for logistics domain were allowed. The 
Common Framework used was developed in EU projects 
such as e-Freight and iCargo [9] and provided the basis for 
the main domain concepts of the logistics DSL. 

III. MAIN CONCEPTS 

Erlang is a functional programming language used to 
build massively scalable soft real-time systems [5]. A 
distributed Erlang system consists of a number of nodes 
(Erlang runtime systems) communicating with each other. A 
node is an executing Erlang runtime system which has been 
given a name. Each such runtime system is called a node.  
The distribution mechanism is implemented using TCP/IP 
sockets.  Mnesia is a multiuser distributed data management 
system written in Erlang, which is also the intended target 
language. In our prototype implementation, the execution of 
a program written in the DSL results in several spawned 
Erlang processes. These processes communicate with other 
processes across the logistics cloud, and manipulate Mnesia 
tables holding information about logistics resources.  In a 
logistics cloud, the physical implementation and address of 
resources is virtualised.  Resources are identified using 
logical Uniform resource identifiers (URIs) constructed from 
domain names of their owners and literals such as internal 
identifiers. Our approach assumes that logistics cloud 
participants have unique URIs (i.e. domain names in the 
Domain Name System) and all other resources acquire their 
unique identifiers relatively to the URIs of their owners. This 
avoids the need to assume (and agree upon) resource 
identifiers that are globally unique across the whole logistics 
Cloud.  

We implement RESTful (PUT and GET) operations in 
our approach, but with functional semantics to maintain 
consistency with the Erlang underpinnings.  

The code written in the DSL is translated with the use of 
a pre-processor (similar to Erlang’s pre-processor) to Erlang 
modules that can be loaded and executed by the Erlang 
emulator.  A program in the DSL is therefore an Erlang 
module containing function definitions that can be compiled 
and executed by the Erlang emulator. A typical execution 
spawns several Erlang processes. These can run on different 
nodes of the logistics cloud. As with standard Erlang, inter-
process communication is via message exchanges. 

IV. GENERAL SYNTACTIC CONVENTIONS 

To reduce the learning curve, the DSL has a minimal set 
of constructs and relies on predefined domain types that are 
manipulated in a RESTful way to create and access 
resources. To distinguish between the DSL and regular 
Erlang language constructs, the former must begin with an 
underscore and consist of all capitals letters. Tokens that are 
not recognised by the pre-processor as reserved must be 
valid Erlang terms.  

Reserved keywords fall under the categories of: 

 Logistic Roles e.g. _CONSIGNER, 
_FREIGHTFORWARDER,  _CONSGINEE 

 Resource Types: Business documents, 
e.g.:_TEP (transport execution plan exchanged 
between logistics partners), administrative 
forms, etc. notification types such as 
_DISPATCH_NOTICE 

 Resource read and modify operations using 
_NEW and _GET commands. 

 Control Flows such as  _FOREACH for 
iteratively applying a function to the members 
of a list 

 Some Erlang data types such as lists 
constructors (‘[]’) and operators such as ! (for 
sending messages to processes) are  also 
explicitly supported by the DSL. 

 
Logistics roles are implemented as Mnesia transactional 

queries, while business document types are implemented as 
Mnesia tables and document instances as document records. 
This is further explained in the following section. 

V. USE CASES 

Below we show some typical use cases for this DSL, 
highlighting the syntax of the commands, the effect of the 
operations and an explanation of their underlying 
Erlang/Mnesia semantics. 

A. Defining users and roles in the Logistic Cloud 

Each organisations participating in the logistics cloud 
implements a (distributed) Erlang network node, for example 
the following set of nodes that correspond to 4 participating 
logistics organizations is defined in a logistics cloud: 

consigner1@org1.com,consignee1@org2.com 
freightforwarder1@org3.com, carrier1@org4.com 
 
The above logistic cloud participants, agree, for example,   

to share data between them. A participant, such as 
freightforwarder1, may know all other participants (due to its 
coordinating role), and can therefore, initiate the sharing of 
the Mnesia database by executing the following command 
locally: 

mnesia:create_schema([consigner1@org1.com, 
consignee1@org2.com,  freightforwarder1@org3.com, 
carrier1@org4.com]  

More participants can be added to the logistics cloud at  
any point, dynamically, by following this approach. Mnesia 
tables are automatically created for each supported resource 
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type on every participant node, subject to sharing 
declarations (explained below). A  Mnesia table is a 
collection (more precisely, a bag) of records. Records 
(instances of resources) are created by participants as 
explained below. 

B. Sharing resources amongst participants 

The general syntax for explicitly sharing resources 
(tables) with other cloud participants is:  

<Resource type>  _SHARE_WITH <list of 
participants>_AS <Qualifications> 

This results in changes to the corresponding table 
replication properties in the underlying Mnesia database, so 
that the table can be shared as read-only, read-write, and so 
on. 

C. Creating new resources 

The general syntax for creating records (instances of 
resources) is: 

 _NEW    <resource type>  _WITH <key-value list> 
For example, to create a new arrival notice, the following 

command is used:  
_NEW  _ARRIVAL_NOTICE _WITH {ref="12345", 

status= “OK”} 
The result of the operation is to add a new arrival notice 

record to the Mnesia table (bag) arrival_notice. 
The internal record definition in Mnesia is 

record(arrival_notice, {ref :: string(), status :: string()}). 
Note that _NEW  does not have to specify the location of 

the  target database,  as  the record is added to the local table 
of the node where the command is executed and replicated 
according to the policies defined for that table. 

D. Querying Resources 

The general syntax for retrieving resource records is: 
_GET <Resource Type> _WITH <Qualifications> 

This returns a list of instances (records) of type 
‘Resource Type’ that match ‘Qualifications’. If the 
Qualifications part is omitted, all records (up to a maximum 
system imposed limit) are returned. This list of records can 
then be accessed using the _FOREACH operator. 

Qualifications are logical expressions that specify range 
and other logical conditions on the properties of resources 
being queried.  

For example, to retrieve all consignments for consigner 
with id consigner1@org1.com that have status ‘dispatched’, 
the following query can be used: 

  _GET _CONSIGNMENT _WITH  {consigner = 
“consigner1@org1.com”, status = “dispatched”} 

Internally, the pre-processor converts queries like the 
above to Erlang ‘list comprehension’ style of queries that are 
then executed as Mnesia transactions.  

E. Messaging 

Messaging has been inspired by REST messaging 
approaches such as RESTMS [11]. 

The general syntax for messaging is 
<Recipient List> ! _MESSAGE_TYPE _WITH {key value 

list} _AS <Message Format> 

Where ‘Recipient List’ can be the result of a query that 
returns the identifiers of recipients.  The following code for 
example, sends a message (formatted as XML) containing a 
dispatch notice, to the owner (consigner) and the recipient 
(consignee) of a consignment:  

[consigner1@org1.com, consignee1@org2.com] ! 
_NEW _DISPATCH_NOTICE _WITH {ref= “12345”, 
status= “dispatched”} _AS _XML 

Additional parameters can be specified, for example, 
regarding the exact time the message is to be sent, how to 
handle errors such as no replies (timeout conditions) and so 
on. Internally, this is converted into message sending 
operations to the message listening processes of the recipient 
nodes. Such processes are automatically spawned when the 
nodes join the logistics Cloud. Messages can also be sent to 
recipients outside the logistics cloud by using call-back 
methods.  

F. Event Notifications 

Logistics cloud participants can publish and subscribe to 
events in the logistics cloud. This is often a more flexible 
approach than direct messaging as it decouples the senders 
and consumers of event notifications. 

A Consigner consigner1@org1.com, for example, can 
subscribe to notifications when dispatch notices are created. 
The general syntax for subscriptions is: 

 _SUBSCRIBE_TO  <Resource Type> _WITH 
<Conditions>  

Internally, this is implemented by an Erlang process on 
node consigner1@org1.com that subscribes to update events 
on table dispatch_notice, using the command 
mnesia:subscribe({table, dispatch_notice, simple}). 

If the monitoring process receives a message notification 
such as {write, NewRecord, ActivityId}, it will check that the 
conditions are satisfied, and if they are, the process will 
notify the callback process on the consigner1@org1.com 
node. 

VI. CONCLUSIONS AND FUTURE WORK 

Functional concurrent languages have a great potential 
for building the next generation of Cloud applications, due to 
scalability, side effect free code and ease of transformation to 
multiple representation formats (XML, JSON,…) of Cloud 
resources. Our approach is at the early stages of developing 
an easy to use Cloud development environment for logistics 
applications. We are currently investigating security features 
(authentication, authorization at organization and user role 
level) for the proposed DSL, and also support for 
transactional rollback and error handling both at the pre-
processing stage and at runtime. We also plan to explore 
alternative target Cloud environments that support functional 
programming languages, such as Scala. After we complete 
the development of the pre-processor, we plan to develop a 
full blown transport logistic Cloud based collaborative 
application within the iCargo project.  This application will 
demonstrate an  implementation of the Common Framework 
in the DSL and the use of associated interfaces to facilitate 
the connection of logistics companies to the iCargo 
ecosystem. 
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Abstract—A Multipoint Control Unit (MCU) is a software
component that manages different aspects of multimedia systems:
mixing, forwarding, recording or transcoding media streams. This
paper shows how Cloud infrastructures offer new opportunities
to MCUs in a range of scenarios, scaling to a variable number
of users. However, this deployment also implies some important
challenges that need to be solved, considering the MCU function-
alities and the common scenarios in which it will be used. These
challenges are related to up and down scalability, geographic
distribution of the users and the MCU system profiling. We
provide an overview of the most effective solutions to face them
and the characterization of a previously developed MCU in
two videoconference scenarios. A Cloud-based MCU provides
important advantages to take into account and the challenges
we detected are already solved in similar environments making
its deployment a promising research area.

Keywords—Cloud Computing; MCU; multimedia.

I. INTRODUCTION

Multimedia systems have gained a relevant role within
software applications and services in the Internet over the
recent years. Thus, we daily use multimedia applications, like
video streaming or video recording. Some of these applications
have strong real time requirements, such as videoconference
or multiplayer online games.

In this type of applications we need to interconnect two
or more users that will exchange some resources like video,
audio or data. Moreover, this exchange can be made in real
time. Frequently, and specially when there are more than
two users, is necessary an intermediate device that manages
the communication between the users and the exchange of
the resources. The name of this component is Multipoint
Control Unit (MCU) and its function is to coordinate the
distribution of audio, video, and data streams amongst the
multiple participants in a multimedia session [1].

Due to MCU’s characteristics, it is possible to convert a
mesh topology of connection in a star topology. This way
the MCU acts as a central device forwarding the multimedia
streams among the participants in the session. However, it can
make some additional task that frequently reduces the compute
requirements of the devices in the final user. Also it adds
interesting features due to the fact of all data is going to go
through the MCU, allowing several operations that can provide
advanced services often requested in multiconferencing and
collaborative multimedia applications:

• Broadcasting: this is the basic operation of the MCU,
by which it sends a stream from a publisher to
multiple subscribers. These subscribers receive this

stream once and the publisher only sends it once to
the MCU, saving bandwidth in its network interface
at the expense of the MCU, which has usually better
network performance.

• Transcoding: the use of a more advanced MCU able
to mix and transcode media streams can pave the way
to solving the heterogeneity of devices and access
networks. By transcoding streams into different bit-
rates and sizes, the communication can be adapted to
diverse network conditions and screen sizes optimiz-
ing the use of network and CPU in the clients at the
expense of the MCU. This is also useful in a gateway
scenario where media streams have to be translated.

• Composing: by generating a single video or audio
stream from the available inputs, the MCU can reduce
the amount of CPU overhead and control needed to
participate in a multiuser multimedia system when
needed.

• Recording: the MCU is receiving all the streams
present in the session and, as stated in the previous
point, is able to generate a composed stream by
combining them. If a recording of the session is
required, the MCU can store that stream for future
reproductions.

All these features normally require a high computation
level in the device where the MCU is running. The computer
usually needs high level of memory and CPU power. However,
these capabilities may change dynamically with the variations
in the number of users or the different scenarios of the
applications. The requirements of this type of devices blend
very well with the Cloud Computing model because, according
to the NIST definition [2], it provides characteristics like On-
demand self-service, Broad network access, Resource pooling,
Rapid elasticity and Measured service.

In the next section we analyse the opportunities and advan-
tages that, according to these characteristics, the deployment
of an MCU in the cloud offers. However, it implies important
challenges that we describe in Section III, presenting also the
most effective solutions to them. Finally, Section IV describes
the conclusions as well as the future lines of work.

II. OPPORTUNITIES

In this section we will review the main advantages of
running an MCU on Cloud Computing systems. An MCU
component may require different computing characteristics
depending on the number of participants, session conditions
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(recording, forwarding, transcoding or composing), and the
physical location of the participants.

Furthermore, these conditions of operability may vary
dynamically during the session. Thus, we will demonstrate the
benefits of deploying the MCU in a cloud scenario, where the
session can be adapted easily and dynamically to variations on
this type of conditions according to the particular requirements
in each moment.

The cloud model defined by NIST and its essential char-
acteristics illustrates these advantages and help us to better
understand them:

• On-demand self-service: Users can provision com-
puting capabilities (CPU, network, storage, etc.) as
needed.

• Broad network access: Those capabilities are available
over the network in different locations and are served
through standard mechanisms.

• Resource pooling: The cloud follows a multi-tenant
model, assigning resources to different users.

• Rapid elasticity: Capabilities can be provisioned and
released automatically to scale to user demand.

• Measured service: Resources are automatically con-
trolled, monitored and reported by metering systems.

Below we explain how these features provide new oppor-
tunites to MCU-based communications in these scenarios.

A. Scale to user demand

Multimedia systems offer their users the possibility of
joining a conference before and during the session. They could
also leave the session while it is running. Depending on the
type of session this variability could be high.

A high number of users usually means more bandwidth,
memory and CPU consumption. In other words, an MCU
would demand more capabilities from its computing infras-
tructure.

In a traditional environment the provider should previously
provision its own physical machines to tackle with the high
peaks of demand. However, this solution implies more idle
resources when the user demand is low.

In a cloud environment the multimedia provider could
dynamically provision and release virtual machines on de-
mand. This is usually done by turning on and off those virtual
machines depending on the resources needed, according to the
participants in the session.

This could also be achieved by dynamically increasing
the performance of virtual machines. We could, for example,
increase the CPU and memory capacity of a running virtual
machine. We could also improve the network performance of
these machines by changing their size. For example, Amazon
EC2 [3] offers different network performance depending on
the size of its virtual machines.

Transcoder Broadcaster Mixer 

API 

VM 1 

Connection Manager 

Recorder 

API 

VM 2 

Connection 
Manager 

Streams from clients Streams to clients 

Fig. 1: Example of two MCUs performing different tasks.

B. Scale to scenario requirements

MCU operation also depends on the type of session it runs,
and it could perform a variety of tasks: forwarding, recording,
mixing (composing) and transcoding. Each of these features
requires different computation capacities.

A basic MCU device only forwards streams from one
participant to others and requires low levels of computation.
However, the required level of memory and CPU increases
considerably if the MCU performs the other advanced tasks.
These additional features may change during a session depend-
ing on different factors: number of users, size of available and
generated videos, codecs, etc.

For example, a high number of users usually forces the
MCU to compose a single video from the others. Besides, in
scenarios where clients connect from different type of devices,
the MCU will transcode video and audio to adapt to their
different CPU and bandwidth requirements. Finally, the MCU
could record the entire session or part of it, including all
individual videos, a subset of them, or a composed video.

Virtualized environments of cloud systems help the MCU
to adapt to the varying requirements of such features. As in
the previous case, we could turn on a new machine when more
CPU is needed and later turn it off when this need decreases.
Moreover, we could vary the capabilities of a specific virtual
machine on the fly, by increasing or decreasing its memory,
CPU, number of cores, etc. This would allow our MCU to
adapt faster to variations on the scenario requirements.

Another workaround offered by the cloud is to configure
different types of virtual machines depending on the features
that they will perform. In the example in Figure 1 a machine
responsible for broadcasting flows will consume a lot of CPU
and memory. On the other hand, a machine responsible for
recording a videoconference session consumes low memory
and CPU if it receives a single flow with the whole composition
of the session.

Summarizing, a cloud-hosted MCU component could eas-
ily and dynamically manage the configuration of different
types of machines, adapting it to all scenarios. Thus, in a cloud
environment we could provide an adaptive multimedia service,
which efficiently uses the available resources, reducing costs
while improving overall performance in every scenario.
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Fig. 2: Example of MCUs interconnection in a global multimedia session.

C. Geographic flexibility

Another critical factor in real time applications that directly
affects user experience is the latency of packets that travel be-
tween peers. This latency usually depends on the geographical
distance between them, and we should reduce it to achieve the
lowest possible latency. In multimedia scenarios all streams are
sent or received from the MCU and the geographic location
becomes crucial for decreasing latency.

Thanks to a cloud-based system we can run MCU devices
in different geographic locations, connecting each one with the
users that are using the service in each region. For example,
at the time of writing this paper, Amazon EC2 provides data
centers in North Virginia, Oregon, North California, Ireland,
Singapore, Tokyo, Sydney and São Paulo, while Rackspace [4]
owns data centers at Texas, Illinois, Vancouver, Hong Kong,
London and Slough, UK.

These cloud providers also allow to interconnect MCUs
in different regions, so we could even offer sessions around
the world, by connecting users to the closest MCUs and
interconnecting all the MCUs in the same session. An example
of this scenario is shown in Figure 2.

III. CHALLENGES

As seen in the previous section, the deployment of a
software-based MCU in the cloud can bring several key
advantages to multimedia service providers. The increased
efficiency in terms of hardware requirements together with the
flexibility in terms of geography and the possibility to adapt
the solution to different scenarios encourages the move to the
cloud. However, to make the most of the cloud and make
the most of its advantages its important to design the system
accordingly and take into account the target of the deployment.

Furthermore, we will propose strategies to scale up and
down in the cloud that differ from more general approaches
such as the one seen in [5].

This section analyses the challenges posed by the optimal
adaptation of an MCU to the cloud.

A. Characterizing the system

Characterizing the MCU’s performance is the first step
towards its efficient deployment in the cloud. Depending on

the task (recording, transcoding...) to be performed by a given
MCU, the hardware and bandwidth requirements vary signifi-
cantly. By measuring the performance in a known environment,
we can approximate the tier of the instance or the amount
of CPU, RAM and bandwidth that is going to be needed
when deploying in the cloud. For instance, transcoding needs
considerably more CPU power than just forwarding packets.
In order to optimise the deployment, we have to quantify this
type of characteristics.

Once a complete characterization of the system is made,
it is interesting to find correlations between the pure technical
resources and the more high-level, application based ones. For
example, in a web environment this would mean assessing the
increase of CPU usage for each concurrent request of a given
type. In the videoconferencing world, the number concurrent
users is the typical unit that shows the capabilities when it
comes to capacity of a system. Furthermore, we can group
these users in different conferences that coexist in the same
MCU. We will call this conferences ’rooms’. The number of
users in each room is usually limited to a fixed number in
videoconferencing systems.

Finding a correlation between the hardware resources
needed and the number of users and rooms in a system can
simplify the work we are going to do in the next subsections,
scaling the system up and down. Knowing the incidence of
each new user combined with continuously monitoring the
resources consumed by a deployed instance we can react
effectively to changes in demand. Of course, this implies
measuring the incidence of each user in the cloud instances.

However, there is still a further challenge imposed by the
deployment of a known system in the cloud. There is plenty of
literature [6][7] on the possible interferences between different
virtual machines running on the same host as well as possible
ways to characterize the problem [8]. For the purpose of
this paper we will assume that the deviation caused by these
interferences will not be big enough to invalidate the per-user
estimations.

As an example of this type of characterization we will
show and comment a real case of MCU deployed in Amazon
EC2. We have used an MCU designed by us for WebRTC [9]
compatible systems [10][11]. For the characterization we have
designed two scenarios that are the most common in videocon-
ference systems: a real time video streaming and a multiuser
videoconference. On both systems we have monitored the CPU
and memory usage and the bandwidth (incoming and outgoing)
consumption in the MCU computer during the experiment.

In the first scenario, live streaming, one of the clients
is publishing its media stream (audio and video) in the
session and subscriber clients are gradually added to view
the published stream. As we can see in Figure 3 the CPU
usage in the MCU increases linearly with the increase of
the number of users subscribed to the streaming. This occurs
because WebRTC standard uses SRTP [12] for the packet
transmission implying that the MCU has to unprotect and
protect each packet in order to make the retransmission from
the publisher to each subscriber. We can observe that the
inbound bandwidth consumption is constant during all the
session and the outbound increases linearly because of for each
new client connected is necessary to make a retransmission
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Fig. 3: Use of resources in the MCU when the number of users increases in a live streaming

more. About the memory used by the MCU it increases also
linearly but with a minimum variation during the experiment
(just a ten of MBytes). Finally note that in sometimes during
the test a descent is registered in the results (when user
number 8 and 13 connects). We can notice that this anomaly
is associated with a decrease of the inbound traffic so we can
deduce that it is doubt to a small bug of performance in the
publishing client computer, which is also running in a Amazon
EC2 virtual machine.

In the second scenario, multi user videoconference, each
user that connects to the service publishes its media stream
and subscribes to all the streams published previously. We
have established a limit of 6 users because this is usually
the maximum number of users in a standard videoconference
room. In Figure 3 we can observe that in this case the inbound
bandwidth consumption increases linearly with the increase of
users in the room doubt to the fact of each new user publish
its own stream to the room. However, the outbound bandwidth
and the CPU usage increase exponentially because of for each
new user the MCU has to forward the new stream to all the
rest of users. Therefore the number of outgoing flows increases
following the equation N = n(n−1), where n is the number of
users in the room. The memory usage also varies exponentially
but like in the first case the variation is irrelevant.

B. Scaling up

When the currently provisioned resources reach their limit,
we should able to take advantage of the cloud to keep providing
service as seamlessly as possible for the users. In order to do
that there are two main types of scalability: horizontal and
vertical.

To scale horizontally means to add new servers to the
existing pool of resources while scaling vertically is to upgrade
the already running servers on the fly.

When it comes to an MCU, both methods have its uses. If
the new resources are required to make some additional task in
the session like, for example, recording a videoconference talk,
the horizontal scalability may be a better solution. However, if
the resources are needed because of an increase of the number
of users in a determined session the easiest solution may be to
add more capabilities to the same computer already managing
that session. However, it has to be kept in mind that vertical

scalability is not present in all cloud platforms and not all
operative systems allow for it.

With the exception of some very specific cases that we
will explain later, the fact of have all the participants in a
session in the same MCU implies facilities in the forwarding
and composing of the media streams. As discussed in the next
subsection this is especially critical if a scale down is necessary
during a session.

So an important challenge in the case of scaling up is the
decision of which type of scalability is better to choose when
an increase of the resources in the MCU module is needed.

Both types of scaling involve a latency caused by, either
starting a new machine or modifying the existing one. In order
to have a satisfactory user experience, this has to be taken into
account so no interruptions take place in the communications.
This problem can be avoided by anticipating the rise in demand
whenever it is possible and react accordingly.

A first approach is to use algorithms to, based on a mon-
itoring of the system, calculate when it is in a limit situation
and this way anticipate the necessity for resources starting new
machines or adding more capabilities to the existing. The MCU
must monitor at all times the state of the system by the analysis
of the different factors studied above. If we have been able to
establish the limits of the system and the correlation with the
number of users and rooms it should be quite straightforward
to react whenever the deployed system is reaching its peak.

The result would be a set of thresholds that would define
when to add more processing power to the system. This
is similar to setting elasticity rules that define the system
scalability, an example of this type of approach can be seen
in [13].

We can go one step further by use predictive models to
anticipate the changes in the requirements of the MCU based
on the analysis of previous data. With these type of models
we can analyse behaviour patterns of the system to predict the
activity that will be in a determined moment. These patterns
may be obtained in two main ways. The most effective way
is to obtain it from the previous behaviour of the own system.
However, if it is not possible we can use the patterns from the
behaviour of similar systems.

A good starting point is [14] where this problem is ad-
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Fig. 4: Use of resources in the MCU when the number of users increases in a videoconference

dressed by an algorithm that predicts resource usage by using
pattern matching.

C. Scaling down

In the same way that during a session may be necessary
to increase the available resources, it may also occur that at
any given time, the demand peak has ended and we have
provisioned more resources than needed. As discussed in
previous subsection, there are different ways to increase the
computation level of an MCU module. In scale down case
we can make the reverse operations to reduce the resources
dedicated to the MCU.

Therefore the scaling down presents a similar challenge
than scaling up. When we detect that the demand has gone
down and we have allocated more resources than necessary
we must select the closer to optimal way to reduce them. We
can reduce the capabilities of the running computers or shut
down one of more of them.

But moreover in this case the second option presents
additional difficulties. It must be taken into account that the
computer that we are going to turn off most probably is
performing tasks that we must distribute between the rest of
computers. Such redistribution is not a trivial issue.

A client participating in a session is sending and receiving
several multimedia streams to and from an MCU. If this
computer is going to be shut down, it is necessary to forward
the traffic and it should be done in a transparent way to the
user. Moreover, to optimise the use of the resources, a full
redistribution of the clients and the rooms on the system may
be in order.

A possible solution to this problem, shown in Figure 5, is
to include a proxy between the clients and the MCU module.
When a machine is going to shut down the proxy begins to
duplicate the streams between the old and new MCU. When
all the streams are prepared the proxy changes the sending and
receiving to the client from the old MCU to the new and in
this moment the old MCU can be turned off.

D. Geographic distribution

With the flexibility provided by geographically distributed
cloud providers comes the challenge of optimally placing the

MCU instances in order to get the best service as possible.
While the decision might be trivial when all users are located
in the same continent or cloud provider’s zone, deciding how
to react when users are located in distant places can greatly
determine the quality of the session.

When making the decision must be taking into account
the number of users in each geographical region but also the
quality of their connections. To characterize the links between
different regions is interesting to do measures of bandwidth,
jitter, packet loss or Round Trip Time (RTT). By testing the
connection of each user to the different regions of the cloud
we can decide where it will perform better.

As seen in [15] the network connections between Amazon
instances in different regions perform better than the average
internet connection. We should also take this into account when
designing and deploying the system.

IV. CONCLUSIONS AND FUTURE WORK

In this paper we have analysed the main opportunities that
the deployment of an MCU component offers in a cloud-based
infrastructure. As we have been seen, this alternative provides
interesting advantages to multimedia and real time systems
with high or variable number of users because these systems
usually work in scenarios in which flexibility and scalability
are required. However, the deployment is not an easy task and
its performance presents also important challenges that need
to be solved.

We have also discussed some possible alternatives to face
these challenges. The first step is to characterize the system in
order to establish relationships between the number of users
and the task that the MCU will realize with the technical
requirements of the computers. We have presented an example
of these measures in two videoconference scenarios and an
overview of the existing solutions to the challenges that
the scalability (up and down) presents and the geographic
distribution of the MCUs.

The conclusion of our work is that the Cloud provides
important advantages and that the challenges we detected are
already solved in similar environments, so the deployment
of MCUs in the Cloud is a promising research area. Our
future work is to further analyse these solutions in multimedia
scenarios and apply them to real services.
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Proxies 

Clients 

MCU MCU MCU 

Fig. 5: Proxies forwarding traffic to MCUs.

Finally, we will apply prediction models and algorithms
to our open source webRTC project, named Lynckia [16],
in order to research the best way to achieve a scalable and
flexible real time communication provider. We will also study
the performance of the media proxy that will manage the
forwarding of media streams when the systems need to scale
down.
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Abstract—Transfer based Machine Translation (MT) System is 
a large complex functional application. When these MT 
systems are deployed with increasing translation load the 
Quality of Service (QoS) degrades (namely, job completion time 
increases, system throughput decreases, and system 
performance does not scale with increase in provision of 
resources). To improve QoS of the MT system MapReduce 
framework for distributed processing was explored. MT 
application, which has very large code size (order of 100 MB) 
of computation, transferring it across the data nodes of the 
cluster would be totally antithetical to the basic goal of 
throughput enhancement. To utilize the benefit of parallelism 
provided by Hadoop, a very large complex MT application has 
adopted a distinct approach to overcome this difficulty with no 
time penalty. This paper presents an engineering approach to 
delude MapReduce framework for parallelization of machine 
translation tasks on a large cluster of machines to assure QoS 
of MT system. This paper reports the initial results of the 
experiments done in our laboratory by running MT System 
under cluster of virtual machines in private cloud. Further this 
paper asserts that, with the availability of elastic computing 
resources in cloud environment, the job completion time for 
any   translation, irrespective of its size, can be assured to be 
within a fixed time limit.  

Keywords-Quality of Service; Machine Translation; Virtual 
Appliance; Natural Language Processing. 

I.  INTRODUCTION 
Sampark is a machine translation (MT) system that 

applies transfer based approach to translate text documents 
among nine pairs of Indian languages [1]. Sampark system 
was deployed and released for public use at Sampark website 
for interactive as well as batch usage in 2008 [27]. The 
overview of this MT system comparing its transfer based 
approach (comprising three steps, viz., analyze, transfer, and 
generate) of machine translation to that of statistical based 
approach, followed by Google and Microsoft has been 
briefly reported in [2]. As the system was not designed a 
priori for scaling, its performance, with the increase in 
number of translation job requests, degrades sharply. 
Provisioning of additional computing resources, and 

employing load balancer, did not improve the overall system 
performance incrementally. With increase in number of jobs 
there is either degradation, or absence of improvement in the 
Quality of Service (QoS) of the system, mainly in three 
dimensions, viz.  

a) Job completion time  (solution time) increases fast 
b) System throughput decreases (number of sentences 

translated per unit time) and 
c) System performance (with provision of additional 

computing resources) does not scale linearly. 
An MT system is a very complex application with a large 

code size of the order of 100 MB. It is a functional 
application where one sentence in the source language is 
translated into one sentence in the target language. To 
explain further, all the modules of a MT system produce 
same result given same input text, output does not depend on 
any hidden information or state as the program execution 
proceeds or between different executions of the program. An 
MT system treats its input text data as a list of sentences. 
Translation of each sentence is done independently, and has 
no effect either from its preceding or from following 
sentences. Further, it is also a compute intensive application 
as it takes quite a long time to translate a sentence. On an 
Intel(R) Core(TM)2 Quad CPU Q8300 @ 2.50GHz, L2 
Cache 2048 KB, translating a sentence (average sentence 
size 10 words) takes approximately 3 seconds. As the 
compute cost is the product of number of compute resources 
and its utilization time to execute a job, the compute cost to 
translate a single sentence is 3 seconds. 

An MT system like Sampark that translates a text 
document from a source language to a target language may 
have jobs that have large variance in their input data size 
(workload). On one end there may be a job to translate a 
single sentence, to other translating a newspaper of 30 pages, 
or yet another job translating a book of 500 pages. In spite of 
provisioning of additional computing resources, the 
completion time of a large job cannot be reduced. A large job 
does not get advantage of available and unused computing 
resources as a load balancer assigns each job, irrespective of 
size of its workload, to a distinct computing resource. This 
limitation caused due to the specific nature of MT 
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application forced us to explore the applicability of 
MapReduce [3] parallelization framework to reduce the 
completion time of large machine translation jobs. 

The Map Reduce framework is suitable for functional 
applications as it is able to split a large job into multiple job 
partitions, and each job partition can run on different 
computing nodes in parallel. This approach of parallel 
execution of job partitions not only reduces a job’s 
completion time, it also facilitates the better utilization of 
available computing resources. The MapReduce 
programming model has been designed for applications that 
expect provisioning of on-demand service model for 
computing resources. The Cloud computing platform 
comprising large clusters of machines provides, on-demand, 
availability of computing resources of desired size and 
number that can be scaled up/down incrementally [4]. 

This paper presents an engineering approach, utilizing 
Hadoop [5], the open source implementation of Map Reduce 
framework, to partition each large MT job into multiple job 
partitions, to run them, in parallel, on a given cluster of 
virtual machines provided by private Eucalyptus Cloud [6] 
set up in our laboratory. This parallel execution of the job 
partitions reduces the job completion time, and also enhances 
utilization of the given compute resources. 

In the cloud computing environment, in addition to the 
reduction in job completion time, there is need to enhance 
the system throughput, as well. Then only it ensures the best 
utilization of computing resources, resulting in increase in 
the overall system performance, giving us the cost benefit of 
cloud computing environment. 

The set of three experiments that we conducted show 
that:  

a) for a large job of any size, the job completion time 
can be reduced with increase in computing resources,  

b) there is an optimum job partition size (described in 
Section V, Experiment Two) that ensures nearly the best  
system throughput (i.e., number of sentences translated per 
unit time), and  

c) the optimum job partition size also ensures best 
utilization of available computing resources, resulting in 
completion of each job with least computation cost, 
assuring, in turn, very high overall system performance. 

In this way, our approach assures all the three dimensions 
of the QoS of the MT system. MT system is an example of 
class of Natural Language Processing (NLP) applications 
that are functional in nature. This engineering approach to 
assure QoS can be applied to other similar applications like, 
text-to-speech, speech-recognition, and text-summarization, 
etc. 

In Section II, an overview of the Map Reduce 
Framework is given, including its strengths and limitations 
while the Section III lists related works, its adaptation for 
various types of applications, and also for various types of 
platforms. In Section IV, our approach to employ Map 
Reduce techniques is discussed that assures the QoS for the 
Sampark MT system, and Section V gives the details of our 
experimental results. And finally, Section VI presents our 
conclusion. 

II. HADOOP MAP-REDUCE FRAMEWORK: OVERVIEW, 
STRENGTHS AND LIMITATIONS 

A. MapReduce: An Overview 
MapReduce has become the most used parallelization 

framework in the data centers comprising of commodity 
computers [7]. MapReduce is mostly suited for functional 
applications, and its two functions that is map and reduce are 
inspired from LISP, the functional programming language 
[8]. 

The Hadoop Framework, the open source variant of Map 
Reduce, is composed of Hadoop MapReduce, and Hadoop 
Distributed File System (HDFS). HDFS is used to store both 
input data to the map step and the output data from the 
reduce step. A Hadoop installation is comprised of a cluster 
of nodes, consisting of a master node, called the JobTracker, 
and several worker nodes. The JobTracker is responsible for 
accepting the jobs from the clients, and splitting each job 
into multiple job partitions, and assigning those job partitions 
to be executed by different worker nodes. Each worker node 
runs a TaskTracker that executes currently assigned task to 
it, and on its completion, informs the same to the 
JobTracker. By communicating with each TaskTracker, the 
JobTracker keeps track of all the running job partitions, and 
also schedules of new job partitions to worker nodes that are 
free. 

In Hadoop, the input data of a job gets distributed on the 
worker nodes of the cluster while it is being loaded. The 
Hadoop Distributed File System (HDFS) splits the input data 
into chunks, and each chunk is loaded on different nodes of 
the cluster, well before the application gets initiated. 

 When the JobTracker assigns a job partition to a worker 
node it sends the program code to that node. It is presumed 
that the time spent in transferring the program code to the 
worker node is relatively very small in comparison to the 
execution time of the job partition.  

B. Strengths 
The main advantage of MapReduce programming model 

is its simplicity. The user has to specify his algorithm as a 
pair of map and reduce tasks that conform to the 
programming model. A functional application whose input 
data can be represented as a list can always be modeled in 
MapReduce framework. The rest of the details, like, 
workload partitioning, distributed execution, network 
communication, coordination, and fault tolerance, etc., are all 
handled by the MapReduce framework itself. 

This model of Map-Reduce is very efficient primarily for 
batch jobs, and also for those functional applications that 
have relatively smaller code sizes and operates on extremely 
large input data sizes. 

C. Limitations 
The intrinsic limitation of MapReduce is its one-way 

scalability of its design, i.e., to scale up to process very large 
data sets [9]. Again, it handles large data sets that are at rest, 
but is unable to handle large data in motion that can come as 
stream [10]. 
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In the present implementation of MapReduce in Hadoop, 
the program code gets transmitted across the worker nodes 
of the cluster. And hence, for an application that has very 
large code size transferring it across the worker nodes would 
completely drain its job completion time enhancement due 
to parallel processing of its job partitions. Thus, the main 
limitation of Hadoop MapReduce is that it is completely 
unsuitable for jobs with large code size. 

To utilize the benefit of parallelism provided by Hadoop, 
a functional application with large code size is required to 
evolve a distinct approach to overcome this difficulty with 
no transfer time penalty. 

III. RELATED WORK 
The MapReduce framework that was originally proposed 

by Google is being utilized by it to process more than 10 
petabytes of data per day [3].  After the release of Hadoop 
implementation of the MapReduce framework more than 
hundred organizations, including large companies and 
academia are using it for various types of applications. This 
has also resulted intense research and development activities 
in various directions [11].  Some researchers have developed 
of many distinct MapReduce algorithms for processing of 
different types of massive data [12, 13], some have simulated 
well known parallel processing algorithm in MapReduce 
framework [14], while some others are involved in 
developing schemes for implementing MapReduce 
framework in distinct types of physical platforms [15, 16], 
and in optimizing the scheduling problem in its context [17]. 

The quality of output of Statistical Machine Translation 
(SMT) Systems increases with the increase in amount of 
their training data [18, 19]. Good SMT systems usually train 
their translation engines on 5-10 million sentences pair 
corpora, and to train engine on such massive volume of data, 
even on good processing platforms, takes couple of days to 
even a week. And hence, many efforts are being pursued to 
use MapReduce framework to execute such training module 
over large corpora on a large distributed systems, bringing 
down the training time within couple of hours [20].  Hadoop 
MapReduce framework has been used to study throughput 
improvement of SMT system [18, 19, 20, 21]. Open source 
toolkits capable of training phrase based SMT models on 
Hadoop cluster [22] and grammar based SMT on Hadoop 
cluster [23] have been reported. 

IV. TO ASSURE QOS OF SAMPARK MT SYSTEM: AN 
ENGINEERING APPROACH 

First, we have tried to abstract those distinguishing 
features of our application, viz., the transfer based MT 
system Sampark, that makes it an attractive application for 
MapReduce framework, and they are:    

 A transfer based MT system is a functional 
application, and hence, MapReduce framework 
would be applicable to it,  

 Any text document file that is required to be 
translated, i.e., data input to the MT system, can 
always be abstracted as a list of paragraphs, or a set 
of sentences of any required size, and hence, it can 

be easily parallelized and executed on large cluster 
of machines [24],  

 The incremental scaling up of computing resources 
on-demand is integral part of any MapReduce 
framework, whether it is a cluster of multi-core 
physical machines, or large set of virtual machines in 
the cloud [4]. And hence, we would be able to assure 
all the three dimensions of QoS (discussed in the 
Section I: Introduction) of MT system. 

A. Hurdle: To Run Application with Large Code Size on 
Hadoop 
The Hadoop uses strategy of moving computation to the 

data site, instead of moving the data to the computation site. 
This strategy allows Hadoop to achieve high data locality 
which, in turn, results in high performance. 

As discussed earlier, the Sampark MT system is a very 
large and complex application with large code size of 
approx. 220 MB. This code comprises of around 100,000+ 
lines of code (in various programming languages), including 
the lexical resources, the rule base, and the machine learned 
data, each is of very large size, required by its various 
modules to perform their functionality. Transferring such a 
large code to each worker node would create large 
communication load draining completely the advantages 
achieved by parallel processing of job partitions. 

B. Solution: Sampark MT System as a Virtual Appliance 
To circumvent the above problem of transferring large 

code size to each worker node, the Sampark MT system is 
packaged as Virtual Appliance [25]. An MT virtual 
appliance is a full application stack containing the Just 
enough Operating System (JeOS), the Sampark MT system, 
the Hadoop system, their required dependencies, and the 
configuration and data files required to run the MT system. 
Everything is pre-integrated, pre-installed, and pre-
configured to run on a virtual machine. 

Whenever a new VM is provisioned from cloud, an 
image of the Sampark virtual appliance is actually 
instantiated on the new VM. For a dedicated application 
environment, this engineering approach completely avoids 
the need of transferring the MT computation code to worker 
nodes at run time. This technique facilitates new nodes to be 
added on demand. 

C. Implementation: To run Sampark MT  System with 
Large Code Size under Hadoop 
To circumvent this problem for running MT System on a 

Hadoop, we have taken following three steps: 
 We have developed a program, called mtclient that 

runs on the Hadoop master node. Traditional 
implementation of MapReduce expects data to be 
partitioned well before the MapReduce job is 
executed. This mtclient partitions the workload and 
submits the job for translation to the Hadoop master 

 mtmap is another program that is invoked by 
Hadoop master for each of the workload partition. 
The code of mtmap is transported to each worker 
node for execution of the map tasks.  
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 mtmap in turn calls mtmain, which is part of the 
Sampark virtual appliance. mtmain is the main 
translation system that takes list of sentences as input 
and produces a list of sentences as translated output. 

Once all the map tasks are over, Hadoop master calls 
mtreduce to collate the output translation. In this way, we 
have deluded Hadoop to run a large machine translation job 
as set of parallel map tasks in a dedicated application 
scenario. 

V. THE EXPERIMENTAL SETUP, SET OF EXPERIMENTS, 
AND THER RESULTS 

The experiment has been done on Hindi to Punjabi 
Sampark MT system to measure the various QoS dimensions 
of the system. The Sampark MT system (program codes 
along with lexical resources, rule bases, and machine learned 
data) is packaged as a virtual appliance [25]. The Sampark 
MT virtual appliance that we used for performing our 
experiments was based on CentOS-5.7 as host OS, with Xen 
as virtualization layer, along with Hadoop 0.20.2 as 
middleware for work load partitioning. 

All the experiments are performed on similar virtual 
machines in the Eucalyptus cloud. Each of the virtual 
machines in the cloud are 2 CPUs, 1GB RAM with CentOS-
5.3 (64-bit) as guest OS. For our experiments we had 
allocated 10 worker nodes in the cloud. On each worker 
node, the Sampark MT virtual appliance was pre-installed as 
a part of the setup. 

We conducted three different types of experiments with 
different number of compute resources, and different data 
sets as it was required by the experiments (for experiment 
one 1500 sentences, for experiment two 3000 sentences, and 
for experiment three the data set varies from 200 to 25600 
sentences). As the virtual compute resources are 
homogeneous in nature, and to make the data sets 
homogeneous in nature, we have replicated a set of 10 
sentences (with average size of 8.5 words) repeatedly, to get 
the required size of experimental data sets.  

A. Experiment One: To Investigate the Relation of Job 
Completion Time with respect to the Amount of Compute 
Resources 
In this set of experiments, each experiment was done, for 

a given number of virtual nodes in the cloud, and with the 
fixed job size of 1500 sentences with increasing number of 
job partitions (also called task). The job partition sizes used 
in experiments are 5, 10, 15, 20, 25, 50, 75, 100, and 150 
sentences each.  

The same experiment was repeated with increasing the 
number of virtual nodes in the cloud, viz., node clusters of 2, 
4, 8, and 10. 

The same experiment was earlier performed on a 
standalone system with same virtual machine configuration   
in the cloud but without Hadoop. 

When we have small job partition size, for a given job 
the number of job partitions would be large. And hence, for a 
given number of virtual nodes, to run all job partitions (to 
complete the job), it would take multiple cycles of run. In 

comparison to a job partition (task) execution time, the inter-
cycle run overhead would be negligible.  

Table I shows the job completion time with increasing 
number of virtual nodes, and with increasing size of job 
partition. From this set of experiments we conclude: 

 For  a given job, the job completion time 
reduces with the increase in computing 
resources,  

 The reduction in job completion time is linear in 
the beginning, but starts saturating beyond a 
certain point 

TABLE I.  SHOWING JOB COMPLETION TIME IN SECONDS FOR 1500 
SENTENCES 

Partition Size 
(Sentences per 

Task) 

Job Completion Time (in Seconds) 
10 

Nodes 
8 

Nodes 
4 

Nodes 
2 

Nodes 1 Nodes* 

5 258 302 583 1150 2704 
10 173 215 402 798 1979 
15 139 176 312 631 1704 
20 137 167 285 566 1803 
25 130 171 305 528 1487 
50 119 134 284 433 1275 
75 152 104 174 363 1193 

100 151 119 211 362 1412 
150 152 194 397 324 1385 

* This experiment was done on a single virtual machine without Hadoop 
 

 
Figure 1. Job Completion time vs. No. of Nodes 

B. Experiment Two: To Investigate the Relation of Job 
Partition Size with respect to Throughput. 
In this set of experiments, we increased the size of data 

set to 3000 sentences, mainly to reduce the influence of 
inter-cycle run overhead on the throughput. Larger is the job 
completion time lesser would be the influence of inter-cycle 
run overhead. Each set of experiment the job partition sizes 
used were 5, 10, 15, 20, 25, 50, 75, 100, and 150 sentences 
each. This variation in job partition size is the same as in 
Experiment One.  

Again, to focus our attention on throughput we have 
conducted only two sets of experiments on two compute 
resource configurations, viz., 5 and 10 virtual nodes. 

Again, to focus our attention on throughput we have 
conducted only two sets of experiments on two compute 
resource configurations, viz., 5 and 10 virtual nodes.  

Table II enumerates the results of the two sets of 
experiments. The result shows that, for a given job the best 
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throughput is achieved at a particular job partition size, 
irrespective of number of compute resources utilized. By 
increasing job partition size, the improvement in throughput 
is not very significant. As we have reached the rim of the 
best throughput, we call this job partition size as the 
optimum job partition size. 

TABLE II.  SHOWS COMPUTATION COST VS PARTITION SIZE FOR 3000 
SENTENCES 

No of Tasks Partition Size  
(Sentences per Task) 10 Nodes 5 Nodes 

600 5 35 37 
300 10 49 53 
200 15 59 64 
150 20 63 69 
120 25 68 72 
60 50 86 90 
40 75 93 97 
30 100 82 104 
20 150 101 107 

 

 
Figure 2. Throughput vs partition size of task in term of number of 

sentences 

C. Experiment Three:  To Investigate the Relation between 
Job Partition Size and Throughput. 
In this case, we have conducted 3 sets of experiments, 

each with the same compute resource configuration of 5 
virtual nodes. 

As we are varying the job partition size to observe that 
where the throughput is the maximum, in each set of 
experiment we have maintained a fixed number of job 
partitions (tasks). To keep fixed number of partitions while 
varying the job partition size, we have to increase the job 
size i.e., number of sentences. The 3 sets of experiments 
have 40 tasks, 60 tasks and 80 tasks respectively. Figure 3 
shows throughput verses partition size of task. 

Table III enumerates the results of the three sets of 
experiments done. These results show that for a given job the 
best throughput is achieved at a particular job partition size. 
It also shows that by changing the job size (i.e., the number 
of sentences) hardly changes the optimum job partition size. 
Increasing the partition size beyond the optimum job 
partition size does not enhance the throughput significantly. 
We see that, in this range, if the partition size is doubled, the 
throughput increases by less than 5%.  

TABLE III.  SHOWS TIME TO TRANSLATE A GIVEN TASK FOR VARIOUS 
PARTITION SIZES ON A 5 NODE CLUSTER FOR 25600 SENTENCES 

No of 
Tasks 

Partiti
on Size 

Total  
Sentences 

Total Compute 
Time in seconds 

Throughput 
per minute 

80 10 800 1055 45 
80 20 1600 1475 65 
80 40 3200 2340 82 
80 50 4000 2620 92 
80 80 6400 3750 102 
80 100 8000 4455 108 
80 160 12800 6665 115 
80 200 16000 8240 117 
80 320 25600 12920 119 
60 10 600 800 45 
60 20 1200 1025 70 
60 40 2400 1715 84 
60 50 3000 2005 90 
60 80 4800 2830 102 
60 100 6000 3320 108 
60 160 9600 5055 114 
60 200 12000 6140 117 
60 320 19200 9990 115 
40 10 400 570 42 
40 20 800 855 56 
40 40 1600 1165 82 
40 50 2000 1355 89 
40 80 3200 2115 91 
40 100 4000 2275 105 
40 160 6400 3435 112 
40 200 8000 4175 115 
40 320 12800 6430 119 

TABLE IV.  SHOWS THROUGHPUT VARIATIONS FOR VARIOUS 
PARTITION SIZES 

Partition Size 
(Sentences per Task) 80 Task 60 Task 40 Task 

10 45 45 42 
20 65 70 56 
40 82 84 82 
50 92 90 89 
80 102 102 91 
100 108 108 105 
160 115 114 112 
200 117 117 115 
320 119 115 119 

VI. CONCLUSION AND FUTURE TASKS VISUALIZED 
This paper presents the engineering approach that we 

have developed to run a functional application like MT 
system with a large code size as a dedicated application in 
MapReduce Framework, to get enhanced QoS utilizing its 
list homomorphism characteristics [24] for parallel 
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execution. This approach to assure QoS can be applied to a 
large group of NLP applications. 

We have also developed a scheme to delude Hadoop 
MapReduce framework to load the MT system with large 
code size (by packaging MT as a virtual appliance), a priori 
on all worker nodes, to overcome the transfer cost at run 
time. 

Contribution of our work is threefold: 
 Completion time for any large job can be reduced 

with increase in computing resources, 
 There exists an optimum size of job partition for 

which the best system throughput is achieved,  
 The minimum completion time along with the best 

system throughput would incur the minimum 
compute cost in the cloud environment. 

In this way, our approach assures all the three dimensions 
of the QoS of the MT system. In future we plan to extend 
this approach to other NLP applications that exhibit list 
homomorphism and can be partitioned for distributed 
computing. 
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Figure 3.  Throughput vs. partition size of task 
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Abstract—This paper presents the on-going research to define
the Intercloud Federation Framework (ICFF) which is a part of
the general Intercloud Architecture Framework (ICAF) proposed
by the authors. ICFF attempts to address the interoperability
and integration issues in provisioning on-demand multi-provider
multi-domain heterogeneous cloud infrastructure services. The
paper describe the major Intercloud federation scenarios that
in general involves two type of federations: customer-side fed-
eration that includes federation between cloud based services
and customer campus or enterprise infrastructure; and provider-
side federation that is created by a group of cloud providers to
outsource or broker their resources when provisioning services
to customers. The proposed ICFF uses cloud resources brokering
model as the main operational model in typically non-coordinated
Intercloud and multi-cloud environment. The paper analyses
federated identity management scenarios and related design
patterns that actually creates a basis for operating federations
and providing consistent federated access control infrastructure.
The paper also refers to successful virtual organisation experience
in Grids and attempts to re-use it in ICFF. The presented
work attempts to provide an architectural model for developing
Intercloud middle-ware and in the way will facilitate cloud
interoperability and integration.

Index Terms—Intercloud Federations Framework; Intercloud
Architecture; Cloud Computing Reference Architecture; Multi-
layer Cloud Services Model.

I. INTRODUCTION

Clouds are increasingly used both by industry and by
research community to outsource and/or extend their IT in-
frastructure. They are also used to offload the computationally
intensive tasks and large data volumes, thus make them easily
and globally reachable. Cloud Computing [1], [2] technologies
are evolving as a common way to provide infrastructure
services, resources virtualization and on-demand provisioning.
In addition, they bring mobility and hardware independence
to the existing distributed computing and networking applica-
tions. Despite the growth and improvement in services offered
by the cloud mega-providers such as Amazon [3], Microsoft
Azure [4], Google Cloud [5], Rackspace [6], an enlarging
number of cloud-oriented applications and global services will
require provisioning for cloud based infrastructure services
involving multi-provider and multi-domain resources. They

also need to inter-connect and integrate with legacy network
infrastructures and enterprise services.

Current cloud technologies development demonstrates
movement on developing Intercloud models, architectures and
integration tools. They support the integration of cloud infras-
tructures into existing enterprise and campus infrastructures,
and provide a common and interoperable environment to move
existing infrastructures on the cloud environment [7].

A common approach here is to use different services, re-
sources and identities federation models. However, there is no
available well-defined work to provide a common federation
model for resources and services integration from multiple
providers, which also allows users identities federation be-
tween home organizations and cloud service domains.

We refer to our ongoing research to define the general
Intercloud Architecture Framework (ICAF) [8]–[10], that in-
tends to address the multi-domain heterogeneous cloud based
infrastructure services integration and interoperability includ-
ing: integration and interoperability with the legacy IT infras-
tructure services. The ICAF defines the Intercloud Federation
Framework (ICFF) as a framework for federating indepen-
dently managed cloud and non-cloud resources and service
domains together with the customer and provider identity
services federation.

In this paper we propose a further definition of the ICFF
components supporting to create complex projects and group
oriented infrastructures on-demand provisioned across multi-
ple providers. The research presented in this paper is based
on and attempts to leverage the experience from a number of
cooperative projects where the authors actively participated
such as EGEE [11], GEANT3 [12] and, GEYSERS [13],
that have developed federated models for Virtual Organization
(VO), federated Grid resources sharing, federated access to
web and network services, and combined network and IT
resources provisioning by telecom services providers.

The remainder of the paper is organized as follows. Sec-
tion II provides analysis of the general use cases and basic
scenarios for cloud and inter-cloud federation, including short
reference to the VO based federation model in Grids. Section
III presents the summary of the Intercloud Architecture frame-
work, and section IV goes into further definitions and details
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of the proposed Intercloud federation framework. Section V
provides information about our work to build a cloud-based
test-bed for modeling and testing the proposed federation
models. Section VI gives a short overview of the related works.
And finally, Section VII contains conclusions and describes
our further development plans.

II. GENERAL USE CASES AND BASIC SCENARIOS

A. Customer side and Provider side Federation

We define two general use cases for (1) federating cloud
resources on the provider side, or (2) creating federated multi-
provider infrastructures and services to deliver federated cloud
services to the customer. We define the following main ac-
tors and roles adopting the Resource-Ownership-Role-Action
(RORA) model proposed in [14]:

• Cloud Service Provider (CSP) as an entity providing
cloud based services to customers, on their request and
based on the business agreement that is expressed as
Service Level Agreement (SLA). We need to admit
specifies of business relation in clouds due to the fact
that majority of cloud services are self-services and they
are governed under general or individualized SLA.

• Cloud Broker is an entity that may play a role of the
third party in offering cloud service, adding value of
negotiating with many CSPs or customer groups and in
some cases managing complex multi-provider services.

• Customer is an entity that requests cloud services. In
a simple case, customer may be an end-user of the
requested services, or in more general case, may be an or-
ganization (e.g. enterprise or university) requesting cloud
based services for the members of their organisations and
manages these services.

• User is an end-user consuming cloud based services. In
cloud services provisioning model, an end-user may be
also a customer.

Note, we do not define the broker at this stage because for
the basic scenarios discussed here the broker functions can
be substituted with either CSP or Identity provider (IdP) role.
We will provide definition of the cloud broker role in section
IV for the multi-provider Intercloud environment. Figure 1
illustrates two cases when (1) the cloud based services and/or
infrastructure needs to be integrated/federated with the existing
user accounts and enterprise infrastructure, or (2) cloud based
public services can use external IDP and in this way already
existing user accounts with the single or multiple 3rd party
IDPs (such as Google+/GooglePlay, Facebook, Microsoft, or
other OpenID providers).

Figure 2 illustrates the major actors and their relation in
the provider side federation that is typically created between
cloud service providers to share and/or outsource their cloud
resources when providing a final service to the customer

B. Federated Access Control and Identity Management

Federated Identity Management (FIDM) is the main compo-
nent of the federated cloud infrastructure. This issue has been
recognized by industry and addressed by the OASIS Cloud TC

Fig. 1. Customer/user side federation for delivery of the federated cloud
services to (a) enterprise customers running their own IDP and (b) for user
access federation for public cloud based services.

Fig. 2. Provider side federation for resources sharing and outsourcing

[15]. In the typical distributed inter-cloud infrastructure, the
broker outsources the authentication and attribute management
to a 3rd party IDP, either regular or cloud-aware which we
will refer to as Federated IDP (FIDP). Similar to the general
federation scenarios, we identify two scenarios for FIDP: a
single user (actually representing individual users of the public
services) and users of a customer organization (that can also
be referred to as ”Home Organization (HO)”) that have their
accounts at their HO in which their identities are confirmed
by the HO-IDP.

1) A single-end user scenario: In this scenario, the FIDM
at broker site needs to support standardized IDP protocols such
as OpenID, SAML, OAuth to interoperate with public IDP, as
in Figure 3.

2) Company/organization scenarios: When the customer
is an organization or a company, there are possible IDP
deployments. First, due to sensitive IdP information, some
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Fig. 4. Corporate customer running an on-site IDP service

organizations choose to deploy their own private IdP on-site,
which need to collaborate with the FIDM Broker as in Figure
4. The vital requirement here is broker need mechanisms to
discover the customer’s IDP to connect for retrieving end-
users’ attributes and logon statuses.

In other scenario, a ”light-weight” customer may want
to out-source their identity management service to a cloud
provider (i.e. IDP as a Service – IdPaaS). In this case, the IDP
services are provisioned and collaborate with the FIDM cloud
broker. The on-demand IDP service should support followings:

• Support service provisioning life-cycles.
• Manageable by the cloud customer for their own organi-

zation.
• Integrate with access control services for the cloud re-

sources.

C. Policy and Security Context Management

Policy and security context management are important com-
ponents of creating, operating and managing federated access
control infrastructure. Authors’ previous works the XACML
(eXtensible Access Control Markup Language) policy format
provides all necessary functionality for multi-domain policy
expression and attributes definition [16], [17]. XACML policy
identification and attributes format allow for using different
namespaces and attributes semantics. The proposed Generic
AAA Authorisation framework [18] allows multi-domain at-
tributes validation and mapping when evaluating access control
request. Another important component in managing federated
access control infrastructure is authorization session security
context management what can be achieved with using tickets
and tokens as session credentials. Proposed in [19], [20]
authorization tickets and pilot tokens can support inter-domain

security context communication, delegation and federation
management.

D. VO based Federation in Grids

The problem, which underlies the Computational Grid con-
cept, is coordinated resource sharing and problem solving in
dynamic, multi-institutional Virtual Organizations (VO). VO
are defined as a collection of individuals, institutions and
resources that access and share resources within the Grid
[21]. Developing Intercloud federation framework we intend
to re-use Grid community experience in building robust inter-
organisational services, in particular using VO and a federation
mechanism for managing dynamic security associations [22]
The following security services and related functionalities are
identified for the VO [22]:

1) Identity management service, normally provided by IDP.
2) Attribute management service that issues attributes

bound to user or resource identity that primary can
be used for authorization decision when accessing VO
resources or services.

3) Authorization service to enforce access control to the
resource or service based on entity’s attributes/roles and
authorisation policies.

4) Policy management service to provide VO-wide policies
related to authorisation, trust management, identity fed-
eration, mapping of identities, attributes and policies.

5) Trust management service that may include CA and
associate PKI management services that allows estab-
lishing and managing trust relations inside VO.

In contrast to clouds, all VO services may be provided
(and managed) by member organizations on behalf of the
VO. Services provisioning in clouds typically includes also
identity provisioning that may be linked to (or federated with)
the existing user identity.

III. INTERCLOUD ARCHITECTURE FRAMEWORK

The Intercloud Architecture Framework, introduced in [8],
address the interoperability and integration issues in the cur-
rent and emerging heterogeneous multi-domain and multi-
provider clouds that could host modern and future criti-
cal enterprise and e-Science infrastructures and applications,
including integration and interoperability with legacy cam-
pus/enterprise infrastructure. The ICAF consist of the flowing
components:

1) Multilayer Cloud Services Model (CSM) for vertical
cloud services interaction, integration and compatibility
that defines both relations between cloud service models
(such as IaaS, PaaS, SaaS) and other required functional
layers and components of the general cloud based ser-
vices infrastructure;

2) Intercloud Control and Management Plane (IC-
CMP) for Intercloud applications/infrastructure control
and management, including inter-applications signaling,
synchronization and session management, configuration,
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monitoring, run time infrastructure optimization includ-
ing VM migration, resources scaling, and jobs/objects
routing;

3) Intercloud Federation Framework (ICFF) to allow
independent clouds and related infrastructure compo-
nents federation of independently managed cloud based
infrastructure components belonging to different cloud
providers and/or administrative domains; this should
support federation at the level of services, business appli-
cations, semantics, and namespaces, assuming necessary
gateway or federation services;

4) Intercloud Operation Framework (ICOF) which in-
cludes functionalities to support multi-provider infras-
tructure operation, including business workflow, SLA
management and accounting. ICOF defines the basic
roles, actors and their relations in sense of resources
operation, management and ownership. ICOF requires
support from and interacts with both ICCMP and ICFF.

The ICFF is the main framework which creates the Inter-
cloud it self. The primary focus in the paper lies on the ICFF.

IV. ICFF DEFINITION AND REQUIREMENTS

As defined in [9], [23] the ICFF allows clouds from different
administrative domains to from a federation. The federation
allows for end-users to view the cloud as one, while the
individual cloud providers can differentiate based on location,
infrastructure and network connections to the outside world.

A. Intercloud Federation Framework.

The Intercloud federation framework is responsible for
coordinating allocation of resources in a unified way. Figure
5 illustrates the main components of the federated Intercloud
Architecture, specifically underlying the Intercloud gateway
function (GW) that provides translation of the requests, pro-
tocols and data formats between cloud domains. At the same
time the federated Intercloud infrastructure requires a num-
ber of functionalities, protocols and interfaces to support its
operation:

• Trust and service brokers,
• Service Registry
• Service Discovery
• Identity provider (IdP)
• Trust manager

B. Service Broker

To overcome these shortcomings of decentralized non-
coordinated allocation of resources with in multi-provider
multi-domain heterogeneous cloud services, we introduce a
service broker to solve allocation of resources. We identify
the broker as the key component for federation, which does
not have to be exclusive. The role and responsibility of the
service broker is to solve the resource brokering problem. We
defined as the problem as follows: ”Allocation of resources
and services across the multiple cloud resources such as com-
putational clusters, parallel supercomputers, storage clusters
that belong to different administrative domains”.

!
Fig. 5. Intercloud Federation Framework, where the broker has a central role
for connecting to multi-cloud providers and presenting this as one Interface
to the end-user. In addition, it has support for dynamical trust and IdP.

To solve the brokering problem, the service broker has
interaction with both customers to allocate and de-allocation
resources across multiple cloud providers on behave of the
customers. Having a broker allocate resources on behave will
simplify administration for cloud providers, as cloud provider
only have to do accounting for service brokers, instead for
every customer.

To have a service broker as opposed to having no brokers
(such as a root directory [24]) in the federation, is to have
a unified interface to all cloud providers as opposed to have
different interfaces to each cloud provider in the federation.
In that sense, the broker together with the cloud provider’s
gateway provides and ensures the interoperability between dif-
ferent participating clouds. Thus, the brokers provide interface
for allocation of resources for their costumers.

To provide identity management over moreover the brokers
have interfaces to service registry, service discovery, identity
provider (IdP), and trust manager, see Figure (5) for details.

C. Service registry

The service registry is a directory where cloud providers can
provide information regarding IaaS, SaaS and PaaS services,
which includes details of allocation of resources as well as
service level agreements and policies. The broker can query
Service registry information about services, and can negotiate
SLA and policy with the clients. In addition, this information
can be used to allocate resources in a specific cloud provider.

D. Identity Provider

ICFF operates across security domains, which are involving
different cloud entities, from cloud providers to cloud con-
sumers [2]. In this context, ICFF needs to support and integrate
with the identity and trust management for these entities for
both provider and customer sides.

The dynamic resource provisioning in the collaboration sce-
narios of cloud providers require the trust management to carry
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out trust establishments between them. The trust management
in the ICFF needs to support following requirements:

• Dynamic trust establishment between indirect cloud en-
tities: Current relationships between cloud entities often
rely on SLAs, which are mostly suitable for direct re-
lationships. ICFF scenarios require a cloud provider or
cloud consumer could connect to other unknown entities,
through a chain of direct SLA relationships, which is
known as dynamic trust relationship [25].

• Interoperate and extend standardized mechanisms on
multi-domain identity management and trust manage-
ment, which are SAML [26], OAuth [27] to support on-
demand provisioned clouds.

• A fine-grained trust management policy language.

ICFF should take into account federated identity manage-
ment in its operation management:

• Compatible with existing public identity management
systems.

• Interoperate between identity management with the on-
demand access control services to manage cloud re-
sources.

E. Grid vs Cloud Federation

The main idea behind cloud computing is that infrastructure
that is not used, is rented to third parties. This includes storage,
computational, and services in an on-demand and pay-as-
you-go model. Except for the on-demand and pay-as-you-go
model, the ideas of grids grid are not quite different. Grid
federation is based on institutions that want to cooperate,
such that users, can access computational resources quicker.
The hierarchy is mostly flat, with a ’super scheduler’ to
schedule all jobs on the combined resources using queue’s. To
scale vertically, i.e. creating hierarchy can only be done with
software such as [28]. Clouds on the other hand, are mostly
providing services to their customers, and have competition on
the market. Horizontal scaling and federation can both be done
with brokering. In addition, brokering allows for hierarchical
scaling as a broker of broker can be created. Clouds provide
a services oriented model, such as IaaS, PaaS and SaaS.
Together with brokering, this allow independent clouds and
related infrastructure components federation of independently
managed cloud based infrastructure components belonging to
different cloud providers and/or administrative domains; this
should support federation at the level of services, business
applications, semantics, and namespaces, assuming necessary
gateway or federation services.

The vital difference between grids and clouds is that the
amount of computation is mostly unknown with clouds, hence
it is manly used for running services while grids are to run
predefined computational jobs with budgets. While grids can
be run on clouds using grid software [22] the other way
around is not trivial task. In addition, clouds are mostly used
workloads that are not pre-defined, such as services, while
grids run mostly budget or time constrained computation jobs.

V. CLOUD FEDERATION MODELING

This section provides short overview of the test-bed that
we used for modeling overlay network and which we are
redesigning to support modeling of the basic federation models
in provisioning federated cloud resources. The test-bed con-
sists of a Broker, which connects users and Different cloud
providers, which includes Amazon AWS and Brightbox, with
each other and is such a way that users can create VM (IaaS)
over multiple provide. The broker provides an interface to
OpenID IdP provided by google [27] to provide accounting,
authentication, and authentication. The test-bed provides an
interface to the end- users such that they can instantiate a
layer 2 overlay network using VPN’s. The interface provides
also addressing IPv4 and IPv6 for created IaaS nodes in an
automated fashion. After the overlay network is created and
addressing is assigned, the interface provides an option to
enable IPv4 or IPv6 routing based on Quagga [29]. This
allows uses to create on-demand overlay network in multi
provider cloud environments. The authors believe that at the
time of conference the proposed test-bed will collect valuable
information to estimate performance of the basic federation
use-cases when realized with the AWS infrastructure.

VI. RELATED WORK

Federations of computational resources come in different
forms, but one federation that’s on large scale is grid com-
puting. The problems of federation in Grid computing shows
many resemblance with cloud computing.

The main idea behind grid computing is to use computation
and storage resources for other computational goals if they
are not used. This idea was then fully extended to multiple
locations, multiple administrative domains, different architec-
tures, etc., and link together with software. In Grid computing,
the federation problem The Grid resource brokering, also
know as super-scheduling, problem is defined as: ” scheduling
jobs across the grid resources such as computational clusters,
parallel supercomputers, desktop machines that belong to
different administrative domains”. Brokering in computational
grids is facilitated by specialized application schedulers such
as Nimrod-G [30], Condor-G [31], AppLeS [32], APST [33]
Legion and WorkFlow Engines. Grid Brokering activity in-
volves:

• Querying grid resource information services (GRIS) for
locating resources that match the job requirements,

• Coordinating and negotiating Service Level Agreements;
• and job scheduling.
The grid resources are managed by their local resource

management systems such as Condor. These systems manage
job queues, initiate and monitor their execution.

VII. FUTURE DEVELOPMENT

The paper presents an on-going research at the University
of Amsterdam to develop the Intercloud Architecture (ICA)
addresses the problem of multi-domain heterogeneous Cloud
based applications integration and inter-provider and inter-
platform interoperability. The presented research is planned
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to be contributed to the Open Grid Forum Research Group
on Infrastructure services On-Demand provisioning (ISOD-
RG) [27], where the authors play active role. In addition, we
planned to extent our test-bed, in such away that it enables
dynamic provisioning of federation infrastructure.
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Abstract—The rapid evolution of mobile computing, together
with the spread of social networks is increasingly moving the
role of users from information and services consumers to actual
producers. Currently, since most of the critical aspects related
to user generated contents have been addressed, the main issues
related to service generation represent the next challenge. Dealing
with services, aspects like ease of creation, discovery, security and
management should always be taken into account. To cope with
this kind of problems, we propose the webinos platform, which is
based on a cloud architecture and enables user devices to share
features and services among them.

Keywords—webinos, cloud, user-provided mobile services

I. INTRODUCTION

The growing popularity of Internet-enabled devices and the
consolidation of social networks have increased the amount of
multimedia contents generated by users. Everyday people live
a second life on social networks generating original contents
such as pictures, videos, comments and so on [1]. Table I
contains some statistics about user content generation.

TABLE I. STATISTICS RELATED TO USER-GENERATED CONTENTS

Average amount of tweets per day 190 million
Average pictures uploaded to Flickr per minute 3000
Total amount of articles hosted by Wikipedia 17 million
Total pieces of content shared on Facebook each month 70 billion

This phenomenon has been encouraged by the spread of
many kinds of Internet-enabled devices such as smartphones,
tablets and entertainment devices.

Shipments of Internet-enabled devices are projected to hit
503.6 million units in 2013, up from 161 million in 2010.
By 2015, however, shipments of Internet-enabled consumer
devices are projected to break three-quarters of a billion units
- at 780.8 million units - exceeding PC shipments of 479.1
million units [2]. Mobile devices give a new experience to
users, offering them the possibility to obtain information about
the surrounding environment through several built-in sensors
(GPS, accelerometer, gyroscope). All these information let
users create context-related contents, like geolocalized photos
or tweets, which embed current user’s position. A key role in
this scenario is played by end-users, which are becoming the
main contributors of the contents available on the web. The
most likely next step in this direction will be the generation of
services by non-expert users. Generating new service implies
the creation of a set of API to interact with the service
itself. According to the Service Oriented Architecture (SOA)
paradigm, a new service could also be generated by composing
one or more existing services. The result of this operation is

commonly referred as “mashup”. In this paper, we want to
emphasize that in a not too distant future, services will be not
only generated but also provided by users, primarily through
mobile terminals. In particular, we refer to common users who
do not have an advanced computer knowledge. A series of
both software and hardware resources are necessary in order
to support the user in generating and providing a service, espe-
cially if this is provided by means of a mobile device. Devices
such as smartphones or tablets have peculiar characteristics
due to their portability and small size. Battery life, reception
problems, reduced computational and storage resources are just
an example of the limitations which characterize this kind of
devices. In addition, issues related to the publication of a new
service, its discovery, privacy and access control raise the need
of a platform to support the user in the generation and supply
of services through mobile devices. In this paper, we describe
webinos, a cloud platform for running applications and services
over heterogeneous devices belonging to different domains. In
the following, we will show how webinos can be adopted to
solve typical problems of generation and supply of mobile
services.

II. USER-PROVIDED MOBILE SERVICES

The aim of this section is to explain what is meant by
mobile services and then outline the main issues that there
are when this kind of services is provided by users through
their devices. We have already said that users are increasingly
involved in the generation of multimedia web content. The role
of users gains even more and more importance also in the field
of service generation. The emergence of Services Oriented
Computing (SOC) allows end-users to develop applications
by composing existing services. In this context, tools such as
Yahoo Pipes [3] provide users the possibility to create own
mashups composing web services. As a result, the Web is
rapidly progressing towards a highly programmable platform
and end-user programming has become a very popular and
common trend nowadays. This enables end-users to take
advantage of different Application Programming Interfaces
(APIs) to create and publish their own contents and services.
Major companies like Facebook, Google and eBay have al-
ready provided interfaces to their services extending their
market possibilities. In this article, we focus on those services
generated by users based on other applications or services
provided by other mobile devices.

Mobile services are those services designed to be accessed
through mobile devices. Their main aspect is the mobility
for what concerns both their invocation and their supply. The
difference with traditional services is remarkable: a service that
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allows a user to view bus timetables can be provided through
a web site and can be accessed in the same way on a personal
computer or on a smartphone. The same service designed to
be used on the move will take into account the user’s context.
For example the mobile service could give information for only
those buses which route is close to the user’s position that can
be obtained through smartphone’s GPS.

The potentialities of mobile services are huge. To date,
there are already many context-aware applications for smart-
phones allowing users to benefit from mobile services. Consid-
ering the evolution of user’s role from consumer to producer
of content and services, is presumably that in the next few
years, the average user will be able to create applications
for his smartphone making a mashup of services also offered
by other devices. As an example, suppose that the mobile
phone owned by an elderly person provides the ability to be
managed remotely. In this way, using this “device ability”
a more experienced user could help the elderly to perform
operations such as the remote phonebook’s management.

There are several issues to consider in the creation and
sharing of services across multiple devices. In particular, there
would be the need of:

• A protocol to describe services and their exposed
features.

• An access control mechanism to specify, through
policies, the access / composition constraints of each
service.

• Hosting environments (service providers) where to run
services.

• Repositories where services have to be registered.

• A discovery mechanism to retrieve services (eg. by
exposed features).

• A toolkit to help users to create, deploy and manage
services.

In the next sections, we will give an overview of the state
of the art in the field of user-generated mobile services. We
will also present the webinos platform and how it can help to
satisfy the aforementioned requirements.

III. RELATED WORK

The scientific interest about User Generated Service (UGS)
and User Generated Content (UGC) fields is growing in these
last years. Zhao et al. present in [4] a comprehensive survey of
current state of art in UGSs. They give the specific description
of UGS by comparison with the concept of UGC, and then
go through different technologies to analyze the challenges of
UGS describing advantages and limitations of each approach.
Jensen et al. describe in [5] some guidelines to support users
creation and management of services. Tacken et al. investigate
in [6] the state of the art and the requirements to let the
vision of the super prosumer concept become true. They review
the current technologies for an easy creation and discovery
of mobile services and list the identified requirements for
user generated mobile services. In [7], authors discuss the
concept of mobile-services generated by the user itself. They
investigate some conceptual requirements and concluded with

an architecture proposal for IT service providers. Authors also
provide a proof-of-concept system development performed
within the European-funded project m:Ciudad. The European
FP7 research project m:Ciudad - a metropolis of ubiquitous
services - aims at the empowerment of users to create ser-
vices on mobile terminals. The project demonstrates various
scenarios in which users either act as creator of services or
interact with the system to search for services or service
construction components. m:Ciudad envisions a system for
service providers, which enables a mobile user to create and
consume mobile services on the fly on his mobile device.
m:Ciudad architecture is exhaustively described in [8]. In the
next section, we are going to introduce another European
funded project called webinos. In particular, we are going to
describe how webinos can be adopted as a platform to allow
mobile service to be created and shared among users. The
main advantages of webinos compared to other platforms will
be discussed.

IV. WEBINOS

Webinos[9] is an Open Source Cross-Device Platform for
widgets and mobile/web applications that allows developers to
write applications able to run on multiple devices belonging
to different domains (mobile devices, TV and automotive).
In fact, the main goals of the project are applications’ in-
teroperability across devices and usability in order to create
a multi-device user experience based on data synchronization
and context-awareness taking into account the related security
aspects.

Webinos provides a web runtime extension for browsers,
which supports widget and web applications written with
standard web technologies such as HTML, CSS and Javascript.
webinos further provides a set of device-specific Javascript
APIs to

• Provide access to hardware and software capabilities
offered by a device such as address book, telephony
manager, messaging manager, information about de-
vice status and so on.

• Access to capabilities on remote devices inter or intra
Personal Zones.

The first characteristic allows developers to interact with
the device, for example sending an SMS or getting geolo-
cation and contacts information using the set of Javascript
APIs. The second characteristic represents the most innovative
contribution of webinos and allows applications running on
a device to use APIs provided as services by other devices.
This mechanism will be further described in the rest of this
section along with a comprehensive description of the webinos
architecture. Webinos introduces the concept of Personal Zone
(PZ), defined as the set of all devices owned by a user.
Each PZ has a main component called Personal Zone Hub
(PZH), which is the point where the devices are registered
and also provides data synchronization, communication among
other PZs and secure access to the PZ from Internet. Multiple
PZHs, one for each user, may also be linked together creating
relationships among users as it happens in social networks.
Figure 1 describes the overall webinos architecture.

Each webinos-enabled device placed inside a PZ has two
main components called Personal Zone Proxy (PZP) and
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Fig. 1. An overview of the webinos architecture

webinos runtime (WRT). The WRT represents the environment
where the apps are executed. webinos provides two kinds
of WRTs: the first is a browser extension for the execution
of web applications, the second is a widget runtime for the
execution of locally stored applications (widgets). Webinos
provides a WRT version for each the considered domains
(mobile, PC, in-car units and home media), this means that
the same application may run over all these domains without
the need of a code refactoring.

The PZP connects the device to the PZH and enables
the communication among devices inside the same PZ and
exposes the webinos APIs. WRT and PZP act respectively as
browser and local server, allowing each device to communicate
with each other passing through the PZH (canonical way) or
through a direct communication PZP-to-PZP in those situations
where an Internet connectivity is not available. Also devices
belonging to different PZs can communicate if their PZHs are
connected. The PZH is responsible to issue identities (through
PKI mechanism) and acts as messaging hub for devices and
as a synchronization agent for data. User’s data and services
can be shared securely with other people connecting together
multiple PZHs using a permission-based infrastructure. Both
PZP and PZH represent the main components of webinos cloud
architecture. Each user’s content, such as an address book’s
contact, a calendar’s event and so on, could be synchronized
in every devices belonging to the user. Contents thus, are not
related to a single devices but they are stored in the cloud.
Although this concept is not too distant from Apple’s iCloud,
the most significant innovation provided by webinos is the
possibility to share not only contents among devices but also
services. In such way, devices belonging to different domains,
with different OSs and produced by different manufacturers
could seamlessly interoperate with each others.

Using webinos, users get all the benefits of a cloud platform
with also the possibility to ensure privacy for their contents:
Webinos also provides to each user the possibility to get all the
benefits of a cloud platform Webinos provides users with all
the benefits of a cloud platform offering also the possibility
to ensure privacy for their contents by setting up a PZH in
a private device. Figure 2 shows a detailed representation of
PZP and WRT modules placed inside each webinos enabled
device.

Fig. 2. Personal Zone Proxy and webinos runtime

Other components inside PZH and PZP, called managers,
are responsible for authentication, policy management, context
handling, messaging, etc.

The main characteristic, which differentiates webinos from
other apparently similar platforms such as Phonegap or Tita-
nium or even respect mobile operating systems like Android
or iOS, is the possibility to consider each API as a service
provided by the device. As a consequence of this approach it
is possible to create applications by invoking API on devices
different from the one where the application is executed.

One of the demos presented in the webinos context, which
mainly stands out the potentiality offered by the platform,
is the webinos Travel application [10]. It enables user to
manage his point-of-interests while a user is traveling. POIs
are automatically synced between the user’s devices. There
is no 3rd party server integrated, where the information is
stored. Syncing mechanism of the app is based on the webinos
personal zone middleware. All data is owned by the user and
resides inside zone. The application enables the interaction
with the in-car navigation system. POIs can be pushed for
guidance to the in-car navigation software. When the vehicle
is parked, the smartphone can pick up the guidance.

V. Webinos AS A PLATFORM FOR USER-PROVIDED
MOBILE SERVICES

Webinos introduces new scenarios for the generation and
sharing of mobile services. Figure 3 shows a use-case where
user has registered a personal computer and a car inside his
PZ. Each of these devices has a PZP, which implements and
exposes the webinos geolocation API. In the case of the
example, a user is watching his car’s position through an
application running on his PC, which uses the geolocation API
provided by the car. Thus, each webinos API implemented by
a PZP can be considered as a service provided by a device. The
PZP then turns each device in a server able to accept requests
from other devices

Webinos provides both the mechanism for dynamic reg-
istration of new services and for discovering these services
by searching the devices able to provide them. For example
when a new device is added to a user’s personal zone, the PZH
registers all the services exposed by this new device and makes
them discoverable, or not, according to the security policy set
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Fig. 3. An example of using “API as service”

by the user. All services provided by devices registered inside
a PZ could be retrieved using the webinos.discovery API. We
have said in the previous section that webinos provides the
possibility to connect each other multiple PZH. Each PZH
represents a user and his devices. Linking together multiple
PZH means that when a user search for a service (for example
the geolocation service) his PZH will query not only devices
inside his PZ but also those devices belonging to linked
PZs. M:Ciudad project considers only user generated services
provided by smartphones, webinos instead takes into account
different domains such as automotive, home-media devices
and even smart objects belonging to the domain of Internet
of Things. Especially in the case in which more PZHs are
mutually connected, a mechanism for controlling access to
services is of fundamental importance. Each PZP in fact, has an
access control module based on XACML [11] specifications,
which checks whether the request from an external device to
a certain API may or may not take place.

Besides the possibility of calling APIs as services provided
by other devices, webinos offers the possibility to create
applications that can communicate with other applications
installed on different devices. The webinos App2App mes-
saging API specification defines interfaces to create, send
and receive messages between applications in the webinos
system. It provides generic messaging primitives, which can
be applied in different application scenarios. The messaging
is indirect, meaning that applications do not directly address
each other but use a channel to route the messages to connected
applications. A unique namespace (within a PZ) is used as a
key to find and connect to channels. This API can be used
by third-party application developers to implement custom
message-based protocols by taking advantage of the features
offered by the webinos message handling system and overlay
networking model. The App2App API represents a starting
point to allow the creation of new applications in the form of
services, realized as a mashup of existing other services.

The possibility offered by webinos application to call an
API exposed by another device may give rise to some problems
of content management. Suppose that an application running
on Alice’s tablet was able to access the webinos Contacts API
provided by Bob’s smartphone to read and save locally Bob’s
contacts. In this case, which assumes that Bob had given access
control rights to Alice, privacy concerns may arise if a third
person, such as Carol, uses the Contacts API provided by
Alice’s tablet to read Bob’s contacts.

Our future work will be exploiting the potential of webinos
and in particular of the App2App API in order to make it

possible for users to create and share webinos services obtained
from the composition of services provided by multiple devices.
In particular, we would like to

• Extend the registration and discovery mechanism to
ensure that each new service created is associated with
semantic information.

• Extend the current security mechanism in order to
solve problems related to data handling and privacy
of contents.

VI. CONCLUSIONS

In this paper, we have highlighted the metamorphosis of
user’s role from a simple consumer to a producer of contents
and services in the Web. We described what is meant by mobile
services and the problems that may arise when those services
are provided through a mobile device. We also described
webinos: a European project still that aims to define a platform
for the development of user-centric applications for cross-
domain targets (mobile, PC, in-car units and home media). We
envision that, if properly extended, webinos can become the
reference platform for the generation and sharing of services
through users’ devices.
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Abstract—Modern data centres are increasingly moving to-
wards more sophisticated cloud-based infrastructures, where
servers are consolidated, backups are simplified and where
resources can be scaled up, across distributed cloud sites, if
necessary. Placing applications and data stores across sites has
a cost, in terms of the hosting at a given site, a cost in terms of
the migration of application VMs and content across a network,
and a cost in terms of the quality of the end-to-end network
link between the application and the end-user. This paper details
a solution aimed at monitoring all relevant end-to-end network
links between VMs, storage and end-users. With this knowledge
at hand, it becomes easier to optimise the arrangement of
VMs and content with a distributed cloud environment such
that resident applications respond in a timely manner, both
between cloud-based application components and in the delivery
of the application to the end-user. Results show how this system
provides network information which influences the choice of
location for hosting applications and data.

Keywords-Cloud Computing; WAN Monitoring; Cloud Network-
ing

I. INTRODUCTION

Recent years have seen data centres, firstly adopting vir-
tualisation solutions in order to consolidate servers, and then
moving to Cloud environments where Cloud instances can be
scaled across distributed resources depending on load [12][5].
Clouds allow applications to be migrated to remote hosts
outside of the physical realm of the local data centre [1].
Applications may be statically hosted at a remote location,
or it may happen dynamically in a ”fail-over” event, i.e.,
when local data centre resources are saturated and a resource-
starved application is temporarily migrated to a remote lo-
cation where available resources are such that it performs
adequately. Depending on the network conditions between data
centre locations, moving an application to another location
may be ill-advised. It may be that the application (or service)
communicates heavily with another application at its original
location or with a particular data-store. It may also be the
case that the proposed location is further away, in network
terms, from the end-user of the application. If the network
conditions between the proposed location and the end-user
are sufficiently poor then the delivery of the application to the
end-user will not be acceptable, despite the application having
ample resources within the physical data centre.

It is therefore necessary to have a periodic, automated
means of measuring the state of the WAN link between
any two addresses relevant to the successful delivery of an
application to end-users. This measurement should be taken
periodically, with the time between polls being short enough
that sudden changes in the quality of the WAN are observed,
but far enough part so as not to flood the network with
monitoring traffic. Data collected from polls should also be
logged at a central location in order that decision-making about
application performance and placement can be made, by a
cloud management solution, with a full view of the distributed
data centre available, including WAN metrics. Intelligent use
of relevant WAN data can enable decision-making to occur
which can pre-emptively and reactively lead to action which
will ensure applications meet their Service Level Agreements
(SLAs). It is also possible, given a WAN history between
two addresses, to observe trends related to time of day and
workload.

Providing live WAN information, specifically for network-
aware placement of cloud-based applications and services, is
of commercial importance to vendors of existing cloud vendors
where hybrid cloud scenarios are used when private cloud
resources are saturated. It is envisaged that network-awareness
will be more important in future cloud topologies, where users
may frequently migrate their content between cloud vendors
in order to save money [11] or increase performance. It is
with this in mind that a new solution, called CloudState, has
been developed to provide real-time information on the state
of the end-to-end WAN link between any two communicating
entities related to the operation of the Cloud-based application
and its delivery to the end-user. The end-user is defined, during
the course of this work, as a corporate customer for a Cloud
Provider. The end-user address communicated with is one at
the edge of a customer’s LAN, typically a router with a WAN
IP address.

A. Related Work

Commercial solutions exist which monitor WAN links and
provide optimisation, both to the link and to the placement
of virtual applications at the end of a link. Ipanema’s
Ip—Engines [6] are placed at either end of a WAN link, one
entity at the data centre and one between the customer’s edge
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router and LAN. Ipanema’s central management software
then provides monitoring data for all WAN links relevant
to an application component. Given that an Ip—Engine is
required at each end of a WAN link, the cost of installing
the Ip—Engines, and the intrinsic financial cost involved in
scaling up such a WAN monitoring system, it is clear that an
improvement may be made, in terms of a WAN monitoring
solution, in the case where a Cloud implementation can
be scaled up quickly across various locations (and cloud
providers). Work has also been carried out with a focus
on Application-Layer Traffic Optimisation (ALTO) [9] [4],
which has been developed by the Internet Engineering
Task Force (IETF). The ALTO protocol may well develop
into a standardised means of acquiring network and traffic
information, but at present it requires at least one ALTO
server to be put in place and a number of ALTO clients,
which should be integrated with end-user Web applications.
The perspective of the work presented in this paper is that
Cloud WAN monitoring system should ideally be simple,
non-invasive (i.e., require no special hardware or servers to be
configured), scalable (i.e., run inside a VM so that it can be
migrated and cloned) and low-cost, both in terms of financial
outlay and in terms of resource requirement.

GEANT’s perfSONAR provides a range of software to
monitor networks and report performance measurements [3].
PerfSONAR aims to provide monitoring data from networking
entities, e.g., routers, along the end-to-end network path. This
system assumes that, although the entities may be in different
domains of ownership, sufficient performance data will be
made available, by the commercial vendors involved, in order
that end-to-end network performance can be quantified. It
is also unlikely that detailed per-hop performance data is
required in the case where a decision is to be made about
where to place a virtual instance of an application or service.
The decision about placing the application or service is only
concerned with the quality of the end-to-end link, between
the host server and the end-user, and not with the specific
performance of each entity en route. PerfSONAR would
offer a comprehensive network monitoring solution in the
case where multiple cloud providers agree to implement the
system and where interfaces for acquiring performance data
is shared (as is the case with the OPTIMIS project [15]). An
assumption cannot be made that this communal arrangement
exists in a cloud computing scenario. Therefore, there is
scope for the design and development of a simple solution
which monitors only the end-to-end network path.

The Network Weather Service (NWS) [14] is another
distributed system for monitoring network performance,
with a focus on dynamically forecasting the performance
or networking entities. Like perfSONAR, this system
requires that, in the case where the end-to-end network path
crosses different domains of ownership, performance data
and forecasting information are made available to various
commercial cloud vendors. The NWS is quite complex in the
regard that it requires a name server, memory host, sensor
host and forecaster host. As is the case with perfSONAR,

there remains scope for a simple end-to-end monitoring
solution. The next section provides a description of the
CloudState model, followed by a section describing the
prototype solution. Experimentation and results are described
in the subsequent section and the final section discusses
conclusions and further work.

II. ARCHITECTURE DESCRIPTION

CloudState is aimed at providing a software-based VM-
embedded, scalable, migratable WAN analyser for Cloud
Computing. A full, up-to-date view of all LAN/WAN links
is possible with CloudState, with instances of the application
strategically placed throughout a cloud.
The aim of this work is to provide a means of monitoring
network capabilities across LANs and WANs, for distributed
applications on privately-owned hardware, for elements run-
ning on third-party equipment and for a continuous assessment
of the link to the end-user. The resultant data, combined with
the other cloud performance metrics, provides the means by
which QoS guarantees can be ensured, via SLA-compliance,
and for optimisation mechanisms to ultimately ensure that the
VPC is making best use of available resources.

A. A VM-Embedded Solution

CloudState is designed to reside inside a VM. The central
reason for this is because it reduces the amount of work
required to install CloudState, configure it and place it within
the VPC. Current network assessment tools require hardware
installation or special servers and clients, as mentioned in
section I-A. It is necessary, for a dynamically-changing dis-
tributed topology, that the level of installation, configuration
and engineering required is minimised. The ultimate aim with
CloudState is that it can be cloned and migrated to a remote
location and run with minimal setup. It is designed to require
a list of IP addresses, representing the other end of the links
to test, its own IP address and connectivity to a centralised
Cloud Management Database (CMDB) in order to log data.

B. Multiple Link Monitoring

CloudState is designed to communicate with a list of IP
addresses if required. These addresses may represent a number
of end-user locations which can potentially use the cloud
location where the CloudState instance is resident. These
addresses are repeatedly polled at a defined time interval and
the results stored in the CMDB. Figure 1 illustrates a typical
topology scenario. The centralised CMDB is used in order
that requests for network performance data can be made from
a single source in order to assess the suitability of numerous
sites for placing an application or service.

C. Communication Protocols

The current architecture of CloudState uses the Internet
Control Message Protocol (ICMP) protocol to send echo-
request packets to and from the destination IP address. This
approach is used in order that any IP address can be queried
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Figure 1. CloudState locations within the cloud

and so that no specialised hardware or software is required at
the destination address.

III. CLOUDSTATE PROTOTYPE

CloudState uses BWPing [2] as a library to test each link for
bandwidth, latency and packets dropped. BWPing is used to
send a number of user-sized ICMP echo-request packets to a
destination IP address. The response from the destination, and
the volume of packets transmitted, allows bandwidth, latency
and packets dropped to be calculated.

The network metrics acquired using BWPing provides the
basic functionality of CloudState. The native BWPing C class
was converted to C++, an object of which was created in the
main CloudState class. Nokias QT signal slot libraries [13]
were used to allow BWPing to emit signals each time a ping
process was completed. It is necessary for the destination
address being pinged by CloudState to be configured so
that it responds to ICMP echo-requests, otherwise CloudState
will not provide metrics. This is an existing limitation of
CloudState, but one which will be addressed in future versions.
At present it is possible to provide an IP address to CloudState
for which ICMP packets are permitted through a firewall.

CloudState runs on a host at the same physical location
as the hosts running VM-based user applications. This means
that WAN metrics, returned by CloudState for each address,
should match those experienced by each application. From
this location, CloudState can communicate with any address
relevant to the delivery of each application, e.g., databases,
Web Services and end-users. The destination address focused
on in this work is the end-user. CloudState is used to gather
link metrics between the host, resident at the CloudState
location, and the user.

The CloudState user is presented with an interface, show

in Figure 2. From this interface the user may define opera-
tional parameters, e.g., packet size, transfer speed, transferred
volume, for the underlying BWPing echo-request operation.

CloudState provides the administrator with an interface by
which a connectivity parameters can be defined so that the
CMDB can be reached. CloudState connects to the remote
CMDB and writes the results of each poll to the CloudState
database table. Poll metrics, as shown in table I, are stored in
the CMDB, along with the address of the CloudState agent, the
destination address and a time stamp for the ping operation.
Connectivity is achieved using the QT QMySQL Linux driver.

IV. EXPERIMENTATION

A controlled test environment was created in order to
validate the metrics returned by CloudState, and to assess the
impact of CloudState on both the source host, the destination
addresses and the network. The test environment comprised
of a Dell R515 Server with two AMD 6-core processors,
16 GB of main memory and twelve 1 Gb network interface
cards (NIC). The VMWare ESX 4.1 hypervisor was installed
on this server (with load balanced across the twelve NICs)
and a CloudState VM placed on it using VMWare vCenter
4.1, which was installed on another networked machine.
CloudState was installed within a Ubuntu Linux VM with 1
virtual processor, 512 MB of RAM and a 4 GB virtual thin-
provisioned hard drive.
CloudState was used to assess the bandwidth and latency of a
known 100 Mbps link. A VM was polled, running on another
identical Dell R515 host, connected by a single 100 Mbps
switch. Results for the bandwidth returned varied depending
on the parameters used for the underlying BWPing operation.
Packet sizes ranging from 500 bytes to 1500 bytes (the largest
allowed by Ethernet at the network layer) were tested as
well as a range of transmission data volumes. The aim is to
momentarily saturate the network so that the bandwidth can
be quantified, but for the monitoring load to be create minimal
intrusion on the network and destination address.

Two methods were used to validate the results returned
by CloudState: IPerf [7] was used to ensure the bandwidth
values returned by Cloudstate were similar to those of IPerf,
when no emulated network degradation was forced, and a

TABLE I
CLOUDSTATE CMDB FIELDS

Parameter Description
Source The source IP address of the CloudState application
Host IP address of the represented host

Target The target IP address of the ping operation
PacketSize The size of each packet transmitted to the target
Totalpkts-tx The number of packets transmitted to the target
Totalpkts-rx The number of packets received from the target

Vol-tx The number of bytes transmitted (packetSize x totalpkts-tx)
Vol-rx The number of bytes received from the target

time-secs The time taken for the complete operation
Speed-kbps The bandwidth of the link

Rtt-min The minimum round-trip-time taken
Rtt-max The maximum round-trip-time taken
Rtt-mean The mean round-trip-time taken

Date/Time Date and time of ping
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Figure 2. The CloudState user interface

simple Linux ping was used to assess the latency. Over the
native 100 Mbps link, IPerf returned a mean (of 5 polls)
bandwidth rating of 82.34 Mbps, with an average volume of
98.2 MB of data transferred at each poll. The mean (of 5
polls) latency returned by ping was 1 ms. CloudState returned
a slightly lower average bandwidth value of 78.99 Mbps with
a packet size of 1500 bytes and a volume of 10 MB. It is
acknowledged that further work is required in order to ensure
the bandwidth values returned match those returned by other
bandwidth measurement tools, but at this point there is an
argument that a less accurate measurement is acceptable given
that only 10.18% (of the volume of data IPerf used) was
loaded onto the network to return a bandwidth value which was
95.93% accurate. The inaccuracy is probably due to the fact
that the volume of data transmitted does not fill the bandwidth
available. An algorithm is required that increases the volume
at each poll until a small percentage of packets is dropped,
indicating bandwidth limitations.

The fixed values for packet size and volume currently
used proved to be most accurate in assessing bandwidth and
latency for each link tested. Figure 3 illustrates the bandwidth
returned as the packet size was changed from 500 bytes to
2000 bytes in steps of 500 bytes. A traffic volume of 10 MB
was used for each test. The graph shows a bandwidth increase
up to a packet size of 1500 bytes followed by a steep decline
in bandwidth when a packet size of more than 1500 bytes was
used. More packets are sent when the packet size is small, e.g.,
500 bytes, in order to achieve the same transfer volume. This
increases the per-packet delay because each packet must be
processed. The level of throughput in a given timeframe is
therefore reduced. Large packets can also reduce throughput
because of the time required to process the amount of data in
each packet. This is evident in Figure 3 when the packet size
is increased beyond 1500 bytes. Figure 4 shows the bandwidth
returned as the volume was increased from 5 MB to 25 MB,

Figure 3. The bandwidth values returned as the packet size is increased

with a constant packet size of 1500 bytes [8].
Figure 6 shows the latency values returned as the latency

for a given link was artificially increased using WANem [16].
Latency values returned were an average of 2 ms higher than
those set, the extra being introduced by the processing of
the WANem gateway. Similarly, Figure 7 shows the reported
bandwidth compared with the artificially-set bandwidth using
WANem. The reported bandwidth is slightly lower than that
set, except for when the set bandwidth is higher than 80 Mbps.
At this point the limitations of the 100 Mbps physical link
prevent the actual bandwidth reaching that set with WANem.

Given that a CloudState instance runs at each data centre
location within a cloud, it is important to calculate the likely
impact on a destination node when it is polled by numerous
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TABLE II
BANDWIDTH AND LATENCY VALUES RETURNED AS THE NUMBER OF POLLED ADDRESSES IS SCALED UP

No. Targets Min Lat (ms) Max Lat (ms) Mean Lat (ms) BW (kbps) Time Taken (secs)
1 < 1 13 < 1 79956 1
2 < 1 13 < 1 79956 1
4 < 1 16 < 1 79887 2
6 < 1 13 < 1 79896 2
8 < 1 14 < 1 79920 1
10 < 1 12 < 1 79992 1
12 < 1 15 < 1 79860 1
14 < 1 13 < 1 79932 1

Figure 4. The bandwidth values returned as the data volume is increased

CloudState instances. The amount of traffic in bytes received
by a destination address for each CloudState poll will be:

U =

N∑
i=1

SiPi (1)

where U is the amount of traffic received by a destination
address given i number of CloudState instances communicat-
ing with it, each with a given packet size Si and number of
packets transmitted Pi. Figure 5 illustrates theoretical incom-
ing CloudState load trends at a destination host with which
10 CloudState instances communicate, with each CloudState
instance transmitting 10 MB of data at intervals of 5 seconds
each. Three different situations are possible, one where there
is a momentary spike in the incoming load where all of the
CloudState instances transmit at the same time. This is the
worst case scenario because it is possible that the destination
host will encounter a momentary I/O outage. This also will
affect both the delivery of the application running on the host
as well as the results returned by each CloudState instance.
The available bandwidth value will not accurately reflect the
average state of the link to that destination host. The best case
scenario is one where 2 of the 10 CloudStates poll at the same
time and the load is kept almost constant at the destination.
The expected case is that there are some spikes in CloudState
load but not an “all or nothing” scenario. The effect of the

Figure 5. Theoretical impact of CloudState load at a destination address

possible CloudState trends on application performance, at the
destination host, will differ depending on the amount and the
profile of application traffic. It is clear that the poll period for
each CloudState should be reduced if it is found to impair the
delivery of an application at any host.

V. CONCLUSIONS

Cloud Computing has become a key paradigm in the
area of distributed computing. The underlying virtualisation
means that, unlike Grid Computing, distributed host node
resources are both fragmented for application placement and
consolidated to offer more resources to facilitate a resource-
hungry application when needed. It is this dynamic, virtual
arrangement of resources that causes both a problem in terms
of the quality of the WAN link between them at any given time,
and an opportunity for intelligent placement of applications
such that their WAN needs are satisfied. CloudState provides
a low-cost, highly-scalable solution to this problem. Instances
can be easily deployed on base systems or within VMs. VM
resource usage is low - approximately 712.69 Mhz is used for
the CloudState VM under a load of 14 destination addresses.
Memory usage equates to 348.16 MB of main memory for the
entire VM under the same load of destination addresses. No
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Figure 6. CloudState set latency vs reported latency (ms)

special hardware, servers or clients are required throughout the
distributed cloud, except for the requirements that all addresses
respond to ICMP echo requests.

A. Further Work

CloudState is currently installed within a Ubuntu 10.10
Linux VM which contains the Gnome desktop environment
and a range of applications which are installed with Ubuntu by
default. A bare-bones Linux install, e.g., Ubuntu JeOS, would
be more suitable for hosting CloudState where unnecessary
programs are not installed and the footprint, both in terms
of hard-drive space and run-time resource requirements, are
minimised. There is an argument for removing the GUI from
CloudState and having operational parameters passed as run-
time arguments and/or stored in settings files. This would mean
that a Linux desktop environment is not required and would
make CloudState a very lightweight VM.

CloudState currently transmits a user-defined data volume
at each poll. An algorithm should be included that starts off

Figure 7. CloudState set bandwidth vs reported bandwidth (Mbps)

with a small amount of data to be transmitted, which increases
with each poll until the bandwidth of the link is established.
The volume of data to be transmitted over that link should
be recorded and then only periodically checked thereafter.
There may be some scope in examining a correlation between
the volume of data sent, the link bandwidth and the number
of packets dropped at each poll. It is speculated that an
overloaded link will discard packets and the volume should
be set at the point where a small percentage of packets are
dropped. This requires further research.
CloudState may be improved by incorporating a different ap-
proach to gathering network performance statistics. Gathering
performance data at the application level is possible [10]
using Web client probes, especially with a focus on ALTO.
This approach would ensure that firewalls are not an issue in
gathering performance data and would provide data that may
be more accurate, given that it is gathered at the end-user
and not at other points on the path between the VM-hosted
application and the end-user, e.g., at a router or switch.
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Abstract—Using cloud infrastructures to store and backup
data is becoming a popular alternative that guarantees perfor-
mance and scalability at reasonable prices. However, standard
cloud solutions could raise some concerns about data confiden-
tiality and dependency on a single provider. We aim to address
these issues by using cloud storage of multiple cloud providers.
Our solution ciphers, partitions and replicates data among
multiple cloud architectures, thus augmenting availability and
confidentiality, and avoiding lock-in of one cloud provider. The
proposed model is implemented through open source software
that leverages data storage offered by multiple providers. This
prototype demonstrates the effectiveness of the geographically
distributed architecture in several real case scenarios.

Keywords- cloud; storage; encryption; file fystem; replication

I. INTRODUCTION

Cloud storage is an interesting alternative that allows

users to leverage huge size disk spaces characterized by

high availability and scalability at pay-per-use cost models.

However, when companies outsource their information to

the cloud, there are many concerns about data confidentiality

and complete dependency on one cloud provider. Issues such

as law restrictions [1], vendor lock-in and unavailability

cases causing service interruptions and data losses (e.g., [2])

are limiting a widespread adoption of cloud storage solu-

tions.

This paper proposes a novel architecture that aims to

augment data resiliency and confidentiality, and to avoid

possible lock-in related to one cloud provider. The idea is

to implement a virtual file system where data are encrypted,

replicated and disseminated among different cloud providers.

In such a way, there is no dependence on one provider, and

adopted encryption schemes are robust even against insider

attacks and colluding providers. Moreover, we consider it

important to provide users with a transparent encrypted

access to such virtual file system. Thanks to the proposed

standard file system interface, any application operating on

files can leverage the proposed architecture without software

modifications. In this paper, we demonstrate the efficacy of

the proposed architecture by running a relational database

on top of it.

Existing solutions [3]–[5] concerning data confidentiality,

integrity and replication for untrusted storage services do

not meet all requirements about encryption, replication and

transparency. For example, data replication is not considered

in [3]. Unlike our architecture based on the Infrastructure

as a Service (IaaS) paradigm, the system described in [4]

refers to the more sophisticated and expensive Storage as

a Service paradigm. This scheme transparently provides

customers with advanced techniques for elasticity, scalability

and availability, but it requires the implementation and

maintenance of dedicated drivers for each cloud storage

API, thus causing additional cloud lock-in problems. The

interesting solution proposed in [5] has two drawbacks: it

is not quite transparent to the customer because it requires

changes at the level of application logic; moreover, it is not

resistant against colluding cloud providers.

The proposed architecture guarantees data confidentiality

and integrity at rest, in motion and in use. To provide users

with complete confidentiality of outsourced data we adopt

encryption techniques and algorithms of proven security.

Data are replicated in a multi-tenant architecture built over

multiple cloud storage services. In this paper, we describe

the overall model, the details of the architecture components,

and the guidelines for its implementation.

The remaining part of this paper is structured as following.

Section II analyzes other solutions related to our proposal.

Section III describes the architectural model and the main

requirements. Section IV reports the internal details of the

proposed architecture and the main functionalities. Section V

presents an example of a relational database that can lever-

age the proposed architecture. A summary of the results is

reported in Section VI.

II. RELATED WORK

Data confidentiality on untrusted storage was initially

guaranteed by encrypted file systems (e.g., [3], [6]) that

allow a customer to encrypt all data stored in a cloud

IaaS. However, these solutions do not allow to slice and to

replicate data among several cloud providers as provided by

previous architectures including that proposed in this paper.

Some academic and commercial proposals guaranteeing

data confidentiality and integrity by using multi-tenant cloud

services are recently appearing. The solutions most related

to this paper are iDataGuard [4] and Depsky [5]
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iDataGuard is a middleware that leverages the cloud

Storage as a Service paradigm. This approach differentiates

iDataGuard from our solution that is based on the standard

IaaS paradigm. Cloud storage services can take advantage of

several benefits with respect to IaaS, because they transpar-

ently provide customers with advanced API-based solutions

for elasticity, scalability and availability. These techniques

facilitate the low level implementation of iDataGuard, but

they require the software implementation and maintenance

of dedicated drivers for each specific cloud storage API. As

a consequence, this solution limits portability and reduces

the possibility of avoiding cloud provider lock-in. We should

also observe that iDataGuard does not transparently replicate

information among the cloud storage services, but data are

managed by users as distinct storage units.

Depsky [5] proposes an interesting storage architecture

that allows key-value access to data and guarantees data

consistency also in the worst case of Byzantine faults.

Depsky requires clients to access intermediate trusted com-

ponents that provide key distribution by means of a Shamir

secret sharing scheme [7]. This does not guarantee data

confidentiality in the case of colluding cloud providers.

Another problem is that applications based on Depsky re-

quire changes at the software level, because this architecture

comes with a non-standard interface for data management.

Other papers (e.g., [8], [9]) aiming to guarantee confi-

dentiality of information stored in untrusted storage servers

can avoid data encryption. For example, they guarantee k-

anonymity [10] by splitting sensitive data among multiple

subsets, each managed by an independent cloud provider.

Since data are not encrypted, each cloud can obtain some

information on a portion of data. Moreover, such techniques

require a complete awareness of the underlying data struc-

ture, that are against our main design requirement that the

proposed solution must be transparent to the applications. In

order to guarantee data confidentiality in the cloud database

paradigm, full homomorphic encryption [11] is described as

the final solution for single client computing scenarios [12].

In practice this approach is not yet feasible because of the

prohibitive computational costs on possible operations.

A different set of proposals are oriented to cloud database

services that differ from the architecture proposed in this

paper because of the logical software level, and lack of

transparency and portability. For example, some DBMS

engines provide users with advanced proprietary techniques

to encrypt data at storage level (e.g., Transparent Data

Encryption (TDE) [13]). These features can replace the

encryption layer of the proposed architectures, and can

improve performances thanks to data caching and selective

blocks retrieval. However TDE implementation is related

to some specific DBMS, and many database services do

not propose any similar solution. On the other hand, we

remark that the proposed architecture aims to be transparent

of any specific DBMS and cloud-related solution. Cloud

database as a service (e.g., [14]–[17]) is an interesting

alternative to support database in cloud infrastructures. They

have the advantage of executing database SQL computations

directly on the cloud infrastructure and to leverage intrinsic

scalability and reliability of a cloud provider. However, there

are no proposals that are oriented to federate databases

among multiple cloud providers.

III. MODEL OVERVIEW

An architecture guaranteeing maximum availability and

security on untrusted storage services should satisfy the

following main objectives.

• Confidentiality must be guaranteed for data at rest,

in motion an in use without any risk of information

leakage due to cloud insiders and collusive providers.

• Service availability must not depend on one cloud

provider.

• The proposed architectures should be transparent to the

supported applications in the broadest sense, that is, no

modifications must be required at the application level.

To satisfy all the previous objectives we propose the

architectural model that is represented in Figure 1.

Let us consider an application that executes some oper-

ations requiring accesses to data storage. This is a plain

data scenario where the application does not provide any

solutions to guarantee data confidentiality. The application

executes virtual data operations on a file system, as if it

were on local storage. As transparency is one of the main

objectives of the proposed architecture, our solution adopts

a standard file system interface that guarantees the required

level of transparency. In practice, data are not stored in

local devices nor in a local network environment as it

is usually done in private data centers. Instead, all data

are stored in multiple cloud infrastructures. Other main

logical components of the proposed architecture are the data

encryptor, the data slicer and the data replication modules.

The combination of all of them guarantees confidentiality,

availability and resiliency of data managed by the applica-

tion.

To give a high-level description of the architecture model,

we initially identify a trusted area and untrusted areas. The

trusted area is under the direct control of the data owner,

and can be accessed by only trusted third-party subjects.

Plain data must never access the untrusted area before being

encrypted. All security policies and decryption keys must be

managed by trusted parties.

Each application executes operations on plain data and

does not require any software modifications in order to

guarantee the correct execution of the security techniques

that our solution applies. It is the proposed architecture that

provides applications with a standard file system interface

allowing them to manage data as in local storage devices,

although data are really stored on several Infrastructures as
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Figure 1. Architectural model.

a Service (IaaS) resources that are under the direct control

of multiple cloud providers.

Cloud IaaS is not the only choice to use cloud storage

because cloud providers offer also cloud storage as a service

solutions through high level APIs facilitating data manage-

ment. Our choice of preferring cloud IaaS instead of the

cloud storage as a service paradigm was motivated by the

following three reasons.

1) The IaaS paradigm allows us to directly manage

virtual machines and disk resources that are standard;

consequently, we can install and configure the best

solutions to satisfy the architectural requirements of

transparency and data confidentiality.

2) Cloud storage as a service requires data to be managed

through proprietary APIs. This may cause some forms

of cloud lock-in and may limit the portability of the

solutions.

3) Cloud storage as a service can transparently provide

advanced replication techniques to guarantee advanced

resiliency. However, these benefits can be achieved

also through the proposed architecture without any

additional reliance on non-standard cloud services.

In our proposal, plain data received from an application

are subjected to two types of manipulations:

• encryption to guarantee information confidentiality;

• distribution over multiple cloud infrastructures to in-

crease availability and avoid dependency on one

provider.

Slicing and replication reinforce security in the worst

case scenario of collusion between a cloud provider and an

internal (theoretically trusted) subject, because it prevents a

cloud provider from accessing the whole data set. Moreover,

they are useful to increase performance because they allow

the parallelization of some data operations, and reduce space

overhead caused by replication.

In the following Section IV we describe the details of the

architecture and outline its implementation.

IV. ARCHITECTURE

The paper proposes a novel architecture that allows clients

to leverage remote storage of multiple cloud providers.

While internally managed infrastructures allow data owner

to directly control data security policies, the cloud paradigm

has the advantage to reduce costs and augment scalability,

availability and resiliency. On the other hand, it opens user

concerns in terms of data confidentiality and dependency on

one provider.

We describe the implementation of the architectural model

described in Figure 1 by referring to the architecture repre-

sented in Figure 2. A possible alternative based on a broker

implementation is outlined in Figure 5.

Users applications transparently execute data operations

on a logical file system, that is implemented by the interface

layer of the proposed solution. Data replication strategies

over multiple cloud storage servers are implemented by the

secure data management (SDM) component. It guarantees

that all data are stored in the infrastructures of at least two

cloud providers (high reliability), and no provider owns all

data (high confidentiality).

The Secure Data Management (SDM) represents the core

of the proposed architecture that is typically implemented

on an intermediate server. This proxy executes encryption

and data distribution schemes over all application data,

making use of multiple cloud providers to store encrypted

encrypted data. The main modules of the SDM component

are represented in Figure 3 and described below.
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Figure 2. Architecture based on clients and cloud providers.

A. The file system interface implements a logical

standard layer to the client applications.

B. The cache manager uses local storage to cache

previously accessed data.

C. The disk encryptor implements well known en-

cryption algorithms, such as AES [18], guarantee-

ing data confidentiality.

D. The distributed file system operates slice and repli-

cation policies on user data over multiple cloud

providers. The possible alternatives and details are

presented below.

E. The virtual private network guarantees confiden-

tiality on untrusted channels of communication by

encrypting all data in transit and authentication

schemes for the cloud services.

Plain data of the user applications flow through the

software modules of the intermediate proxy that fulfills all

main requirements described in Section III. The most visible

interface for the client applications is a logical file system.

When stored data are accessed or modified by a client appli-

cation, the logical file system searches for a hit in its local

cache. If no match is found, then the request is forwarded to

the underlying SDM modules. The performance benefits of

caching strategies in geographically remote cloud storages

is of paramount importance as evidenced in [19].

The encryption module transparently encrypts all data

received from the logical file system. We use a software

block mapping device that maintains a unique correspon-

dence between an underlying encrypted storage and a logical

interface to an unencrypted virtual device. In this version of

our architecture, we use Dm-Crypt [20] that is a valid block

mapper solution integrated in modern Linux kernels.

The underlying encrypted data are stored in the dis-

tributed file system (DFS) that replicates data among multi-

ple cloud services. Since cloud IaaS services are commonly

accessed by a global IP address as a remote host, any DFS

Figure 3. Software modules of the Secure Data Management (SDM)
component.

can be used without any modifications. GlusterFS [21] is

the chosen DFS satisfying our requirements. It installs and

configures software components at the local side (clients)

and at the remote cloud side (servers). Different file systems

can operate different slicing and replication policies by using

data at different system levels, such as blocks, files, volumes.

The proposed architecture does not restrict the use of any

specific policy, but our implementation choice (GlusterFS)

distributes data at the file level, and guarantees integrity of

data though hashing algorithms.

A virtual private network (VPN) adds a further level

of confidentiality. It is not strictly necessary and it can be
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Figure 4. Network configuration of the multiple cloud storages.

avoided when performance becomes an issue. Through the

VPN we can also configure the distributed cloud storages as

if they were in a local network. Administrators can configure

the network of cloud services by using common secure

network mechanisms, such as firewalls, subnets and virtual

LANs. OpenVPN [22], which is our choice for the present

version of the software, is deployed at the local (server) and

cloud sides (clients).

Benefits given by the use of the distributed file system

and the virtual private network are represented in Figure 4.

Each cloud IaaS is identified by the global IP address, and

the VPN allows the configuration of a virtual network among

the cloud services and the host that executes our software

solution. Hence, we can associate each cloud service with a

local network address. In the represented scheme, G cloud

storage are grouped in N sets. Each group of clouds n

has Mn members, such that
∑

N

n=1
Mn = G. Clouds of

the same set share the same subnet in the VPN network

and are configured on a striping replication configuration.

The striping configuration avoids that one cloud provider

can manage the entire data set. The different subnets are

configured in a mirror replication to increase availability

and to break dependency on a single cloud provider. We

notice that the possibility of using groups of different sizes

is allowed only if the distributed file system can administrate

data striping independently for each replicated data. Using

groups of different sizes can be useful to balance data among

infrastructures with different resource capabilities (we de-

pend on network bandwidth and storage) and respective

costs.

It is also important to specify that the proposed architec-

tural solution can be deployed through a third party broker

that implements the SDM components. This alternative has

the great advantage of avoiding that a customer company

must manage the complexity of the SDM, and additional

secure infrastructures. This alternative is represented in Fig-

ure 5 and outlined below. In such a case, clients communi-

cate with the broker proxy gateway through standard Internet

protocols. The broker can be a different company that has

direct contacts and contracts with multiple cloud providers.

It implements the entire virtual file system and, thanks to

Figure 6. Example of a DBMS deployed over a cloud infrastructure.

an intermediate proxy server, it provides a storage service

to the users. The trade-off of this alternative configuration

should be clear: the customer can benefit from a simplified

interface that avoids any implementation complexity; on the

other hand, the broker must be a trusted subject.

V. USAGE SCENARIO

A relational database (DBMS) is a typical application that

can take advantage of the proposed architecture. We initially

consider an existing scenario, represented in Figure 6, where

the database engine is deployed in a local environment, while

the data storage is moved to a storage service related to a

cloud provider. In a similar architecture, the data owner can

take advantage of scalability and adequate resilience, but it

does not have any guarantees about confidentiality of data

stored to an external cloud service. Moreover, availability

and data accessibility depend on one cloud provider that

must be trusted by the data owner. While this scenario could

be acceptable for some private customers using a cloud

storage to backup non-critical information, most companies

require additional guarantees about confidentiality and avail-

ability before outsourcing data.

Thanks to the proposed architecture we can guarantee that

data stored in the cloud is confidential, and that a cloud

provider cannot prevent the data owner from accessing its

data. We show the configuration related to the broker-less

solution in Figure 7.

Clients execute database operations to the local DBMS

engine that is connected to the interface of the secure

file system to manage data to/from the cloud storages.

In this example, we use four cloud providers, where two

groups of two clouds are internally organized in a striping

configuration, and two groups are configured in a mirroring

configuration. Each cloud provides us with an infrastructure

as a service paradigm (IaaS), where we can install the

distributed file system servers and the virtual private network

clients. The encryption layer encrypts all data that are sent

by the DBMS, and decrypts all requested data by imposing

the database storage in the virtual space created by the device

mapper. The distributed file system guarantees that no cloud

providers can store the entire data set, because each of them
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Figure 5. Architecture based on clients, third party broker and cloud providers.

Figure 7. Example of a DBMS deployed over multiple cloud infrastructures (local manager).

has at most half of the entire data set, and all data are stored

in at least two cloud providers.

The virtual private network allows us to guarantee security

over the access to the clouds, and to configure the replication

as if it were in a local area network. As described in

Section IV, the clouds that are configured in a striping

distribution share the same subnet.

It is important to observe that all tools of the deployed

DBMS engine can be used as in a full local environment.

Users access policies can be managed as in a standard

unencrypted database architecture, because encrypted data

are transparently managed by the DBMS engine through the

file system interface of the proposed solution. We highlight

that this configuration performance can benefit of the DBMS

engine caching policies, in addition to the caching mecha-

nisms provided by our architecture (see Section IV).

In this example, the DBMS engine is implemented in

PostgreSQL [23], that is a well-known open-source rela-

tional database. It can be deployed in the proposed architec-

ture because it stores data in a standard directory that can

be redirected to the file system interface of the proposed

solution. Moreover, it allows us to leverage caching policies

that are aware of the structure of the database and of the

queries.

VI. CONCLUSIONS

This paper proposes a novel architecture to leverage

multiple cloud storage services while guaranteeing data

confidentiality and avoiding customer dependency on one

cloud provider.

Data confidentiality is guaranteed by means of classical

encryption schemes; data are replicated among several cloud

providers through striping and mirroring techniques. Strip-

ing increases performance and data protection, because it

prevents that one cloud provider stores the whole data set.

The proposed architecture is transparent to the application
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layer, as it provides the client with a standard file system

interface.

We demonstrate how the proposed architecture can be

implemented through open source software components.

Moreover, we show that it is suitable to support any kind

of applications working on storage service; in this paper, we

consider the complex case of a relational database, but other

applications are supported as well. This work was focused

on the feasibility of the proposal, while performance tests for

different workload models and network latencies represent

an ongoing work.
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Abstract—Digital forensics is a critical technology for obtaining
evidences in crime investigation. Nowadays, the overwhelming
magnitude of data and the lack of easy-to-deploy software are
among the major obstacles in the field of digital forensics. Cloud
computing, which is designed to support large scale data pro-
cessing on commodity hardware, provides a solution. However,
to support forensic examination efficiently using cloud, one has
to overcome many challenges such as lack of understanding and
experiences on configuring and using digital forensic analytic
tools by the investigators, and lack of interoperability among the
forensic data processing software. To address these challenges
and to leverage the emerging trends of service based computing,
we proposed and experimented with a domain specific cloud
environment for supporting forensic applications. We designed a
cloud based framework for dealing with large volume of forensic
data, sharing interoperable forensic software, and providing
tools for forensic investigators to create and customize forensic
data processing workflows. The experimental results show that
the proposed approaches can significantly reduce forensic data
analysis time by parallelizing the workload. The overhead for the
investigators to design and configure complex forensic workflows
is greatly minimized. The proposed workflow management solu-
tion can save up to 87% of analysis time in the tested scenarios.

Keywords—cloud computing; digital forensics

I. INTRODUCTION

Digital forensics is a technology to collect, examine, ana-
lyze, but still preserve the integrity of the data in modern high-
tech crimes [1]. Digital forensics were conventionally used in
physical hardware analysis, such as hard-disk, flash drives. As
the ever increasing computing and storage needs arising in the
Internet age, investigators in the public and private sectors are
facing the same growing challenge when dealing with com-
puter forensics [2], which is to examine an increasing number
of digital devices (e.g., GPS gadgets, smartphones, routers,
embedded devices, SD cards), each containing an immense
volume of data, in a timely manner and with limited resources.
At the same time, with proliferation of low cost and easy-
to-access anti-forensic techniques (sometimes open source as
well), offenders are becoming increasingly sophisticated and
skillful at concealing information.

Computer forensic investigators and examiners are con-
fronted with the problems of, (i) unacceptable backlog of
information waiting for examination; (ii) miss of critical time
window to follow the leads due to slowness of computer

forensic examination; (iii) lack of understanding of the com-
puter forensics and consequent incapability by the detectives
to take advantages of digital forensic techniques to advance
investigations; and (iv) overlook of relevant data and waste of
resources due to lack of understanding of crime investigations
by the forensic examiners.

The cloud computing model provides ideal opportunities to
solve these problems. Cloud computing is a rapidly evolving
information technology that is gaining remarkable success in
recent years. It uses a shared pool of virtualized and con-
figurable computing resources (both hardware and software)
over a network to deliver services, such as to host and analyze
large datasets immediately. These resources and services can
be rapidly provisioned and released with minimal manage-
ment effort or service provider interaction. Cloud computing
is almost everywhere. Governments, research institutes, and
industry leaders are quickly adopting the cloud computing
model to solve the increasing computing and storage demands.
This trend has significant implications for digital forensic
investigations.

However, current forensic research related to the cloud is
mainly focused on the stage of data collection (e.g., [3]).
The examination and analysis on the data are still performed
on local machines instead of in the cloud. Extending the
services to the cloud often calls for the external assistance
and professional software/applications. Researchers have made
efforts to build a forensic cloud. Sleuth-Hadoop [4] tries
to integrate different forensic analysis tools into the cloud.
However, Sleuth-Hadoop doesn’t have the flexibility for the
investigators to build and customize the desired analysis work-
flow for specific forensic datasets.

The main contribution of our work is to fill the gaps. We
propose a domain specific cloud environment for forensic
applications. We designed a cloud infrastructure framework
for dealing with large forensic datasets, sharing forensic
software, and providing a way for the investigators to build
workflows using a common interface. We proposed a schema-
based forensic analysis workflow framework. The framework
allows the forensic investigators to define their requirements
in XML configuration files. Supported with a collection of
forensic applications, the framework can select the appropriate
applications, generate the corresponding map-reduce drivers,
and set up the workflow in the cloud, automatically for the
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users.
The rest of this paper is organized as follows. Section II

presents the system design of the forensic cloud. Section III
shows the experimental results. Related works are discussed
in Section IV. Section V concludes the paper.

II. BACKGROUND

Four categories of cloud computing are defined by NIST
(National Institute of Standards and Technology) [5], i.e.,
private cloud, community cloud, public cloud, and hybrid
cloud. Currently, most research focuses on the community
cloud and public cloud.

In the community cloud study, there are many solutions pro-
posed for data sharing and collaborations. At Hewlett-Packard
Labs, Erickson et al. [6] use a cloud-based platform to provide
content-centered collaboration in the Fractal project. Social
sharing of workflows are studied by Roure et al. [7]. Globus
Online [8] focuses on data-movement functions to deal with
new challenges brought by data-intensive, computational, and
collaborative scientific research through cloud-based services.
Compared with these studies, our work mainly concentrates on
the workflow management in computer forensics and domain
specific cloud infrastructure. Various kinds of other community
cloud are also studied, e.g., volunteer cloud [9], [10], Nebula
cloud [11], social cloud [12]. However, none of those is specif-
ically designed for computer forensics. For domain specific
applications, the one size fits all approach would not work
because the specific characteristics and requirements from
each application domain often demand customized solutions
built on top of the cloud infrastructure.

In the public cloud, since users have different purposes to
run their applications, studies mainly focus on the general-
purpose resource management. For example, public cloud such
as Amazon EC2[13] uses a scheduler in Xen hypervisor to
schedule virtual machines. Song et al. [14] proposed a multi-
tiered on-demand resource scheduling scheme to improve
resource utilization and guarantee QoS in virtual machine
based data centers.

One of the most popular programming models in the cloud
is MapReduce [15], which is for distributed processing of
large-scale data on clusters of commodity servers. Anantha-
narayanan et al. [16] proposed an optimized cluster file system
for MapReduce applications. They use metablock that is a
consecutive set of blocks of a file that are allocated on the
same disk instead of the traditional cluster file system. Apache
Pig [17] is a platform for analyzing large data sets using
MapReduce on the top of Hadoop.

Digital forensics are performed in four phases [2], i.e., col-
lection, examination, analysis and reporting. The investigators
will execute the following separately, 1) identifying, recording,
acquiring data from possible sources, while preserving the
integrity of the data; 2) processing the data with a combination
of manual and automated methods, and extracting data of
particular interest; 3) analyzing the results of the examination
with legally justifiable methods and techniques to derive useful
information; 4) describing the results of the analysis.

Forensic software provides many different kinds of tools
to investigate suspicious servers, desktops, and personal dig-
ital devices such as cell phones, GPS navigators, PDAs,
etc. The investigations mainly focus on discovering foren-
sic evidence, and identifying suspicious files and activities.
Bulk extractor [18] can scan suspicious files and email and
extract data from the disk images, files, and directories. Many
comprehensive tools, such as FTK [19], OSForensics [20],
Intella [21], etc., provide the investigation functions. However,
they are stand-alone software running on local machines.
Supports for inter-operations and large scale automated paral-
lelization are poor, or almost none. Open Computer Forensics
Architecture (OCFA) [22] is an automated system that can
extract metadata from files, create indices for the target disk
images and ultimately output a repository containing the files
and indices for further examination. OCFA is able to work
with other third part analysis software or data mining tools.
The limitation of the OCFA is that it is not integrated with
the cloud.

Sleuth Kit [23] has a cloud-based version, Sleuth Hadoop,
which integrates several forensic software and enables them
to run in the cloud. However, the analysis workflow is fixed
in Sleuth Hadoop [4] without the capabilities to configure and
construct workflow dynamically. It doesn’t support collabora-
tive software development and workflow management.

III. SYSTEM DESIGN

A. System Overview

The forensic cloud infrastructure aims to deliver the services
that go beyond today’s models of “software-as-a-service” and
“infrastructure-as-a-service”, with the goal of providing not
only elastic computing resources for on-demand computer
forensic data processing, but also an environment for in-
telligent forensic workflow management, customization, and
collaboration.

The forensic cloud comprises two main layers: a service
layer and a physical resource layer, as shown in Figure 1. The
service layer has three major components, the forensic data
manager, the forensic application manager and the forensic
workflow manager. The physical layer is composed of physical
devices such as accelerators, physical servers, and storage
servers for supporting forensic data banks. A set of virtual
machines can be allocated for serving a particular forensic
data processing task.

B. Forensic Data Manager

Forensic data manager provides supports for uploading,
storing, and retrieving the large-scale forensic data in the
cloud. Forensic data are collected from diverse sources (e.g.,
disks, cellphones, embedded devices). With elastic storage
resources provided by the cloud, forensic investigators can
process, analyze, and archive forensic data with reduced cost,
improved efficiencies, and increased productivity.

Considering the scale of the data and the fact that most
applications in the cloud use MapReduce [15] for paral-
lelizing the applications and performing the analysis on the

209Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-271-4

CLOUD COMPUTING 2013 : The Fourth International Conference on Cloud Computing, GRIDs, and Virtualization

                         222 / 263



Global Resource Virtualization Layer

Global DFS

Customized 

Mapreduce for 

Forensic Tasks

Bigtable Like 

Data Model 

Support

Meta 

Data

Forensic Data 

Bank

Forensic App

Library/Store

Forensic Workflow Support

(Scripting/Management/Planning)

User 

Interface

Collaboratio

n Interface 

Developer 

Interface

Digital Forensic as a Service 

(Software Stack)

Digital Forensic Cloud

Data Manager

Application 

Manager

Physical 

Servers

Digital Forensic 

Tasks

Resource 

Plans

Workflow 

Manager

Storage 

Servers

Forensic Specific Components

General Cloud Services

VM Servers

Fig. 1. Forensic Cloud Overview and Software Stack

data, the data manager uses HDFS (Hadoop Distributed File
System) [24] to store the data. HDFS is a distributed file
system designed to work on commodity hardware maintained
as a Hadoop subproject. HDFS stores all the data in blocks.
The block size is usually 64MB or 128MB. HDFS works
more efficiently if the single file size is larger than the block
size, which, however, is not necessarily always the case for
all the files in a target disk image. To avoid the small-file
problem, the data manager organizes the files in HAR files
or SequenceFile formats [25]. Creating a working copy, is
managed by the forensic data manager as well. The forensic
data manager also flattens all the directory information, which
exports all the nested files into one folder. This can mitigate
the anti-forensic (AF) approach called, “circular references”.
The “circular references” exploit uses symbolic links to point
to a parent folder, which may make a search operation run for
ever.

In addition, the data manager also maintains the metadata of
the files in the HBase (an open-source, distributed, versioned,
column-oriented store modeled after Google’s Bigtable [26]).
The metadata contains useful data for the files, for instance, the
directory structure information before flatting, the hash values
(MD5) of the files. The information is often used in analyzing
the forensic data. For example, National Software Reference
Library (NSRL) [27] provides a comprehensive database with
the hash values for almost all the commercially available
software. This provides a Reference Data Set (RDS) of in-
formation [27], which can be used as digital signatures of the
known, good software applications. Therefore, by comparing
the hash values of the files in a target disk with the database,
the investigators can filter out all the uninterested files. This
Known File Filter (KFF) operation can significantly reduce the
sizes of the data that requires examination. All other similar
metadata are calculated by the data manager and stored in the
HBase. This is a default step when new files are uploaded to

the forensic cloud and to be ingested.
With the help of the universal management of the data,

forensic analysis and data mining experts who develop soft-
ware for forensic data processing only need to submit their
software to the cloud.

C. Forensic Application Manager

Forensic applications and software such as files/emails
search, image/videos analysis, etc. are created through collabo-
rative processes involving many forensic experts and computer
science researchers. To accelerate productivity and expedite
collaborations among them, it is necessary to reuse the soft-
ware and workflow. Forensic software vendors can distribute
the developed algorithms and software to a software/app
library, the “forensic app store” where forensic workflow can
be constructed using these software. Forensic examiners and
investigators can on-demand create, invoke, and deploy tasks
using the forensic software and workflow stored in the library.
Consequently, the infrastructure will accelerate dissemination
and deployment of new forensic techniques.

All the applications in the “forensic app store” are tagged
and categorized by the application manager. The application
manager periodically generates an XML schema and metadata
for all the available software. The schema is used to generate a
user-friendly front-end web page (maintained by the workflow
manager) and to validate the XML-based workflow configura-
tion file.

An example schema file and xml configuration file are
shown in Figure 2. In the schema file on the left of Figure 2,
all the four applications available in the “app store” are listed.
The digital forensic front-end web page can read the schema
file and generate a drop-down list with these applications
when a forensic investigator selects the applications. The
investigators only need to click several buttons to generate
an XML configuration file as shown on the right bottom of
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The file on the left is the schema XML listing all the four applications and the desired structure of the work configuration file; the file on the right bottom is
the XML configuration file with two tasks.

Figure 2. This configure file is used by the workflow manger
to generate MapReduce drivers and workflow assembly. For
more advanced investigators, they can directly write the XML
configuration file and use the schema to valid the file. This
will reduce the chances of creating an invalid file. In reality,
there could be more categories than the example provided.

The application manager provides a set of default categories
of the applications, including FileIndexApp, KeywordSearch
App, ImageAnalysis App, etc. Users can also add customized
tags and categories into the cloud when uploading the new ap-
plications. In addition, more tags and supplementary categories
could be created by users. Users are allowed and encouraged
to rate the applications after using. The ratings are further
used for the application recommendation. The applications are
sorted from the highest rating to the lowest in the generated
XML file. Therefore, highly qualified applications will be
presented to users at the top of the candidate application
list. The user ratings are the key criteria to evaluate the
applications.

The application manager also provides recommendations.
Currently, it is community oriented. Each application will be
rated by all the users who have tried it. When the application
manager generates the schema file, the rating information will
be included. Therefore, when users select the application, they
are aware of the information that can be used to evaluate the
candidate applications.

D. Forensic Workflow Manager

Forensic investigators can send data processing jobs to the
cloud. For example, an investigator can specify, the objectives
of data processing, the input dataset (stored in the cloud
using forensic data manager), and other constraints. The cloud
can create a workflow by decomposing the user’s request
into multiple processing steps. The workflow manager is
responsible for setting up, optimizing, executing and reporting
the workflow.

1) Workflow Setup: The workflow manager represents a
workflow using an XML configuration file. The structure of
this XML file is defined in the schema file generated by
the application manager. Generally, the schema file contains
two kinds of information. One is for all the available ap-
plications or software in the “application store”, which are
defined in a simple type (xs:simpleType) or a complex type
(xs:complexType); the other is the root element structure,
called “tasks”. The “tasks” may contain one or more “tasks”,
each of which needs the application name, input path, output
path, and parameters for execution. All the tasks on the same
level are independent and can be executed in parallel. If a user
would like to define the dependency between two tasks, the
second task should be configured as a “sequential task” of the
first task. Figure 2 shows an example. Complex workflows
can be also described by assigning the subtasks, which can
be recursively built with arbitrary levels of dependencies.To
facilitate the procedure of setting up a forensic workflow, the
workflow manager uses the schema file to generate a user-
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Fig. 3. A Workflow Example Constructed by the Workflow Manager
friendly web portal, which allows forensic investigators to
design the workflow and select the desired applications. After
designing the workflow, the frontend will pass the workflow
to the backend engine. This engine will generate an XML
configure file and further generate the Map-Reduce drivers
for each step and the necessary synchronization codes (if
multiple steps are involved in the workflow) automatically for
the forensic investigators. The fewer lines of codes to write,
the less chance to generate errors.

2) Workflow Recommendation: Since each step could be
completed by multiple candidate software with data dependent
performance metrics, the workflow manager will try to make
optimal selection/recommendaton of software/workflow and
allocate resources accordingly with the objective of achieving
the best performance (result quality) for the input dataset with
the help of user ratings and the pre-defined workflows. For
example, the workflow manager recommends building indices
before keyword search. Another example is that by default, the
workflow manager will select the National Software Reference
Library (NSRL) to filter out the typical contents created by
the commercial installer, such as dll, exe, static data. The
recommendations are based on the user ratings and evaluation.
An example is shown in Figure 3.

3) Workflow Execution: To execute the workflow, the work-
flow manager allocates processing resources such as elastic
machine hours based on an optimized resource plan and
assigns workload to the allocated resources using the MapRe-
duce model customized for data intensive forensic compu-
tations. Then, the allocated resources execute the assigned
tasks on datasets retrieved from the cloud forensic data banks
administrated by the data manager. The workflow manager will
direct the workflow execution and track the status of each task
in the workflow.

4) Workflow Report: Finally, after finishing the workflow,
the workflow manager will generate a report to the users.
In addition, the workflow manager also stores the status and
report in its own database.

IV. EVALUATION

In this section, we present the results of a comprehensive
evaluation of our system.

A. Experimental Setup

During our evaluation, we deployed a forensic cloud
as described earlier using the Amazon’ Elastic Compute
Cloud(EC2) service. The deployment uses Medium Level-1
(M1) EC2 instances. According to Amazon, these are 64-bit
instances with 3.75 GB of memory, 410GB of harddisk and
one virtual core containing two EC2 compute units (ECU).
One ECU is equivalent to a 1.0-1.2 GHz Xeon processor. The
forensic cloud infrastructure is based on Hadoop 0.20 and
HBase 0.20, which is managed by Cloudear Manager [28].
The data from a volunteer’s hard drive image was uploaded
to the forensic cloud. Notice that, the uploading time is not
counted and evaluated in the following experiments. This is
because, as mentioned previously, the data used are collected
from different sources in a distributed way using the cloud
as well. We simplified the process by uploading a dedicated
image disk for studying purpose. Therefore, the uploading time
is not considered.

B. Experimental Results

First, we compared the system outputs and analyzed the
performance using the same disk image dataset, which is a
working disk image from volunteer users. Figure 4 shows the
forensic analysis time on the target image. The image size is
160GB. It shrinks to 10GB after applying the filer operations
mentioned in the previous sections. The number of nodes used
in the experiment increases from 1 to 10. With more nodes
involved, the analysis time is reduced from 21 minutes to only
6 minutes, i.e., 71% of analysis time is saved. However, given
a fixed size of test data, the analysis speed can’t be further
accelerated by adding more nodes. As shown in Figure 4, the
forensic cloud with more than 8 nodes has almost the same
performance. This is because when more nodes are involved,
some of the MapReduce tasks are not executed at the same
machine where the data are stored. Copying data between
nodes cuts down the benefits. Figure 5 shows the percentage
of the MapReduce tasks running locally. The percentage drops
from 100% to 40% when the number of nodes changes from
2 to 10. This explains why the speedup of analysis time is
only 3. However, when the size of data to be analyzed keeps
increasing, more time can be saved, because more data blocks
can be processed locally. As shown in Figure 6, when the size
of the data increases by 200%, i.e., the size is tripled, the
analysis time only increases by 100%. This gives us the clue
that the forensic cloud can save more time when dealing with
large amount of data.

In the second set of experiments, we compared the lines
of codes (LoC) that is needed for the configuration with
and without the workflow manager. Figure 7 shows how
much effort could be saved in terms of LoC. Workflows
with different sequential tasks are built up. Without workflow
manager, to configure one workflow task, on average 40 LoCs
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are needed, but only 4 LoCs are actually required for the
workflow XML file. The LoCs can be reduced by 90% when
using the workflow manager to configure a forensic data
processing task.

We further compared the performance with and without
optimization performed by the workflow manager. We have
ten similar tasks, i.e., searching for some keywords, in our
experiments. The workflow can intelligently add an extra step
of building indices before running all the ten tasks. As shown
in Figure 8, the analysis time increases linearly with the
number of tasks without the help of workflow management.
With the workflow management and optimization, the total
time is a little more than the time spent without the workflow
management if there is one task executed. However, the total
execution time increases slightly when more similar tasks are
executed. This is because when the indices are built, further
keyword search operations will be accelerated dramatically by
the indices stored in the HBase.
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V. CONCLUSIONS

We proposed and implemented a domain specific cloud
environment for digital forensics. We designed a cloud based
framework for supporting automated forensic workflow man-
agement and data processing. A schema-based forensic work-
flow framework is proposed. The experimental results show
that using the proposed forensic cloud services can save at
least 71% of the time with only 10 virtual machine nodes.
Meanwhile, the lines of codes for specifying a workflow are
also reduced to only 10% when using the proposed workflow
management approach. For the investigators, it could be even
easier by using the web-based portal, clicking buttons and
selecting the desired applications from the dropdown lists. The
automated and optimized workflow management approach can
save 87% of the analysis time in the tested scenarios. The
proposed framework provides valuable insights on designs of
domain specific cloud environments using computer forensics
as a target field. It demonstrates that, in addition to providing
elastic computing resources, cloud can be used as an envi-
ronment for workflow management and coordinated software
development.

VI. ACKNOWLEDGEMENT

We would like to thank the reviewers for their comments
which significantly improved the paper. This research is
partially supported by the Department of Homeland Secu-
rity (DHS) under Award Number N66001-13-C-3002, and
the National Science Foundation under Award Number CNS
1205708. The views and conclusions contained in this docu-
ment are those of the authors and should not be interpreted as
representing the opinions or policies of DHS or NSF.

213Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-271-4

CLOUD COMPUTING 2013 : The Fourth International Conference on Cloud Computing, GRIDs, and Virtualization

                         226 / 263



REFERENCES

[1] A. of Chief Police Officers, “Good practice guide for computer based
electronic evidence,” ACPO, Tech. Rep.

[2] K. Kent, S. Chevalier, T. Grance, and H. Dang, “Guide to integrating
forensic techniques into incident response,” National Institute of Stan-
dards and Technology, Tech. Rep.

[3] J. Dykstra and A. T. Sherman, “Acquiring forensic evidence from
infrastructure-as-a-service cloud computing: Exploring and evaluating
tools, trust, and techniques,” Digital Investigation, vol. 9, 2012, pp. S90–
S98.

[4] “Sleuth Hadoop,” http://www.sleuthkit.org/tsk hadoop/, retrieved April
2013.

[5] P. Mell and T. Grance, “The NIST definition of cloud computing,” http:
//csrc.nist.gov/publications/nistpubs/800-145/SP800-145.pdf.

[6] J. Erickson, M. Rhodes, S. Spence, D. Banks, J. Rutherford, E. Simpson,
G. Belrose, and R. Perry, “Content-centered collaboration spaces in the
cloud,” IEEE Internet Computing, vol. 13, September 2009, pp. 34–42.

[7] D. D. Roure, C. Goble, and R. Stevens, “The design and realisation
of the myexperiment virtual research environment for social sharing of
workflows,” Future Generation Computer Systems, vol. 25, no. 5, 2009,
pp. 561 – 567.

[8] I. Foster, “Globus online: Accelerating and democratizing science
through cloud-based services,” Internet Computing, IEEE, vol. 15, no. 3,
May-June 2011, pp. 70 –73.

[9] S. Caton and O. Rana, “Towards autonomic management for cloud ser-
vices based upon volunteered resources,” Concurrency and Computation:
Practice and Experience, 2011.

[10] S. Distefano, V. D. Cunsolo, A. Puliafito, and M. Scarpa, “Cloud@home:
A new enhanced computing paradigm,” in Handbook of Cloud Comput-
ing, B. Furht and A. Escalante, Eds. Springer US, 2010, pp. 575–594.

[11] A. Chandra and J. Weissman, “Nebulas: using distributed voluntary
resources to build clouds,” in Proceedings of the 2009 conference on
Hot topics in cloud computing. USENIX Association, 2009.

[12] S. Xu and M. Yung, “Socialclouds: Concept, security architecture and
some mechanisms,” in Trusted Systems, ser. Lecture Notes in Computer
Science, L. Chen and M. Yung, Eds. Springer Berlin / Heidelberg,
2010, vol. 6163, pp. 104–128.

[13] “Amazon EC2,” http://aws.amazon.com/ec2/, retrieved April 2013.
[14] Y. Song, H. Wang, Y. Li, B. Feng, and Y. Sun, “Multi-tiered on-demand

resource scheduling for vm-based data center,” in Proceedings of the
2009 9th IEEE/ACM International Symposium on Cluster Computing
and the Grid, ser. CCGRID ’09. Washington, DC, USA: IEEE
Computer Society, 2009, pp. 148–155.

[15] J. Dean and S. Ghemawat, “Mapreduce: simplified data processing on
large clusters,” Commun. ACM, vol. 51, Jan. 2008, pp. 107–113.

[16] R. Ananthanarayanan, K. Gupta, P. Pandey, H. Pucha, P. Sarkar,
M. Shah, and R. Tewari, “Cloud analytics: do we really need to reinvent
the storage stack?” in Proceedings of the 2009 conference on Hot topics
in cloud computing, ser. HotCloud’09. Berkeley, CA, USA: USENIX
Association, 2009.

[17] “Apache Pig,” http://pig.apache.org//, retrieved April 2013.
[18] “Bulk Extractor,” https://github.com/simsong/bulk extractor/wiki/

Introducing-bulk extractor, retrieved April 2013.
[19] “FTK (Forensics Toolkit),” http://www.accessdata.com/, retrieved April

2013.
[20] “OSForensics,” http://www.osforensics.com/, retrieved April 2013.
[21] “Intella,” http://www.vound-software.com/, retrieved April 2013.
[22] E. Huebner and S. Zanero, Open Source Software for Digital Forensics.

Springer, 2010. [Online]. Available: http://books.google.com/books?id=
2gl7k8PbIFYC

[23] “The Sleuth Kit,” http://www.sleuthkit.org/, retrieved April 2013.
[24] K. Shvachko, H. Kuang, S. Radia, and R. Chansler, “The hadoop dis-

tributed file system,” in Proceedings of the 2010 IEEE 26th Symposium
on Mass Storage Systems and Technologies (MSST), ser. MSST ’10.
Washington, DC, USA: IEEE Computer Society, 2010, pp. 1–10.

[25] “Apache Hadoop Wiki-Sequence File,” http://wiki.apache.org/hadoop/
SequenceFile, retrieved April 2013.

[26] F. Chang, J. Dean, S. Ghemawat, W. C. Hsieh, D. A. Wallach, M. Bur-
rows, T. Chandra, A. Fikes, and R. E. Gruber, “Bigtable: a distributed
storage system for structured data,” in Proceedings of the 7th USENIX
Symposium on Operating Systems Design and Implementation - Volume
7, ser. OSDI ’06. Berkeley, CA, USA: USENIX Association, 2006,
pp. 15–15.

[27] “National Software Reference Library,” http://www.nsrl.nist.gov/, re-
trieved April 2013.

[28] “Cloudera,” http://www.cloudera/, retrieved April 2013.

214Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-271-4

CLOUD COMPUTING 2013 : The Fourth International Conference on Cloud Computing, GRIDs, and Virtualization

                         227 / 263



Fuzzy Subtractive Clustering Based Prediction Approach for CPU Load 
Availability 

 
  

K. Beghdad Bey, F. Benhammadi and F. Sebbak  

 

Laboratoire de Systèmes Informatiques, Ecole Militaire Polytechnique, 16111 Algiers, Algeria  
 

 
 

 

 

Abstract—Distributed processing environment has emerged 
as a new vision for future network based calculation, 
allowing the federation of heterogeneous computing 
resources to incorporate the power. Cloud computing is a 
new computing paradigm composed of a combination of grid 
computing and utility computing concepts. In cloud 
computing, the prediction methods play a key role in 
managing large scale of computation capacity. In this paper, 
a modelling approach to predict the future CPU load value is 
presented. The proposed approach employs a computational 
intelligence technique to classify the CPU load time series 
into similarity component group. This technique is based on 
the Fuzzy Subtractive Clustering algorithm and a 
combination of local Adaptive Network-based Fuzzy 
Inference System. The results of an exhaustive set of 
experiments are reported to validate the proposed prediction 
model and to evaluate the accuracy of their prediction. 
Experimental results demonstrate both feasibility and 
effectiveness of our approach that achieves important 
improvement with respect to the existing CPU load 
prediction models.  

Keywords-Subtractive clustering; CPU load prediction; 
cloud computing; system modelling; ANFIS.  

I. INTRODUCTION 

 Heterogeneous computer network environments 
involve effective utilization of the distributed resources to 
achieve high performance computing. Cloud computing is 
a new computing paradigm composed of a combination of 
grid computing and utility computing concepts. Cloud 
promises high scalability, flexibility and cost-effectiveness 
to satisfy emerging computing requirements; therefore, 
they can treat task scheduling and resource allocation over 
the virtual clusters [1]. In the literature, various 
architectures have been proposed to satisfy the user’s 
needs in terms of computational power through the use of 
distributed computing resources [2]. In distributed 
environments, resources monitoring needs continual 
parameters monitoring in terms of CPU load, memory size, 
bandwidth and latency. Irrespective of the nature and the 
type of the used distributed processing environment, the 
creation of resource pools should satisfy several 
requirements for each parameter quality during the 
computation service. To efficiently provision computing 
resources in the cloud, the ability to accurately predict 
resource capabilities is of great importance since it permits 
to determine how to use time-shared resources.  

 Many interesting modelling strategies have been 
proposed to predict available CPU load in a grid 
computing environment [3,4,5]. The main contribution of 
the present paper relies on the integration of the subtractive 
clustering technique and the Fuzzy Inference System (FIS) 
to make short and medium-term predictions of CPU 
availability on time-shared environment systems. The 
proposed approach predicts the future value of CPU load 
based on a set of local Adaptive Network-based Fuzzy 
Inference System (ANFIS) predictors to perform short-
term accurate and mid-term reliable prediction using the 
selection instances in several past steps. We also propose a 
deterministic approach for k-folds cross-validation that 
constructs representative rather random folds. Through this 
approach, we attempt to reduce the effects of using only a 
few instances for training.   

 The rest of this paper is organized as follows. Section 2 
reviews the related works about CPU load prediction 
approaches in time-shared systems. Section 3 presents the 
proposed subtractive clustering-based ANFIS prediction 
model. This section also describes how this software is 
used to carry out experiments. Experimental results are 
reported in Section 4. Conclusions and directions for future 
work end the paper. 

II. RELATED WORK 

 A Cloud computing platform offers to users a 
virtualized distributed system, where computing resources 
are dynamically allocated to satisfy a user’s Service Level 
Agreement. Predicting the processor availability for a new 
process or task in computer network systems is a basic 
problem arising in many important contexts. Making such 
predictions is not easy because of the dynamic nature of 
current computer systems and their workload.   

 The Network Weather Service (NWS) [3] is the most 
famous system designed to provide dynamic resource 
performance forecasting. The predictive methods currently 
used in NWS include running average, sliding window 
average, last measurement, adaptive window average, 
median filter, adaptive window median, α-trimmed mean, 
stochastic gradient, and auto-regression (AR). Dida [6] 
studied different linear series models including 
autoregressive, moving average, autoregressive moving 
average, autoregressive integrated moving average and 
autoregressive fractionally integrated moving average 
models, for predicting future loads from 1 to 30 seconds.  
Huo et al. [7] evaluated four criteria to determine the 
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optimal order of AR models: Final Prediction Error (FPE), 
Akaike's Information Criterion (AIC), Minimum 
Description Length (MDL) and Bayesian Information 
Criterion (BIC). The authors claimed that the BIC criterion 
performs better than other criteria. An approach based on 
the Tendency-Based and Polynomial fitting method 
predictor is proposed by Yang et al. [8]. Liang et al. [9], 
presented a more-generic prediction scheme using both the 
autocorrelation of CPU load and the cross correlation 
between CPU load and free memory to achieve higher 
CPU load prediction accuracy. In [10], Zhang et al. tackled 
the problem of predicting available CPU performance in a 
time-shared grid system. Their strategy forecasts the future 
CPU load based on the variety tendency in several past 
steps and in previous similar patterns. Recently, non linear 
models have been tried for time series prediction 
[11,12,13]. Liu et al. [13] proposed a hybrid non-linear 
time-series segmentation algorithm to discover duration-
series pattern. In the experiment, they compared six 
approaches including LAST, MEAN, Exponential 
Smoothing, Moving Average, AR and Network Weather 
Service.  

 The present framework is related to our prior efforts in 
CPU load prediction and complements the existing 
performance CPU load prediction schemes [11, 12] with a 
modification of the soft computing algorithm using a 
subtractive clustering method. The new prediction system 
combines the subtractive clustering method and ANFIS. A 
strong point of our model is that it contains the same set of 
predictors which are able to deliver accurate prediction in 
peaks, switch level and regular situations.   

III.  SUBTRACTIVE CLUSTERING-BASED ANFIS 

PREDICTION 

Cloud computing has become a great solution for 
providing a flexible and dynamically scalable computing 
infrastructure for many applications. Cloud computing 
presents a significant technology trends, and it is already 
obvious that it is reshaping information technology process 
[19]. To realize the next generation of distributed 
computing, we need to be able to accurately predict 
resource utilization. In this work, we proposed a novel 
model to predict the behavior of computing resources. 
Fuzzy models have been shown to be very effective 
techniques for the modelling of nonlinear, uncertain and 
complex systems. Subtractive Clustering is a fast one-pass 
algorithm for estimating the number of clusters and 
determining the cluster centres in a set of data [14]. We use 
the subtractive clustering if we do not have a clear idea 
about how many clusters should be used for a given data 
set. After clustering the data set, the number of fuzzy rules 
and premise fuzzy membership function are determined. 
Then, the linear squares estimate is used to determine the 
consequent in the output membership function, which 
provides a valid fuzzy inference system (FIS). The 
proposed approach includes three major steps: CPU load 
time series clustering, the ANFIS clusters model prediction 
and the combination of local ANFIS prediction model. As 
shown in Fig. 1, before making predictions about future 
CPU load values, subtractive clustering is applied to divide 
the historic CPU load data into sub-clusters and generate 
more homogeneous data. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

A.    CPU load time series clustering 

 The purpose of this step is to identify natural groupings 
of CPU time series from a large set of historic traces, and 
to produce a concise representation of the system’s 
behaviour. For our problem, one does not have a clear idea 
about the number of clusters to be used for a given set of 
data. Subtractive clustering technique, proposed by Chiu 
[14], has been shown to be a fast way of estimating the 
number of clusters and their centres positions. This 
technique calculates the density function based on the 
positions of data points, which leads to a significant 
reduction of the number of calculations. Each data point is 
a candidate to become a cluster centre. A density measure 

at data point ix  is defined as: 
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where br  is a positive constant that defines a 

neighbourhood that has measurable reductions in density 
measure. Thus, the data points near the first cluster centre 

1c
x  will have significantly reduced density measure.  

Figure 1.    Subtractive clustering-based ANFIS prediction. 
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After updating the density function, the next cluster 
centre is selected as the point having the highest density 
value. This process continues until a sufficient clusters 
number is attainted. Fig. 2 shows an example of CPU time 
series clustering based on the subtractive clustering 
method.  
 

 

 
 
 

For CPU load time series clustering, we use known 
values of the dynamical situation of the historic data up to 
time t. Let Y(t)={y1,y2,…,yt} be the time series at time t. 

The dynamical situation ty∆  at time t is defined as 

follows:  

{ }12211 ,,, yyyyyyY ttttt −−−=∆ −−− L  

The Subtractive clustering technique is used to cluster 

all time series ty into clusters. It estimates the number of 

clusters and the cluster centres. This process assigns the 

CPU load data ty using the cluster membership 

degree jµ that represents the degree to which ty belongs 

to cluster jc . This assignment is computed using the 

following objective minimization function:   
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where jν  is the centre of cluster j and J is the number of 

clusters.  

B.    ANFIS Predictor 

 The Adaptive Network-based Fuzzy Inference System 
(ANFIS) proposed by Roger Jang [15] is one of the most 
commonly used fuzzy inference systems. It is a universal 
approximator used in various applications of predictions. 

Moreover, it has been proven to be more powerful than 
other models for short term prediction. ANFIS is a 5-layer 
feed-forward network in which each node performs a 
particular function in incoming signals, as well as a set of 
parameters pertaining to that node. Similarly to ANFIS, the 
compensatory neural fuzzy network with n-dimensional 
input-data vector xp and one-dimensional output-data 
vector yp has 5 functional layers: input layer, fuzzification 
layer, pessimistic-optimistic operation layer, compensatory 
operation layer (fuzzy reasoning method) and 
defuzzification layer.  

Let us suppose that the fuzzy inference system under 
consideration has four inputs and one output. If two fuzzy 
sets are associated with each entry variable, then the 
system presents 16 inferences rules Rj (24), that are of the 
first-order Sugeno fuzzy type:  

Rj : if (x1 is A1j) and (x2 is A2j)  

and (x3 is A3j) and (x4 is A4j) 

Then yj=fi(x)=c1jx1+ c2jx2 + c3jx3+ c1jx1+ c4jx4=Bj     

These rules correspond to the third category of fuzzy 
inference systems mentioned in [16]. One of the most 
important stages of the Neuro-fuzzy TSK (Takagi-Sugeno-
Kang) network generation is the establishment of inference 
rules (Takagi and Sugeno 1985) [17] often used is the so-
called grid method, in which the rules are defined as the 
combinations of the membership functions for each input 
variable.  

C.    Future CPU load Prediction 

In this study, Adaptive Network-based Fuzzy 
Inference System based subtractive clustering has been 
used to predict availability of the CPU load. In our 
previous works [11, 12], a simple method for accuracy 
estimation is used. The dataset is randomly portioned in 
two disjoint subsets of N/2 instances. The first subset 
serves as the training set and the second one as the test set. 
The drawback of this method is that it makes inefficient 
use of data since typically a relatively large proportion of 
the instances is used for testing [18]. Cross-validation 
attempts to resolve this drawback by successively 
removing some instances from the initial set, treating 
them as a test set. In k-fold cross-validation, the dataset is 
randomly partitioned into k disjoint blocks (folds), of 
approximately equal size d (d ≈ N / k). The learning 
algorithm runs k times. In the i th iteration, the i th training 
set is formed by the initial dataset without the i th fold, 
while the test set is formed using the i th fold alone [18]. 
The aim of directing similar instances to different folds is 
to reduce the pessimistic effects caused by the removal of 
instances from the dataset. The principle for constructing 
representative folds in unsupervised stratification is to 
channel similar instances to different folds in order to 
reduce the effects of using fewer instances for training. 

 For the final decision of CPU load time series 
prediction, we have used cluster predictor to select the 
adequate ANFIS predictor. After the application of the 
subtractive clustering method above the dataset, the 
instance space is partitioned into clusters. The next step is 
to determine the appropriate cluster, which aims at 
predicting future CPU load cluster based upon the 
observed history. The appropriate cluster for final 

Figure 2. An example of CPU loads time series clustering. 
 

(b) Time series clustering 

(a) Original time series 
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decision of CPU load prediction is defined by the largest 
similarity between the cluster centres and the input times 
series points, as show in Fig. 3. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

IV.  EXPERIMENTAL RESULTS 

In the previous section, we have presented a new 
prediction approach for CPU load availability. In the 
present one, we assess its performance with respect to 
other methods. For this purpose, we carry out series of 
experiments on different CPU load time series with a 
variety of statistical properties collected by Dinda [19]. 
These CPU load traces were collected for two time 
periods on roughly the same group of machines. The 
traces used are in two column whitespace-delimited 
ASCII format. The first column gives the time stamp in 
seconds whereas the second one provides the floating 
point measured load value.   

A.    Prediction model validation  

To generate a FIS using ANFIS, it is important to 
select the number of Membership Functions (MF) and the 
proper parameters for the learning and refining process. 
For training and testing data sets, we analyse the effect of 
these parameters on the final ANFIS performance 
including the training and testing minimum checking error 
(MCE). We evaluate and compare our prediction model 
with previous approaches using the Normalized Mean 
Square Error (NMSE) defined by: 
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where
∧

ty represents the CPU prediction value, ty the 

actual measurement, and T the number of time series 
points. 

The proposed ANFIS prediction model is based on the 
subtractive clustering process that resolves the problem of 
clusters number used for each CPU load time series. 
Though, this method determines the optimal number of 
cluster for each CPU load traces. Table 1 summarizes the 
prediction results of the CPU load time series from the 
proposed prediction model for four different machines 
traces collected by Yang [20]. This table shows that the 

Subtractive Clustering-based ANFIS model achieves 
better performance than other strategies for the same four 
load traces. The converged RMSE is much smaller than 
for the models reported in [11,12]. 

 
 
 
 
 
 
 
 
 

 

We also tested some other prediction models including 
ours, ANFIS without clustering and Mixture of ANFIS. 
Fig. 3 illustrates a comparison between these three 
prediction models for five machines using different CPU 
load time series. The Mean Error Prediction of the 
proposed subtractive clustering based-model is smaller 
than that of other models. The predictive results of one 
traces machines using the Subtractive Clustering-based 
ANFIS model are shown in Fig. 4. The obtained 
prediction mean error was 0.08% whereas the RMSE is 
less than 0.15%. This shows again the consistent 
improvements of the proposed approach on the prediction 
quality over the corresponding time series collected on 
these machines. 
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(min/max) 
axp0Aug.180 0.056297 9,44 / 10,7 

Abyss.1000 0.031459 1,13 / 3,06 

Mystere.10000  0.26987 6,18 / 10,02 

axp1Aug.120 1.185 6,38 / 45,99 

 

TABLE 1.    NMSE FOR DIVERSE CPU LOAD PREDICTION  

Figure 3.   Comparison of three CPU load prediction models 

For each time series point Xi 
 Find the cluster centres Cj 
 Cc= the closest centre to Xi  
 For j=1 to J         J: number of cluster 
  /*Calculate the similarity Sim between 
    the centre Ck and Xi 
  S =Sim ( Xi, Ck)  
 End  
 /* Find the largest similarity SL between 
    Xi and all other centres 
 SL= Max(Sim( Xi, Ck)) 
 Cc=Ck 
End  

Figure 3.    Selection of appropriate cluster 

Figure 4.   Comparative results of our predictor with Mixture 
of ANFIS [11]. 
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B.    Comparisons with other models 

To evaluate the performances of the proposed 
prediction approach with respect to the existing ones, we 
have assembled test data from multiple datasets. The 
results of the subtractive clustering-based ANFIS 
prediction model on all the test time series are illustrated 
in Fig.5. These results show that the proposed prediction 
model performs well in general. The results of the 
approach based on Mixture of ANFIS [12] are better for 
various host traces. Therefore, it can be concluded that our 
model gives a good prediction on most of the host’s time 
series and outperforms then the models reported in 
[10,12].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

V. CONCLUSION AND FUTURE WORK 

Performance prediction is set to play a significant role 
in the resource management and distributed systems. 
Clouds computing are designed to provide services to 
external users, providers need to be compensated for 
sharing their resources and capabilities. The contribution 
of this paper is a new modelling approach to predict CPU 
load future value in distributed computing. This approach 
employs subtractive clustering technique to classify the 
CPU traces into similarity component group and a 
combination of local ANFIS. The proposed prediction 
model is validated and checked with a set of exhaustive 
experiments performed on a set of real and representative 
CPU load traces. In addition, we have shown that a 
significant reduction in prediction errors is experienced 
using the subtractive clustering-based ANFIS model since 
it always computes accurate predictions. 

Predicting resource utilization is a fundamental need 
when running a virtualized system. It is necessary because 
cloud infrastructures use virtual resources on demand. As 
future work directions we will be building model 
considering virtualization and cloud environment. 
Furthermore, we will be developing prediction models 
based on monitoring metrics of application and services. 
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Abstract— In this paper, we analyze a real-life application 
of virtualization: the Italtel Virtual Session Border 
Controller (VSBC). The measurements obtained in ad 
hoc loading experiments show that the VSBC 
performance is not linear with respect to variations in 
the call rate. Such a behavior is not in accordance with 
the theoretical results predicted by standard statistical 
tools based on queuing theory. As a consequence, 
particular attention must be paid to accurately assess the 
VSBC performance, because inaccurate estimates could 
lead to undue costs, or under-performing solutions. To 
overcome this problem, a novel approach to accurately 
predict the VSBC performance is proposed, which 
allows optimizing the system behavior and minimizing 
its costs. 

Keywords-Virtualization; Telephony; SBC; RTP; Erlang.  

I.  INTRODUCTION 
In the last decade, many efforts have been devoted by the 

telecommunication industry to develop in software some 
fundamental network functions, which could previously be 
provided only by specialized hardware equipment. Recently, 
however, the rapid advances in virtualization technologies 
and parallel computation have made the software 
implementation of network functions not only feasible, but 
also very attractive to network providers, as an effective 
alternative to proprietary hardware-based applications. 

The adoption of Virtual Network Functions (VNF) [1] 
can significantly reduce the costs of network equipment. 
VNF, in fact, typically run on commercial servers, produced 
in high volumes and with large economies of scale to satisfy 
the huge demand originated by the Information Technology 
market. The use of a common hardware platform to 
implement a variety of different applications can also 
greatly simplify the network infrastructure, and therefore 
reduce its maintenance costs. 

Finally, it is widely acknowledged that the use of VNF 
will enable scalability, rapid re-configuration and optimal 
allocation of network resources; hence it will give 
“elasticity” and “openness” to the network infrastructure, 
now “ossified” by the deployment of a pletora of closed 

appliances based on proprietary hardware architectures [1].             
In this paper, we present a simple technique to analyze and 
predict the performance (i.e., measurement of the virtual 
machine load, defined in the following [2]) of a complex 
VNF.  As a case study, we consider the problem of assessing 
the performance of a virtual Internet Protocol Telephony 
function, namely a Session Border Controller (SBC), 
implemented and commercialized by Italtel. An SBC [3] 
operates at the edge of two separate networks, both on the 
control plane and on the media plane. On the control plane, 
it performs load balancing and call-control; on the media 
plane, the SBC provides media adaptation capabilities, i.e., 
it can adjust in real time the coding format of the speech 
signals transmitted by the users.   

In this paper, we discuss the main problems encountered 
in the experimental characterization of the VSBC. In 
particular, we have observed that the standard performance 
analysis based on classical queuing theory [2] can provide 
inaccurate results. To overcome such a problem, we present 
a novel analytical framework, which allows predicting and 
optimizing the overall VSBC performance in an accurate 
way. The presented analytical solution can be easily 
extended to any VNF. 

The structure of the paper is as follows. In the next 
section we briefly describe the VSBC. In Section III we 
report the experimental performance results observed in the 
lab in a number of ad hoc experiments. Finally, we propose 
the analytical solution and present our conclusions. 

II. THE VIRTUAL SBC MODEL 
In Fig. 1, we show a simplified scheme of the virtual 

SBC implemented by Italtel to handle up to 2K Erlang. 
 

 
 

Figure 1. A simplified  block-scheme of the virtual SBC architecture. In 
white, the active VM's, in grey, with the names in brackets, the stand-by 

VM's. 
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The used hypervisor is VMWare vSphere Hypervisor 5.1, 
the VM are based on the Linux operating system. The 
VSBC runs on two CISCO UCS B200 servers, with hyper-
threading enabled, that in the following will be referred to as 
UCS a and UCS b, respectively. Each server runs three 
Virtual Machines (VM) implementing three different 
functions. 
 
a) A first VM, operating on the control plane, implements 

the Load Balancing Function (LBF) and the Border 
Control Function (BCF). Such a VM runs on the active 
server UCS a. Two virtual Central Processing Units 
(vCPU's) are assigned to this VM, which will be 
indicated as VMLBiBCF.  A second VM operating on the 
control plane runs on UCS b. This second VM, however, 
performs only the BCF, while the LBF is in stand-by, 
thus protecting the LBF running on UCS a in case of 
fault according to an active/stand-by protection scheme. 
We will indicate this second VM as VMiBCF. 

 
b) A second VM is dedicated to providing the SBC 

Operation & Management (O&M) functions. Four vCPU 
are assigned to such a VM. Also the O&M function is 
implemented by adopting the active/stand-by 
redundancy scheme. 

 
c) The third VM is equipped with 4 vCPU. This VM will 

be referred to as VMcodec; it performs Real Transport 
Protocol (RTP) [4],[5] media packet processing, both in 
the so-called Network Address Translation (NAT) 
scenario, and in the transcoding scenario. In the NAT 
scenario, only the media packet network address is 
modified, while the RTP header and payload are left 
unmodified; conversely, in the transcoding scenario the 
RTP header and payload are processed, so as to change 
the adopted coding scheme when forwarding the RTP 
packets from one network to the other. An equivalent 
stand-by VM is present on the USC b server, to provide 
redundancy.  
 

A scheme that summarizes the basic call flow is shown in 
Fig. 2. One can observe that: 
 
a) The basic call includes seven Session Initialization 

Protocol (SIP) messages, {Invite,100 trying, 180 Ring, 
200 OK, ACK, bye, 200 OK} 

 
b) In this scenario, the call is processed both by VMLBiBCF 

(on UCS a) and by VMiBCF (on UCS b).  
 
c) When the calling and called users adopt different speech 

codecs, namely G.711 and G.729 [4],[5], the  scenario is 
labeled as Transcoding otherwise as NAT.  

 
 

 
 

Figure 2. Control plane: SIP/RTP message flow  

III. RESULTS 
Fig. 3 shows the overall CPU load of VMcodec, (ρVMcodec) 
when a NAT call is considered, as a function of the “call per 
second” (cps) parameter. We can deduce the following 
conclusions: 
 
a) Effects due to the RTP packet processing on VMcodec: at 

equal call rates, the load observed on VMcodec can result 
different, due to the difference of offered Erlang values 
(520 Erlang; 260 Erlang). 

 
b) From the observed results, we can obtain the 

experimental values for {T1;h1
Erl(ptime)}, which 

represent the cost of the single call, and the contribution 
to the load due to the traffic expressed in Erlang in the 
NAT scenario, respectively. Such values can be used to 
estimating the load of VMcodec through the expression [2]: 

         (1) 

where: 
 
ρteor

VM
 :        is the offered load of VMcodec 

ρbase :       is the load of VMcodec without traffic 
λ1:     is the offered call rate to handle NAT 
λ2:              is the offered call rate to handle transcoding 
T1:              is the cost of the call to handle NAT 
T2:              is the cost of the call to handle transcoding 
hold1: is the length (in seconds) of the RTP phase of the call 
to handle NAT 
hold2: is the length (in sec.) of the RTP phase of the call  to 
handle transcoding 
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Figure 3. VMcodec load as a function of the offered traffic (call per second) 

 
h1 

Erl (ptime): is the cost to manage one NAT  Erlang. This 
value depends on the packetization time (ptime) of the codec. 
h2 

Erl (ptime): is the cost to manage one transcoding Erlang. 
This value depends on the packetization time (ptime)  of the 
codec. 

The results shown in Fig. 3 highlight that the theoretical 
load predicted by (1) can be significantly underestimated. 
For a given load value, for instance ρVMcodec equal to 0.6, the 
theoretical estimate predicts an actual call rate of 20 call per 
second (caps), while the actual call rate that can be 
successfully processed is 40 caps. 

IV. ANALYTICAL SOLUTION 
The last observation suggests that a different approach 

must be adopted to predict the virtual SBC load in an 
accurate way. In Fig. 4, we show a simplified scheme that 
summarizes the new approach to estimate the load proposed 
in this paper. The new approach is based on the use of a 
reduction factor f applied to the theoretical estimate ρteorVM 
of the load provided by (1). This quantity is lower bounded 
by the VM load without traffic, i.e., ρbase; the upper bound 
can be theoretically infinite. In our application, we assume 
that the upper bound is determined by the number of vCPU 
(Nvcpu) dedicated to the considered VM. Thus, the range for 
the load can be defined as ρbase ≤ ρteor

VM  ≤ Nvcpu.  
We assume that the reduction factor f depends on the 

offered load (ρteor
VM) and on the value Nvcpu. Furthermore, 

we also assume that the reduction function f exhibits a linear 
behavior in the range 1≤ f ≤Nvcpu, with Nvcpu≥2. As shown in 
Fig. 4, the method requires that a load measurement is 
performed at low traffic, so that the observed load (ρmeas) 
can be considered close to the base load (ρbase

 ).     
This measurement is performed in order to estimate the 

processing cost of the single call on the considered VM. The 
estimated VM processing cost thus results equal to: 

 
Figure 4 Simplified scheme of the proposed approach to estimate the VM 
load 
 

(2)      

 
The application of (2) to the results previously discussed is 
shown in Fig 5. 

 

 
Figure 5. Load of VMcodec vs offered call rate (call per second) 

 

 
Figure 6. Load of  VMcodec vs offered call rate 

 
The performance estimates achieved with (2) result 
significantly more accurate than those provided by (1), 
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which are linear with respect to the offered traffic.  
In Fig. 6 we show the load of VMibcf as a function of the 

call rate. In these tests, the quantity “offered Erlang” has 
been kept constant, equal to 260 Erlang; only the NAT 
scenario is considered. 

The use of (1) provides over-estimated performance 
values; conversely, the performance predicted by the new 
approach results more accurate. The obtained measurements 
also indicate that the gradient of the load curve decreases for 
increasing traffic. This means that VNF's tend to optimize 
the cost of processing telephony traffic. Thus, when traffic 
increases, vCPU's dedicate more time to traffic handling. 

V. CONCLUSIONS 
The Italtel Virtual Session Border Controller (VSBC) has 

been developed to handle up to 2K Erlang of Voice over IP 
sessions (and in the near future, up to 4K Erlang).  It has 
been implemented by adopting the concept of virtualization. 
The measurements carried out in our laboratory have shown 
that the VSBC performance (processing load of the virtual 
machines) is non-linear with respect to variations in the rate 
of processed calls. It has been observed that the virtual 
system tends to optimize the processing cost of the calls; as a 
consequence, the overall performance results better than the 
one predicted by linear models. We have also proposed a 
strategy aimed at matching experimental data with analytical 
predictions. The main result originated by this effort is a 
technique which allows to accurately dimensioning the 
deployed solutions, reducing their cost. 

 The proposed analytical method allows to reliably 
predicting the number of virtual CPU's that must be assigned 
to the VSBC, to achieve the target performance. This way, 
the cost per Erlang of the VSBC can be minimized, thus 
increasing the competitiveness of the system. 
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Abstract—The paper examines the architecture of a secure and 
trustworthy cloud platform, which ensures strong logical and 
physical security on the client devices using a two-layer 
security mechanism: a) a hardware security module located on 
the SoC of the client device that protects incoming and 
outgoing communications (e.g., to/from an external memory) 
against physical attacks, and b) system software and 
hypervisor extensions that isolate virtual machines from one 
another and from the underlying hardware in order to protect 
against logical attacks. 

Keywords-cloud computing; confidentiality; integrity; 
multicore SoC; protection; security; virtualization. 

I. INTRODUCTION 

A new era is emerging in consumer, industry, and 
government areas, where traditional consumer and mobile 
devices are replaced by intelligent, next generation systems, 
such as smart phones, smart TVs and smart tablets that 
provide innovative services, such as social networking and 
on-demand multimedia (e.g., Netflix* [8]), by connecting to 
the cloud. Meanwhile, content providers increase the 
availability of large-scale, high-quality libraries of web data 
with text, images, sounds, videos and animations. The 
technology races towards new generation, powerful, 
complex, smart devices promotes convergence of traditional 
video and Internet-based content deployed in cloud 
computing infrastructures and increases the possibility of 
security breaches. 

For example, devices, such as Intellectual Property (IP) 
set-top boxes, residential gateways or media players, now 
provide a multitude of services, such as graphical user 
interfaces, digital rights management, secure transcoding 
protection,  network provisioning and payment. Each service 
finds its physical representation in a mixture of hardware and 
software components, ranging from small security-critical 
software stacks running on basic processors or accelerators, 
up to commodity operating system (OS) on complex 
application processors. Since each of these highly 
heterogeneous software stacks uses sensitive data that must 
be protected, individual services must collaborate to enable 
global system security [5] [11]. This leads to a significant 
increase in complexity and associated development costs. 

Security solutions for end-users (individuals, companies) 
connecting to the cloud using client equipment are of utmost 
concern in the era of cloud services and applications [1]. 
Cyber-secure architectural solutions for cloud environments 
must offer ways to fully secure system and end user 

applications and services against cyber-criminal end-users, 
even for the components that will run on the client side. 
Today the lack of appropriate isolation of source code and 
data among trusted and untrusted applications is one the 
main challenges in building a secure architectural solution. 
On the other hand, offering trustworthy cloud computing 
services that would prevent from rogue administrators spying 
or altering end user data and computations requires 
significant hardware and software modifications in data 
center architecture. This implies that on the end user side, 
there is no trust to the cloud provider, especially if the end 
user stores confidential info. Therefore, a viable and 
economical solution is to enhance the security level of the 
connected smart device when accessing the cloud. This new 
idea could speed up utilization of cloud infrastructure by 
connected devices and allow service providers to trust 
sensitive computations performed by end users and 
consequently delegate processing tasks to them. 

This paper describes work in progress that aims to 
provide a viable solution towards protecting the integrity and 
confidentiality of sensitive data (e.g., movie, photo, e-book) 
and software applications in a modern cloud infrastructure 
where approved devices are connected to the cloud. This 
work targets protection from two kinds of adversaries: (i) 
rogue applications such as virus, Trojans possibly launched 
by the user himself, (ii) physical adversaries such as probing, 
spying at or tampering with the communication link 
connecting the device to the external cloud environment.   

Section II considers the current state-of-the-art in 
System-on-Chip (SoC) virtualization including existing 
memory protection strategies. This section lays out the path 
towards presenting the TRESCCA security approach in 
Section III. Finally, Section IV concludes the paper. 

II. VIRTUALIZATION AND SECURITY 

 On top of a hardware platform, we have the software 
stack, including the OS, the middleware and the application 
layer. Security of the device that runs applications from 
different sources is usually under the responsibility of the 
OS. The OS uses software (e.g., virtual memory, file 
permission, memory protection) and ad hoc hardware 
mechanisms to isolate different applications sharing common 
physical and logical resources, such as software libraries, 
services and resources, e.g., printers, graphics accelerators. 
The complexity of modern OSs (large number of code lines, 
developed by different groups) creates different security 
vulnerabilities resulting from software misbehaviors. These 
are exploited by a cyber-criminal, who attempts to subvert 
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the security mechanisms supported by the OS and get control 
of the device and data. For instance, overwriting data or 
function pointers, dynamic memory allocation (double-
freeing, referencing or writing to free memory, zero-length 
allocations, and buffer overflows are well known  techniques 
used to bypass any security protection imposed by the OS. 

Vendors are now using virtualization technology to 
isolate physical resources from applications and platforms 
that use them. This is performed by introducing the virtual 
machine (VM) concept that serves as a guest software 
environment that supports a stack consisting of an operating 
system (OS) and application software. Each VM is 
independent of other VMs and uses the same interface to 
processors, memory, accelerators, and I/O provided by a 
physical platform. VM isolation provides the means to 
regulate application access to computational resources, thus 
enabling malware detection capabilities. Isolation is achieved 
by inserting a hypervisor layer between the operating system 
and the hardware. This enables the hypervisor layer to 
govern all interactions that take place between the OS (and 
the layers above it) and hardware [4] [7].  

In full virtualization, the hypervisor provides the same 
hardware interfaces as those in the physical platform, hence 
the guest OSs and applications do not need to be modified. 
Since full virtualization increases information sharing among 
different system layers, security maintenance becomes very 
complex. Thus, NIST has proposed security management 
recommendations that involve the host OS (if applicable), 
the hypervisor and the guest OS [9]. NIST best practices 
(policies and checks) for a secure hypervisor layer involve 
installing updates, monitoring, restricting access via 
authentication, encryption and integrity mechanisms, 
disconnecting/disabling unused hw/sw components and 
performing clock synchronization [10]. The specified 
practices affect hypervisor configuration, initiation, design 
and planning, implementation, operation, maintenance and 
disposition and ensure that data access and transmission 
threats are thwarted.  

A. Embedded Virtualization and Security 

Mobile platforms and set-top boxes are in the middle of a 
global transition period in which client devices manage to 
support high-level operating systems and middleware, 
quickly moving from a close or walled garden limited 
environment to a setting where a walled garden has to 
coexist with an open one. In this new scenario, devices are 
able to run any third-party application that may or may not 
be certified by the operator. In this context, it is crucial to 
ensure that third party applications cannot break security. 
Otherwise, if isolation is broken, sensitive content could be 
easily stolen or edge devices could be used as a Trojan horse 
to break cloud security. Hypervisors would allow vendors to 
isolate important trusted services (e.g., billing, 
authentication, phone service) from the open operating 
system layer and run them in isolated, tamper-proof virtual 
machines (VMs). Thus, trusted services are not affected even 
if the open environment is compromised. 

Traditional virtualization technology resolves isolation of 
different applications at the processor level, but suffers from 

non negligible drawbacks [7]. Indeed, it allows sharing of 
processing and shared memory resources efficient and secure 
on homogeneous SMP architectures that can be controlled on 
a common trusted basis. However, it is not secure for 
heterogeneous shared-memory multiprocessor systems-on-
chip (MPSoCs). In fact, most connected smart devices 
architectures are heterogeneous, including different islands 
of computation such as GPU, DSP and hardware 
accelerators. Islands of computations cannot natively support 
virtualization, since they lack memory management units, 
and often do not offer inherent ways of establishing privilege 
levels. Therefore, applications running in such systems are 
able to access the whole address space, breaking the required 
isolation assumption imposed by virtualization. In order to 
address these issues, security hardware extensions to 
processor and interconnects are being considered. 

A few years ago, bi-partitioning techniques introduced in 
ARM’s TrustZone [3] extended the ARMv6 architecture by 
adding the concepts of "secure" and "non-secure" states and 
a "secure monitor mode" used for switching between the 
two. In addition, the AMBA3 AXI has been extended with 
two new signals (ARPROT/AWPROT) that indicate whether 
the respective read/write transaction is secure or non-secure. 
Nowadays, binary bi-partitioning cannot meet the security 
requirements of cloud-connected devices. Moreover, 
TrustZone technology cannot protect against bus probing 
which can be used to attack the software stacks. 

MPSoC security must be addressed by a platform-wide 
protection mechanism covering the full communication 
infrastructure, instead of a processor-centric mechanism 
[12]; similar approaches have also been proposed in [5] [11]. 
The proposed concept defines a protection domain as a set of 
specific access rights to a shared address space and maps 
each software stack to a specific domain. Notice that 
software stacks may have right overlaps between them.  

In order to make the security check the proposed 
approach may suffer from long latency, especially if there is 
a miss in the local permission look-aside buffer, and the 
missed entry has to be loaded from external memory. Thus, 
due to the granularity of the security checks, silicon cost is 
unacceptable for embedded devices. 

The basic concept in our approach is to implement a low-
cost solution at the Network-on-Chip (NoC network 
interface. With ideal distributed co-hosting of several 
protection domains, software stacks transparently and 
efficiently share resources (processors, memory and 
peripherals) issuing memory accesses through Direct 
Memory Access (DMA) controllers.  

III. THE TRESCCA APPROACH 

The TRESCCA architecture secures critical data in a 
fully end-user transparent way, without storing information 
in centralized pools that define an attractive attack point 
[13]. TRESSCA consists of a CPU cluster, on-demand 
media accelerators and storage interconnected in a 
heterogeneous shared memory MPSoC via a complex NoC 
(STM’s Spidergon STNoC). Each CPU cluster is a 
symmetric multiprocessor (SMP) hosting OS execution.  

226Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-271-4

CLOUD COMPUTING 2013 : The Fourth International Conference on Cloud Computing, GRIDs, and Virtualization

                         239 / 263



 
Figure 1.  TRESCCA architecture with Hardware Security Module (HSM) 

A. Secure Information Processing  

TRESCCA introduces a novel security infrastructure that 
aims to protect the confidentiality and integrity of sensitive 
software against two types of adversaries: 
 Logical adversaries like rogue applications: viruses, 

Trojans or malware launched by the end-user. 
 Physical adversaries like the end user himself, with 

complete physical access to the system. For instance, 
the end user can issue a board-level attack by probing 
the bus between the SoC and its external memory or 
tampering with a system communication link. 

Notice that these two kinds of attacks can also be 
combined, as has already been done recently against famous 
game consoles and other consumer equipment. 

Protecting the system against logical adversaries will rely 
on virtualization techniques, while board-level physical 
attacks will be prevented by input and output data encryption 
and integrity checking. Both memory protection and 
virtualization techniques, implemented using hardware and 
tightly-coupled system drivers, will jointly reinforce a secure 
hypervisor kernel that isolates critical applications and 

prevents memory tampering. The following subsections 
describe how TRESCCA enhances the NoC backbone by 
extending its network interface and how these extensions 
help the hypervisor build the required security infrastructure. 

B. NoC Firewall 

The NoC communication infrastructure enforces strong 
isolation of VM by tagging the underlying transactions. 
What this means is that a potentially compromised Guest OS 
in a Virtual Machine cannot access data that is tagged by 
another VM. Next, we use the term domain to refer to an 
isolated environment in the platform, to which a subset of the 
shared physical memory is allocated.  

Using the virtualization concept, we can create a level of 
indirection between physical and virtual components. Each 
physical component is associated to many different virtual 
instances that are allocated to a domain and are referred to as 
the domain’s assigned components. For modern CPUs, this 
is possible using hardware virtualization extensions [2], for 
other components, such as DMA or hardware accelerators, 
an IOMMU is used [6]. 
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Figure 2.  Partitioning of physical memory to different logical domains 

Multiple domains can co-exist in a platform and a virtual 
component (e.g., a virtual CPU) can be mapped to a single 
domain. True domain isolation is achieved by blocking 
accesses (read/write NoC transactions) from resources 
outside the domain to their assigned physical memory; 
ideally, network routing paths are also balanced across VMs 
by assigning separate virtual circuits. This implies 
establishing a set of access rights on different address 
regions and ensuring that these rules are observed at each 
network interface. Our solution will be processor-
independent, although interrelation to predefined processor 
privileged levels is desirable (e.g., ARM v7 PL0, PL1, etc).  

Each initiator transaction is tagged with a corresponding 
VM and/or process identifier. The main innovation point for 
defining the set of access rights for each tuple (VM id, 
process id, and physical address) is introducing two levels 
of memory hierarchy. These consist of hierarchy 1 cache at 
all initiator interface and a hierarchy 2 cache at the target 
interface (resp. H1, H2 in Figure 2). In case of H2 miss, the 
NoC Firewall target interface is responsible for fetching the 
required entry from the physical memory containing the 
permission tables shared by the different NoC Firewall 
access points. A scalable NoC Firewall will enable flexible 
and efficient assignment of virtual components to an 
arbitrary number of domains, proving low latency and 
power-efficiency compared to past research, such as [12]. 
Moreover, by policing the NoC Firewall access point at the 
initiators, we would be able to detect and subvert Denial-of-

Service attacks, where malicious code attempts to saturate 
the NoC through massive unauthorized accesses. 

At the physical level, NoC Firewall and associated 
cryptography will ensure that all transactions between the 
SoC and its external environment are protected through 
domain isolation, confidentiality and integrity [5]. Thus, it 
will be infeasible for an adversary to spy or alter sensitive 
data crossing the SoC boundary without issuing an interrupt. 

C. STNoC Synthesis 

We have synthesized STNoC using STM 32nm 
technology in order to estimate the area overhead of the 
NoC Firewall. Assuming 20 domains and a  NoC with 80 
initiator and 68 targets, a secure AXI read-only interface 
occupies 23 to 30K gate equivalent (GE), compared to 20 to 
28K GE for the non secure case. Similarly an AXI write-
only interface occupies 21 to 51K GE, compared to 19 to 
49K GE for the non-secure case. Hence, the area overhead 
is  5 to 14% for read- and 3 to 11% for write-only interface, 
depending on the precise AXI configuration . 

D. Extended Hypervisor Security 

At the software layer, the TRESCCA hypervisor (KVM) 
must provide strict isolation by running different VMs on 
the connected devices. Thus, in our methodology, a trusted 
VM associated to a trusted domain, where data and code 
encryption is enforced, is assigned as the security master of 
the SoC resources, excluding any IO components. This VM 
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is responsible for creating and managing domains, for 
allocating physical memory to all domains and for setting 
up the necessary virtual and physical address mechanisms. 
For example, this VM can master the rendering functionality 
of a display, to avoid any malware execution that captures 
authentication data. Security is further enhanced by a set of 
approved applications that software encrypt (possibly via an 
on-chip hardware accelerator) communication with the 
external memory, provide integrity checking and dispose 
any unused network connection. This way each application 
is completely isolated and external attacks are not possible.  

In addition, the hypervisor defines a secure VM 
managing all closed or corporate “walled garden” 
applications (cf., set-top box example). The secure VM is 
associated to a secure domain that may include I/O 
accelerators and provides services to connect to the external 
world, e.g., to an untrusted VM. The main difference from 
an application running on the trusted VM is that these 
applications can communicate through a firewall to the 
cloud for additional computing power and/or storage. 

The remaining VMs can execute untrusted applications 
and connect to the external cloud environment. In these 
VMs there is always a risk that a downloaded application 
exploits security vulnerabilities. Therefore, mandatory 
monitoring and integrity control (MIC) protocols at the 
underlying NoC Firewall (see Figure 2) ensure that security 
policies are uniformly enforced at the hypervisor layer [1]. 
Our custom MIC hardware extensions are related to 
software security, similar to mandatory access control 
(MAC) extensions in SELinux, e.g., the Loki tagged 
memory architecture [14]. Restricting different workloads 
through our MIC ensures that viruses and other malicious 
code cannot spread from one VM or guest OS to another, 
and data cannot easily leak from an untrusted VM or guest 
OS to another one even if VMs start to misbehave. 

IV. CONCLUSIONS AND FUTURE WORK  

Cloud computing is an emerging technology that quickly 
goes mainstream, making our society increasingly online, 
with consumers using browsers embedded in mobile devices 
or modern TV sets to access e-mail and social media. 
Besides smart phones and TVs and tablets grabbing the 
headlines, in the near future game consoles, cameras, photo 
frames, radios, printers and set-top boxes will also be 
connected to the cloud. Depending on the nature of the 
threat, cloud security must encompass three components: 
confidentiality, integrity, and availability. Confidentiality is 
violated whenever sensitive information is disclosed to any 
unauthorized entity (human, program, or system). Integrity 
is violated whenever unauthorized code is executed or 
unauthorized data is used. Availability is violated when an 
attacker succeeds in denying services to legitimate users. 

The ongoing TRESCCA project develops a lightweight, 
non-intrusive secure hardware and system software-based 
infrastructure, that supports multiple domains on top of 
virtualization technology, in order to realize separation 
among client’s broadband services (e.g., in Android) and 

global broadcast services (e.g., in NDS, HbbTV). This client-
centric, “walled garden” allows client control over its 
application code and media content. Moreover, virtualization 
technology will allow set-top box or smart TV to efficiently 
execute (and migrate, if necessary) multiple virtual machines 
enabling hardware consolidation, increased utilization and 
energy savings. Thus, different middleware and OSs can run 
simultaneously on a single device, laying the foundations for 
reducing cost, while promoting interoperability of secure and 
trustable interactive services and cross-platform application 
scenarios in heterogeneous virtualized multicore systems. 
Most project outcomes will be publicly released as open 
source software. Functional specifications of the architecture 
currently developed aim to characterize performance and 
silicon overhead with typical execution scenarios that run on 
top of an extended open source, secure KVM hypervisor. 
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Abstract—Different mechanisms, such as checkpointing, task
replication, alternative tasks execution or task migration among
different resources, for instance, have been traditionally applied
in (heterogeneous) grid environments for fault-tolerance. Cloud
based resources can easily improve both availability and reliabil-
ity of a given system when used for recovering faulty tasks. In
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the application of very effective fault recovery policies.
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I. I NTRODUCTION

Grid systems are prone to faults [1][2][3]. Different fault-
tolerance mechanisms (checkpointing, task replication, alter-
native tasks, or task migration, for instance) have been tra-
ditionally integrated into Grid middlewares and management
systems in order to handle and minimize the impact of
these faults [4][5]. Nevertheless, these mechanisms do not
prevent end-users jobs from experiencing high failure rates
when they are executed in this type of distributed computing
infrastructures [6]. For that reason, users must play a vital
role in the course of detecting these faults: checking execution
logs and job outputs, for instance [1]. Undesirable behaviour
is then notified to Grid administrators so that they can adopt
the necessary steps to restore the Grid.

In the last years, the Grid computing community has con-
centrated its research efforts on integrating several heteroge-
neous Grids in order to generate more powerful computing
infrastructures. Resource management frameworks have been
developed to provide a transparent and easy-to-use access to
the set of integrated computing infrastructures. Consequently,
these heterogeneous infrastructures are viewed as a whole from
the end-users’ point of view. Some relevant examples of these
solutions are GJMF [7], P-GRADE [8], SWAMP [9], Grid-
Way [10], eNANOS [11], EMPEROR [12], or GMBS [13].
Obviously, this new model of solution requires new fault-
tolerance mechanisms at the global level because frameworks

consist of internal services (schedulers, state monitors,re-
source registries, etc.) that are also prone to faults. These
mechanisms must be compatible with the ones integrated into
each local Grid. Currently, resource management frameworks
use the monitoring and notification capabilities of their mid-
dlewares to detect faults. Then, resubmission techniques are
integrated into their fault management components to recover
the execution of failed jobs.

In [14], authors proposed an open framework for the flexible
deployment of scientific workflows in heterogeneous Grid
environments. From an architectural point of view, the frame-
work was organized as a set of components connected through
a central bus, which was used by the components as the mean
to send and receive messages. At the beginning, the fault
management was very simple and consisted of re-submitting
the faulty task (either to the same computing resource or to an
alternative one). In this paper, we try to improve framework
availability and reliability by using cloud-based resources. The
experience gained by solving complex computational problems
has also allowed us to understand a wide variety of faults
suffered by this type of distributed computing infrastructures.
The use of cloud resources can help solve some of these faults
or at least reduce their effects.

The paper is organized as follows. Section II briefly de-
scribes the architecture of the proposed framework for scien-
tific workflows execution. The description is mainly focused
on the components involved in fault management. Section III
introduces the suggested fault classification and a discussion
about their corresponding effects. Sections IV and V present
two cloud-based solutions for solving availability and relia-
bility problems. We have concentrated on situations caused
by a large performance degradation of computing resources
and bottlenecks in the common bus. Section VI describes the
main related work. Finally, Section VII summarizes the main
contributions of the paper.

II. BACKGROUND

As it was mentioned earlier, we proposed a framework
for the flexible deployment and execution of scientific work-
flows. The flexibility has been achieved at different levels:
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from a computing point of view, the framework is able to
integrate heterogeneous computing infrastructures to create
more powerful execution environments; from a programming
point of view, workflows can be programmed independently
of the computing infrastructures where related jobs will be
executed and using different high-level languages widely ac-
cepted by the scientific community; and, finally, from a config-
uration point of view, new functionalities can be dynamically
added/removed to the framework in order to meet the different
needs of each application and user.

An integration model based on amessage busis key
to achieve the flexibility of the proposed solution. More
specifically, the cornerstone of the proposal is a bus inspired
by the Linda coordination model [15]. This component pro-
vides an application interface (API) for sending and receiving
messages in an asynchronous way, coding them as Linda
tuples. The rest of system components offer their capabilities
through the common bus, and collaborate by exchanging
messages using the bus as the communication channel. This
integration model has several advantages compared to other
more traditional approaches: (1) a bus reduces the coupling
between system components (they are connected by making
use of an asynchronous message passing mechanism); (2)
components can be dynamically added or removed without
disturbing the execution of other existing ones (to adopt new
functionalities, for example); (3) a bus favours the scalability
and distribution of the solution; and, finally, (4) a bus supports
complex message exchange patterns (publish and subscribe
mechanism, content-based message routing, etc.) that facilitate
more flexible integration strategies.

In this communication model, framework components are
not aware of other components connected to the message
bus. Each message is assigned an exclusive tag to identify
the receiver and each component identifies the messages
addressed to it with that tag. Thus, management components
and mediators can be easily replicated to improve framework
performance and reliability. Replicated components compete
for the same messages and the message bus decides which
mediator gets each message. As a consequence, components
can be easily replaced to adopt new functionalities, change
them or fix bugs.

Figure 1 shows the high-level system architecture which
is composed of three different layers. At the top, theUser
interface layeris composed of the different programming tools
that can be used to program scientific workflows (Taverna,
Triana, Kepler, Pegasus, etc.). Resulting workflows are sub-
mitted to the framework for their execution. The components
of theExecution layerare responsible to manage the workflow
execution life-cycle. Internally, this layer is composed of
the message busand the components that provide the core
functionalities. In order to provide this functionality, two
types of components have been connected through the bus:
management componentsand mediators. The first ones offer
extra functionalities to enhance workflows, task life-cycle
and framework capabilities (meta-scheduling, fault-tolerance,
monitoring, etc.). On the other hand, mediators encapsulate

Figure 1: Architecture of the proposed framework for the
execution of scientific workflows in multiple heterogeneous
computing infrastructures.

the heterogeneity of each specific computing infrastructure to
facilitate its integration into the framework (in more detail,
a mediator must interact with a specific infrastructure to
submit jobs, move input/output data, monitor job executions,
detect undesirable states, etc.). Finally, at the bottom ofthe
architecture, theComputing infrastructures layeris formed
by different and heterogeneous computing infrastructures. At
the beginning, three computing environments were integrated:
the HERMES cluster hosted by the Aragón Institute of En-
gineering Research (I3A) [16], which is managed by the
HTCondor middleware [17]; and two research and production
grids managed by the gLite middleware [18] and hosted by
the Institute for Biocomputation and Physics of Complex
Systems (BIFI) [19], namely AraGrid [20] and PireGrid [21].
A more detailed description of the architecture can be found
in [14][22].

In the first implementation of the framework, availability
and reliability issues were deliberately ignored. In this paper,
we propose the use of Cloud computing to add these require-
ments. In this Cloud-based approach the selected integration
model plays a relevant role as it will be shown in the following
sections.

III. I NTEGRATION OF FAULT HANDLING MECHANISMS

INTO THE FRAMEWORK

As we have already discussed, grids and computing clusters
are prone to faults. In this section, we present various types
of faults that can locally occur in these infrastructures and
the techniques usually used to detect and handle them. Our
discussion focuses on the user perspective and considers the
effects produced by these faults in terms of availability (the
ability of the system to be ready for successful job submission)
and reliability (the ability of the system to successfully execute
jobs even in the presence of failures during job execution).
Other fault classifications can be found in [1][2][3].
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Additionally, the proposed execution framework could also
be affected by faults. The message bus is the most critical
component of the architecture: if the bus fails, the whole
system fails. Besides, the bus can become a bottleneck and,
as a consequence, degrade performance (for instance, when
a large number of application jobs are being executed by
the framework). For this reason, mechanisms that improve
the reliability and scalability of the framework must also be
integrated.

Let us briefly describe the faults that can affect computing
resources and introduce solution mechanisms. A more detailed
description will be presented in the two following sections.

A. Faults at the computing infrastructures level

In this work, we have considered the followinf set of faults,
identified from our experience in scientific workflows solving:

• Computing resource failures: A computing resource may
suffer hardware, network or operating system faults that
affect the jobs that are being executed on it. These
faults are not critical because they only involve individual
resources and can be easily repaired.

• Hardware upgrades and maintenance: These actions typ-
ically require shutting down the computing infrastructure
causing unavailability periods. They involve the failure
or cancellation of all jobs submitted to the infrastructure.

• Software upgrades and maintenance: Depending on the
nature of the software upgrade, it may be transparent, it
may cause some resources to be unavailable and some
job failures, or it may cause total unavailability and the
failure of all jobs. Also, it may affect only certain users.
Additionally, these actions often lead to periods when the
infrastructure is unreliable due to misconfiguration.

• Environmental failures: These faults are provoked by
causes external to the computing infrastructure (power
outages or cooling issues, for instance). The affected
computing infrastructure can become totally unavailable
and all running jobs may fail.

• Deployment and configuration of new software: The ex-
ecution of some applications may need to install and
configure new software and services. These operations
must be performed by administrators and may take a large
amount of time. Although this situation does not strictly
involve any failure, it prevents users from executing jobs
due to the deployment of new software and potential
misconfiguration. During this period, the user views the
computing infrastructure as totally unavailable.

• Application-dependant problems: When a service re-
quired for the execution of an application fails or is not
available, administrators are responsible for restartingthe
service (users do not have the required privileges [1]).
While the failure is being fixed, applications using the
broken service fail. As a consequence, the resource is
seen as unavailable for some users, while others remain
unaffected.

• Middleware failures: Due to the distributed nature of grid
middlewares, failures can involve different components

and their effects may vary. A failure in key components,
which represent a single point of failure, may cause
total unavailability and the failure of all executing jobs,
whereas a failure in a secondary component may have no
effect on users. In our particular case, since the frame-
work could be seen as a meta-middleware, these failures
may appear at the framework level and the computing
infrastructures level.

The previous faults involve different availability problems
ranging from situations where less resources are availableto
states where the complete infrastructure becomes unavailable.
From the reliability point of view, there could be no effect
at all or failures in all executing jobs. To detect and repair
some of these faults, grid middlewares integrate differentfault-
tolerant mechanisms. In general, they are only able to detect
the most simple ones (computing resource failures) and they
cannot recover from all detected faults [3]. Additionally,some
middlewares provide techniques to mitigate the effect of faults,
such as checkpointing [5] or over-provisioning [23][24]. In
any case, these techniques are only useful to recover from
computing resource failures where some resource becomes un-
available and a few jobs fail. More critical problems involving
total unavailability and unreliability are much more difficult to
manage. These problems lead to situations where users cannot
execute any job and lose a valuable time waiting for the fault
to be fixed.

B. A hierarchical strategy for handling grid/cluster faults

Once the effects caused by these faults are understood, a
strategy to handle them can be implemented and integrated.
We propose a solution based on the hierarchical management
of faults. Firstly, when the execution of a job fails, the fault
is locally managed by the computing infrastructure where the
job was being executed (a kind of local strategy). The local
fault tolerance mechanisms are responsible for detecting and
handling this kind of failures. In some cases, these mechanisms
can collaborate with the mediator component that manages the
access to the infrastructure in order to react to the fault: for
instance, if the execution of a job has failed, the mediator can
locally submit it to a different computing resource of the same
infrastructure.

If the fault persists after taking corrective actions at the
level of the computing infrastructure, it is dispatched to the
execution layer. More specifically, the mediator of the faulty
infrastructure sends a fault message to the message bus. A new
management component for fault handling has been integrated
into the framework execution layer. This component is respon-
sible for catching fault messages and guarantees the successful
execution of jobs using reliable computing resources. In our
approach, the job could be submitted to another computing
infrastructure or, as a last option, cloud computing resources
could be used by the component to execute the job.

Therefore, for these types of faults the proposed solution
consists of two levels of fault handling: firstly, at the specific
computing infrastructure level, and, secondly, at the execution
framework level.
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C. Improving the framework reliability and scalability

The architecture of the proposed framework favours the
management of faults at the software components level (medi-
ators, management components and the message bus). When a
mediator or a management component fails, its functionality is
disabled. In the case of a mediator, the access to the computing
infrastructure managed by it is closed; whereas in the case of
a management component, the capabilities of the framework
(scheduling, data movement, fault tolerance, etc.) are reduced.
Both situations can be solved using the same solution: in-
tegrating into the framework multiple instances of the same
component. Let us remember that in the proposed solution
components can be added or removed without disturbing the
execution of other existing ones and multiple instances can
work together without interfering with each other.

On the other hand, the message bus is the core component of
the framework. How can we make this component reliable and
scalable? In order to deal with the first issue, the message bus
has been deployed in a virtual machine provided by Amazon
EC2 [25]. For the scalability issue, a new version of the
message bus has been implemented. Now, the bus is distributed
through several computing nodes (virtual machines) and new
elastic capabilities (inspired by cloud behaviour) have been
integrated into it. The bus is able to monitor its internal
state (number of messages, response time, throughput, etc.)
and predict when its performances or capabilities might be
compromised. When some of these undesired states is de-
tected, new computing nodes can be dynamically added to
host message exchanges.

In the following sections, we go deeper into these aspects.

IV. M ANAGEMENT OF AVAILABILITY AND RELIABILITY

ISSUES

The characterization presented in Section III shows that, in
large-scale distributed computing infrastructures, there are a
lot of problems leading to temporal or permanent unavail-
ability states and job failures due to reliability issues. As
a result, users experience severe delays in both submission
and termination of their jobs and unexpected end statuses.
To tackle this problem, we have extended the mediators
with monitoring capabilities. A hierarchical fault management
mechanism is proposed, enabling the framework to manage
faults at different levels using several fault recovery policies.
This reduces the overhead of the message bus and the time
required to handle failures. We also propose the use of public
clouds as reliable computing infrastructures for the execution
of jobs that systematically fail in the integrated computing
infrastructures.

A. Solution design

Mediators have been extended with anInfrastructure Mon-
itor and aLocal Fault Manager. Figure 2 shows the mediator
architecture for this approach. TheJob Submissionprocess and
its related components have been simplified (for more details
about the job submission, please refer to [14]), as we will
focus on monitoring and fault management.

Figure 2: Simplified Architectural design of a generic mediator
to lead with unavailability and failure events.

Let us briefly depict the process carried out in the media-
tor. First, theJob Submitterreceives job execution requests,
retrieves the input data required for the job execution (if
necessary) and commands its execution to the computing
infrastructure. After that, the job description and job identifier
provided by the infrastructure are stored in theJobs Pool.
When a job finishes its execution, theJob End Monitor
fetches the job description from theJobs Poolusing the job
identifier. Then, it checks the log and error stream files as
well as the existence of the output files defined in the job
description. If an error is detected or the output have not been
generated, the information about the error is passed to the
Local Fault Manager. Otherwise, the output data are moved to
the destination specified in the job description and the results
are sent to the message bus.

The mediator can detect failures and unexpected job ter-
minations. However, in order to avoid such situations, the
Infrastructure Monitorperiodically checks the status for re-
source availability. With this information, it updates theRe-
source Registryand notifies theLocal Fault Managerif any
availability problem is detected. TheLocal Fault Manager
is the component responsible for taking decisions when a
job fails or an unavailability state is detected. Its designis
similar to theGlobal Fault Managerpresented in [14]. A rule-
based engine is used as the decision maker. The set of rules
can be modified at runtime, providing adaptation capabilities
for specific scenarios. Therefore, different policies can be
used depending on the underlying computing infrastructures,
execution traces or system load, for instance.

When a job fails or an unavailable state is detected, the
Local Fault Manager can decide to either re-execute the
involved jobs or notify theGlobal Fault Manager. In the first
case, the re-execution process remains internal to the mediator.
This approach reduces the overhead of the message bus and the
time required to handle the failure. In the last case, a message
with error information and the job description is sent to the
Global Fault Manager(via the message bus).
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Finally, theGlobal Fault Manager(namelyFault Manager
in Figure 1) retrieves messages with information about faulty
jobs and chooses a computing infrastructure to re-execute them
on or notifies to the user if the fault is not recoverable (for
example, because the server hosting input data is down). In
case of a recoverable fault, the following approach is used:if it
is the first failure, another computing infrastructure is selected;
if it is the second failure, a reliable infrastructure is selected;
finally, if the third failure is reached, the error is propagated
and the user is notified.

We propose the use of public cloud resources as reliable in-
frastructures because they provide the opportunity of executing
jobs in a well controlled and previously defined environment.
Cloud resources are less sensitive to resource failures through
virtualization and migration techniques. Clouds also provide
high availability and reliability, and they supply ”infinite” on-
demand resources in a pay-per-use model.

B. Evaluation

In collaboration with the Intelligent Systems Group of the
University of Santiago de Compostela (Spain), we have solved
a computing-intensive problem in the field of linked data.
The problem consists of extracting a set of significant terms
from learning units. Each set of terms must be semantically
annotated with relevant contextual information extractedfrom
the DBPedia [26]. This problem requires the execution of
about 20000 jobs for a whole week. As a consequence, it
is very sensitive to faults. We have used this experiment as
a benchmark for the proposed hierarchical fault management
system.

Figure 3 shows the failure rates obtained using different
policies in the local fault manager (no fault recovery, one
resubmission and two resubmissions) and the global fault
manager (no fault recovery, resubmission on an alternative
computing infrastructure, resubmission on an Amazon EC2
resource and a combination of the two last ones). As it can be
observed, using public cloud resources allows us to recover
from any failure (except failures due to unreachable input
data or bad definition of jobs). Otherwise, if we only use
the integrated local infrastructures, there are some jobs that
still fail after several executions due to unavailability and
unreliability states of computing infrastructures.

Besides, the hierarchical approach presented reduces both
the message bus overhead and the time required to handle the
fault. In the experiments, we have observed that the average
time required to handle a fault with our previous design was
1071.23 milliseconds, and the hierarchical design reducesthis
time to 143.21 milliseconds. When a job fails for the first
time in the hierarchical approach, its management remains
internal to the mediator. In the previous (non-hierarchical)
design, a message was introduced into the message bus and
then retrieved by the Global Fault Manager, which would take
the decision of resubmitting the job to the same infrastructure
(so a new message was written in the message bus and then
retrieved by the corresponding mediator in order to submit the
job again).

Figure 3: Failure rate for different fault management policies.

The percentage of faults detected by the mediator with
respect to the number of total job failures has been also
measured. Without infrastructure monitoring, some failures
were not detected because the management middleware did
not notify them, the middleware itself failed or the computing
infrastructure was down. Currently, the Infrastructure Monitor
is able to detect these situations and help mediator handle all
failures. As a result, the percentage of job failures detected
has increased from a 91.92% to a 99.99%.

V. I MPROVING FRAMEWORK SCALABILITY THROUGH AN

ELASTIC MESSAGE BUS

Scalability is one of the main challenges of any distributed
system. In cluster and grid computing, scalability focuses
on the number of computing resources available as well
as the flexibility to integrate new ones. The scalability of
the management system plays a very important role in the
improvement of the quality of service experienced by end-
users in terms of response times and system crashes.

The message bus is the backbone of the proposed architec-
ture. In order to make the system more scalable, we propose
an elastic design, taking advantage of the dynamic scaling
provided by cloud systems. As it will be shown, with respect
to the previous message bus version, the use of a cloud-based
solution improves both scalability and reliability.

A. Solution design

To deal with scalability issues, we have extended the
original design of DRLinda, a distributed message bus based
on the Linda coordination model [27]. The main idea behind
DRLinda is the use of several nodes implementing message
repositories to host messages in a distributed way. We have
extended this approach to dynamically scale the number of
nodes depending on the number of messages and message
access frequency when the system is running.

The previous implementation of DRLinda could dynami-
cally vary the number of nodes used to lead with bursts of
requests. However, these changes must be performed man-
ually and only local resources can be used. A cloud-based
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Figure 4: Message bus architecture overview.

elastic design allows self-configuration and auto-scalingof the
number of nodes used at any moment. The new architectural
message bus design is sketched in Figure 4. The approach
includes two new components in addition to the existingLoad
Balancer[27]: a Performance Monitorand aNode Manager.

ThePerformance Monitoris a component that receives and
processes information on client requests and collects metrics
such as number of requests, response time or throughput,
averaged for the last requests. The results of these metrics
and time conditions (for example, time since the last scaling
request) can then be used to define the scaling conditions.
When a condition is satisfied (scaling up/scaling down), this
component communicates with the Node Manager to deploy
or release a node.

The Node Manageris responsible for allocating new re-
sources and releasing unnecessary ones. When a new resource
is requested, the Node Manager looks for a new local resource
that becomes a DRLinda node. If there are no available local
resources, it gets a cloud instance. In this way, physical local
resources and virtualized cloud resources can be used at the
same time to provide good quality of service. Also, when a
resource must be released, the component selects the most
appropriate one and manages message transfer between the
involved nodes, via the Load Balancer. To reduce costs, cloud
resources are only released when they are about to fulfil an
entire hour of use (due to the hourly billing model of the cloud
provider we have used). Consequently, if there is a pending
release request when a cloud resource is going to complete an
entire hour, that resource is released. Also, if a cloud resource
can be released but there is no request, a local resource (if
available) is used to replace it.

B. Evaluation

To measure the efficiency and scalability of both archi-
tectural designs, we have used the methodology proposed
in [27][28]. In these experiments, a set of clients access the
message bus. Every client warms-up the message bus by insert-
ing a random number of messages (between 1500 and 5000)
and then iterates 2000 times through the following sequence
of operations: first, it executes anout operation (send a new
message), then waits for a random time (Tdelay ∈ [200, 250]
ms), and then retrieves the same message (operationin). When
completed, the client terminates. A detailed justificationof
the parameters used for the experiment can be found in [28].
The size of the messages has been set accordingly to the
problem we are managing. JSDL messages extracted from
the experiments presented in [22] have been used, which an
average size of 63 Kbytes.

Figure 5a shows the average response time observed both in
the original DRLinda implementation and the new elastic de-
sign. In both cases, we have used m1.medium Amazon Elastic
Compute Cloud (Amazon EC2) [25] instances as resources to
host message bus components. For the experiments, the former
DRLinda was deployed over 25 nodes. On the other hand, in
the case of the elastic solution, only two nodes were initially
used, and then new nodes were added under request (up to 70
nodes were registered during the experiment). Obviously, the
dynamic scalability introduces an overhead as the message
space must be redistributed. However, the overhead is not
significant compared to the response time and the throughput
in terms of Input/Output Operations Per Second (IOPS). As
it can be seen in Figure 5a, the response time improves very
significantly when using the cloud-based solution. This is due
to a more efficient load balancing in every node. While in the
case of the former DRLinda the nodes have to support a higher
load, the use of an elastic approach allows to keep nodes at
optimum levels of occupation and CPU and memory loads.

On the other hand, the results in Figure 5b depict the
throughput in terms of IOPS. As shown, the use of a cloud-
based elastic approach reports several benefits. First, the
number of concurrent clients supported by the bus scales with
no problem over the maximum number of clients. Moreover,
the IOPS only decrease because of the overhead of space dis-
tribution, but remain in the range of [1100,1200] milliseconds
for a huge number of simultaneous clients.

The experiments have also shown how the use of an
elastic solution allows to extend the number of concurrent
clients without suffering severe delays or service interruptions.
Therefore, it is a successful mechanism to avoid bottlenecks
in the message bus.

VI. RELATED WORK

There are several works seeking to improve understanding
of failures in Grid environments. However, none of these
studies analyse failure impact on end users. In [2], a tax-
onomy for the classification of Grid faults is proposed. The
taxonomy presents several perspectives for the classification
of Grid failures (origin, duration, consequences, etc.) but
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(a) Performance comparison (b) Throughput comparison

Figure 5: Performance comparison between former DRLinda and elastic DRLinda message bus in terms of: (a) response time
and (b) Input/Output Operations Per Second.

it lacks an analysis of causes and effects that could help
in handling failures. In [1] and [3], different surveys about
Grid failures are presented. On the one hand, in [1], failures
are classified as configuration, middleware, application and
hardware failures. The main concerns and problems regarding
fault management are studied showing that end users are
highly involved in fault detection and recovery, failures are
mostly due to misconfiguration and recovery mechanisms are
application-dependant. On the other hand, in [3], hardware,
operating system, middleware, task, workflow and user related
failures are identified. Also, detection, prevention and recov-
ering capabilities of several workflow management systems
are analysed concluding that current systems are not able to
properly manage faults.

With regard to scalability and dynamic autoscaling of re-
sources, [29] analyses existing mechanisms to dynamically
scale applications in clouds at three different levels: server,
network and platform. [30] shows a technique to dynamically
scale cloud resources up and down considering performance
and budget information. This technique is based on acquiring
enough instances to met application deadlines and shutting
down unnecessary instances when an hour is going to be
fulfilled. In [31], look-ahead optimizations are used to predict
future workloads and scaling applications while cost remains
low. However, results are limited to scenarios with few re-
sources and accurate predictions. On the contrary, in [32],
profiles are used to provide just-in-time scalability for cloud
applications in environments with unpredictable workloads.
Profiles capture application characteristics, architecture and
topology, scaling conditions and mechanisms to automate the
deployment and release of new resources.

Finally, different proposals use public Cloud resources to
improve job completion rates and to meet the deadline of QoS-
constrained jobs. In [33], a rescheduling algorithm is used

to deal with grid performance fluctuations. When a job ends
after its estimated finish time, a job waiting for execution in
the same Grid resource is selected to be executed in a cloud
resource. Meanwhile, in [23], task replication is used to reduce
the makespan and cost of workflows executed in Grids and
Clouds. An unreliable pool of resources is used to execute
jobs in first instance, while reliable resources (formed by
public Cloud instances and own resources) are used to execute
replicated jobs in the tail phase of BoTs (Bag of Tasks). A
similar approach is used in [24], where jobs are first scheduled
in clusters and Grids, then some jobs are replicated to increase
their success probability and finally public cloud resources are
used as backup if additional replication is required.

VII. C ONCLUSION AND FUTURE WORK

In this paper, we have identified and analysed several avail-
ability and reliability problems from the users’ point of view
in the context of a framework to execute scientific workflows
in heterogeneous computing environments. This analysis has
allowed us to identify common situations where job fails and
users cannot execute any job.

To increase framework availability and reliability, two
cloud-based solutions have been proposed: an elastic design
of the message bus and a hierarchical fault management. On
the one hand, the elastic design of the message bus allows
the framework to deal with bursts of requests providing high
quality of service at a low cost. On the other hand, managing
faults hierarchically results in a better treatment of faults
by applying different policies at different levels, fasterfault-
recovery and less overhead in the framework. Also, using
public clouds as reliable computing infrastructures allows the
framework to execute jobs even in total unavailability and total
unreliability situations, reducing the failure rate experienced
by end-users.
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As future work, we will study techniques to reduce the
cost of the proposed solutions without decreasing the quality
of service and job completion rates. Also, we will define
reliable scheduling policies to increase the number of jobs
successfully completed in their first execution. Finally, we will
explore the use of Amazon Simple Queue Service (Amazon
SQS) [34] in replacement of the Linda-based message bus
to improve performance, availability and reliability of the
proposed framework.
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Abstract—With the increasing number of providers offering
cloud-based services, new opportunities arise to build applications
capable of avoiding vendor lock-in issues. Such applications
are developed in multi-cloud environments that allow replacing
services with those offered by alternative providers. While this
may improve quality and provide independence from a single
cloud service provider, it also brings new risks. Being able to
assess risks and those quality aspects that are specifically related
to multi-cloud environments is essential in order to design reliable
applications based on the use of cloud services. Although a lot of
work has been done to study risks and quality aspects for cloud
services, this is usually focused in single-provider scenarios. In
this position paper, we discuss several risks and quality aspects
that are specifically related to multi-cloud environments.

Keywords- Multicloud, Risk assessment, Quality predic-
tion, Cost prediction

I. INTRODUCTION

Many applications and Cloud Service Providers (CSPs)
replicate or combine services from multiple clouds or multi-
clouds (also called cloud mashups [9]) to avoid the risk of ven-
dor lock-in. New architectures, technologies, and standards are
being proposed to support collaboration among multiple cloud
systems [1], [2], [6], [7]. Although direct collaboration among
applications hosted by different clouds is still restricted [9],
the adoption of these proposals will improve the ease of
migration from one provider to another and increase open
competition. Nevertheless, the current environment already
offers many opportunities for collaboration among services
offered by different providers without requiring standards or
important changes to the delivery model.

In multi-cloud environments, it is essential to provide tools
that guide multi-cloud application architects to choose the ser-
vices providing the necessary quality and ensuring acceptable
level of risk. Previous work has focused on describing quality
aspects and metrics to measure the suitability of a cloud service
from a multi-dimensional perspective. An example of this
is the Service Measurement Index (SMI) [10], a framework
designed to allow for quick and reliable comparison of IT
business services. SMI establishes the basis for comparing
isolated services in regard of several categories such as for
instance accountability, agility or assurance. However, they do
not explicitly analyze these aspects in a multi-cloud context.

Based on this quality aspects and other factors, model-
based decision making system help application designers to
choose the cloud components that better fit their needs. Some

of these major factors include functional and non-functional
properties, as well as cost and the added value. A trade-off
between such factors is the basis for decision making. This
trade-off is particularly complex between the non-functional
factors, the variable parts of the architecture, and the cost of
the selected solutions. The variability, as well as incomplete
information or knowledge, are also sources of risk. Since
functional requirements are less flexible and specified rather
early, and since the added value is strongly related to functional
properties, the factors that are tuneable and highly interrelated
are risk, quality and cost.

In this paper, we discuss the risks related to cloud services
in a multi-cloud environment, the quality aspects that are spe-
cific to that environment and make some cost considerations.
We analyze three important issues which are essential in multi-
cloud environments: interoperability issues between services
offered by different providers, the ease of migration from a
current service to a new equivalent service, and the security
issues that arise from the fact that confidentiality, integrity,
availability, etc. does not depend on a single provider.

This paper is organized as it follows. Section II presents
related work. Section III briefly describes multi-clouds es-
cenarios and describes the aspects considered in this paper.
Section IV presents a summary of quality aspects to be
considered. Section V provides a brief description of costs
that must be taken into account in this type of environment.
In Section VI, we discuss risks that must be considered in a
multi-cloud. Finally, Section VII presents the conclusions and
draws some future work.

II. RELATED WORK

As a basis for the elicitation of the adequate quality
characteristics, the software product quality standard ISO/IEC
9126 defines quality as the totality of features and character-
istics of a software product that bear on its ability to satisfy
stated and implied needs. The ISO 9126 standard provides
an established specification of decomposed quality notions
with their qualitative and quantitative definitions. The standard
defines a quality model for external and internal quality, and for
quality in use. The characteristics of the internal and external
quality model are functionality, reliability, usability, efficiency,
maintainability and portability. These are in turn decomposed
into a total of 34 sub-characteristics.

SMI [10] is a standardization effort from the Cloud Ser-
vices Measurement Index Consortium (CSMIC) consisting of
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Fig. 1: Examples of two different multi-cloud scenarios

academic and industry organizations. The Service Measure-
ment Index (SMI) uses a series of characteristics and measures
to create a common means to compare different services from
different suppliers. The characteristics are categorized as Us-
ability, Performance, Agility, Security and Privacy, Financial,
Assurance and Usability. Each of these characteristics has a
number of measures that can be used to evaluate the risk in
using a service. For example in the accountability category
one of the measured attributes is Compliance and another is
Service-Level Agreements (SLA) verification both of which
can be used to create a risk measure for the service and the
provider. The work presented in this paper is based both on
the ISO standard and SMI conclusions.

In order to enable risk monitoring based on indicators
or metrics, there is a need not only to identify the relevant
indicators, but also to understand how to relate the indicators
to potential risks, and how to aggregate the monitored values
into risk levels [5]. In this paper, we identify both risks
and quality aspects related to multi-cloud environments. To
our knowledge, none of the previous work has been focused
on jointly analysing risk, quality and costs in a multicloud
environment.

III. MULTI-CLOUD SPECIFIC NEEDS AND CHALLENGES

We define a multi-cloud application as any piece of soft-
ware using several cloud services hosted by two or more differ-
ent providers. Usually, two different scenarios are considered
when referring to multi-cloud environments. Figure 1 depicts
these two cases. In the first case (a), an application is replicated
to improve resilience, and may also be used to avoid vendor
lock-in. This means that the application has two independent
instances using the same type of cloud services (A, B, C in the
figure) in two different cloud providers. In the second case (b),
a single instance of the application runs different cloud services
hosted by two or more cloud providers. In this latter case,
it is also possible to replicate services to ensure availability.
This would also imply synchronization. Because of the need
for high interoperability between services offered by different
providers, scenario (b) is in general more complex to manage
and may potentially involve larger risk compared to (a). In fact,

scenario (a) may be considered a particular case of scenario
(b). Because of this, we focus on scenario (b) in this paper.

The use of multiple cloud services from multiple providers
adds a new dimension of complexity to an already complex
cloud computing scenario. Heterogeneity caused by the ex-
istence of independent providers that have created their own
business models, protocols, processes and formats generates
an increasing number of risks to be taken into account when
creating a new application using a multi-cloud strategy. In
this paper, we emphasize three essential aspects that must be
considered in a multi-cloud environment:

• Heterogeneity of services offered by different
providers results in reduced interoperability: the
lack of standard interfaces for services in different
clouds and the creation of independent proprietary
systems by each provider, make multi-cloud environ-
ments very heterogeneous. Interoperability problems
may range from technical issues, such as messaging
interfaces or quality of service, to semantic, orga-
nizational or legal issues. This heterogeneity is an
important risk to consider at design time, since it will
influence the capacity of an application architect to
decide between one service and another. In terms of
quality, a service will be highly interoperable with
other systems if it can be combined in collaboration
with many other services, from the same or other cloud
service providers.

• Migration between services offered by different
CSPs is an essential operation to ensure the com-
pliance with the application requirements: one of
the most common reasons to deploy an application in
a multi-cloud environment may include increasing the
cloud service catalog and increasing the capacity of
users to migrate from one service to another in case
the requirements on the application are not fulfilled.
We call this capacity replaceability, and it represents
the ease to migrate from one service to another to
replace the first one. It will be essential to decompose
migration processes from one cloud service to another
into several finer-grained steps, and analyze the quality
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aspects to be considered in the process.

• Security threats are increased in multi-cloud com-
puting environments: increasing the number of ser-
vices and providers, will increase the complexity of
the overall system and the number of potential attacks.
Control over customers data decreases, especially
because of potential migration between services of
different providers. The continuous communication
of data between services in different clouds may
also result in storing data in intermediary less secure
external storage systems, increasing the overall vul-
nerability and potentially compromising confidential
information. In terms of data privacy, multitenancy
makes it more difficult to guarantee confidentiality of
sensitive information.

These three aspects have been selected and prioritized after
several interviews with industrial and academic partners. They
have been chosen based on experience and from studying
different migration processes. They represent three essential
requirements in a multi-cloud environment: coordination be-
tween services offered by different providers, capacity to re-
place a service by another one, and the increase of complexity
in the system increasing possible points of failure in terms of
security. Note that, we do not claim this to be a comprehensive
list of possible aspects to analyze, but we believe they are a
good starting point to establish the basis to define risk and
quality in multi-clouds.

IV. QUALITY ASPECTS IN MULTI-CLOUD ENVIRONMENTS

In this section, we analyze those quality aspects related to
the issues detected in Section III that must be considered in
a multi-cloud environment: interoperability, replaceability and
security. Figure 2 summarizes the quality aspects considered
related to these three issues.

A. Interoperability

The interoperability problems of cloud services in the con-
trolled environment of a single CSP, are exacerbated by mixing
services from different providers and may imply incompat-
ibilities in other areas of a mixed service implementation.
From the point of view of a developer, it will be important
to know the degree of interoperability of a certain service
with respect to other services it must interact with. Figure 3
depicts the scenario studied in this case. Figure 2 divides these
incompatibilities in four different areas: technical, semantic,
organizational and legal. The Technical interoperability quality
aspects refer to the capacity of two or more services offered by
different providers to communicate through common protocols
and to jointly guarantee a certain quality of service. For
instance, possible indicators that might be used to evaluate
the degree of technical interoperability might be the number
of standardized interfaces that can be compared towards the
total number of interfaces used by the service, or the average
recovery time of the service or other performance aspects.
Semantic aspects refer to aspects related to the data syntax
consistency and the data quality. These data related aspects are
relevant for interoperability since only two or more services
offering mechanisms to guarantee global data properties might
be combined in the same application. Organizational aspects

Fig. 3: Interoperability in a multi-cloud environment: services
offered by different providers interacting with each other.

indicate how adaptable a service is to several work processes.
Since each of these work processes might be established by
different providers, it is important that a service in a multi-
cloud environment is adaptive to fit the requirements of each
work process in each case. Changes in a work process may
require changes in a specific cloud service that is already
used. In a migration process, choosing a new cloud service
candidate to replace an existing service may depend on the
capacity of this new service to adapt to the existing work
process. Compliance with existing cloud service standards in
terms of role and functionality of that specific cloud service
will be essential to ensure good organizational interoperability.
Regarding legal aspects, we focus on regulatory compliance.
Compliance in this case may be understood as a list of laws
that are observed by the service provider. Some may be
mandated by the customer such as Sarbanes-Oxley [8], some
by government, e.g. Data Protection act [3]. It is the presence
or absence of compliance that is of interest. A purchasers
compliance officer will provide a number of regulations that
any service would have to observe and these would be part of
the requirements gathering.

Several aspects are likely to be difficult to measure. A
good example is the number of standards in the communication
capability aspect. Standards for cloud service communications
are evolving and several attempts have been made to create an
agreed list of them. NIST has a list of recommended standards
and the European Commission has created a Cloud Standards
Coordination (CSC) that is being administered by ETSI [4].
The requirements of multi-cloud applications may need some
or all of the relevant standards to be adhered to.

B. Intercloud Replaceability

Migration is an essential operation linked to multi-cloud
environments. The capacity of a software architect to redesign
an application and replace existing services by other services
with the same or similar functionalities defines in fact the
realism of considering cloud mashups. For instance, a cloud
database service may integrate application building tools that
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Fig. 2: Quality aspects related to multi-cloud environments

might be used by our system, such as APIs based on web
services standards. If the other services interacting with this
cloud database service assume that these tools exist, moving
to a new cloud database that it does not provide these tools
will require reengineering part of our system and it may have
an unaffordable cost. In this subsection, we define and analyse
the migration process to find the quality aspects that make
a service easy to migrate from. We focus on the case where
a service is replaced by one or more services offered by a
different cloud provider. We consider two situations:

• The current cloud service does not fulfill the require-
ments of the system: this may happen for instance
when the service is updated or modified, when the
amount of information handled by the application
grows making it impossible to comply with certain
pre-established SLAs, etc. Usual examples may range
from a variation in the cost that makes the service not
competitive compared to other services of the same
type, to a change in policies and functionalities that
affects security, availability, resilience, or any other
important aspect.

• The requirements of the system have changed: one
or more cloud services may not fulfill these new
requirements and need to be replaced.

Figure 4 depicts a generic process of service-to-service
migration. First, a cloud service is selected for migration.
Depending on the reason for migration, it may be necessary
to review the requirements defined at design-time. After this,
one or more new candidate cloud services must be selected.
In order to simplify this step, Figure 4 considers a single
candidate in the process. Once we have found a candidate
target service to migrate to, we can export both data and
the configuration from the original service. At this point, it
is usually necessary to enter an intentional contract with the
new service provider. In some cases, it will be also necessary
to inform the old service that we are initiating a process to
retire it. In this situation, the old service and the new one

may be active at the same time during the testing and training
process. This will depend on the availability requirements of
the application migrating one of its cloud-based components.
In the next step, it is important to adjust or define a new
workflow for the application. This might be necessary if the
new service is not perfectly compatible with the old one or if
the application was redesigned in a way that the workflow
was altered. After this, we can start preparing the testing
environment and the new service. Usually, the testing process
will be divided in several phases.

In general, it is necessary to carry out functionality and
performance testing in a test environment. In this situation,
data needs to be kept synchronised. Following successful
functionality and performance testing, the service may move
to a modification of A/B testing so that the application is
tested with the new service in production before switching
over completely. In case requirements are not satisfied, we
must start the process again. If they are fulfilled, we can start
the users training process and eliminate the old service if this
is still active. Once this has been done, the application can be
deployed again using the new cloud service.

Figure 2 shows several quality aspects related to replace-
ability. Possible indicators of quality related to intercloud
replaceability may include the number of proprietary configu-
rations that can be exported or imported based on a standard
format, completeness, precision and relevance of tests, time
required to migrate large amounts of data, etc.

C. Security

Preserving security becomes more complex in a multi-
cloud environment. Trust among the different cloud service
providers is essential. It is difficult to handle the heterogeneity
of the different security rules established by each provider,
making it complex to monitor security policies in composite
services. Besides, an additional challenge involves data and
identity privacy preservation when several services from dif-
ferent providers collaborate.
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Fig. 4: Description of a generic migration process

In Figure 2, we classify quality aspects related to security
in the usual areas: confidentiality, integrity, availability, non-
repudiation, accountability and authentication and authoriza-
tion. In order to preserve data privacy, it is crucial to establish
agreements with other providers on the level of privacy of
data and identities. Trust in general must be guaranteed by
explicit agreements or shared protocols between providers.
An alternative solution involves using reliable proxies for
communication, but services still need to be able to establish
agreements on the fly and secure delegation with these proxies.
Finally, it will be important to evaluate services depending on
the need to store data in public storage system in order to share
this data with other services. In this case, data are exposed to
a larger number of threats

V. COST IN MULTI-CLOUD ENVIRONMENTS

Besides risk and quality, we consider another essential
dimension: cost. SMI and other previous proposals describe
cost-related aspects in cloud computing environments. In a
multi-cloud environment, an extra cost appears that may be
also considered in the decision-making process: the cost of
migration. Migrating from one cloud service to another may
involve several economic costs that must be considered at
design time. These costs may depend on the personnel involved
in the migration process, the cost incurred by keeping the
old and the new cloud services running in parallel during the
migration process, the cost of the hardware or other resources
necessary to perform the migration, or the cost of training the
users of the application (note that this cost is also necessary
in other situations, but it is usually unavoidable in a migration
process).

VI. SPECIFIC RISKS IN MULTI-CLOUD ENVIRONMENTS

In this section, we sketch a list of possible potential risks
that may be found in a multi-cloud system. These risks are
based on the analysis of the elicited quality aspects that make
multi-cloud environments different from clouds provided by a
single provider.

1) Risk of unexpected lack of replacement and consequent
vendor lock-in: a certain cloud service may not fulfill require-
ments, or requirements may change. In this situation a different
service may be needed but it may not be possible to find a
new service provided by another vendor which is interopera-
ble with the other services of the system. Two theoretically
equivalent services might differ in several relevant aspects.
The heterogeneity between different CSPs is usually high as
they typically use proprietary interfaces and configurations.
Services are also highly integrated with lower-level services
offered by the same CSP. Examples of this may be lack of
common SLA enforcement systems, use of non-compatible
technologies, lack of compatibility in the communications
protocol, lack of shared mechanisms to ensure data consistency
and quality, the existence of services which are not strictly
equivalent and miss some important functionalities, or the lack
of services compliant with certain regulations. If this problem
appears and the need for migrating from the original service is
real, this may even force the migration of other services apart
from the service which is not compliant with requirements.
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2) Risk of new security breaches due to the increased
complexity of the system and new communications: data needs
to flow from one service to another, hosted by different
providers. This creates new points of failure and potential
security issues. For instance, this may be caused by the lack of
shared security protocols and data integrity mechanisms, lack
of forensic mechanisms to be compliant with regulations, the
lack of shared authentication systems, etc.

3) Risk of non-viable migration due to migration costs and
complexity: a developer may not be aware of the cost and
complexity of migrating from a certain service chosen to be
part of the application to other similar services (see Figure 4).
This might become a risk if it is necessary to migrate from that
service to another one. As we have discussed, a usual problem
in a migration process is the lack of compatible data formats,
making it necessary to perform transformations that require
time and resources. A related problem might be the lack of
information of the new service regarding a certain quality
aspect. In this case, uncertainty may also impact a migration
process negatively. Note also, that a technical aspect to be
considered is whether two services are implemented using the
same technology, which might also be a blocking factor for
a fast and easy migration. Complexity in the setup migration
may also be an important problem. Beyond compatibility in
terms of data storage and access, the configuration of a cloud
service may also be essential to guarantee the compliance
with user requirements. An excessively complex migration
of configurations between two services may also result in
a time-consuming and expensive migration process. Besides,
ease of testing a service and total downtime are two aspects
that may largely impact the suitability of a certain migration.
Several possible methodologies may be used for developing
and support this testing. For instance, modified A/B may be
used where only one service is changed and a number of
different grades of testing are performed. Finally, depending on
the requirements of the application, it might be necessary for
the two cloud services, the original one and the replacement,
to coexist during a certain period of time, during the testing
process of the migration. Complexity to synchronize data
between the two services might make the coexistence difficult
and using the new service as a hot backup of the first is
inefficient.

4) Risk of costs unpredictability: by using services from
different providers, it may become more and more complex to
predict costs.

5) Risk of lack of provider interest in collaboration:
business agreements are usually required for two CSP to
collaborate. For instance, the service delivery model requires
customers to register to a service. Because of this, a service
in a certain CSP will not allow customers from other CSPs to
use it without going through the necessary registration process,
unless the right agreements are put in place. Besides, vendors
may try to retain customers at any cost to be more competitive.
Contracts and other legal issues may be blockers to migrate
from one service to an equivalent one. In other words, there
is a risk of unfair customer retention and consequent vendor
lock-in.

6) Risk of unavailability of evidences in case of fraudulent
actions: this is a potential risk that may be caused by the lack
of forensic tools and global tracking mechanisms.

7) Risk of lack of negotiation on SLAs: large organizations
using a single supplier can negotiate terms. SMEs or compa-
nies using multiple services from multiple vendors are unlikely
to have the power or the time to negotiate. This will create an
increasingly unstable cost and terms and conditions problem.

Note that a more formal risk analysis might be performed
to consider this a final list of risks.

VII. CONCLUSIONS AND FUTURE WORK

In this position paper, we have discussed some essential as-
pects to establish the necessary baseline for a decision support
method aimed at facilitating the selection of cloud services
and providers in a multi-cloud environment. In particular, we
argue that risk, quality and cost are among the main factors in
such a selection process. We believe that a trade-off analysis
between risk, cost and quality based on a consolidated view
of the three will provide a useful basis for a decision maker in
assessing the possible choices through a cost-benefit analysis.
For this, we have reported the results of an elicitation of the
risk, cost and quality aspects that are specific to multi-cloud
environments. We argue that security, interoperability and ease
of migration are among the main quality aspects in a multi-
cloud environment.

Beyond this initial analysis, we plan to develop a compre-
hensive study on risk and quality aspects to be considered in a
multi-cloud. With this, we aim at creating a decision support
tool able to help multi-cloud applications architects to design
their systems. This tool will be implemented based on a new
methodology that integrates risk, quality and cost dimensions.
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Abstract—Providers of cloud services as well as the cloud
services themselves differ in the business models, functionality,
quality of service, cost, value, etc. which makes the choice of
a provider and a service difficult. Beyond that the complexity
and lack of transparency with respect to cost and quality render
the run-time adaptation and replacement of services almost
impossible. This position paper presents main results of our
recent efforts towards development of a decision support method
(DSM) in multi-clouds. The DSM aims at taking into account
risk, quality and cost aspects in order to assist a decision maker
in choosing providers and services in a multi-cloud environment.
We characterize the needs for the DSM in the multi-cloud context
and propose an initial version of the process for the DSM. Based
on the method proposed and the needs identified, we elaborate
to what degree the current state of the art can be leveraged and
what further multi-clouds-specific extensions are needed.

Keywords—multi-cloud; decision support; risk assessment;
quality prediction; cost prediction; architectural design; trade-off
analysis; cloud service selection; cloud provider selection.

I. INTRODUCTION

The rapidly increasing number of cloud services and cloud
service providers opens for new opportunities [1] in designing
application and enterprise architectures. It also enables new
business models and investments [2] [3] [4], new quality
levels [5], as well as new capabilities. The services can
be orchestrated and their compositions adapted even more
dynamically than earlier. Availability of similar services from
several providers opens for replaceability between services, or
redundancy of services. As a result, the quality may improve
and the risk of vendor lock-in will normally be reduced.
However, there are also significant challenges [6] involved
in realizing collaborations between clouds. One of the major
challenges regarding cloud services and their providers is that
they differ in the business models, functionality, quality of
service, cost, value, etc. Another challenge is complexity and
lack of transparency with respect to cost and quality. This
makes the choice of a provider and a service difficult and
the run-time adaptation and replacement of services almost
impossible. When selecting the cloud services and the cloud
providers, systematic support for identifying the candidate
services and understanding the implications of choosing the
different alternatives, is needed.

Decision support [7] for multi-cloud environments imposes
several challenges compared to the traditional model-based
decision support. Most notably, the dynamics of multi-cloud
require light-weight processes and tools, the decision makers

depend on easy-to-understand representations of the impacts of
the decisions, the notion of cost is to a lower degree established
in the existing approaches supporting the trade-off analysis
of enterprise and software architectures, and a merge of the
aspects of risk, cost and quality in a consolidated view imposes
a new complexity as well as methodological challenges.

The specific objective of this paper is to establish the nec-
essary baseline for a tool-supported decision support method
(DSM) aimed at facilitating selection of cloud services and
providers in a multi-cloud environment. In particular, we argue
that risk, quality and cost are among the main three factors in
such a selection process. To that end, we aim at providing
a decision support which analyses the impacts of the possible
decision alternatives in a multi-cloud environment with respect
to those three factors. We believe that a trade-off analysis
between risk, cost and quality based on a consolidated view
of the three will provide a useful basis for a decision maker in
assessing the possible choices through a cost-benefit analysis.

This position paper presents the main results of the recent
efforts towards development of a DSM for multi-cloud envi-
ronments. We characterize the needs for the DSM in the multi-
cloud context and propose an initial version of the process for
the DSM. Based on the method proposed, we elaborate on the
suitability of both the method proposed and the state of the art
for analyzing risks as well as for predicting quality and cost
in the multi-cloud context.

The paper is organized as follows. Section 2 summarizes
the state of the art regarding risk analysis, quality prediction,
and cost analysis. Section 3 characterizes the needs for the
DSM in the multi-cloud context. Section 4 proposes an initial
process for the DSM. Section 5 discusses to what degree the
state of the art can be leveraged within the DSM process
proposed. Main conclusions are provided in Section 6.

II. STATE OF THE ART

The ISO 31000 standard for risk management comes with
no specific techniques, modeling languages or recommended
tools for how to conduct risk assessment in practice. However,
most established risk management methods [8] [9] [10] [11]
follow the ISO 31000 process, and provide such additional
support. Common for these approaches is that they are de-
signed to support risk management and risk documentation
from the perspective of an organization and its policies. There
is lack of support in the state of the art for extracting the risk
picture that is relevant for specific external stakeholders, such
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as services consumers, and to present this picture in an intuitive
and easily understandable way. There is also lack of an
approach which combines cloud modeling and risk modeling.
There exist many different approaches to service modeling
[12] [13] [14] [15], focusing on expressing relevant elements
and aspects of services, such as actors and components, roles,
activities, interfaces and contracts. However, none of these
have a risk-oriented view where stakeholders are represented
as risk owners, and where the assets at stake are made explicit.

In a model-based decision making, the decisions are made
based on a number of factors. The major ones include func-
tional and non-functional properties, as well as cost and the
added value. A trade-off between such factors is the basis
for decision making. This trade-off is particularly complex
between the non-functional factors, the variable parts of the
architecture, and the cost of the selected solutions. The vari-
ability, as well as incomplete information or knowledge, are
also sources of risk. Since functional requirements normally
are less flexible and specified rather early, and since the
added value is strongly related to the functional properties, the
factors that are tunable and highly interrelated are risk, quality
and cost. Therefore, in a model-based decision making, the
decisions are based on a trade-off assessment between risk,
quality and cost. The risk assessment, in turn, is based on
information that is gathered about assets, entities, actors, etc.
that are involved in the service event or action in question.

As a basis for the elicitation of the adequate quality char-
acteristics, we may use the software product quality standard
ISO/IEC 9126 [5]. The ISO 9126 defines quality as “the
totality of features and characteristics of a software product
that bear on its ability to satisfy stated and implied needs”.
The ISO 9126 standard provides an established specification
of decomposed quality notions with their qualitative and quan-
titative definitions. The standard defines a quality model for
external and internal quality, and for quality in use. External
quality is the totality of the characteristics of the software
product from an external view when the software is executed.
Internal quality is the totality of characteristics from an internal
view and is used to specify properties of interim products. The
characteristics of the internal and external quality model are
functionality, reliability, usability, efficiency, maintainability
and portability. These are in turn decomposed into a total
of 34 sub-characteristics. Quality in use is the user’s view
of the quality of the software product when it is used in a
specific environment and a specific context of use. The quality
in use characteristics are effectiveness, productivity, safety
and satisfaction. There is also a further decomposition of all
characteristics into the related metrics.

SMI [16] is a standardization effort from the Cloud Ser-
vices Measurement Index Consortium (CSMIC) consisting of
academic and industry organizations. The Service Measure-
ment Index (SMI) uses a series of characteristics and measures
to create an common means to compare different services from
different suppliers. The characteristics are categorized as Us-
ability, Performance, Agility, Security and Privacy, Financial,
Assurance and Usability. Each of these characteristics has a
number of measures that can be used to evaluate the risk in
using a service. For example in the accountability category one
of the measured attributes is Compliance and another is SLA
verification both of which can be used to create a risk measure

for the service and the provider. CSMIC is in negotiation with
a number of large standardization organizations to develop a
joint working group and specification.

According to Fenton and Neil [17], most prediction models
use size and complexity metrics to predict defects. Others
are based on testing data, the quality of the development
process, or take a multivariate approach. The goal/question/-
metric paradigm [18] [19] is a significant contribution to
quality control and can be used for development of quality
models and for the design of a measurement plan [20] [21].
To enable explicit risk and quality assessment, we make use
of monitoring and measurement. Risk monitoring is a means
to facilitate continuous risk assessment by the monitoring
of relevant key indicators or metrics. An indicator can be
defined as “something that provides a clue to a matter of
larger significance or makes perceptible a trend or phenomenon
that is not immediately detectable” [22]. To enable explicit
risk and quality assessment, we make use of monitoring and
measurement.

PREDIQT [23] is a tool supported method for model-
based prediction of impacts of architectural design changes
on system quality characteristics (performance, scalability,
security, etc.). PREDIQT facilitates specification of quality
characteristics and their indicators, aggregation of the indica-
tors into functions for overall quality characteristic levels, and
dependency analysis. The main objective of a PREDIQT-based
analysis is prediction of system quality by identifying different
quality aspects, evaluating each of these, and composing the
results into an overall quality evaluation. This is useful, for
example, for elicitation of quality requirements, evaluation of
the quality characteristics of a system, run-time monitoring of
quality relevant indicators, as well as verification of the overall
quality characteristic fulfillment levels. PREDIQT makes use
of models that capture the system design, the system quality
notions, as well as the relations between them. An important
aim of PREDIQT is to enable the right balance between
practical usability of the models and the soundness of the
predictions. The method is compatible with the ISO/IEC 9126
software quality standard, and has been successfully applied
in real-life industrial settings [24] [25].

CORAS [8] is a tool-supported and model-driven approach
to risk analysis that is based on the ISO 31000 risk manage-
ment standard. Whereas alternative state-of-the-art approaches
such as CRAMM [26] and OCTAVE [27] rely on text and
tables, CORAS uses diagrams as an important means for
communication, evaluation and assessment. Risk modeling is a
technique for risk identification and assessment, and the state-
of-the-art offers several tree-based and graph-based notations.
Fault tree analysis [28] (FTA), event tree analysis [29] (ETA)
and attack trees [30] are examples of the former and provide
support for reasoning about the sources and consequences
of unwanted incidents, as well as their likelihoods. Cause-
consequence analysis [31] (CCA), Bayesian network [32] and
Markov analysis [33] are examples of graph-based notations.
CCA employs diagrams that combine the features of both fault
trees and event trees, whereas the latter two serve as math-
ematical models for probabilistic and statistical calculations,
respectively.

Approaches to quality assessment, risk analysis and secu-
rity management provide support for decision making so as to
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ensure a required quality level while managing risks. However,
while identifying and suggesting options and solutions, such
as security mechanisms, the methods often lack techniques
and tools for analyzing the associated cost and the return of
investment in the identified solutions. Franqueira et al. [2]
address this problem by proposing a method for handling
security investment decisions achieved by so-called Real Op-
tion thinking. The method is partly based on Real Option
Analysis [3] (ROA), which is a decision support technique
in the area of capital investment by means of mathematical
models to evaluate financial options. The method is supported
by a security trade-off tool called SecInvest, which is imple-
mented as a Bayesian network topology and supports decision
makers in evaluating investment options and identifying the
most suitable and cost-efficient ones. Other approaches to cost
estimation in the setting of security investments are Net Present
Value (NPV) [4], Return on Security Investment (ROSI) [34],
Architecture Trade-Off Analysis Method (ATAM) [35], the
Cost Benefit Analysis Method (CBAM) [7] and the Security
Solution Design Trade-Off Analysis [36]. These and similar
approaches can be understood as methods and techniques to
facilitate so-called security economics.

III. CHARACTERIZATION OF NEEDS

As a part of context establishment, we elicited quality
aspects and risks which are specific to a multi-cloud environ-
ments. The elicitation was based on a comprehensive model
of migration process. The model was used as a baseline and a
checklist for understanding and decomposing the risk, quality
and cost aspects. The exercise resulted in a high-level overview
of main risks, as well as a model of decomposed quality
characteristics which are specific to multi-clouds. The three
overall characteristics identified are: interoperability, intercloud
replaceability and security. In addition, cost of migration
between multi-clouds was classified into cost of personnel, cost
of time with two coexisting services, cost of compensation
for uncertainty, and cost of hardware and other resources.
Through these models, a common understanding of the main
risk, quality and cost aspects in our context, was established.
The initial experiences and results of the quality, cost and risk
classification indicate that:

• Before eliciting the quality characteristics and risks of
a multi-cloud based architecture, the context has to be
thoroughly defined. Moreover, the architecture models
of the target need to be established. This provides a
common understanding of the scope and objectives,
as well as the necessary frames for further modeling
and decision making. For example, during the context
establishment, a process model for migration was
used as the foundation for eliciting the aspects and
indicators related to quality, cost and risk.

• The decision support models should, once available,
be able to take the proposed alternatives for architec-
ture design (measures and treatments considered) and,
based on each alternative, provide the resulting risk
picture, predicted levels of fulfillment of the relevant
quality characteristics, as well as the estimated costs.
Thus, risk, quality characteristics and cost should be
treated as separate concerns.

• Ideally, in order to accommodate for a cost-benefit
analysis, the method should consider added value (or
profit) in addition to cost. Minimizing cost and risks
and maximizing quality levels is not necessarily a
realistic goal. In fact, the benefits may arise from e.g.
process improvement through the new architecture,
improved or extended functionality, or similar. Thus
the trade-offs between quality, risk and cost may vary
significantly depending on the utility function and
the risk attitude of the decision maker. In addition,
the trade-off (or “selection criteria”) should take into
account the need for balancing the cost with the added
value beyond achieving the quality and risk relevant
objectives.

• The method should be tool supported, and the tool
should at least provide a diagram editor as well as an
easy-to-understand presentation of the impacts of the
decision alternatives on quality, risk and cost. The tool
should also offer the interfaces needed for acquisition
of the data needed for evaluation of the indicators,
as well as the interfaces for the needed trace-link
information.

IV. METHOD FOR DECISION SUPPORT FOR MULTI-CLOUD
ENVIRONMENTS – A PRELIMINARY SPECIFICATION

The DSM for multi-cloud applications is a model-driven
method consisting of three main artifacts: a process, a language
and a tool. This section provides the initial specification of
the DSM process and the actors involved. The DSM process
consists of three overall phases, and each phase is decomposed
into a set of sub-phases. The DSM process is undergone while
developing, verifying and applying the comprehensive decision
support models which include the aspects of architecture, risk,
quality and cost. We assume the following four types of actors
involved in the DSM process:

• Analyst: the analyst is an expert in the DSM and has
the responsibility for leading and facilitating a DSM-
based analysis. That is, the analyst coordinates the
overall actors, collects the input for developing the de-
cision support models, interacts with the overall actors
during the model development and usage, makes sure
that the necessary steps have been conducted within
the resources allocated, and validates that the models
have the needed quality and contents.

• Decision maker: the decision maker defines the scope
and the objective of a DSM-based analysis. He/she
will provide the instructions as to what parts of the
architecture should be encompassed in the models, the
expected validity of the models, the scope and kinds of
the perspective changes/revisions of the architecture,
etc. The decision maker will also be the main user of
the decision models once they have been developed.
He will therefore specify the decision alternatives in
the decision models, and use the resulting impact
estimates with respect to risk, cost and quality as an
aid in the decision making. This actor is aware of the
business model and strategy of the company. Hence,
a decision maker may be a business expert as well,
capable of making decisions based on his knowledge
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DSS	use	cases

1

Decision Maker

Establish context and 
model the target

Analyst

Assess and verify risk, cost 
and quality

Treatment and decision 
making

Domain Expert

Cloud Measurement 
Service

Fig. 1. The top level three phases and the actors involved in the DSM process

of the project budgets, allowable risks and the business
processes being supported by the applications. Larger
organizations may distinguish between a business ex-
pert who builds the requirements specification and
a decision maker who selects services based on the
specification. For simplicity, these two roles are in our
case represented by the decision maker who has all the
knowledge sufficient to take decisions.

• Domain expert: normally, a group of domain experts
will be involved in a DSM-based analysis in rela-
tion to the development, validation and revision of
the decision models. The domain experts will con-
tribute by providing the thorough input regarding the
current architecture, quality levels, dependencies and
processes. The analyst will actively interact with the
domain experts during all the three phases of the DSM
process.

• Cloud measurement service: this is a (partially) au-
tomatized service for retrieval of the empirical data
needed for estimating the parameters of the decision
models. We assume that the parameters are estimated
either based on the feeds from the cloud measurement
service or based on expert judgments. A parameter
may be estimated or measured either directly, or
through estimation of a measurable indicator which
then is aggregated and mapped to the decision model
through a function. The dynamics of the indicators
and the parameters as well as their relevance and
uncertainty will be among the factors for determining
whether the data acquisition should be automatic (e.g.
real-time retrieval based on a monitoring environment)
or manual, and how frequent it should be.

Figure 1 shows the overall three phases of the DSM
process, as well as the actors involved. In the first phase, the
context of the analysis is established. As a part of this, the
scope is defined, the relevant risk, cost and quality notions
are defined, and the architecture is modeled. In addition, the
expected validity as well as perspective business models and
architecture alternatives should be anticipated in order to cover
the needed scope and level of detail in the target models.
During the second phase, the decision models covering the
risk, quality and cost aspects are instantiated with respect
to target. As a part of this, the dependencies are modeled
and the parameters (with the related indicators) are estimated.

Establish	context	and	model	
the	target

2

Decision Maker

Characterize the target 
and the objectives

Analyst

Characterize quality aspects

Specify architecture of the
target 

Domain Expert

Characterize cost aspects

Fig. 2. Establish context and model the target phase decomposed

Assess	and	verify	risk,	cost	
and	quality

3

Create dependency 
views for quality and 

cost

Analyst

Identify risks

Validate the decision models

Domain Expert

Estimate risk/quality/cost 
parameters

Cloud Measurement 
Service

Fig. 3. Assess and verify risk, cost and quality phase decomposed

In addition, the models are validated through various kinds
of triangulation, mainly based on the empirical input, logs,
domain expert judgments, experience factories, etc. In the last
phase, the decision models are applied by first specifying the
decision alternatives, applying the alternatives on the models,
and finally obtaining the resulting impact of the respective
decisions on quality, risk and cost. The result is a consolidated
view of the quality, risk and cost picture, provided each
decision alternative.

Figure 2 shows the stages of the “establish context and
model the target” - phase. First, the target and the objectives
are characterized. Based on the initial input, the stakeholders
involved deduce a high level characterization of the target
architecture, its scope and the objectives of the DSM-based
analysis, by formulating the system boundaries, system context
(including the usage profile), system lifetime and the extent
(nature and rate) of design changes expected. In the second
stage, the quality aspects are characterized by specifying which
quality characteristics are relevant for the target, and thereafter
decomposing them down to indicators. A quantitative and
a qualitative definition should be provided for all elements.
Thirdly, a corresponding decomposition should be done for
the cost aspects. In the last stage, the architecture is modeled
with the detail level and within the frames specified during the
characterization stage.

Figure 3 shows the stages of the “assess and verify risk,
cost and quality” - phase. Firstly, the dependency views for
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4

Decision Maker

Specify treatment

Analyst

Quality prediction

Cost prediction

Risk evaluation

Analyze a consolidated view of 
impact of the treatments w.r.t. 

quality, cost and risk

Domain Expert

Cloud Measurement 
Service

Apply the treatment on 
the decision models

Fig. 4. Treatment and decision making phase decomposed

respectively quality and cost are developed. Secondly, assets
and risks are identified in separate decision models (“threat
diagrams”). The three types of the decision models (i.e.
quality dependency views, cost dependency views and threat
diagrams) are then annotated by the parameter values through
evaluation of indicators or direct expert judgments on the
prior parameters. Finally, triangulation is performed in order
to validate the decision models. The models are approved once
an acceptable level of uncertainty has been reached.

Figure 4 shows the stages of the “treatment and decision
making” - phase. First, the respective decision alternatives are
specified separately. Then, each alternative is applied on the
decision models. The models and the respective calculus is
used to propagate the impacts of each decision alternative
on risk, quality and cost. Finally, a consolidated view of the
impacts of the decision alternatives is presented to the decision
maker.

Figure 5 shows an activity diagram with the entire DSM
process, including the feedback loops. The right hand side
of the figure indicates the phases presented in Figure 1. The
activities are equivalent to the ones presented in relation to
Figure 2, Figure 3 and Figure 4.

V. DISCUSSION

This section elaborates to what degree the existing
PREDIQT and CORAS methods for for quality prediction
and risk analysis, respectively, can serve as a baseline for our
DSM in multi-clouds. The objective is to leverage the state of
the art decision support, while extending it and adjusting to
the special needs of the multi-clouds. Thus, the established
methods, languages and tools can be reused with the well
known properties and resources, while the efforts can be
concentrated on the multi-cloud-specific extensions.

PREDIQT is a method (process, language, and tool sup-
port) for model-based prediction of system quality. The
PREDIQT method produces and applies a multi-layer model
structure, called prediction models, which represent system rel-
evant quality concepts (through “Quality Model”), architectural
design (through “Design Model”), and the dependencies be-
tween architectural design and quality (through “Dependency

Characterize the target and the objectives

Characterize quality aspects

Characterize cost aspects

Identify risks

Specify treatment

Specify architecture of the target 

Create dependency views for quality and cost

Estimate risk/quality/cost parameters

Validate the decision models

Analyze a consolidated view of impact of the treatments 
w.r.t. quality, cost and risk

Risk evaluation

Quality prediction

Cost prediction

Validation 
successful?

no

yes

Treatment 
adopted

no

yes

Establish 
context and 
model the 

target

Assess and 
verify risk, cost 

and quality

Treatment 
and decision 

making

Apply the treatment on the decision models

Fig. 5. The DSM process diagram with feedback loops

Views”). The Design Model diagrams are used to specify
the architectural design of the target system and the changes
whose effects on quality are to be predicted. The Quality
Model diagrams are used to formalize the quality notions and
define their interpretations. The values and the dependencies
modeled through the Dependency Views (DVs) are based
on the definitions provided by the Quality Model. The DVs
express the interplay between the system architectural design
and the quality characteristics. Once a change is specified on
the Design Model diagrams, the affected parts of the DVs are
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identified, and the effects of the change on the quality values
are automatically propagated at the appropriate parts of the
DV.

CORAS is a method (process, language, and tool support)
for conducting model-based security risk analysis. CORAS
provides a customized language for threat and risk mod-
eling, and comes with detailed guidelines explaining how
the language should be used to capture and model relevant
information during the various stages of the security analysis.
The Unified Modeling Language (UML) is typically used to
model the target of the analysis. For documenting intermediate
results, and for presenting the overall conclusions we use
special CORAS diagrams which are inspired by UML. The
CORAS tool supports documenting, maintaining and reporting
analysis results through risk modeling.

The DSM process is based on an attempt to merge the
processes of CORAS and PREDIQT for a consolidated anal-
ysis of risk, quality and cost. Most of the stages of the
DSM process can be found in CORAS and PREDIQT. The
actors/stakeholders defined in the DSM are fully compliant
with the ones defined by CORAS and PREDIQT. The types
of the decision models proposed in the DSM are heavily based
on the modeling notations, languages and tools of PREDIQT
and CORAS, respectively. The approach to modeling of quality
and cost aspects based on the DVs is a part of the PREDIQT
method, while a language for risk modeling is provided by
CORAS. The respective approaches to modeling in PREDIQT
and CORAS are based on graphical modeling languages with
defined propagation models. Both modeling approaches are
developed with special focus on comprehensibility and ex-
pressiveness. In that manner, the models are accommodated
for fulfilling real-life needs in terms of covering the represen-
tations needed while being rather intuitive so that non-experts
should be able to relate to them in an industrial setting. The
characterization of quality proposed in DSM is by PREDIQT
addressed through the so called Quality Model. Both the
Quality Model and the intended quality characterization in
DSM are similar to the elicitation we have performed, which
is briefly presented in Section 3.

The DSM process is to a high degree a superset of the
processes of PREDIQT and CORAS. Moreover, the modeling
approaches of PREDIQT and CORAS cover the concerns of
quality and risk, as well as partially the concern of cost.
Furthermore, the existing tools of CORAS and PREDIQT may
be useful in the DSM context. Provided this baseline, we
believe that utilization of the CORAS and PREDIQT methods
including the processes, the languages and the tools, is worth
a further evaluation in the DSM context. In particular, this
means that case studies in multi-cloud environments should
be performed in order to evaluate the feasibility of DSM, as
well as the suitability of the relevant parts of PREDIQT and
CORAS in a multi-cloud context.

VI. CONCLUSION AND FUTURE WORK

This position paper aims at establishing the necessary
baseline for a DSM. The intended purpose of the DSM is
to facilitate the selection of cloud services and providers in
a multi-cloud environment. In particular, we argue that risk,
quality and cost are among the main factors in such a selection

process. We believe that a trade-off analysis between risk, cost
and quality based on a consolidated view of the three will
provide a useful basis for a decision maker in assessing the
possible choices through a cost-benefit analysis.

Decision support for multi-cloud environments imposes
however several challenges compared to the traditional model-
based decision support. Most notably, the dynamics of multi-
cloud require light-weight processes and tools, the decision
makers depend on easy-to-understand representations of the
impacts of the decisions, the notion of cost is to a lower degree
established in the trade-off analysis of enterprise and software
architectures, and a merge of the aspects of risk, cost and
quality in a consolidated view imposes a new complexity as
well as methodological challenges.

This paper presents the main results of our recent ef-
forts towards the development of a DSM for multi-cloud
environments. We characterize the needs for the DSM in
the multi-cloud context and propose an initial version of the
process for the DSM. Based on the experiences from CORAS
and PREDIQT based analyses, and relying on the existing
process descriptions and modeling approaches from CORAS
and PREDIQT, we propose a comprehensive process for a
DSM-based analysis, and present the roles of the actors/s-
takeholders involved. The DSM process consolidates the steps
necessary towards development, verification and application of
the decision support models. Based on the method proposed,
we elaborate on the suitability of both the method proposed and
the state of the art for analyzing risks as well as for predicting
quality and cost in the multi-cloud context. We argue that many
aspects of CORAS and PREDIQT, including the approaches
to modeling (the modeling languages), the processes, and the
respective tool support, should be well suited in the DSM
context, i.e. in an analysis which merges the aspects of risk,
quality and cost. However, in order to evaluate the feasibility of
both the proposed DSM in general as well as the CORAS and
PREDIQT methods in particular, in the multi-cloud context,
realistic case studies should be performed and the proposed
method adapted based on the experiences obtained.

Hence, the next steps in the development of decision sup-
port for multi-clouds should include case studies, evaluation
and development of approaches to modeling (the modeling
languages) for a consolidated model-based risk analysis, qual-
ity prediction and cost analysis. Moreover, the method should
offer an easy-to-understand visualization of the impacts of the
decision alternatives on quality, cost and risk. We also aim
at refining the method and the tool requirements for DSM,
as well as providing a prototype tool which will facilitate a
DSM-based analysis.
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