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CENTRIC 2019

Forward

The Twelfth International Conference on Advances in Human-oriented and Personalized
Mechanisms, Technologies, and Services (CENTRIC 2019), held on November 24 - 28, 2019- Valencia,
Spain, addressed topics on human-oriented and personalized mechanisms, technologies, and services,
commonly known as I-centric.

There is a cohort of technologies that favored the so called “user-centric” services and
applications. While some of them reached some maturity, others are to prove their economics (WiMax,
IPTV, RFID, etc). The human-oriented and personalized technologies and services rely on a key set of
features, some to be deployed, others getting more mature (personal profiles, preferences, identity,
proximity, personal devices, etc.). Following, advanced applications covering human related activities
benefit from personalized and human-oriented networks and services, especially preventive and
personalized medicine, body networks and devices, or anticipative systems.

The conference provided a forum where researchers were able to present recent research
results and new research problems and directions related to them. The conference sought contributions
presenting novel result and future research in all aspects of user-centric mechanisms, technologies, and
services.

Similar to the previous editions, this event continued to be very competitive in its selection
process and very well perceived by the international community. As such, it attracted excellent
contributions and active participation from all over the world. We were very pleased to receive a large
amount of top quality contributions.

We take here the opportunity to warmly thank all the members of the CENTRIC 2019 technical
program committee as well as the numerous reviewers. The creation of such a broad and high quality
conference program would not have been possible without their involvement. We also kindly thank all
the authors that dedicated much of their time and efforts to contribute to the CENTRIC 2019. We truly
believe that thanks to all these efforts, the final conference program consists of top quality
contributions.

This event could also not have been a reality without the support of many individuals,
organizations and sponsors. We also gratefully thank the members of the CENTRIC 2019 organizing
committee for their help in handling the logistics and for their work that is making this professional
meeting a success.

We hope the CENTRIC 2019 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in personalization research. We
also hope Valencia provided a pleasant environment during the conference and everyone saved some
time for exploring this beautiful city.
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Enabling User Centered Distributed Stormwater Monitoring

Julio Aráuz

School of Emerging
Communication Technologies

Ohio University
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Email: arauz@ohio.edu

Amy Lynch

Department of Geography
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Abstract—Stormwater management is a significant and expensive
problem for cities and communities around the world. Impervious
surfaces, such as roofs and parking lots, prevent water from being
absorbed into the ground and result in large volumes of runoff.
Stormwater runoff carries pollutants, such as oil and chemicals,
across the urban landscape and into waterways and can lead
to the overflow of combined sewer systems. Large volumes
of stormwater can also lead to flooding and the erosion and
sedimentation of waterways. Conventional systems of managing
stormwater are centralized and expensive. Many communities
have been moving away from centralized stormwater manage-
ment systems and toward distributed solutions such as rain
gardens. These strategies are designed to absorb urban runoff
before it can leave the site. However, the distributed nature
of these installations poses a major management challenge for
cities and communities. There is a pressing need for low-cost
monitoring solutions that enable a continuous understanding
of the operation of these installations by their owners and by
municipalities. In this work, we present an open source, open
hardware design and first results of a sensing system that allows
user centered monitoring of stormwater flows for rain gardens.

Keywords–Urban; Stormwater; Management; User-centered.

I. INTRODUCTION

Over the past 20 years, American communities of all
sizes have moved away from large, centralized storm water
management systems and toward small-scale decentralized
solutions. Decentralized strategies require a network of green
infrastructure features such as rain gardens, swales, green
roofs, and porous pavement which infiltrate and evaporate most
of the runoff on-site, reduce the volume of runoff, and prevent
the concentration of pollutants in waterways. Site-scale green
infrastructure, also known as low impact development (LID)
or site-based best management practices (BMPs), is designed
to approximate the pre-development hydrology of a specific
site [1]. Decentralized, green infrastructure, approaches can
reduce the burden on existing centralized systems and delay or
prevent the need for costly expansions or upgrades [2][3][4]. A
combination of green and gray infrastructure projects can result
in a lower total system cost than a centralized gray infrastruc-
ture system of tunnels, pipes, and treatment plants [2]. Green
infrastructure also provides an array of ancillary environmental
benefits and ecosystem services, such as wildlife habitat and
reducing the urban heat island effect.

Despite a wide variety of benefits to this type of stormwa-
ter management, the distributed nature of the installations
make monitoring a challenge and creates a barrier to broader

adoption. Municipalities across the United States now require
on-site stormwater management for new developments and
provide financial incentives for landowners to retrofit existing
properties with decentralized stormwater management. The re-
sult is tens of thousands of small-scale citizen-owned stormwa-
ter facilities distributed throughout the landscape. While these
facilities may be small, each plays an important role. If
an installation overflows or malfunctions it could lead to
flooding, overloading of centralized stormwater systems, and
the contamination of local waterways. Yet, it is difficult to
know if these facilities are functioning properly. Stormwater
managers must visually inspect each rain garden and green roof
in the network. For local governments, who are accustomed to
a few large centralized facilities, but are now depending upon
the functionality of each component of a distributed network,
this is a time-consuming and costly change. The monitoring
challenge discourages further adoption of this promising strat-
egy. As a consequence, there is a need to develop new means
for understanding the functionality and efficacy of distributed
stormwater facilities.

There is a pressing need for a technology-based approach to
monitoring distributed management stormwater systems, par-
ticularly for rain gardens, which are among the most popular
facilities. For these systems, where an area covered with es-
pecially chosen vegetation absorbs the collected stormwater, it
is possible to design monitoring solutions by taking advantage
of current low-cost sensing and wireless technologies. In such
solutions, it is desirable to monitor the incoming water flow
and ground humidity. The rate at which water is discharged
into the garden can be used to understand if, and how well,
the water collection system is operating. Ground humidity is
also useful for estimating how much and how fast water can
be absorbed by the garden. To monitor these variables, low
complexity devices can be designed with a set of off-the shelf
sensors, integrated with basic cellular communications boards.
We designed, constructed, and evaluated a first version of such
a system which currently allows the monitoring of stormwater
flow and communicates real-time results to a cloud-based
Internet connected data repository through a third generation
wireless connection. All the components of the system were
selected taking into consideration performance, accuracy and
cost.

The management of distributed rain gardens and green
roofs at the user level can provide municipalities with a
granular understanding of the efficacy of these installations
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and enable them to create programs around user-centered
incentives. These incentives can assume the form of credits
towards already existing monthly sewage charges. In this man-
ner, current and future owners of distributed green stormwater
management infrastructure could be encouraged to install and
properly maintain it and help municipalities with the mitigation
of the effects of stormwater runoff.

Our work presented next starts in Section 2 with a discus-
sion on the motivation supporting the use of distributed mon-
itoring of stormwater flows. Thereafter, in Section 3 we visit
relevant research literature in the area of green infrastructure.
We then propose, in Sections 4 and 5, our design for a low-
cost sensing device to monitor stormwater flows in rain gardens
along an experimental design to evaluate its performance. In
Section 6, we visit the the current limitations of our approach.
Finally, in Section 7 we present our conclusions and discuss
some viable possibilities of future work in the area.

II. MOTIVATION

Recent technological advances have allowed urban planners
to think about infrastructure in new ways and catalyzed a
“smart cities” movement. Smart city strategies use digital
technologies to improve the efficiency and efficacy of city
services and enhance the livability of urban areas. These tech-
nologies allow the remote monitoring of broadly distributed
infrastructure like roads, bridges, and sewer systems.

While monitoring of all types of decentralized stormwater
facilities would be useful, this study focuses on rain gardens,
a prominent type of bio-retention. Bio-retention installations,
such as rain gardens and grass swales, are vegetated depressed
areas designed to receive, hold, and absorb stormwater. Re-
search has confirmed the ability of bio-retention areas to reduce
the volume and contamination of stormwater [5][6][7]. Rain
gardens, in particular, are common in lower density urban and
suburban areas where there is sufficient green space to support
them. They can also be inexpensive, attractive, when well
cared for, and require little investment or technical expertise to
maintain. Many cities offer rain garden workshops or publish
technical manuals to show landowners how to install and
manage small bio-retention facilities. They are one of the more
accessible strategies. But, while rain gardens are increasingly
common, they must be carefully maintained to ensure that
plantings survive and to manage erosion or sedimentation that
could inhibit stormwater management functions. Poor mainte-
nance can easily yield inadequate stormwater management. To
ensure the overall stormwater system remains effective, local
stormwater managers must be able to monitor the status of
rain gardens.

There are currently no means to monitor distributed
stormwater management systems implemented through rain
gardens. While it should be possible to use sensing technology
used to monitor centralized stormwater systems, this would
certainly be cost prohibitive for a distributed solution. Conse-
quently, there is a need and an opportunity to create a low-cost
monitoring solution that facilitates management and enables
the collection of real-time data.

III. RELATED WORK IN THE AREA

Current literature incorporates a variety of laboratory and
field studies that have examined the ability of bioretention
areas to reduce the volume and contamination of stormwater.

Reviews of bioretention literature conclude that reductions in
runoff volume and peak flow range between 40% and 90% are
feasible [8]. A 2011 study found that a bioretention facility
reduced the flow volume and rate from a parking lot by up to
99% [9]. Bioretention can also manage total suspended solids,
bacteria, and temperature, if specifically designed to do so
[7]. For example, average bacteria reduction for bioretention
facilities with appropriate media ranges from 70 to 99% [8].
Studies also agree that bioretention is highly successful at
removing metals, but identify variations in management of
nutrients, particularly nitrate.

Early research using laboratory prototypes suggested that
bioretention could reduce metal concentrations by over 90%
and many nutrients by between 60 and 80% [10]. Nitrate was
most problematic with 24%. Field studies have been simi-
lar. Results suggest that bioretention facilities are successful
at removing nutrients and other pollutants, but the magni-
tude of those reductions varies. Researchers applied synthetic
stormwater runoff to two bioretention facilities in Maryland,
US and found removal of metals to be very high and nutrient
management lagging. Total nitrogen and phosphorous loads
declined by between 49 to 59% and 65 to 87%, respectively.
A field study of six bioretention cells in North Carolina, US
showed the facilities reduced metal and nitrogen loads, but
were less successful with phosphorous [7].

The use of green infrastructure to capture stormwater and
reduce the impact of combined sewer overflows has been
recently studied for the case of mega-cities [11]. A mega-city
is a defined as one with over 10 million residents. In particular,
in the case of New York City, different green strategies, such as
bioretention facilities, rain gardens and porous pavement, have
been employed to reduce the amount of stormwater runoff.
This mix of strategies resulted in reductions of stormwater
runoff of up to 42% for the entire watershed and up to 55%
for individual cases. Similar goals for large cities have also
been studied for Chinese cities under the concept of ”Sponge
Cities”. These cities also incorporate LID green infrastructure
strategies. For the particular case of Beijing the current target
is to capture up to 85% of annual precipitation through the
strategies. Current modeling indicates that increases in the use
of rain gardens, green roofs and permeable pavement will allow
the city to achieve its capture target [12].

As discussed throughout this section, the benefits of green
infrastructure to capture stormwater have been studied under
varied circumstances. Nevertheless, the adoption of particular
strategies at the residential level face some barriers. A partic-
ular incentive strategy could be the use of green infrastructure
for urban agricultural use, which empirical studies have found
to be a feasible option. The yield of vegetable rain gardens has
been found to be comparable to that of a control traditional
vegetable garden, while still reducing stormwater runoff by
90% [13].

The location of green infrastructure installations is also
of interest to municipalities. This is particularly true for
distributed rain gardens in individual residences. The selection
of suitable sites is a key component of a city’s strategy to
maximize the benefits of runoff reduction. An approach that
has been shown to be effective is to quantify the suitability of
locations by analyzing soil attributes, slope, land use, ground
water level, available area and cost using already existing
geographical information systems [14].
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While the use of green infrastructure to manage stormwater
is being employed in numerous locations around the U.S., the
monitoring of such distributed installations is still scarce [15].
One exception is an ongoing project launched in late 2016 by
City Digital a public-private initiative in Chicago [16]. In this
project, precipitation amounts, humidity levels, soil moisture
measurements, air pressure, and chemical absorption rates are
continuously monitored for large bio-swales. Then real-time
data is collected available for management purposes. However,
from the published details it is unclear what kind of sensing
devices are employed or their cost.

IV. LOW-COST FLOW RATE SENSING DEVICE FOR RAIN
GARDENS

As discussed earlier, the use of distributed green infras-
tructure, such as rain gardens, can achieve significant reduc-
tions of stormwater runoff. However, the distributed nature
of individual rain gardens pose a monitoring challenge, espe-
cially for small cities and communities with limited resources.
Therefore, a main goal of our work is to develop a low-cost
distributed monitoring solution that reports data over a wireless
network to a centralized site.

Distributed monitoring devices can help municipalities
understand the amount of rainwater captured and potentially
identify problems with the installation. Such problems may
occur when individual rain gardens stop collecting stormwater
due to debris on collecting gutters. Therefore, we designed
a device that can be directly attached to the lower part of
stormwater collecting downspouts. Our device then measures
stormwater activity right before the water is diverted towards
the rain garden. We are not aware of any low-cost distributed
solution similar to ours as currently rain gardens are typically
installed without any monitoring.

A. Variable Selection
The performance level of a rain garden is a function of

how well it can operate as a pervious system. There are two
variables of interest we consider describe the overall perfor-
mance of such a system. It is first necessary to understand
how much water is flowing into the soil in the garden, thus
it is vital to count with data that describes stormwater flow
rate over time. Additionally, it is relevant to understand the
humidity levels of the garden’s soil. Under normal operation,
the vegetation and the soil in the garden should regularly
absorb the incoming stormwater. However, should the soil
become saturated, normal operation is hindered and stormwater
might overflow the garden.

B. System Architecture
The architecture of the system for monitoring the perfor-

mance of a rain garden encompasses two main sensors, a flow
rate sensor and a soil moisture sensor. In this work, we focus
on the flow rate sensor, as affordable soil humidity sensors
are readily available in the market. We designed a sensing
device that can operate continuously as energy is collected
through a small solar panel and stored in a battery. The design
is illustrated in Figure 1, where stormwater at the input (U-01)
passes through a custom flow rate sensor (U-04/05) towards
the output (U-09) and then the rain garden (U-03). The output
of the sensor is the deviation angle of the floating pendulum
shown on the right of Figure 1. A microcontroller based device

�
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Figure 1. Architecture of the rain garden monitoring device.

(U-02), with onboard wireless cellular connectivity (U-08),
controls the systems and collects telemetry data from the flow
rate and a soil moisture sensor (U-06). The system is powered
by a small 10W solar panel and battery (U-07).

1) Volumetric Flow Rate Sensor Design: While there are
numerous commercial and industrial grade flow rate sensors,
these are typically suited for measurements in clean water
scenarios. These sensors are not suitable for stormwater mea-
surements as they are prone to malfunction due to large
contaminants or objects likely to be present in stormwater
flows. Furthermore, these sensors are generally very expensive
hindering the goal of constructing a low-cost device.

Using a simple approach based on a floating pendulum
and low-cost fabrication methods we designed a first version
of the flow-rate sensor. When stormwater flows through a
pipe of inner diameter d, the sensor constantly measures
the angle α between the pendulum axis and the vertical
axis of the discharge pipe using an accelerometer. Figure 2
illustrates the geometry of the system. The flow rate pendulum
sensor employs an accelerometer and gyroscope board based
on the MPU-6050, micro electromechanical system (MEMS),
manufactured by Invensense and available in small quantities
for approximately 5 USD. When a stormwater flow is detected,
this sensing board supplies the microcontroller with the angle
α necessary to compute the flow rate. The board is installed
in a custom designed, water sealed 3D printed housing that
incorporates the floating pendulum. An exploded view of the
housing and pendulum mechanism is shown in the top of
Figure 3. The housing installed on a four inch plastic pipe
is shown in Figure 4.

2) Sensor Calibration and Experimental Design: To esti-
mate the volumetric water flow, Q, as a function of the angle
α we calibrated the system using a typical setup consisting
of a 2.5 meter tall downspout attached to a standard gutter.
A known water flow rate was fed into the system and data
was collected for eight different flow rates with three itera-
tions of 2 minutes each. We heuristically set the data to be
collected every 50 ms. This method has its limitations as it is
dependent on the physical characteristics of a particular setup.
Different installations will have downspouts of varying heights.
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Figure 2. Flow rate sensor pendulum geometry when mounted on a 4 inch pipe (d = 4in., p = 3.2 in.) When stormwater flows through the pipe it rises to level
h and deflects the pendulum an angle of α degrees. Front view (left), side view (right). Front view does not show the pendulum but just the stormwater level.

Figure 3. 3D exploded schematics of the hardware used to house the
accelerometer board and the pendulum.

Figure 4. Hardware mounted on a 4 inch plastic pipe. The pendulum is not
visible in the image as it lies inside the pipe.

However, the method can be extended to other scenarios as
discussed in Section V.

3) Microcontroller and Wireless Connectivity: The design
incorporates a microcontroller board to communicate with the
MPU-6050, store real-time data, and provide cellular wireless
connectivity. The Electron ARM based microcontroller board

manufactured by Particle was chosen as it is a low cost,
65 USD, solution that incorporates 3G cellular connectivity
as well. This microcontroller board requires very low power
to operate drawing less the 1mA when no telemetry data is
acquired, an average of 20 mA when the system is acquiring
data and 800 mA during a two-minute duration batch wireless
transmission. During wireless transmission of telemetry 15
minutes of previously recorded data is transmitted. The state
of the pendulum (e.g., detecting water flow or not) dictates
if data needs to be continuously collected every 50 ms or
if the microcontroller should go to a low power state. This
power saving behavior allows us to provide continuous 24 hour
monitoring with a small 10 Watt solar panel.

The microcontroller board is currently configured to send
information to two cloud-based data management platforms.
It sends readings to Particle’s dashboard reporting solution.
Through the dashboard and custom code it also sends telemetry
data to AT&T’s M2X platform via the Message Queueing
Telemetry Protocol (MQTT) protocol [17][18]. The cloud
solution provided by AT&T allows data storage and real-time
visualizations of the status of the system. It also enables data
to be analyzed offline to carry out further studies of the results.

We selected MQTT as it being a tested telemetry protocol,
software implementations are available for different platforms
and programming languages. In MQTT, a broker receives
published telemetry values from a client. Clients publish their
data to a category referred to as topic. MQTT brokers can
accept requests from other clients asking for this telemetry
data to be shared. The simplest MQTT exchange is illustrated
in Figure 5 where a client publishes data to the broker which
in turn publishes it to an already subscribed client. MQTT
provides for other types of exchanges that provide different
guarantee levels to the messages being published.

All of our hardware designs, developed software, documen-
tation, installation instructions and educational material is open
and can be freely obtained online [19][20]. We expect this to
greatly help not only in the reproducibility of our results, but
towards the adoption of our design as a low-cost management
solution by citizens and municipalities around the globe.
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Figure 5. Sample publish of telemetry data via MQTT.

V. FLOW RATE SENSOR RESULTS

The system we constructed was first calibrated using the
procedure described in Section IV-B2, using eight input vol-
umetric flow rates ranging from 0.0681 to 0.3419 liters per
second. The resulting variations over time of the pendulum’s
deviation angle α for three of these levels are plotted in the
top of Figure 6. Their respective histogram are shown in the
bottom of the figure. The plotted variations over time are the
result of applying a 20 sample average moving window (which
corresponds to one second of samples collected every 50 ms).

The changes of the angle, α, as a function of time plotted
in the top of Figure 6 ocassionally show significant variations
around its mean value. While during the tests the flow rate
stays relatively constant, the sampled angle varies around a
mean value as the water flow is not laminar but turbulent. The
turbulent nature of the flow was increased by the characteristics
of our test setup where water rushing down the downspout
collides with a 90 degree elbow connector before entering the
sensor housing.

Nevertheless, when these variations are studied by plotting
their histogram a unimodal distribution of the sampled angles
was observed. These distributions are shown in the bottom part
of Figure 6. This indicates that, under the conditions tested,
the mean of the sampled angles is an adequate metric that can
be used to estimate the flow rate.

The effect of all eight volumetric flow rates on the pendu-
lum’s angle is shown in Figure 7. Notice that the pendulum’s
angle for increasing flow rates should monotonically increase
with the flow rate. However, during the experiments some
increases in input flow rate resulted in decreasing values of the
average angle (e.g., 0.1637 and 0.2310 liters per second) as ev-
idenced by the data plotted in Figure 7. This is counterintuitive,
as higher flow rate must result in larger pendulum deviations.
After some investigation, we traced back this issue to random
deviations of the actual input flow rate due to imperfections
of the water pumping mechanism.

To be able to estimate flow rate for any angle we con-
structed a linear regression from our experimental data. The
regression result is shown in Figure 7. The value of the
coefficient of determination, R2, for the regression was 0.91
which suggests our dataset approximately results in a linear
relationship between the measured angle and a known input
flow rate. A set of summarized statistics is provided in Table
I.

Figure 6. Variation and histogram of angle α for three different volumetric
flow rates as measured by the accelerometer board.

TABLE I. SUMMARY OF EXPERIMENTAL DATA

Flow
(l/s)

Mean α
(degrees)

Standard
deviation

Minimum
(l/s)

Maximum
(l/s)

0.3419 7.9440 0.9767 0.2259 11.7575
0.2310 4.7825 1.4651 0.5081 11.7580
0.1637 5.3209 0.9885 0.4581 8.4047
0.1338 5.8872 1.0612 1.7901 8.6158
0.1067 4.7872 1.0666 1.2105 8.4521
0.0876 3.5529 0.8082 1.1049 8.2843
0.0739 2.7729 0.6936 0.7093 6.2919
0.0681 2.6969 1.1247 0.7101 6.2919

VI. LIMITATIONS

It is possible to use the linear regression provided in Figure
7 to estimate the flow rate of stormwater passing through the
sensor for any particular measured angle of the pendulum.
However, this regression assumes the conditions the system is
operating in are similar to those described in Section IV-B2.
In different types of deployments, these assumptions might
not hold and it may be necessary to estimate the flow velocity
inside the sensor.

Given that stormwater generally flows inside a pipe fol-
lowing an open channel model where there is a pocket of air
occupying part of the cross section of the pipe, estimating this
velocity is not a straightforward process. Ideally our design
could incorporate a flow velocity sensor; unfortunately this
would increase maintenance complexity and price. Therefore,
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Figure 7. Variation of the average angle α for all eight input volumetric flow
rates along with results from a linear regression.

we are currently using a different approach to estimate flow
rate given a known deflection angle of the pendulum.

The method we use also employs a linear regression but
uses as data the approximate flow rates given by the amount of
rain water collected by the roof to which the sensor is attached.
For any particular installation we can accurately compute the
roof’s surface area. The amount of rain water collected over
time can be estimated by multiplying the surface area of the
roof by the inches of rainfall reported in the area by weather
services. The flow rate is then obtained by dividing the result
by the length of the observation period. This method only
provides us with approximation, but is commonly used in the
sizing of residential and commercial stormwater downspouts
and rain water collection systems.

While our approach is easy to implement it requires rainfall
data that is only available from weather reports. On the other
hand, this is a one time process. Once we have a linear
regression to estimate flow rate through our device.

VII. CONCLUSION AND FUTURE WORK

The first version of our Internet connected stormwater
management device offers a robust solution at a low-cost. We
estimate that in low quantities it is possible to construct the
device for less than 120 USD. The current version does have
limitations that need to be addressed, such as the need for
calibration at a per-site level. This can be avoided by adding
an additional sensor (e.g., flow velocity sensor). However, in-
creasing the complexity would result in a higher cost. Thus we
preferred to use an approximate per-site calibration procedure.

We have carried out preliminary tests of our open solution
for a period of 30 days at two different rain gardens owned
by the City of Athens, OH, with encouraging results. We are
currently improving the design of our solution to allow the
sensor to be mounted on different types of discharge pipes as
well as to be used in green roof installations where both input
and output flow volumes are of interest.
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Abstract—Infrastructure as Code (IaC) is receiving a lot of
attention because of the positive results demonstrated in envi-
ronment provisioning that supports both corporate and scientific
applications. One of the biggest challenges related to the software
development that supports scientific research projects is to obtain
similar results to those that were published when that research
is reproduced. Obtaining the same results involves recreating the
same computational environment as the one used by the original
researchers, and IaC is a paradigm that can help on this issue. In
this paper, the authors provide a state-of-the-art and a literature
review on IaC. Some work done on infrastructure provisioning
based on IaC is presented and analyzed. A section shows how
IaC can solve some typical issues on scientific computational
environments. In other words, it is described how IaC practices
were applied in a real case. Based on what is presented in this
paper, and considering the scientific context, the use of IaC can
help in many aspects like the quality of the developed software
and the improvement of the results obtained in reproducible
research.

Keywords–IaC; devops; infrastructure-as-code; configuration
script; continuous deployment; continuous delivery; continuous
integration; reproducible research.

I. INTRODUCTION

The provision of the computational environment that sup-
ports scientific research has always been one of the main
problems faced by researchers. In 2009, Jon Claerbout, a re-
searcher at Stanford University who worked with data analysis
and development of algorithms for geophysical exploration,
reported that he had great difficulty reproducing algorithms
and results reported by other researchers [1]. He reported
also, that the same situation was occurring in his laboratory.
Quite frequently his students and researchers faced problems
to reproduce the results generated by their own research [2].

Even when we have similar setups, but on different servers,
if for example the operating system is not the same, the
software that will run on those servers can have different
behaviors. It is therefore essential to have the same depen-
dencies between the software components of the environment,
to get similar results to those that have been disclosed. The
computational environment used in the context of a particular
scientific research has to be exactly the same in all aspects re-
lated to software, especially with respect to operating systems,
compilers, libraries and their respective versions [3].

Enterprise and web applications differ in many aspects
from scientific software, but when the subject is the infras-
tructure, they have faced the same issues. To guarantee the
behavior of the applications will be the same on develop-
ment, test and production environments, many companies like
Github, Mozilla, Facebook, Google and Netflix have adopted
an approach called Infrastructure-as-Code (IaC). The idea
behind IaC is to provide the entire computer and network
infrastructure through scripts. That is, no task that is related
to the provisioning of the computational environment must
be done manually, but in a programmatic way, both to avoid
mistakes and to make the environment reproducible as many
times as needed [4][5].

As we can see in Figure 1, there was a growing interest
on IaC, mainly, in the last 6 years. The chart, obtained from
Google Trends, shows the numbers of search results for the
term ”Infrastructure as Code” over the last 10 years.

Figure 1. Search results for the term ”Infrastructure as Code”. Based on [4].

This paper presents a state-of-the-art and a literature re-
view on IaC, that supports the section that highlights which
IaC methods and techniques fit best for scientific computing
environments.

The rest of the article is organized as follows: Section
2 presents the state-of-the-art on IaC. Section 3 makes a
review of the literature on IaC. Section 4 presents a series of
suggestions on how IaC can be applied on scientific computing
environments. Section 5 describes a real case of applying IaC
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practices. Finally, in Section 6 it is presented the discussion
and the conclusion.

II. INFRASTRUCTURE-AS-CODE

In the last decade, due the growing of cloud computing
demands, a new practice has been adopted to provide comput-
ing and network infrastructure through the use of source code.
This approach, called Infrastructure-as-Code (IaC), permits to
manage infrastructure the same way as if it was a software
systems [6].

With IaC we have a dynamic infrastructure where the
servers are created with all the configuration and software
needed, just by using commands in executable files such as
shell-scripts. All the operations like to create a new server,
change its configuration, install or uninstall software depends
on just running a script.

Using scripts to define our infrastructure means that our
environments will have more consistency and it will be more
reliable. Manual provisioning can have different interpretations
of the same instructions, resulting in different configurations
and faults that are not easy to identify, mainly, when these
environments are not monitored. Scriptable infrastructure can
guarantee a consistent monitoring, as well [7].

This approach is based on some practices as follows [8]:

• Definition Files: all configurations are defined in shell-
script files called definition files. This means that all
the updates that we need to apply in the infrastructure
are executed from these files for example install a
database, increase the memory of a Virtual Machine
and create a new server. There is no manual inter-
vention. As all the updates are defined by source
code in scripts, the changes can be applied in test
environments as much as necessary to certify the
production environments will be modified correctly.

• Self-documented systems and processes: Instead of
creating documents with instructions to be executed by
humans, scripts can contain the documentation of the
systems and processes and the commands that need to
be applied in the infrastructure. Besides, they are more
precise and consistently than humans when executing
these instructions.

• Version control: all the code need to be kept in a
version control system like Git or Github. This way the
infrastructure can be versioned. Every configuration
and every change is kept to help diagnose problems
that might happen.

• Continuous test: like we have seen recently on modern
software system, tests are essential to rapidly find
errors, even in infrastructure source code. Like any
other kind of software, we can set up continuous
integration pipelines to test and guarantee the quality
of our code. The continuous integration will support
the continuous deployment and delivery practices.

• Continuous deployment: an update with many simulta-
neous changes on the infrastructure can present a high
number of issues. Continuous deployment pipelines
can help to mitigate this problem, once making small
updates it is faster to find errors and fix them.

• Continuous delivery: with this practice it is possible to
decrease the downtime of the systems on upgrades or
fixes, using techniques like Blue-Green Deployment
and Parallel Change to apply small updates.

Figure 2. Infrastructure-as-Code workflow.

Adopting these practices, we can follow a well-defined
workflow to provide infrastructure using IaC, as shown in
Figure 2.

III. RELATED WORKS

In this section authors present a literature review and
related works, made by other authors done in the field of
infrastructure-as-code. These authors applied it to different
areas of the software industry and scientific applications.

Garcia and Castillo [9] made a presentation about the
main characteristics of the Cloud computing and virtualization
techniques, discussing how benefit these features could be
when used in scientific applications. In this paper, these authors
highlight that neither virtualization nor cloud resources are
commonly used in scientific computing environments due an
idea that virtualization techniques have a negative impact
on this kind of environments. They discuss the viability of
the Infrastructure-as-a-Software cloud paradigm to attend the
requirements of the computational science and the main issues
that need to be addressed by the cloud players to provide the
needed conditions to obtain the maximum benefit from this
type of infrastructure.

Cole and Moore present in [10] a guide for creating
biomedical workflows based on cloud computing environ-
ments. They show some cloud computing tools and charac-
teristics that can help to increase reproducibility, scalability,
resilience, fault-tolerance, security of software applications.
Also they highlight how this paradigm can be cost and time ef-
ficient. They provide also an overview on how researchers can
make the transition of their traditional biomedical informatics
workflows to cloud environments.

In [11], Parnin et al. present a research work about the
use of IaC in continuous deployment. Professionals from 10
different companies were interviewed by the authors. They
reported the practice of IaC have changed the way how
IT companies are managing their infrastructure. They also
reported that the most frequent automation is related with unit
testing, staging, and branching. When development focuses on
delivery speed is essential to adopt continuous deployment, but
some aspects like architecture and safety can have a decrease
in quality, and they need a special attention.

In [12] members of the UC Berkeley D-Lab, Statistical
Computing Facility (SCF), and Berkeley Research Comput-
ing (BRC) present strategies to reduce the complexity on
creating scientific computing environments based on DevOps
concepts. They start by showing some training, research use-
cases and tools that support their strategies and help to create
environments with more accessibility, productivity, reuse, and
reproducibility. After, they present a DevOps framework that
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supported the creation of the Berkeley Common Environment
(BCE). The BCE provides a standard reference that explains
how to run a variety of projects on different platforms. This
environment is available to be deployed on VirtualBox and
Amazon EC2 environments, but it can be also provisioned
for other platforms. It is expected to achieve identical results
across any platform.

Howe [13] makes a presentation about the main charac-
teristics of the virtualization on cloud computing platforms,
focusing the use of virtual machines to provide computational
environments for scientific research projects. He refers that a
virtual machine can contain the entire working environment
of the research project, including its data, all software, notes,
logs and scripts, facilitating the reproducibility of the research.
He presents a discussion about the consequences and benefits
of the use of such a model, and shows the adaptations that
are needed to use this approach in scenarios where of the
reproducibility is more complex.

Boettiger presents in [14] the issues related with the
reproducibility of the source code developed for a specific
research project. He points the reasons why the code cannot be
executed or extended by other researchers with success. Also,
he provides a review on different approaches like virtual ma-
chines and workflow systems, showing their limitations. The
Docker technology is analyzed by the author, that shows the
advantages of the containerization like portability, reusability,
versioning and cross-platform, and how it can address those
challenges that are related to the provisioning of computational
environments for scientific research.

IV. IAC FOR SCIENTIFIC COMPUTING ENVIRONMENTS

Based on the state-of-the-art and the review of the literature
presented in the above section, in this topic it will be high-
lighted the advantages of the adoption of the IaC practices
and techniques, on scientific environment provisioning. Some
typical issues faced by researchers will be shown and it will
be discussed how IaC can help to solve them.

As mentioned in the above Introduction section, one of the
most common issues reported by researchers on reproducing
results is related with the computational environment. Less
than 50% of software can be built or installed successfully. It is
necessary for a huge effort to recreate the original environment
and get similar results [15]. IaC fits perfectly in this scenario.
Once the environment is defined in shell-script files and these
files are stored in version control repositories, researchers can
reproduce exactly the original environment anytime. Besides,
the environment can be versioned and the results of the
research can be related to each version.

Another issue reported is related to the documentation, and
on how to install and run the code associated with a published
work. This problem is related not just with the software
environment but with the code produced by the researchers
as well. Gilbert et al. [16] published a study where just 30%
of the analyzed researches had their results reproduced due
imprecise documentation. This kind of problem can be easily
addressed using IaC practices once all the documentation is
embedded in the definition files combining instructions and
code in the same place.

A problem known as “code rot” is a kind of issue that
affects the results of the reproducible research due updates

of the computational environments. Before to start creating
a new system, developers have to decide which will be the
Operating System, the development language, the libraries
and the database technology that will be used in the project.
Practically, the new software will have many dependencies of
this environment that are not static [14]. A simple update to fix
bugs on the operating system or replace deprecated features in
the libraries can change the results produced by the code. To
mitigate this kind of concern, there are some practices used
in IaC like containerization and virtualization that permit to
create and store an image of the entire environment. In this
way, the results can be reproduced by other researchers using
the same infrastructure created by the original researchers [17].

V. A CASE STUDY

In this section will be described, in a brief way, all the
steps and resources needed to provisioning an environment to
support a real scientific experiment on computer vision. This
environment was used for the development of a software appli-
cation capable of identifying canine dysplasia cases, from the
analysis of x-ray images. This research involved researchers
from the Agrarian and Veterinary Sciences School and the
Science and Technology School of the University of Trás-os-
Montes and Alto Douro, Portugal.

Initially, it was defined that the environment should be
provisioned as a virtual machine. In this way, it could be
recreated at any time, by any of the researchers, in any
available platform, more specifically, stand-alone, on-premise
or cloud platform. For this project it was decided empirically
that the VM should have 4 GB of RAM and 50 GB of disk
space. In Table I are shown which software applications were
defined to compose the environment.

TABLE I. LIST OF SOFTWARE APPLICATIONS DEFINED TO COMPOSE THE
ENVIRONMENT.

Type Software Version
Operating system Linux Ubuntu Server Xenial v16.04 (LTS)
Programming language Python v2.7.12
Container platform Docker v18.09.0
Deep learning framework Tensorflow v1.7

The flow to provide this environment started with a tool
called Vagrant v2.2.5. All the software and hardware needed
to create the environment were described on Vagrant that
generated a script with all these definition, and executed it
creating a VM. The Figure 3 shows part of the script source
code.

The first version of the script was uploaded to Github
repository. The VM were used to execute tests on the installed
software and their respective versions. After the test, the
Vagrant script was updated with new commands to remove
all versions of Python different of the version chosen by the
researchers to avoid conflicts. After more tests, a new version
of the script was uploaded to Github.

The last step was to validate if the code produced by
the researchers could be compiled and ran properly on this
environment, generating consistent results. Having a tested
version of the script on Github, all the researchers could
download it and create the same environment on their own
equipment to reproduce the experiment, getting the same
results.
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Figure 3. Script with the definitions of the environment.

This is a very simple example case study, but that can be
used to show that the use of Infrastructure-as-Code can be very
helpful to obtain reproducible research.

VI. CONCLUSION AND FUTURE WORK
In this paper the authors made a presentation of the state-

of-the-art and a literature review on Infrastructure-as-Code and
how it can be used to obtain reproducible research. Some
aspects related to practices and techniques that are used by
other researchers were discussed, and a workflow based on
these items was proposed.

In the section about the work done by in this field, we could
follow how IaC can have a very positive impact in software
development development, both for enterprise and scientific
applications. Also, this work discussed some typical issues
related to scientific computational environments and showed
how IaC can help to address them.

As future work, we propose to implement a scientific
computational environment applying the practices of IaC, and
compare it with traditional methods of computer infrastructure
provision, in terms of costs and time.

The above presented methods will also be very helpful
in other Data Center applications, in Virtual Machine provi-
sioning, by defining the base infrastructure for other scientific
projects under development in the authors Research Centres
and University, or even to define the basic infrastructure to be
used by students in their projects.
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[9] Á. L. Garcı́a and E. Fernández-del-Castillo, “Analysis of Scientific
Cloud Computing requirement,” in Proceedings of the 7th Iberian Grid
Infrastructure Conference, Madrid, Spain, September 2013, pp. 147–
158.

[10] B. S. Cole and J. H. Moore, “Eleven quick tips for architecting biomedi-
cal informatics workflows with cloud computing,” PLOS Computational
Biology, vol. 14, no. 3, March 2018, pp. 1–11.

[11] C. Parnin, E. Helms, C. Atlee, H. Boughton, M. Ghattas, A. Glover,
J. Holman, J. Micco, B. Murphy, T. Savor, M. Stumm, S. Whitaker, and
L. Williams, “The Top 10 Adages in Continuous Deployment,” IEEE
Software, vol. 34, no. 3, May-June 2017, pp. 86–95.

[12] D. Clark, A. Culich, B. Hamlin, and R. Lovett, “BCE: Berkeley’s
Common Scientific Compute Environment for Research and Education,”
in Proceedings of the 13th Python in Science Conference, Austin, USA,
July 2014, pp. 5–12.

[13] B. Howe, “Virtual Appliances, Cloud Computing, and Reproducible
Research,” Computing in Science Engineering, vol. 14, no. 4, July-
August 2012, pp. 36–41.

[14] C. Boettiger, “An Introduction to Docker for Reproducible Research,”
ACM SIGOPS Operating Systems Review - Special Issue on Repeata-
bility and Sharing of Experimental Artifacts., vol. 49, no. 1, Jan. 2015,
pp. 71–79.

[15] C. Collberg, T. Proebsting, G. Moraila, A. Shankaran,
Z. Shi, and A. M. Warren. Measuring Reproducibility in
Computer Systems Research, Technical Report. [Online]. Available:
http://reproducibility.cs.arizona.edu/tr.pdf [retrieved: Septeber, 2014]

[16] K. J. Gilbert, R. L. Andrew, D. G. Bock, M. T. Franklin, N. C. Kane, J.-
S. Moore, B. T. Moyers, S. Renaut, D. J. Rennison, T. Veen, and T. H.
Vines, “Recommendations for utilizing and reporting population genetic
analyses: the reproducibility of genetic clustering using the program
STRUCTURE,” Molecular Ecology, vol. 21, 2012, pp. 4925–4930.

[17] J. Ooms, “Possible Directions for Improving Dependency Versioning in
R,” The R Journal, vol. 5, 2013, pp. 197–206.

10Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-754-2

CENTRIC 2019 : The Twelfth International Conference on Advances in Human-oriented and Personalized Mechanisms, Technologies, and Services

                            18 / 90



Difference in Attitudes Toward Suggestions Given by an Agent Using Impasse

Estimation

Yoshimasa Ohmoto

Department of Intelligence Science
and Technology

Graduate School of Informatics
Kyoto University

Kyoto, Japan
Email: ohmoto@i.kyoto-u.ac.jp

Hanako Sonobe

Department of Intelligence Science
and Technology

Graduate School of Informatics
Kyoto University

Kyoto, Japan
Email: sonobe@ii.ist.i.kyoto-u.ac.jp

Toyoaki Nishida

Department of Intelligence Science
and Technology

Graduate School of Informatics
Kyoto University

Kyoto, Japan
Email: nishida@i.kyoto-u.ac.jp

Abstract—When a human and a conversational agent cooperate
to perform a task, the agent may need to provide advice to the
human. In that case, the agent has to induce attitudes that ensure
the human accepts the advice of the agent in advance or through
the task. This study aimed to investigate whether the acceptance
of advice provided by an agent could be encouraged by controlling
the content and timing of advice presentation according to the
state of the participant. We focused on metacognitive suggestions
during insight problem solving as an example of advice that
was effective even if an agent performs it. We conducted an
experiment to investigate whether participants would be likely to
accept the suggestion based on the estimation of the inner state
of them even when the agent provided the suggestion. Based on
results from the analysis of operation history log, the acceptance
rate of suggestions in the participants interacting with the state-
considering-suggestion agent was significantly higher than that in
the participants interacting with fixed-interval-suggestion agent,
but the task performance was not high enough.

Keywords–Human-agent interaction; Metacognitive suggestion;
Insight problem solving

I. INTRODUCTION

When people work collaboratively with others, they often
communicate their task status to each other and point out
problems. This kind of information sharing and advice can
be misunderstood or ignored unless people consider the state
of the person (e.g., thinking, confusing, busy and so on)
with whom they are communicating. For example, repeated
advice about what is not a problem leads to disregard of the
advice itself. These problems become more apparent when
the collaborating partner is an artificial agent. On the other
hand, the collaboration can facilitate problem-solving [1] [2],
so we want to realize the agent which collaboratively supports
problem-solving.

In order to avoid such a matter, the agent needs to
understand the human state and give advice; however, even a
human often fails to estimate the inner state of the other person.
When you have a trusting relationship with the communication
partner, it is often not a fatal problem. However, in the human-
agent interaction, the human often needs to infer the agent’s
behavior model from the case of a few interactions. Therefore,
it is expected that a small number of failures in interaction will
cause errors in the behavioral model of the agent constructed

by humans. For example, one approach to getting people
to accept an agent’s advice is to show that the agent has
expertise by providing the appropriate advice [3]. The human
often accepts the advice of the agent when the agent provides
appropriate advices depending on the task situation. However,
if it fails early in the interaction due to misunderstandings, it
may stop accepting further advice. In addition, it is often hard
to determine whether or not the advice is appropriate when it
is not the advice that leads to the correct answer for the task
being performed. In such instances, effective advice cannot be
given without considering the situation and intention of the
person performing the task.

Metacognitive suggestions are one of the useful suggestions
for problem solving, although it does not lead to the direct
outcome of the task being performed. Several previous studies
had attempted to improve task performance by pre-training to
induce meta-cognition. Patrick et al. [4] reported the impact of
general meta-cognitive training on performance. Metacognitive
suggestions may convey knowledge of how participants solve
problems and can facilitate changes in their way of thinking
during insight problem solving (e.g., [5]). In this study, we
consider metacognitive suggestions during insight problem
solving that is effective even if an agent performs it.

This study aimed to investigate whether the acceptance
of metacognitive suggestions provided by an agent could be
encouraged by controlling the content and timing of suggestion
presentation according to the state of the participant. Basically,
the timing of an agent’s advice with participants occurs in a
silence section of the conversation in many previous works
(e.g., [6], [7]). To make the agent a more powerful assistant,
content recognition was tried to be incorporate in many cases,
but it is difficult. In this study, to provide acceptable agent’s
advice, we did not focus on the content of the solving prob-
lems, but on the thinking state and feeling of difficulty toward
the solving problems. The advantage of this research approach
is that it is possible to provide advice at an appropriate time
based on the difficulty of the task that the person feels, without
recognizing the content of the task or what the person is doing.
If the effectiveness of an agent’s advice depends on whether
the agent can give advice based on the state of the person,
it is expected that an influential suggestion can be given to
a person without building a certain trust relationship with the
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agent through long-term interaction.
This paper adds details of the developed system, data of par-

ticipants and the analyses and discussions that were presented
as a Late Breaking paper at 6th international conference on
Human-Agent Interaction [8].

The present paper is organized as follows. Section II
contains an explanation of a system developed to give metacog-
nitive suggestions based on the estimated state of the person
performing the insight problem-solving task. Section III de-
scribes the results of an experiment to evaluate the system
implemented on the agent. In Section IV, the achievements
of this research and some future works are described. The
conclusions are presented in Section V.

II. SUGGESTION SYSTEM USING IMPASSE ESTIMATION

Insight problem solving contains four steps: impasse, in-
cubation, illumination, and validation [9]. We focus on the
impasse step in which people repeatedly searches inappropriate
problem space that does not include a solution. In the impasse
step, advice from other perspectives is useful for constraint
relaxation and a switch of problem space. Metacognitive
suggestion is one method of providing acceptable advice for
the constraint relaxation [1], [10], [11]. The metacognitive
suggestion is confirmed to be effective even if it is presented
at random timing. This is because the insight problem-solving
task is prone to fall into the impasse state, and therefore there
is a certain probability of being in the impasse state when
presented at random.

In order to confirm the appropriate timing of advice in
an insight problem-solving task, we conducted a preliminary
experiment in which an experimenter determined the content
and timing of the agent’s metacognitive suggestions using
the Wizard of Oz (WoZ) and presented them to the person
performing the task. The task in the preliminary experiment
was an ”escape room game” in which players were often at a
stalemate because they were required to think from a different
perspective to win this game. In this game task, the participant
must escape from a virtual room using various game objects.
After this preliminary experiment, some participants reported
that they were ”given proper advice”, so we thought that the
advice of the agent by WoZ operation was accepted. When
we observed the behavior of the participants and advice of the
experimenter in the preliminary experiment, the experimenter
provided suggestions when the participant seemed to be at a
stalemate. We regarded this state of stalemate as an impasse.
We consider that the state of stalemate is one of the appropriate
clues to provide metacognitive suggestions. In accordance with
this concept, we developed a system to provide advice by
estimating whether the interaction partner is in an impasse
state while working on an insight problem-solving task.

A. Estimation of strategies to perform the insight problem
solving task

In order to find typical strategies to perform the insight
problem-solving task, we observed the behavior of the par-
ticipants in the preliminary experiment. As a result, it was
expected that the participants switched two strategies: depth-
first search and breadth-first search. In the state of depth-first
search, participants focused on a particular object and looked
for ways to use it successfully. In the state of breadth-first
search, participants saw the overall situation of the task to

Impasse?

Yes / No

Task

Suggestion management

State estimation
SCR

O
p

eratio
n

 h
isto

ry

Breadth-first or 
Depth-first

Progressive or Impasse

Breadth-first Depth-first

Progressive waiting waiting

Impasse Convergent Divergent

BDI-architecture

Figure 1. Outline of the agent design.

search whether there were any missing or untried methods.
Since it is conceivable that a stalemate may occur while
executing each strategy, human inner states in insight problem
solving can be classified into 4 states (table in Figure 1). In
the advice by the experimenter, there were many suggestions
that urged the participant to look for other ways to solve the
task in the depth-first search, and there were many suggestions
that encouraged the participant to look back on his/her own
behavior and to focus on the specific object in the breadth-
first search.

It is difficult to infer the inner state of thinking from the
participant’s behavior, specifically the inner state of thinking
whether the participant is at a stalemate. To estimate this inner
state, we analyzed physiological indices obtained during the
preliminary experiment. In our previous work, we reported
to estimate the feeling of difficulty of the task by using
physiological indices [12]. As a result, it was frequently
observed that Skin Conductance Response (SCR) was often
activated, when the unfamiliar object was discovered during
the task and when the situation in the task was changed. In
addition, even when the situation did not change, the SCR was
often responsive when with repeated trial and error such as
looking for hints or checking previous information. Therefore,
we regard the state as a non-impasse state (the participant is
not at a stalemate) when the responses of SCR are frequently
observed, and we regard the state to have shifted to the impasse
state (the participant is at a stalemate) when the response of
SCR is not observed for a certain time.

We also measured the electrocardiogram. However, we
have not been able to obtain a useful feature for estimat-
ing task impasse from the electrocardiogram. Therefore, no
electrocardiogram data was input to the system. We used
electrocardiographic data to assess participant’s psychological
status to tasks.

B. The outline of the suggestion system using impasse estima-
tion

Figure 1 shows an outline of the agent design. This agent
basically decides own behavior based on the Belief-Desire-
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Intention (BDI) architecture. This agent estimates two kinds of
user states: a thinking mode (depth-first or breadth-first) and a
state of the stalemate (impasse or progressive). The user’s over-
all states are categorized into one of four combinations: depth-
first/progressive, breadth-first/progressive, depth-first/impasse,
and breadth-first/impasse. The agent provides a metacognitive
suggestion when the estimated user’s state includes ”impasse.”
A convergent suggestion is provided in the state of breadth-
first/impasse. A divergent suggestion is provided in the state
of depth-first/impasse.

The user’s physiological index and behavior are measured to
estimate the user’s state. The state of the stalemate is estimated
using the measured SCR. The agent estimates the user’s state
as impasse when the SCR does not respond during a defined
time window. The time window and the threshold to estimate
the state of the stalemate are decided based on the measured
data for two minutes from the start of the task. To estimate the
thinking mode, the operation history log of the user is used.
When the user repeatedly operates a game object (such as, a
key, a scissors, a piece of paper, a door, a dial plate, a drawer
of a desk, a closet, a button and a safe) in high frequency, the
agent estimates the thinking mode to be depth-first search.

Ten convergent and ten divergent suggestions were pre-
pared. The suggestions were not dependent on a particular
task because they were metacognitive suggestions. One of the
suggestions is selected randomly when the agent provides an
advice. In general situations, it is necessary to give advice
considering the context of the task though it is a metacognitive
suggestion. In this study, we focused on the effect of con-
trolling the timing of the metacognitive suggestions provided
based on the state of the user. Therefore, the agent advised only
considering whether the context was divergent or convergent
in our experiment.

III. EXPERIMENT

When we try to intervene in the behavior or decision-
making of the other person by providing advice, especially
during interaction with a less socially related interaction part-
ner, it is important to provide appropriate advice based on
the estimation of the partner’s inner state. We considered the
metacognitive suggestion in the insight problem-solving task
as an example of the useful advice that the agent can provide,
and proposed the suggestion system based on the impasse state
estimation of the partner in order to accept the suggestion
by the agent. We used two types of suggestion agents in this
experiment. One was a state-considering agent that estimated
the user’s state before providing a metacognitive suggestion
(sc-group). Another was a fixed-interval agent that provided a
metacognitive suggestion in three-minute intervals (fi-group).

A. Task
Participants played an ”escape from the room” game. In

this game, players were often at a stalemate because they are
required to think from a different angle to escape from a virtual
room using various game objects. The participants are asked
to escape from three rooms. In order to gradually increase the
difficulty, the order of the rooms that the participant escaped
from was fixed. There was a 15 minute time limit to escape
from each room. The suggestion agent explained the procedure
for escaping from the room when the participant exceeded this
time limit. After escaping from a room, the participant was
allowed to rest.

Task control PC

Operation data

Measured data

Display the game state

Measuring PC

Participant

Game object area

Suggestion areaOperation result 
area

Send Suggestion

Figure 2. The experimental setting.

B. Exprimental setting
Figure 2 shows the experimental setting. Each participant

sat in front of a 27-inch monitor that displayed the game.
A video camera was placed behind the participant to record
his/her behavior and the game playing screen. The participant’s
voice was recorded using microphones. Polymate was used to
measure SCR and the electrocardiogram (heart rate variability).
SCR was measured with electrodes attached to the first and
third fingers of the participant’s non-dominant hand. The
electrocardiogram was measured by connecting electrodes with
paste to the participant’s left side, the center of the chest, and
both ears for ground and reference. The experimenter sat out of
view of the participant and observed the participant’s behavior.
The suggestions by the agent were provided using audio and
text. The participants performed the task using a mouse.

C. Procedure
First, each participant was briefly instructed on the ex-

perimental procedure. Electrodes for measuring SCR and the
LF/HF electrocardiogram values were then attached to the
participant’s left hand and chest. After the installation, each
participant played a practice game to confirm the operating
method and basic flow of the game. The experimenter in-
structed the participant on the basic operation method. In
addition, the participant was given an overview of the agent
providing metacognitive suggestions. After receiving questions
from the participant and confirming his/her understanding, the
participant started the ”escape from the room” experiment.
After the experiment, the participant answered NASA-TLX to
measure the mental workload.

Forty-two undergraduate students, 27 males and 15 females,
participated in the experiment. The average age was 20.8 years
with a standard deviation of 1.9 years. We eliminated 13
participants because they did not need suggestions to escape
from one of the rooms. Therefore, we used data of 29 par-
ticipants (sc-group: 14 participants, fi-group: 15 participants).
We conducted an additional experiment for five undergraduate
students (three males and two females) from [8], but one male
person did not come and three (two males and one female)
were eliminated. Added one female participant was fi-group.

D. Results
1) The frequency of metacognitive suggestions : We an-

alyzed whether there was a difference in the frequency of
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Figure 3. The frequency of divergent metacognitive suggestions per minute.
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Figure 4. The frequency of convergent metacognitive suggestions per minute.

metacognitive suggestions provided in the sc-group compared
with the fi-group. There were two types of the metacognitive
suggestions (divergent and convergent), so we performed a 2
(group: state-considering or fixed-interval) x 3 (room: first,
second or third) analysis of variance (ANOVA) separately.
Since each participant spent different amounts of time in each
room, we compared the number of suggestions per minute.
Logit transformed values were used in ANOVA to test for
differences. The results are shown in Figure 3, Figure 4, Table
I and Table III.

In the divergent suggestions, there were significant dif-
ferences between groups (sc-group < fi-group) and between
rooms (first and second > third). The interaction was also
significant. When tested for simple main effects, there were
significant differences between groups in second room and
third room (sc-group < fi-group). There was also a signif-
icant difference between the rooms in the sc-group (first >
second and third). This result indicates that, in the sc-group, a
relatively large amount of divergent suggestions was provided
in the first room where the task execution method is unclear
for the participants, and that trial and error is encouraged. In
addition, in second room and third room where people seem
to be used to the task, suggestions were reduced.

In the convergence suggestions, there was no significant
difference between groups, but there were significant differ-
ences between rooms (first and second < third). The interac-
tion was also significant. A simple main effect test showed a
significant difference between groups in first room (sc-group
< fi-group). It was also found that there were significant
differences between the rooms in the sc-group (first < second
and third). This result shows that the convergent suggestions in
the sc-group was reduced in first room which was a relatively

TABLE I. RESULT OF THE ANALYSIS OF VARIANCE ON THE FREQUENCY
OF DIVERGENT METACOGNITIVE SUGGESTIONS.

source SS df MS F p
A: group 6.50 1 6.50 14.83 <0.001 ****
error[S(A)] 11.84 27 0.44
B: room 1.81 2 0.90 5.13 0.0091 **
AB 1.17 2 0.58 3.32 0.044 *
error[BS(A)] 9.49 54 0.18

TABLE II. THE SIMPLE MAIN EFFECT OF THE ANALYSIS OF VARIANCE ON
THE FREQUENCY OF DIVERGENT METACOGNITIVE SUGGESTIONS.

effect SS df MS F p
A(first) 0.38 1 0.38 1.43 0.235
A(second) 4.32 1 4.32 16.39 <0.001 ****
A(third) 2.98 1 2.98 11.30 0.0012 ***
error 81 0.26

B(state-considering) 1.90 2 0.95 5.42 0.0072 **
B(fixed-interval) 1.07 2 0.53 0.04 0.056 +
error 54 0.18

simple.
Overall, the control of metacognitive suggestions was

reasonable to some extent.

2) Operation history log: After the metacognitive sugges-
tion was provided, we analyzed from participants’ operation
history log to determine whether they were acting in line with
the suggestion. From the operation history log, we checked
whether the transition to another state occurred within 10
second after the suggestion was given. In divergent sugges-
tions, if a state transition was made, it was considered that the
suggestion was accepted. In convergent suggestions, if no state
transition was made, the suggestion was accepted. The result
is shown in Figure 5 and Figure 6. The chi-squared test was
applied to determine whether there was a difference between
the groups in the acceptance rate of divergent suggestions and
the acceptance rate of convergent suggestions.

We compared the acceptance rate of all suggestions be-
tween groups. As a result, the acceptance rate of all suggestions
in the sc-group was significantly higher than that in the fi-
group (p = 0.0013). We compared the acceptance rates of
divergent suggestions and convergent suggestions between
groups. Although there was no significant difference in diver-
gent suggestions (p = 0.01), the acceptance rate of convergent
suggestions in the sc-group was significantly higher than that
in the fi-group (p = 0.0061). We compared the acceptance
rates of divergent suggestions and convergent suggestions in
each group between rooms. In third room, the acceptance rates
of both divergent suggestions and convergent suggestions in
the sc-group were significantly higher than those in the fi-
group (divergent: first room p = 0.72, second room p = 0.16,
third room p = 0.005, convergent: first room p = 0.44, second
room p = 0.36, third room p = 0.014). In addition, in the sc-
group, the acceptance rates in third room were higher than
those in first room, and the acceptance rates seems to be
gradually increasing. It is not clear whether this is because the
difficulty of the room is increasing or because the reliability
of the agent’s suggestions is increasing. In any case, the
results showed that the participants were likely to accept the
metacognitive suggestions provided by the agent when the
suggestions were given based on the inner state estimation
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TABLE III. RESULT OF THE ANALYSIS OF VARIANCE ON THE FREQUENCY
OF CONVERGENT METACOGNITIVE SUGGESTIONS.

source SS df MS F p
A: group 0.77 1 0.77 2.03 0.165
error[S(A)] 10.21 27 0.38
B: room 1.15 2 0.57 4.10 0.022 *
AB 3.17 2 1.58 11.30 <0.001 ****
error[BS(A)] 7.57 54 0.14

TABLE IV. THE SIMPLE MAIN EFFECT OF THE ANALYSIS OF VARIANCE
ON THE FREQUENCY OF CONVERGENT METACOGNITIVE SUGGESTIONS.

effect SS df MS F p
A(first) 3.83 1 3.83 17.42 <0.001 ****
A(second) 0.015 1 0.015 0.067 0.796
A(third) 0.099 1 0.099 0.45 0.50
error 81 0.26

B(state-considering) 3.19 2 1.60 11.39 <0.001 ****
B(fixed-interval) 1.12 2 0.56 4.01 0.024 *
error 54 0.14

of the participant.

3) LF/HF: LF/HF was calculated from heart rate variability
data. LF/HF can be used as an index of tension and stress state
of participants. The feeling of tension after the suggestions
shows that it is influenced by something such as thinking after
listening to the suggestions or feeling impatient. The rate of
suggestions with LF/HF responses during the 30 s after the
suggestion was calculated. Figure 7 shows the results. When
the chi-squared test was applied to each room and to the whole
data, the rate in the sc-group showed significantly higher than
that in the fi-group in third room and the total in the task
(third room: p=0.046, total: p=0.0060). There were marginal
significant differences in first room and second room (first
room: p=0.054, second room: p=0.050). This suggests that the
metacognitive suggestions in the sc-group had a stronger effect
on the participants than those in the fi-group.

4) Mental workload: We measured mental workload using
NASA-TLX. This is major method to measure the mental
workload. Figure 8 shows the results. With the exception of
”performance,” the sc-group reported an overall lower mental
workload than the fi-group. We performed Welch’s t-test on the
total score between the two groups and there is no significant
difference (p=0.17). We also performed Welch’s t-test on each
individual score between the sc-group and the fi-group. There
was a significant difference regarding the data of ”temporal
demand” (sc-group < fi-group, p=0.038). The results suggest
that advice based on human internal state estimation reduces
some of the human mental workload. At the same time, it
shows that the overall effect is not significant.

5) Task performance: We calculated success rates of es-
caping from the rooms. Figure 9 shows the results. In the
third room, the participants in the sc-group could not escape
from the room. The total success rate in the sc-group was
lower than that in the fi-group. This was an unexpected result.
Although the participants started to accept the suggestions by
the agent, it is probable that the participants were confused
and distanced themselves from solving the task because they
were given suggestions that did not contribute to solving the
task.
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Figure 7. Rates of suggestions with LF/HF responses during the 30 s after
the suggestion.

IV. DISCUSSION

We hypothesized that participants would be likely to accept
the advice based on the estimation of the inner state of the
human even when the agent provided advice. In this research,
we focused on metacognitive suggestion in an insight problem-
solving task, which is one of the examples of useful advice that
the agent can provide. We investigated the effects of metacog-
nitive suggestion that controlled the timing of presentation
based on human inner state. We implemented an agent that
estimated two kinds of user states: a thinking mode (depth-first
or breadth-first) and a state of the stalemate (impasse or pro-
gressive). The agent categorized the participant’s overall state
as one of four combinations: depth-first/progressive, breadth-
first/progressive, depth-first/impasse, and breadth-first/impasse.
The agent provided a metacognitive suggestion with the goal
of getting humans out of the impasse state.

We conducted an experiment using two suggestion agents.
One was a state-considering agent that estimated the user’s
state before providing a metacognitive suggestion. Another was
a fixed-interval agent that provided a metacognitive suggestion
in three-minute intervals. Based on results from the analysis
of operation history log, the acceptance rate of suggestions in
the sc-group was significantly higher than that in the fi-group.
In other words, the attitude to the metacognitive suggestions
given by the agent was different between the participants in
fi-group and those in the sc-group. The participants in the sc-
group believed that the content of the suggestions given by the
agent should be considered. On the other hand, participants
in the fi-group typically thought that the agent’s suggestions
presented general knowledge, and might accept useful ones
regardless of the task status. This is also suggested from
the fact that participants’ physiological index (LF/HF) were
often responsive to the agent’s metacognitive suggestions in
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the sc-group. The results of the mental workload suggest
that participants in the fi-group might interpret the agent’s
suggestions as a kind of facilitation of the task execution rather
than human assistance.

There was an unexpected result. In the third room, the
participants in the sc-group could not escape from the room.
The total success rate in the sc-group was lower than that
in the fi-group. We expect that one of the reasons is that
the search space of the third room was larger other rooms.
The third room included many game objects and the process
of problem solving was complex. Therefore, even when the
impasse estimation system judged that the breadth-first search
state of the participants continued too long, the participant
often needed to continue to explore the search space to find
a way to escape the room. Although it is not necessary to
understand the contents of the task in order to make appropriate
interventions by metacognitive suggestion, it is necessary to
decide whether to encourage divergence or convergence, taking
into consideration the size of the search space of the task. In
this study, we focused on the human inner state to decide the
content and timing of the suggestion. However, in a general
situation, it is necessary to consider a method of giving advice
by adding relatively abstract information that expresses the
feature of the task, such as the size of the search space. In
addition, because the agent’s suggestions were appropriate to
some extent until the second room, participants in the sc-group
might fall into an assistant dilemma [13].

V. CONCLUSIONS

The aim of this study is to investigate whether the ac-
ceptance of metacognitive suggestions provided by an agent
could be encouraged by controlling the content and timing of

suggestion presentation according to the state of the partici-
pant. We implemented an agent that estimated two kinds of
user states: a thinking mode (depth-first or breadth-first) and
a state of the stalemate (impasse or progressive). From the
experiment using the two types of suggestion agents, we could
suggest that participants was likely to accept the metacognitive
suggestions provided by the agent when the suggestions were
given based on the inner state estimation of the participant.
However, the task performance decreased. We speculate that
this might have caused the agent to give inappropriate content
suggestions, and then causing confusion to the participant
because the participant was accepting the agent’s suggestions.
In a future work, we will improve the system to incorporate
the task feature estimation (this is not content recognition).
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Abstract— Electroencephalography (EEG) is an exceptional 
technique in order to study human behavior via neurocognitive 
processes. EEG can be utilized in different domains to study 
the neurocognitive processes behind human-machine 
interactions. Furthermore, remote ship operations are an 
innovative approach in the maritime industry to improve the 
efficiency of operations. However, in the Shore Control Center 
(SCC), human-machine interactions are challenging and highly 
important in order to implement successful remote ship 
operations. In this respect, human operators are key 
components of the SCCs; performance and efficiency of their 
interactions directly affect remote monitoring and remote 
controls. Hence, the present study introduces the EEG EPOC 
Flex in order to objectively investigate human interactions. 
The current paper focuses on operator’s stress in different 
levels of workload within the SCC. In effect, EEG will facilitate 
investigating human factor issues that may affect operators’ 
interactions in the SCC. The result of this study can help SCC 
designers to design an efficient environment for SCC 
operators. 

Keywords-Remote operations; Ship; EEG; Human 
experiments 

I.  INTRODUCTION  
Today, studying the underlying mechanisms of human 

behavior is the center of interest for many researchers in 
different fields, especially for automated environments and 
remote-controlled vessels. Thus, different types of Human 
Factor Engineering (HFE), Human-Computer Interaction 
(HCI), and affective engineering experiments have been 
performed [1], [2]. While the concept of remote-controlled 
vessels and remote ship operations are in their early stage, 
study the human interactions will significantly improve the 
functionality and value of remote ship operations. Although 
the autonomous vessel might be in the form of an unmanned 
vessel, human operators still play an important role in the 
unmanned systems [3] within the SCC. In this respect, 
operators’ stress due to information overload is one of the 
important identified human factor issues; because one SCC 
operator has to deal with several vessels at the same time [3], 
[4]. According to the communication requirements for an 
unmanned vessel, remote control and remote monitoring are 
two important control modes within the SCC [5] where 
humans play a critical role to monitor and control the vessels 
from distant locations.  

The concept of SCC relies on a manned shore-based 
control center which is responsible for the ship operation. In 
this scenario, difficult or critical remote ship operations will 
be conducted by the SCC [5]. However, in order to decrease 
the workload on the SCC operators, assure the safety, or in 
the case of the limited or loss of the communication between 
the vessel and SCC, the vessel must be able to perform the 
normal operation without human supervision. There are 
several fails to safe strategies that are programmed and 
updated by the SCC and the vessel can enter one of the 
possible strategies when SCC cannot respond [5].  

According to the concept of remote ship operation and 
SCC, the crew will be relocated from on board the vessel to 
shore-based control centers, and they will perform different 
tasks based on the organization and control modes of the 
SCC. This relocation does not mean the elimination of the 
human factors or solving all human errors; by contrast, more 
questions regarding human factors and human interactions 
will be raised, because SCC operators have to take the full 
control over the vessel at any time [4]. In addition, the SCC 
operator is defined as an Officer of Watch (OOW), who is 
responsible for monitoring the vessel at any time and 
interevent if needed [6]. This is highlighted in the remote 
monitoring mode of SCC as well [5]. 

Thus, human operators are key components of the SCC 
and their performance and efficiency directly affect remote 
ship operations. This implies that study the human-human 
and human-machine interactions are highly important in 
order to implement remote ship operations. In this respect, 
Electroencephalography (EEG) is a special tool that can be 
utilized for quantifying human interactions and study the 
neurocognitive processes underlying human behavior [7]. 
Although there are various studies that investigate the 
behavioral interactions in a qualitative manner, using 
physiological sensors especially EEG leads to quantify 
human interactions. EEG records brain waves and electrical 
activities by using electrodes on the scalp. Electrical 
activities of the brain indicate that how is the communication 
between different neurons in the brain network through 
electrical impulses [8].  

The current study presents the application of EEG EPOC 
Flex in order to objectively investigate human factor issues 
affecting SCC operators. According to [9], there are different 
types of issues that affect human interactions during the 
remote ship operations especially within the SCCs. For 
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example, a high level of mental workload and a lack of direct 
sensory. On the other hand,  the main hypothesis of the 
successful implementation of the Human-Machine Interface 
(HMI) within the SCC introduces an SCC operator as a 
person who has to be able to monitor and control up to six 
vessels at the same time [10]. In this respect, the current 
paper focuses on using EEG EPOC Flex for measuring the 
stress of SCC operators during the remote monitoring and 
remote ship operations in different levels of workload. The 
paper presents stress as a dependent variable and workload 
as an independent variable, which can be manipulated during 
an EEG experiment.  

Developing this type of human-centered experiment 
leads to the study of human interactions in a quantitative 
manner, which can boost the acceptability of results. But, the 
development process of a human-centered experiment 
requires fundamental knowledge in various domains, such as 
psychology, physiology, engineering design, electro-physics, 
and neuroscience [2]. This increases the complexity of the 
development process, especially when the experiment is to 
be designed from scratch and there is no clear experiment 
precedes for scenarios [2]. Thus, the current paper reviews 
some aspects of knowledge domains in order to build an 
EEG human-centered experiment within the SCC. In 
addition, an example case comprising a high workload and 
low workload scenarios is presented. The example case is 
developed based on the wayfaring model; this model 
supports the early concept creation stage of designing 
experiments including multi-disciplines and high levels of 
complexity [2].  

The rest of the paper is organized as follows: the 
definition of remote ship operations and SCC in section II. 
Electroencephalography (EEG) and its characteristics appear 
in section III; this section reviews how stress can be 
investigated by using brain frequencies. Wayfaring model 
and example case is presented in section IV. Section V 
discusses the objective and EEG as an explicit tool to design 
a human-centered experiment regarding the stress of SCC 
operators. Finally, section VI presents the conclusion and 
future works. 

II. REMOT SHIP OPERATIONS AND SCC 
Today, technology is generally available to operate a 

vessel without on board crew, however, several 
developments and validations are required [5]. According to 
the definition of remote operation, a machine is under the 
continuing and direct human control from a distant location 
[11]. This implies that the concept of unmanned vessels will 
rely on an SCC, which is responsible for the operation of the 
vessel based on the different types of vessel and SCC control 
modes [5]. 

According to the baseline case from Maritime Unmanned 
Navigation through Intelligence in Networks (MUNIN), the 
SCC contains all on land functions, remote bridge, and 
engine control modules that can be utilized to take the direct 
control over the vessel in specific cases [12]. Furthermore, 
the initial voyage planning will be conducted in SCC, and all 
the voice communication to the vessel will be relayed to the 
SCC in order to handle by the SCC operators [12].  

There are five main ship control modes for an onboard 
Autonomous Ship Controller (ASC) comprising autonomous 
execution, autonomous control, direct remote control, 
indirect remote control, and fail to safe mode [5]. According 
to different modes of ship control, it can be concluded that 
SCC will operate in various modes as well. Remote 
monitoring, remote operation, status investigation, ASC 
update, and intervention are the main SCC control modes 
[5]. Generally, the SCC will be in the remote monitoring 
mode, when all the ship status indicators are normal; in this 
case, no action will be taken from SCC. The ASC sends a set 
of ship status flags to SCC at short intervals (for example 
every 5 seconds). A set of ship status indicators are presented 
by [5] based on the hierarchical ship function decomposition 
[13] and the ship functional model [14]. Table I indicates 
ship status indicators which are critical parameters for the 
SCC operators in different SCC control modes. 

TABLE I.  SHIP INDICATORS IN SCC [5] 

Indicator Detailed description elements 

Location 
Position, heading, speed, distance from planned 
position as well as position quality flag. 

Weather  Wind speed/ direction, wave and swell hight/ 
length/ direction  

Visibility  Visibility, radar range and culture. COLREG status 
of ship 

Collision  Vectors to targets, status/heading/ speed of targets 

Grounding  Depth measurement 

Communication  Critical communication directly to ship, for example 
on VHF, GMDSS. 

Stability  Trim, heel, draft, water tight integrity, void space, 
water ingress 

Environment  Environmental performance and emission to air and 
sea 

Economy  Fuel use and potential for late arrival/ off hire etc 

Hull propulsion  Hull and equipment status, anchor, towing, ladders 

Propulsion  Engine, auxiliaries, piping, fuel 

Electric  Electric power systems, switch boards, emergency 
power 

Safety  Fire, evacuation, extinguishing, escape 

Cargo  Cargo status  

 
If one of the above indicators shows some abnormality, 

the SCC will enter to ASC update and investigation modes 
[5]. Remote ship operation mode is utilized to control the 
vessel manually when ASC cannot solve the problem in a 
certain situation. SCC will enter intervention mode when 
deeper interactions with onboard systems are necessary [5], 
[12]. 

III. ELECTROENCEPHALOGRAPHY (EEG) 

Electroencephalography in short EEG means recording 
the electric activity of the brain. Most cognitive processes 
happen within tens to hundreds of milliseconds, this is much 
faster than the blink of an eye. On the other hand, events, 
which trigger cognitive processes happen in time sequences 
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that span hundreds of million seconds to a few seconds [8]. 
EEG similar to a high-speed camera has a high time 
resolution; hence, it can capture the physiological changes 
of underlying cognitive processes better than other brain 
imaging techniques including Positron Emission 
Tomography (PET) scanners and Magnetic Resonance 
Imaging (MRI) [8].  

The brain is continually active and generates electrical 
activities that are significantly less than a 9v battery. EEG 
sensors can pick up weak signals from the surface of the 
scalp [8]. The international brain research has been gaining 
important findings regarding EEG and established theories 
which are well-accepted on how the EEG signals relate to 
attentional, affective or cognitive processing [8]. The 
current paper utilized the Emotiv EEG EPOC Flex 
containing 32 channels. Each sensor records five main brain 
band powers consisting Theta (4-8Hz), Alpha (8-12Hz), 
Low beta (12-16Hz), High beta (16-25Hz), and Gamma (25-
45Hz). EEG researchers record the brain’s electrical 
activities via sensors placed at the scalp surface; this applied 
first to humans by a German neurologist Hans Berger in the 
1920s [8]. As the electrical signals are very small, the data is 
digitized and sent to an amplifier. Then, the recorded data 
can be displayed as a time series of voltage values [8]. 

American Encephalographic society (1994) has been 
provided the most common system in order to define and 
name the electrode locations/positions on the scalp. This 
system is called the 10-20 system such that electrodes are 
placed at 10% and 20% points along lines of longitude and 
latitude. In the 10-20 system electrode names start with one 
or two letters showing the general brain region or lobes 
where the electrode is placed [8].  

Electrode’s name end with a letter or a number showing 
the distance to the midline. Even numbers in the right 
hemisphere, and odd numbers in the left hemisphere. Larger 
numbers refer to the greater distances from the midline [8]. 
Electrodes placed at the midline are labeled with “z”, which 
indicates zero distance from the midline. For instance, T7 is 
placed over the left temporal regions, Fp8 is placed over the 
right front-polar regions, and Cz is located over the midline 
central brain region [8]. 

A. EEG frequencies  

Brain oscillations with the 4-8 Hz frequency range are 
identified as theta band [15], [16]. Various studies highlight 
that frontal theta activities are correlated with the difficulty 
of mental operations; for instance, during learning, 
information takes up, focused attention or memory recall. In 
this respect, theta frequencies are more prominent when the 
task difficulty increase. Hence, theta is usually associated 
with the processes underlying working memory and mental 

workload [8], [17]–[19]. Workload refers to any cognitive 
process involving executive processes including problem-
solving, working memory and analytical reasoning. 
Workload which is associated with the theta band power, 
increases in the case of a higher level of task demand and 
working memory load [8]. Theta frequency can be recorded 
from all over the cortex, this indicates that it is generated via 
a wide network involving central, parental, prefrontal and 
temporal cortices [8]. On the other hand, there is an 
improvement of theta waves in the case of mental stress. 
This implies a good correlation between EEG signals and 
mental stress [20], [21]. Table II indicates a summary of 
studies on theta and other EEG bands focusing on stress and 
workload. 

Alpha band as a rhythmic oscillatory activity with the 
frequency range between 8–12 Hz was discovered by Hans 
Berger in 1929 [15] cited by [8]. The alpha band is 
generated in posterior cortical areas, comprising parietal, 
occipital and posterior temporal brain areas [8], however, it 
is more active in frontal and occipital regions of the brain 
[22]. Figure 1 indicates four main brain lobes and their 
responsibilities. In normal adults, alpha waves can be seen 
spontaneously during wakefulness and relaxed state [18]. 
The alpha band is correlated with sensory, memory, and 
motor functions. During the mental and physical relaxation 
with closed eyes, there is an increase in alpha band power. 
By contrast, alpha power is suppressed during mental and 
body activities with open eyes [8]. In other words, alpha 
suppression indicates that the brain is preparing to pick up 
information from different senses, focusing on what really 
matters in that specific moment, and coordinating 
attentional sources [8]. This implies that alpha suppression 
is a valid presentation of engagement and mental activities, 
for instance during focused attention to different types of the 
stimulus [23] cited by [8]. 

Importantly, in the case of no stress, when the brain is 
performing no activity alpha waves are dominant. In 
stressful conditions, the alpha power declines to indicate the 
change in the response under stress [21]. The power 
suppression of alpha band during the stressful situation is 
also highlighted by [24]. It is important to mention that in a 
study regarding functional roles of 10 Hz alpha band power, 
Magnetoencephalography (MEG) signals similar to EEG 
signals indicate that alpha oscillations are associated with 
semantic, spatial and social attention [25].  

 Oscillations within the range of 12-25 Hz are generally 
referred to as beta band activities [8], [16], [18]. Beta 
frequency is generated in both frontal and posterior regions 
of the brain. Higher beta power is generally correlated to 
active concentration and busy or anxious thinking [8], [32]. 
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TABLE II.  SUMMARY OF EEG STUDIES ON STRESS AND     
WORKLOAD 

Authors EEG 
band 

EEG 
sensors Results 

[26] 

Delta, 
Theta, 
Alpha, 
Beta, 
Gamma 

F3,FC5,T7,P
7,O1,O2, 
P8,T8,FC6,F
4,F8,AF3, 
F7, AF4 

The results indicate the 
feasibility of EEG in order to 
detect stress. The highest 
accuracy was obtained in the 
alpha band power. 

[27] 
Theta 
(fmq) 
Beta 

71 EEG 
electrodes 

Theta (fmq) increased 
consistently with memory 
load.  

[28] Beta FC5, FC6, 
O1, O2, 

Participants in the stress 
group had the highest level of 
Beta activity. 

[29] Theta 

The 
locations of 
48 
electrodes 
(out of 171) 
are shown 
in the study 
 

In more complex mazes there 
are more theta oscillations. 
Theta oscillations are more 
frequent through recall trials 
compare with learning trials. 

[20] 

Theta, 
Beta, 
Delta, 
Alpha, 
 

FP1,FP2, F3, 

F4,C3,C4,P3,
P4,O1,O2, 

F7,F8,T3,T4,
T5,T6,FZ,CZ,
PZ, OZ 

During the most complex 
task, delta power increased. 
Delta only increases when 
attention to internal 
processing is required. 
During the performance of a 
task, alpha activity was 
suppressed, but low theta 
increased. 

[23] Alpha 
C4-A2,C3 
A1,O2-

A2,O1-A1 

During the visual 
stimulation, a decreased in 
Rhythmic Activity within the 
Alpha Band (RAAB) 
happened in occipital 
regions. During the auditory 
stimulation, power declined 
in the central regions.  

[30] 
Alpha, 
Beta, 
Theta 

Fp1,AF3, 
F3,F7,FC5,
FC1,C3,T7, 
CP5, 
CP1,P3,P7,
PO3,O1, 
Oz,Pz,Fp2,
AF4,Fz,F4,
F8,FC6,FC
2,CZ,C4,T8,
Cp6,Cp2,P
4,P8,PO4, 
O2 

In the field of spectral 
centroids, 30 out of 32 
electrodes indicated 
increased centroid frequency 
during stress (without 
significant effect). It is 
argued that negative valence 
stimuli lead to an increase in 
the right frontal activities. 
Besides, left frontal activity 
indicates the EEG response 
to positive valence stimuli.  

[31] 
 

Theta, 
Alpha, 
Beta 

Fp1,Fp2, 
FpZ(prefro
ntal sites) 

Stressful subjects showed a 
higher level of EEG 
complexity. The group with 
chronic stress had higher left 
prefrontal power. There was 
a significant difference in 
relative power of alpha 
between the normal group 
and the stress group. 

[19] Theta, 
Alpha 

19 
electrodes 
based on 
the 10-20 
system 
(including 
O2, P4, F7) 

Upper Alpha is dominant 
during retention (increasing 
the memory load). Theta and 
upper Alpha play an 
important role during the 
retrieval.  
 

 Another study indicates that there is a high beta activity at 
the FC5 electrode during the stress situation [28]. This 
means that there is a meaningful correlation between beta 
frequencies and levels of stress.  

Oscillations above 25 Hz are referred to gamma 
frequencies which usually found during conscious 
perception. Due to high contamination by muscle artifacts 
and small amplitude [18]. Gamma frequencies are black 
holes of the EEG studies. Still, it is unclear that which parts 
of the brain generate gamma frequencies and what these 
frequencies reflect. Some studies argue that the gamma band 
is a by-product of other neural processes, hence, they do not 
reflect any cognitive processing at all [8]. Notably, high 
gamma activity in the temporal region is associated with 
memory processes [18]. Furthermore, some studies report 
that gamma activity is connected to attention, working 
memory and long-term memory processes [18], [33].  

IV. HUMAN-CENTERED EXPERIMENT IN THE EXAMPLE 
CASE 

This part presents an example of a human-centered 
experiment to study stress and workload within the SCC. 
The wayfaring approach is applied to the development of 
the experiment. The current example comprises two 
scenarios with different levels of workload. The research 
hypothesis is defined as follows:  

    H1: There is a significant difference in participant’s stress 
between high workload and low workload scenarios.   

A. Wayfaring approch 

Wayfaring model [34], [35] can be utilized as an 
exploration journey instead of a planning-based approach to 
discover innovative ideas. The wayfaring model describes 
that “an optimum new solution to a problem cannot be 
preconceived as we do not have empirical evidence for the 
outcome of something that has not previously been done” 
[2]. In this respect, the model provides a methodology for a 

Figure 1.    Brain lobes and their responsibilities 
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practical exploration of the problem and solution. According 
to [2], this methodology comprises four steps as follows:    

1. Probing ideas: the exploration of opportunities, 
sometimes this phase includes a low-resolution 
prototype in order to fail early and to abductive 
learning. 

2. Merging multidisciplinary: comprising all 
knowledge domains from the beginning to discover 
interdependencies and develop interrelated 
knowledge 

3. Speed: make a plan based on the short iteration 
timeframe to maximize the iteration numbers 

4. Agility: opportunistically select the next step and let 
the development process shape the outcome. This 
phase can be followed  in order to achieve 
serendipity findings and innovation outcomes 

B. Scenario 1 

This experiment uses EEG EPOC Flex to record the brain 
activity of a human operator while monitoring the vessel’s 
operation in the simulation environment. The task takes 10 
minutes due to limitations for using EEG EPOC Flex. The 
instructor room of the navigation simulators will be 
considered as an SCC and a ship bridge as a remote-
controlled vessel. As we can see in Figure 2,  the instructor 
room  is assumed as an SCC where one operator can 
monitor up to six vessels (SCC remote monitoring mode). In 
the current scenario, an SCC operator is defined as an 
OOW. As mentioned before, this person is responsible for 
monitoring the ship and intervening if required [6]; this 
means sending high-level commands in specific situations. 
The ship bridge will be operated by simulator assistants 
based on the predefined route. In this scenario, SCC 
operators will fill in a self-report stress survey after they 
finish the experiment. In addition, the paper-based NASA 
TLX forms will be used in order to assess the workload 
objectively.  

In scenario number 1, SCC operator will monitor one 
remotely operated vessel from the instructor room (based on 
the monitor mode of SCC), and there is a ship-ship 
communication between the bridge operators and SCC 
operators. SCC operator is responsible to send high-level 
commands if needed in the case of accidents, crossing other 
vessels or harsh weather. In addition, SCC operator has to 
monitor the radar data, heading, propeller revolution, rate of 
turn, rudder and speed of each vessel to ensure that all the 
vessels are in an appropriate status. Independent variable 
will be manipulated as follows: 

• Area: Kristiansund to Trondheim (low difficulty) 
• One container ship as the main vessel 
• 5+ targets (traffic)  
• Good visibility in daylight  
• Moderated wind, calm sea-state  
• No accidental situation  

C. Scenario 2 

Actors, environment, and components of scenario number 
2 are the same as scenario number 1. The independent 
variable will be manipulated as follows: 

• Area: Vatlestraumen (moderate difficulty) 
• 5 container ships as the main vessels  
• 15+ targets (traffic) 
• Bad visibility, night time 
• Strong wind, wavy sea 
• Two accidental situation 

It is notable that in this experiment physiological baseline 
will be performed before scenario 1.   

V. DISCUSSION  

Remote monitoring and remote controls have been 
merged in different types of control modes of unmanned 
vessels and SCCs. In this respect, SCC appears as a black 
box comprising human, hardware, software and different 
types of human-machine interfaces. It is clear that by 
relocating crew from on board the vessel to SCC, we will 
face more human factor challenges such as stress and 
information overloading. Hence, study human interactions 
within the SCC leads to gain more knowledge about 
different aspects of remote ship operations and decoding the 
black box of the SCC. The current paper presented EEG as a 
remarkable method in order to investigate the stress of SCC 
operators during the different levels of workload.  

Moreover, the paper presented a very simple example 
case based on the wayfaring approach. The wayfaring model 
was an appropriate model in order to develop the 
experiment due to a lack of clear procedures and a high 
level of complexity. EEG EPOC Flex was defined as a tool 
to record the participant’s brain signals during the 
experiment. According to the various studies regarding the 
EEG signals and stress, we suggest theta and alpha 
frequencies as two important EEG frequencies which can be 
considered to study stress. During the stressful situation, the 
power of alpha frequencies falls down, however, the power 

Figure 2.   Simulator instructor room 
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of theta waves increases. In addition, EEG electrodes in the 
frontal region of the brain including Fp1, Fp2, FpZ 
(prefrontal site), FC5 and FC6 can be considered as effective 
electrodes during the stress evaluation. However, a 
comprehensive analysis of stress requires considering more 
EEG electrodes in addition to different band powers. 

Developing a human-centered experiment is a challenging 
task, as fundamental knowledge in the different domains is 
required. This implies one of the main challenges in 
developing human-centered experiments, especially in the 
field of EEG. Using a simulator environment rather than a 
real SCC is another issue, which can affect the results of the 
experiment. Furthermore, the availability of participants is 
another limitation during the human-centered experiments. 
It is important to mention that in the current high workload 
scenario, all the independent factors (number of targets, 
weather, route, etc.) were manipulated aiming to make a 
significant change in the level of workload; thus, the effect 
of each factor is not clear. Future experiments can provide 
more details regarding the independent variable.  

VI. CONCLUSION  

In this paper, we studied general aspects of remote ship 
operations, SCC and EEG in order to a develop human-
centered experiment. EEG is presented as an exceptional 
tool to study stress in different levels of workload within the 
SCC. Moreover, an example case including high and low 
workload scenarios was defined by applying the wayfaring 
approach. The current example case focused on the 
monitoring mode of the SCC. In this respect, future studies 
can investigate stress and workload in other SCC control 
modes. Moreover, future studies can investigate different 
analysis and pre-processing techniques in order to extract 
the required data of stress and workload from raw EEG data.  
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Abstract-Advergame has increasingly been used for a new 
marketing campaign.  This study defines a new research model 
with a relationship structure of advergame design and 
individual psychological state as antecedents for advergame 
attitude, brand attitude, and purchase intention, based on the 
hierarchy of effects theory.  An empirical study for online survey 
collects 522 consumers who have recent experience of 
advergame.  The results found that game-brand fit, perceived 
interactivity, and involvement are the key drivers of advergame 
attitude.  Further, advergame attitude and brand attitude were 
found to be two important mediators of purchase intention.  
Implications for marketers and scholars are further discussed. 

Keywords-Advergame; advergame design; advergame attitude; 
brand attitude; purchase intention. 

I. INTRODUCTION 

Advergame is a particular form of branded entertainment 
that the brands, along with related messages, logos, and 
trademarked characters, are included in a game, and such 
promotional tools are usually accessed via the parent 
companies or brand websites [27].  Advergame has 
increasingly become one of the most promising areas of 
Internet advertising in recent years [33].  Many companies 
have tried advergame as part of their marketing strategies, 
such as Coca-Cola, Toyota, Michelin, and McDonald. 

Most studies have focused on the issues related to 
advertising effectiveness, such as brand/product recognition 
or attitude [11] and advergame design [6][14].  However, an 
important role of advergame in marketing is persuasive 
purchase behavior, which remains relatively under-explored 
and this is one gap in the literature that the current work aims 
to address.  Moreover, researchers noted that advertising is 
generally seen as a means of communicating persuasively 
with consumers [26] and that if it is successful, it will 
ultimately result in consumers purchasing the focal branded 
items.  It is imperative to examine the issue of purchase 
intention in relation to advergame to assess marketing 
effectiveness. 

Lavidge and Steiner [19] proposed the hierarchy of effects 
theory for predicting advertising effectiveness, and its basic 
premise is that advertising moves people up a series of steps 
toward an actual purchase behavior.  These steps can be 
further classified as three functions related to a classic 
psychological model, that is, cognitive, affective, and 
conative [1].  Many studies on Internet advertising have 
proposed a similar stage-based structure based on this theory, 
that is, belief, attitude, and behavior, to examine different 
forms of advertising effectiveness, such as brand loyalty and 
sale promotion [2].  Many studies have extended this 
structure with attitude in terms of defining two components, 
media attitude and brand/produce attitude [33].  Accordingly, 
this theory and its extension provide an overarching 
theoretical basis to better understand the relationship structure 
of how advergame influences players’ purchase decisions.   

However, the hierarchy of effects theory fails to stipulate 
what a consumer's cognitive beliefs would affect attitude 
toward brands/products or subsequent purchase intention.  
Many studies have argued consumer’s beliefs as important 
concerns for using advertising media from an expanded 
perspective, generally comprising both rational and emotional.  
The rational belief indicates a design of game for how a brand 
is placed in the advertising media [37] as the emotional belief 
shows a psychological state for how a player is motivated 
with a game context [32]. 

For advergame design, researchers noted the importance 
of placing particular forms of brand communication in 
advertising media for building attitude toward brand, that is, 
game-brand fit [3].  Furthermore, perceived interactivity is 
important for the quality of website design as it plays a key 
role in enabling players to have better communication, self-
control of experience, and response to websites [31][34].  
Accordingly, we consider game-brand fit and perceived 
interactivity for this issue.  For individual psychological state, 
prior studies have noted that two psychological states, 
involvement and escapism, that consumers find, when 
processing advertising messages, can impact affective state 
(e.g., brand attitude) [32].  Grounding on the arguments, this 
study proposes a relationship structure for predicting 
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purchase intention, including four components, belief 
structure, advergame attitude, brand attitude, and purchase 
intention.   

Moreover, this study considers two control variables, 
gender and prior experience, to control extraneous sources of 
variance and to maximize explanatory power.  Mehta [26] 
argued that advertising effectiveness for purchase behavior 
should allow for gender difference.  A person’s game 
experience may influence the link for attitude to purchase 
intention [11][17].  The following shows the rest of the 
content.  In Section 2, a literature review with hypothesis 
development for the research model is presented.  In Section 
3, the related works include scale definition, sampling design, 
and measurement model.  In Section 4: using PLS tool 
conducts hypothesis testing for estimating path and 
determination coefficients.  In Section 5, the findings are 
presented with the discussions for the reasons behind them.  
In Section 6, conclusions are discussed with practical and 
academic implications. 

II. LITERATURE AND HYPOTHESIS 

Based on the above discussion, Figure 1 provides a 
pictorial depiction of this research model.  The proposed 
model is consistent with the basic logic of the hierarchy of 
effects theory, cognitive, affective, and conative, when often 
applied in the advertising.  Relevant literature and hypotheses 
are discussed below. 

Advergame design

Game-brand fit

Perceived
Interactivity

Individual
psychological state

Involvement

Excapiam

Attitude toward
advergame

Attitude toward
brand

Purchence 
intention

Control variables
- Gender
- Prior experience

H5 H6

H1

H2

H3

H4

Fig. 1. Research Model

A. Game-Brand Fit and Advergame Attitude 

Researchers have argued that while playing an online 
advergame, players would assess whether the nature of the 
game matches the brand, which tries to relate features of the 
game to the presence of a brand logo, trademark, product, or 
spokesperson [27].  A good game-brand fit should generally 
induce more positive affective responses, such as favorability 
toward advergame [3].  Gross [11] explored the influence of 
game-branded product congruity on brand memory and 
attitude toward branded items placement in games, and 
reported that this has a significant effect on both brand 
memory and attitude toward the game.  Wise et al. [39] 

contended that the thematic connection between an 
advergame and the brand it represents directly affects 
consumer’s information processing, and thus has implications 
for their attitude toward advergame.  Based on this, it is 
hypothesized:

Hypothesis 1: Game-brand fit positively affects attitude 
toward advergame. 

B. Perceived Interactivity and Advergame Attitude 

Perceived interactivity is an important determinant for 
game design as it plays a key role in enabling players to have 
better communication, self-control, and response with game 
[35].  Several studies on advertising conducted an experiment 
by manipulating the design of various interactive levels to 
customers in order to understand their differences [10].  The 
results indicated that perceived interactivity is a strong 
predictor of attitude toward advertising.  For website design, 
researchers attempted to identify the relationship between 
perceived interactivity and attitude toward the website [20], 
and they found that perceived interactivity is highly 
correlated with attitude toward the website.  Hence, it is 
hypothesized: 

Hypothesis 2: Interactivity positively affects attitude 
toward advergame. 

C. Involvement and Advergame Attitude 

Involvement typically amounts to a positive subjective 
experience/state of an individual toward online activities [32].  
When consumer's involvement comes to forming positive 
attitude toward online advertising, it has a direct impact on 
attitude toward online advertising [38].  Further studies 
classified prior empirical studies for finding relationships 
between involvement and affective responses and user 
attitude toward IS adoption is affected by the level of 
involvement [24].  Santosa et al. [32] designed an online 
information-seeking activity to examine the relationship 
between personal involvement and user satisfaction and 
showed that involvement positively affects satisfaction level 
with this activity.  Accordingly, it is hypothesized: 

Hypothesis 3: Involvement positively affects attitude 
toward advergame. 

D. Escapism and Advergame Attitude 

Youn and Lee [40] applied a uses-and-gratifications 
approach to examine the motivations of playing advergame 
for college students.  Open-ended questions were used to 
collect a list of motivations for playing advergame online.  
After completing the frequency analysis, the results showed 
that escapism is one of the major motivations for playing 
such games.  They also found a strong positive relationship 
between escapism and attitude toward advergame.  
Hernandez [12] examined the factors contributing to positive 
attitude toward advergame among students in Mexico.  She 
also argued that a high level of escapism has a positive 
relationship with attitude toward advergame, as seen in prior 
studies.  Hence, it is hypothesized: 
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Hypothesis 4: Escapism positively affects attitude toward 
advergame. 

E. Advergame Attitude and Brand Attitude 

Researchers on advertising value have demonstrated 
consistent relationships between attitude toward 
advertisement and attitude toward brand in both traditional 
and online advertising [2][8].  Mackenzie et al. [22] also 
reported that attitude toward advertising is a causal mediating 
variable in the process through which an advertisement 
influences attitude toward brand and purchase intention.  
Wise et al. [39] showed stronger support for the effect of 
attitude toward advergame on attitude toward brand in a 
condition of a high thematic connection.  Hence, it is 
hypothesized: 
Hypothesis 5: Attitude toward advergame positively affects 
attitude toward brand. 

F. Brand Attitude and Purchase Intention 

According to the hierarchy of effects theory, cognitive 
belief precedes affective response (e.g., attitude), which in 
turn precedes conative behavior (e.g., purchase intention) [36].  
Attitude is a predisposition to react favorably or unfavorably 
toward a particular object [22].  Intention is people’s 
prediction about their own behavior, and is influenced by 
attitude [28].  Several studies have identified attitude toward 
brand as an important determinant of purchase intention in 
the traditional advertising [5][23] and Internet advertising [15] 
[16].  Hence it is hypothesized: 

Hypothesis 6: Attitude toward brand positively affects 
purchase intention. 

III. RESEARCH DESIGN 

This part is for defining data collection procedure, 
including scale design, sampling design, and scale validation. 

A. Instrumentation 

The instrument used to gather data was a five-part 
questionnaire.  The first part uses a nominal scale and the 
others use a 7-point Likert scale.   

1) Basic information: We collected basic information about 
the characteristics of the respondents, including gender, age, 
education, occupation, types of advergame, number of 
advergame played before, and frequency of playing 
advergame. 

2) Antecedents of attitude toward advergame: We examined 
four antecedents of attitude toward advergame.  The three 
items for measuring game-brand fit were adapted from the 
instruments developed by [13][27].  The three items for 
measuring perceived interactivity were adapted from the 
instruments developed by [21][34].  The three items for 
measuring involvement were adapted from the instruments 
developed by [32].  The three items for measuring escapism 
were adapted from those developed by [12][25]. 

3) Attitude toward advergame: The three items for 
measuring attitude toward advergame were adapted from the 
instruments developed by Hernandez [11][12].   

4) Attitude toward brand: The three items for measuring 
attitude toward brand were adapted from the instruments 
developed by [3].   
5) Purchase intention: The three items for measuring 
purchase intention were adapted from the instruments 
developed by [18]. 

B. Sample Design 

This study primarily explores consumer's purchase 
intention in terms of the promotional approach of advergame.  
It would be better to define the qualified respondents in this 
setting.  They were asked to reflect on a recent playing 
experience of advergame (within the past three months).  This 
manipulation would assure that all respondents are in a 
consistent manner to recall their experience across all 
constructs.  This manipulation could avoid a bias in the data 
collection process.  Prior research has proposed a similar 
approach online shopping context [24].  An online survey 
was placed in online communities to seek players of 
advergame as potential respondents.  Online survey is not 
also consistent with the context of online game, but also 
geographically unlimited [7].  

A wide variety of data sources was included for survey, 
allowing the responses to be more representative of the 
population.  Public notices about the survey were posted on a 
number of bulletin board systems and forums.  A reward 
system was also provided for the respondents.  At least 30 
participants were drawn from the response sample, with a 
reward of 5 US dollars being paid to each of them.  

C. Scale Validation 

A pretest was conducted for the scale with practitioners to 
guarantee acceptable initial reliability and validity.  
Afterwards, online survey was performed for the above 
procedure. A total of 453 responses were received with a 
certain level of experience in playing advergame.  After 108 
invalid responses with incomplete information were deleted, 
the final sample size was 345.  Common method variance 
(CMV) was examined with Harman’s single factor test [30].  
We included all items for analysis to determine whether the 
majority of variance could be accounted for by one general 
factor, that is, more than 50% variance accounted for.  As no 
single factor accounted for the bulk of covariance (less than 
50% variance accounted for), meaning there was no CMV.   

D. Measurement Model 

This study employed structural equation modeling (SEM) 
with PLS software to test this proposed model.  SEM-PLS 
allows latent variables to be modeled as either formative or 
reflective constructs, and places minimal demands on sample 
size and residual distribution [4].  First, a measurement model 
was built for scale validation and then a structural model was 
developed for path analysis. 
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First, reliability is assessed by the criterion: Cronbach’s α 
larger than 0.7 [4].  Convergent validity is assessed by three 
criteria: (1) item loading (λ) larger than 0.70, (2) composite 
construct reliability larger than 0.80, and (3) average variance 
extracted (AVE) larger than 0.50 [9].  Next, discriminant 
validity is assessed using the criterion: the square root of 
AVE for each construct larger than its correlations with all 
other constructs [9].  All constructs are satisfactory with the 
criteria of convergent and discriminant validity. 

IV. HYPOTHESIS TESTING 

Using SEM-PLS tool conducts hypothesis testing.  We 
present the following testing results.  First, there is a 
requirement to estimate path coefficients and statistical 
significance for this model.  Next, determination coefficient 
(R2) is computed for endogenous variables to indicate their 
predictive power.  Determination coefficient found in the 
analysis is similar to the procedure of multiple regression 
analysis.  SEM-PLS does not provide significance tests or 
interval estimations and a bootstrapping procedure is used 
with generating 1000 subsamples to estimate path coefficients 
and their significance.  Figure 2 presents the results of the 
structural model. 

For game design aspect, game-brand fit has a positive 
impact on attitude toward advergame at 0.05 level (β=0.25), 
supporting Hypothesis 1.  Perceived interactivity is a 
significant predictor of attitude toward advergame at 0.05 
level (β=0.23), supporting Hypothesis 2.  For psychological 
state aspect, involvement is important in affecting attitude 
toward advergame at 0.05 level (β=0.22), while escapism is 
not significant for its influence (β=-0.05).  Hypothesis 3 is 
supported but Hypothesis 4 is not.  Further, the two aspects 
jointly explain 55% of variance in attitude toward advergame.  
Next, attitude toward advergame was found to be a notable 
predictor of attitude toward brand at 0.01 level (β=0.52), 
supporting Hypothesis 5 with explaining 46% of variance.  In 
turn, attitude toward brand is an important precursor of 
purchase intention at 0.01 level (β=0.47), supporting 
Hypothesis 6 with explaining 42% of variance.  Finally, 
regarding the two specified control variables, gender and 
prior experience are not significantly associated with 
purchase intention (β=0.01 and 0.01). 

Advergame design

Game-brand fit

Perceived
Interactivity

Individual
Psychological state

Involvement

Excapiam

Attitude toward
advergame

Attitude toward
brand

Purchence 
intention

Control variables
- Gender .01
- Prior experience .01

.52** .47**

.25*

.23*

.22*

-.05

R2=.55 R2=.46 R2=.42

Fig. 2. Structural Model 
Value on path: Standardized coefficients, 

2R : Coefficient of determination, **: p<0.01, *: p<0.05 

V. FINDINGS AND DISCUSSIONS 

The findings are indicated in Table 1.  First, we discuss 
the possible reasons behind these findings for practice.  Next, 
their importance and contribution could be indicated in 
literature.  In particular, the possible similarities with 
literature are also discussed. 

TABLE I. HYPOTHETICAL TESTING 
Hypothetical Links Results 
Game-brand fit->Avergame attitude Support 
Perceived interactivity->Avergame attitude Support 
Involvement->Avergame attitude Support 
Escapism->Avergame attitude No support 
Avergame attitude->Brand attitude Support 
Brand attitude->Purchase intention Support 

A. Influence of Advergame Design  

Game-brand fit and perceived interactivity indicate the 
importance in the design of the advergame.  Advergame 
design is rather different from other games in terms of their 
main purpose and motivation.  Advergame is usually initiated 
by a brand owner, which uses gaming technology to deliver 
embedded advertising messages to the audience.  It attempts 
to convey brand images and ideas behind a game-playing 
situation.  Thus, when people are playing advergame, they 
first assess the extent to which brand and game seem to be 
well matched.  If they perceive that brand-game fit is good, 
they will have positive affective responses [27]. 

Next, game is in its nature an interactive activity between 
game and players.  Appropriate interactivity as a self-control 
mechanism can enhance marketing campaigns in an online 
context [31].  The findings are similar to prior studies in 
traditional advertising, which indicates that perceived 
interactivity will influence consumer’s attitude toward 
commercial messages and online advertising [10].  
Accordingly, advergame attitude could be positively 
impacted by game-brand fit and perceived interactivity. 

B.  Influence of Psychological State 

When involvement is important for consumer’s attitude, 
this indicates that different people perceive the same 
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advergame differently, and hence respond to it with different 
affective states.  In terms of high- and low-involvement, high-
involvement subjects usually believe that the communicated 
message affects their cognition and attitude, while low-
involvement ones do not believe that the communicated 
message has any important, meaningful, or personally 
relevant effects.  Marketers should place greater emphasis on 
the issue of involvement to improve player attitudes toward 
advergame.  The role of involvement that we found in this 
study is consistent with the findings of some prior studies 
[38].   

In contrast, escapism shows an insignificant impact on 
consumer’s attitude and this finding should be quite 
interesting to marketers.  Hernandez [12] concluded that 
online games allow a player to escape into an alternative 
reality that may not be stable in all contexts.  Advergame 
neither causes people to put off things they should do, nor 
makes them get away from their responsibilities.  This may 
be because most people understand that procrastination will 
only lead to the tasks at hand to be completed later than 
would be otherwise possible.  Playing advergame is thus 
unlikely to make players feel like that they are in another 
world, or keep them in a flow state for a long time.  

C. Influence of Advergame and Brand Attitude 

Advergame attitude is useful in evaluating advertising 
value and is a key precursor of brand attitude when playing 
an advergame.  Advergame attitude is important for 
advertising value and needs to be carefully nurtured from 
major concerns of players when playing advergame.  For 
example, when players do not have enough or any affective 
response to brand, an advergame can be an important medium 
for them to connect with brand.  Marketers must work to 
make players feel that an advergame is good, likable, and 
refreshing, and thus lead to them have positive attitude 
toward brand.  The findings are consistent with previous 
studies, highlighting the fact for an important antecedent for 
positive brand attitude [22].   

Further, brand attitude should be considered as an 
important affective criterion for consumers when developing 
an effective advergame mechanism.  Branded entertainment 
mechanisms are highly penetrable with regard to their target 
audiences, thus enabling them to accept and understand brand 
advertising, such as advergame.  In turn, this would be further 
reflected in purchase behavior.  Marketers should work on 
attracting players to stay or feel enjoyment with advergame to 
have their brand seen favorably by the players, and thus 
increase consumer buying behavior.  The findings are 
consistent with previous studies on traditional advertising 
[16]. 

D. Influence of Control Variables 

Gender and prior experience are not correlated with 
purchase intention.  One ultimate goal of advertising is to 
persuade the audience to buy branded items.  Advertising 
may be targeted to sex-specific groups, although shoppers are 

not limited to one gender.  Next, consumers have different 
degrees of playing experience, which may greatly depend on 
individual traits (e.g., interests, preferences, and needs), even 
though advergame is becoming more popular and can easily 
be found online.  Accordingly, neither type of purchases is 
associated with player’s prior game-playing experience.   

VI. CONCLUSIONS AND SUGGESTIONS 

This part shows the research findings for their practical 
and academic implications as well as the research limitations. 

A.  Practical Implications 

In terms of game-brand fit, marketers must better 
understand brand since each brand has its story, essence, 
idealized community, and paradox and then achieve effective 
communication with game developers to ensure that brands 
and game features have similar images.  For perceived 
interactivity, marketers and game developers should ensure 
that advergame is enabled by two-way and synchronous 
communications as this can then increase positive advergame 
attitude.  Regarding psychological state, marketers need to 
ensure that advergame reflects personal involvement, that is, 
what consumers perceive to be important and means a lot to 
them.  Moreover, it may be more effective to target an 
advergame to consumers of a specific background or age, so 
that it can be made more relevant to them.  Such practices 
will increase the level of personal involvement, and thus 
improve positive advergame attitude.   

B. Academic Implications 

To the best of our knowledge, few previous studies have 
investigated consumer's purchase intentions in relation to 
advergame value.  This study has successfully extended the 
hierarchy of effects theory, as well as provided a better way 
of exploring advergame value.  This particular approach 
focuses on two aspects, advergame design and psychological 
state, for driving advergame attitude, brand attitude, and 
purchase intention. 

C. Research Limitations 

First, there is a wide range of brands, and each brand has a 
lot of its own advergame.  Moreover, in terms of the fields of 
applications, advergame can be used by marketers with 
various branded products and services.  However, this study 
did not focus on any specific brand (e.g., McDonald, Nissan), 
any specific field (e.g., food, car), and any specific appeals 
(e.g., humor vs. fear).  Hence, these concerns may have 
affected the generalization of the results and have made it 
hard to identify different routes to attitudinal change.  Next, 
according to basic demographic information, the majority of 
respondents are students.  However, research has shown that 
students are the chief players of advergame and are mostly 
trained to value rationalism, and as a result, may reject an 
emotional appeal more than other populations.  Thus, this 
group is highly representative of the target population. 
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D. Future research 

Further research can be extended to include content 
design for an entertainment purpose to increase flow state of 
consumers.  Next, a concern of cross-cultural differences may 
be included to understand consumer behavior.  Further, 
personal IT skills is an important determinant for consumers 
to be willing to involve in this game playing since it is 
created by an IT-based form. 
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Abstract—In development of mobile enterprise applications, sav-
ing time is an important factor. Short time to market and always
changing technical environments require the ability to adapt to
changes. However, these demands are in conflict with writing
modular, well-thought-out software that allows easy reuse from
results of past projects where requirements are often documented
in user stories. These short descriptions of ways for a user
to interact with the system are often the center of application
development. In this paper, we present an analysis of user stories
in practice and a categorization of terms used in these stories.
We also evaluate how these categorizations relate to algorithmic
similarities from information retrieval.
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I. INTRODUCTION

In recent years, user centered design approaches have
proven to be beneficial for software and mobile applica-
tion(app) development. User centered design consists of a
variety of tools to assess and evaluate user requirements during
the development process, with the goal of delivering software
up to par with the users usually high usability requirements.
The assessment of user requirements at the beginning of the
development process saves time and resources, as focusing on
implementing features the user actually needs, leads to less
changes having to be made in later stages of development. A
way of gathering information about the requirements is through
user stories [1], in which the requirements are described from
a user’s point of view. These stories then serve as a foundation
for the further development of source code, screen designs and
other software artifacts. Involving the user in the development
process is not the only way enterprises can save resources
during development, especially larger enterprises can save a
lot of time through properly reusing existing software artifacts.
Alas there should be a focus on standardized documentation to
support the reuse of these software artifacts. This is a challenge
large enterprises face, especially with multiple development
projects running at the same time. Due to the fast pace of
development, the developers often do not have time left for
meaningful post-processing of software artifacts, leading to a
lack of documentation and documentation standards.

Setting standards and building a library of well documented
software artifacts in hindsight, forces a company to allo-
cate resources for theoretically already finished development
projects. This would lead to manpower being occupied with
working off backlogs, instead of working on the latest projects.

Saving time and resources through reuse is a desirable goal
for organizations in the Mobile Enterprise Application (MEA)
[2] market, but the quick time to market and the fast paced
nature of the market environment leave no spare time to
deal with backlogs, as new issues and tasks arise on a daily
basis. This calls for automated methods to relate stories to
each other, which can be built on well-known information
retrieval methods. Automatically connecting user stories and
recommending them to a developer working on a story would
have several benefits: developers might not be aware that
similar stories might exist and therefore will not search for
similar stories on their own. Also, developers do not need to
come up with search terms if they want to find similar stories.
When looking at similar stories, developers can reuse existing
source code or other artifacts for implementing the story
they are currently working on. Computing the similarity of
stories would also allow directly recommending other artifacts
such as source code or screen designs. However, existing
methods for relating user stories to each other often fall short
on identifying synonyms and accurately representing domain-
specific vocabulary.

To overcome this issue, in this work, we manually analyze
a set of real-world user stories regarding the vocabulary used
in the most relevant parts of the user story. The results of this
analysis are then used to automatically categorize a larger set
of user stories from real-world mobile enterprise application
development projects. We also compare this automatic cate-
gorization to a standard similarity measure from the area of
information retrieval.

The remainder of this work is structured as follows: Section
II introduces the overall setting of mobile enterprise applica-
tion development and gives some background on user stories.
Section III identifies related work and a research gap that we
address in this paper. Our approach is presented in Section
IV. In Section V, we introduce our dataset. Term clustering
results are shown in Section VI. Results of using these term
clusters to categorize stories are discussed in Section VII. The
relationship between these clusters and similarity measures
from information retrieval is analyzed in Section VIII. Section
IX discusses practical implications of this work. A conclusion
is given in Section X.

II. BACKGROUND

Mobile Enterprise Applications (MEA) is not a term with
an exact definition [2]. In this work, we use this term to
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As a <use r>
I want <f e a t u r e >
So t h a t <r ea son>

Figure 1. User Story Template

describe applications that are created or used in the context
of the daily work of enterprises. These mobile enterprise
applications are, just like regular mobile applications, often
developed based on user stories. In modern software develop-
ment, user stories are a common tool to manage and document
user requirements. A user story should describe, what kind of
interactions a user wants a software system to support and how
this is beneficial for the user. The most common template for
this is the role-feature-reason or Connextra-format [1]. This
template is shown in Figure 1.

The user aspect of this template can relate to several
aspects. Organizational roles as well as platforms (e.g., ”Tablet
User”) can be used. The feature aspect represents the kind of
interaction the user wishes a system to support and the reason
represents the reason, why a user needs this kind of interaction.
A typical example for a user story is: As a user I want
to mark and select favorites in order to receive information
about my daily bus and train connections as fast as possible.
User stories are often accompanied by acceptance criteria,
that define required properties of the implementation of a user
story. Furthermore, there are several guidelines for creating
user stories, one of these are the INVEST criteria [3]. These
criteria state, that a user story should be independent from
other user stories, negotiable, valuable with a benefit for the
user that is clearly identifiable, estimable regarding its cost,
small, and testable or verifiable.

In practice, the quality and granularity of user stories may
vary. In our experience, the reason aspect of user stories is
often left out. Besides, user stories are not always formulated
in a way that they are easily understandable for an outsider.
When trying to use user stories to improve software reuse, this
is an important challenge.

III. RELATED WORK

Using short descriptions, such as user stories to support
software reuse is not an entirely new idea. Earlier works
in this area are based on bug reports. Hipikat [4] proposes
using bug reports, which are also short textual descriptions and
contain some amount of information about a requirement or
software change request, to build a system for recommending
software artifacts that can be reused. This system is based
on textual similarity of issue descriptions using information
retrieval techniques. A related area is the area of issue triage,
where software systems recommend developers for a given
issue based on the history of a project. In this area, many
approaches use methods from the area of information retrieval
[5][6]. More recent approaches in this area use deep learning
methods [7].

While these approaches have been applied to bug reports,
only few approaches have applied these ideas to user sto-
ries: [8] proposes a recommendation system based on user
stories and evaluates this system on a project history of a
single project. Hence, no inter-project knowledge exchange

is examined. In our previous work [9], we evaluated how
well information-retrieval-based approaches can distinguish
between two types of user stories and which aspects of the
user story are important to it and collected first evidence
on how these approaches perform on real-world data [10].
However, some important properties of user stories in the
context of mobile development are unclear: First of all, quality
and adherence to the structure of user stories used in practice
in this area have not been assessed in the literature. Hence,
it is not clear to what degree these user stories can be used
for building a recommendation systems that suits practical
needs and what kind of semantic similarities can be discovered
in this kind of data. Also, using information-retrieval-based
similarity measures often have the drawback that synonyms
or semantically similar terms can not be identified. While the
impacts of this could be offset by using term representations
that encode semantic of terms like word embeddings, it is very
common in this context to use proprietary or enterprise-specific
terms that are not easily represented using these methods.

In this work, we tackle these issues by analysing a set
of user stories from real-world mobile enterprise application
development projects. Results of these analysis are then used
as an input for clustering stories into different categories based
on the terms used in specific parts of stories.

IV. APPROACH

In this work, we want to answer the following research
questions:

1) How are user stories used in the mobile enterprise
application development context? What parts of user
stories are more/less important to developers?

2) Can terms in specific parts of the user story (e.g.,
in the user or feature part) be separated into clusters
based on their semantics? If this is the case, what are
the properties of these clusters?

3) How are these clusters related to similarities based
on information retrieval techniques?

To address these questions, we first analyze a set of real-
world user stories by hand. This manual annotation process is
depicted in Figure 2. First, a data cleaning step is required (1).
In this step we only select issues that contain text that can be
identified as a user story. In the next step (2) we split these
issues into acceptance criteria, story title and actual content.
In the actual story content is split up into the user, feature and
rationale content (3). The users are then clustered into different
user types (4).

For the feature part, some more steps for a meaningful
clustering are required. When looking at our data we found
that many feature descriptions can be summarized by a verb
and an object (e.g., ”see search results”, ”enter address” or
”edit favorites”). Hence, in one step we select these key verbs
and objects (5). Both verbs (6) and objects(7) are then clustered
in the last step.

These clusters of elements of user stories can then be used
to separate the user stories themselves into three types of
clusters (one for each user, one for each key feature verb and
one for each key feature object). With the set of terms for
each cluster, it is possible to search for these terms in the user
stories and assign them to the respective cluster if they contain
a term from it.
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(1) Select valid user stories

(2) Select acceptance criteria, title and user story content

(3) Mark user, feature and rationale

(4) Cluster User Types (5) Select Key Verbs and Objects

(6) Cluster Verbs (7) Cluster Objects

Valid Issues

User Story Content

Users Features

Core Verbs Core Objects

Figure 2. Manual clustering process

These clusters can then be examined regarding their dis-
tribution – if all user stories are basically in the same cluster,
the clustering method is not very meaningful, while if the
distribution is more even among clusters, these clusters might
contain some more information. This evaluation is supposed
to provide some insights on the second research question.

To answer our third research question, we will compare
the similarities of stories inside a cluster with the similari-
ties between stories of the overall dataset. We will use the
similarity measures used in [10] to compute the similarities.
Namely, we will use TF-IDF-based similarities. TF-IDF is a
method for document representation based on term occurrence
in documents that is very common in information retrieval
[11]. Each document d (i.e., a user story) is represented
by a vector Wd, that contains an entry for each term used
in the dataset. Each vector component Wd,t represents the
importance of a term t for the document d.

This importance is computed by multiplying tfd,t,the fre-
quency of term t in document d, by a representation of how
common the term t is in all documents. For measuring the
commonality of the t ,the inverse document frequency log N

dft
is used. N represents the number of all documents and dft
is the number of occurrences for t term in all documents.
This yields the following formula for a document’s vector
representation:

Wd,t = tfd,t ∗ log
N

dft

To compute the similarity of two documents d1 and d2,
the cosine of the angle between their vector representation is
used.

V. DATASET

The dataset of our evaluations consists of 1408 issues from
a Jira system that are not necessarily labeled as User Stories.
The Jira system is used for organizing app development in a
department that mainly focuses on the development of mobile
enterprise applications. The Jira System is used by around 100
Users. The user stories stem from more than 20 development
projects, where a project is usually implemented by a small
team using an agile development approach. An average project
has around 50-100 user stories associated to it. While all
projects stem from the same company, projects vary in size
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Figure 3. Histogram of User Story length

100 200 300 400 500 600 700 800
Length

0

2

4

6

8

10

12

14

Fr
eq

ue
nc

y

= 406.77 = 198.73

Figure 4. Histogram of User Story length of subset

and type. Also, several different teams have worked on the
projects examined in this paper.

As in [10], we only considered user stories that contain at
least 80 characters of text, since the template alone already
contains around 40 characters. The average length of these
stories is 404.75 characters with a standard deviation of 199.8.
A histogram of story length is displayed in Figure 3. This
highlights an important aspect of user stories in practice: there
is a large variety in the content and structure of user stories.

Since manually labeling around 1500 stories would be very
time consuming, we created a sub-sample of 300 randomly
selected stories for the labeling process. Regarding length
statistics, this sample is very similar to the full dataset. Mean
length is 406.77 characters and standard deviation 198.7. A
histogram of these lengths is shown in Figure 4. The average
length of text that actually describes the user story (without
acceptance criteria, title, etc.) is 99.30 characters. The mean
length of the user is 12.81 characters, the mean feature Length
is 60.73 characters and the mean rationale length is 47.47
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characters. The overall average text length of issues that
contain stories is 458.612 characters. All stories consist of a
user and a feature, whereas only 58.82% contain a rationale.

VI. TERM CLUSTERING

For finding clusters in this dataset, we followed the process
described in Section IV. After the first data cleaning step,
where we only selected issues that actually contain a user
story, 132 issues remained. In these stories, we searched for
three types of clusters: (1) Clusters of User Types, (2) clusters
of core feature verbs and (3) clusters of core feature objects.

For users, we found six clusters. The first of these group
consists of several synonyms and translations for the word
”user”. Another group of users are user descriptions with a
platform specification (e.g., ”Tablet User”). A third and largest
group contains user descriptions that are in some way related
to a role in an organization (e.g., ”developer”). Another group
also relates to a role, while these users are associated with
some kind of privileged roles (e.g., ”admin, supervisor”). The
fifth group is made up of external users such as customers.
The sixth group includes users where a broader term, such as
the whole department was used, e.g., quality control.

For core feature verbs, we found eight clusters. The first
three of these clusters are comprised of terms for creating,
updating and deleting data. The fourth cluster contains terms
related to viewing and working with collections of data,
such as sorting or filtering. The fifth cluster of terms is
comprised of data management features related to exporting,
sharing and importing data. The sixth cluster is related to
system management features such as user management and
notifications. Another cluster is dedicated specifically to search
functionalities. The eighth group of terms is comprised of
vocabulary for interacting with conversational interfaces, such
as greeting and talking.

For core feature objects, we found seven clusters. The
first cluster contains widget names. The second cluster groups
terms for several types of data such as records or documents.
Another cluster contains technical terms such as backend or
platform. The fourth cluster represents feedback options for
users of the applications. A fifth cluster is related to error
handling. The sixth cluster contains terms for an app overview.
The seventh cluster groups terms for notifications.

VII. STORY CLUSTERING

As described in Section IV, we used the clustered terms
for sorting user stories into clusters, based on the existence
of the clustered terms in the stories. For user types, this lead
to cluster sizes as depicted in Table I. Clusters are listed in
the same order as they are introduced in Section VI. Note
that while the clusters for terms can not overlap, the clusters
of user stories based on these terms can, since stories may
contain terms from several clusters. The first conclusion from
these clusters is, that the term cluster for Department seems to
not be very important for most user stories, since we can find
only 4 stories that contain terms from this cluster. As expected,
the cluster containing synonyms for a Generic User leads to
many user stories. More than a third of stories are part of this
cluster.

Feature clusters based on verbs are shown in Table II.
Clusters based on core feature verbs seem to be more balanced

TABLE I. CLUSTERS BASED ON USER TERM CLUSTERS

Cluster Number of Stories

Generic User 570
Platform 128
Organizational Role 159
Supervisor Role 130
External Users 146
Department 4

than clusters based on user terms. Cluster sizes range from
75-313 stories. Hence, these clusters are more likely able to
divide the dataset into more meaningfully separated groups
than clusters based on user terms.

TABLE II. CLUSTERS BASED ON CORE FEATURE VERBS

Cluster Number of Stories

Create 202
Edit 160
Delete 75
Collections of Data 313
Importing/Exporting 250
System management 233
Searching 142
Conversational 296

TABLE III. CLUSTERS BASED ON CORE FEATURE OBJECTS

Cluster Number of Stories

Widgets 363
Documents and Reporting 643
Technical Terms 679
Feedback 163
Error Handling 16
Views and Presentation 87
Notifications 66

Story clusters based on core feature objects are shown in
Table III. There are two large clusters, namely Record Types
and Technical Terms that contain many user stories and are
hence probably to general to be used for separating the data.
The cluster for Error Handling seems very small, while other
clusters are in a similar range to clusters based on feature
verbs.

VIII. IN-CLUSTER SIMILARITIES

To evaluate how these manually determined clusters re-
late to methods from information retrieval, we computed the
similarity values of the 5 most similar stories that are in the
same cluster and the similarities of all stories to the top 5 most
similar stories regardless of cluster. We chose the top five most
similar stories, since these are the stories that would be on top
of a recommendation list. A histogram of similarities is shown
in Figure 5. The mean for in-cluster similarities is 0.2859 and
the standard deviation is 0.2056. The mean for similarities of
all stories is 0.3032 and the standard deviation is 0.2008.

Contrary to our intuition, the distributions of similarities
are fairly similar, with the mean for all similarities marginally
higher than for similarities in the same cluster. This means that
the most similar stories are very often, but not always in the
same cluster. Hence, these clusters carry similar information
to what is encoded with information retrieval techniques.
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Figure 5. Histogram of top 5 User Story Similarity Inside Clusters compared
to Story Similarity of all Stories
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Figure 6. Histogram of User Story Similarity Inside Clusters compared to
Story Similarity of all Stories

To further investigate this issue, we also computed the
similarities of all stories in the same cluster and the similarities
of all issues regardless of cluster. A histogram for both scores
is given in Figure 6. The histogram shows only similarities
between 0 and 0.2, since higher scores are relatively rare in
comparison to this interval. Mean similarities inside clusters
is 0.0302 with std. deviation of 0.0523. Mean similarity of all
stories is 0.0172 wit std. deviation of 0.0342. This shows that
clusters especially filter stories that are dissimilar according to
TF-IDF.

IX. PRACTICAL IMPLICATIONS AND DISCUSSION

Regarding our research questions formulated in Section IV,
we can draw the following implications. User Stories are an
important part of daily work in mobile enterprise application
development - we found that a significant amount of stories
exist in a real world dataset. We also found that the rationale
part of stories is frequently left out, which is not the case

for other parts of the template. The rationale for leaving out
the reason can be based on two factors: either the reason is
woven into the feature part of the user story, or the author of
the story sees the reason based in common sense. An example
for this might be ”as a user I want a cancel button” or ”as
a user I want to receive error notifications”. This leads to the
longest and most detailed part of a story being the feature part.
Another finding is that a generic user description (e.g., ”User
of the application”) is the most common form of user type.
User stories have the benefit of delivering a lot of information
with little text. A practical implication arising from this is that
further education on proper use of user stories is necessary
to optimize information retrievability not only for humans
but also for algorithms. The same result could probably be
achieved by streamlining the templates of the Jira System, to
make the resulting user stories more consistent in their form.
Another implication is that it could be beneficial to create a
repository with user stories describing basic features that every
project needs. The repository should give the developer an
easy overview of which features are missing e.g., can the user
cancel input without losing data?, does the user receive easy to
understand error messages?, etc. A repository like this could
even be integrated into a templating system to automatically
generate stories when a project is created.

Clustering terms into different types of categories for users,
feature verbs and feature objects also led to some insights.
The clusters for users show, that a large portion of user roles
in Mobile Enterprise Application Development are related to
organizational aspects. Another aspect are platforms, on which
the application is run, but the most common roles are organi-
zational or generic. From building clusters for feature terms,
we found that classical paradigms such as the CRUD-pattern
[12] can be used to categorize terms used in user stories. Also,
many stories consider some type of handling lists or collections
of data and system management as well as transferring data.
A different area is related to conversational interfaces. Feature
objects come from several different categories: They can be
related to display items such as widgets or can relate to
technical terms for application components.

When it comes to improving recommendations through
these clusters, we found that clusters based on our manual
categorization and similarities computed using information
retrieval methods overlap in many cases – TF-IDF-based simi-
larities in the same cluster are nearly identical to similarities of
stories in general when only considering the top 5 most similar
stories. This indicates that using these clusters is not likely to
be a successful way of improving similarity measures.

X. CONCLUSION AND OUTLOOK

In this paper, we presented an analysis of user stories
used in a real-word mobile enterprise application development
context. Our main finding is, that user stories in this domain
can be categorized based on specific parts of the common
template. These categorizations contain similar information to
what can be achieved through automatic information retrieval
methods. We also found, that the rationale part of user stories
is frequently (in roughly 40% of stories in our dataset) left out
while other aspects like the feature description seem to carry
more meaning for story authors.

As future work several directions are possible. A compar-
ative evaluation of stories from consumer application develop-
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ment and mobile enterprise application development could help
to highlight differences and challenges that are important in
both sectors. Another possible aspect of future work might be
creating a set of synonyms or even an ontology of enterprise-
specific terms to improve similarity measures.

ACKNOWLEDGMENT

This work was funded by the German Federal Ministry
of Education and Research, grant no. 03FH032PX5; the
PROFRAME project at RheinMain University of Applied
Sciences. All responsibility for the content of this paper lies
with the authors.

REFERENCES
[1] M. Cohn, User Stories Applied: For Agile Software Development.

Redwood City, CA, USA: Addison Wesley Longman Publishing Co.,
Inc., 2004.

[2] A. Giessmann, K. Stanoevska-Slabeva, and B. de Visser, “Mobile
enterprise applications–current state and future directions,” in System
Science (HICSS), 2012 45th Hawaii International Conference on, Jan
2012, pp. 1363–1372.

[3] B. Wake, “INVEST in good stories, and SMART tasks,”
blog post, [retrieved: 2019.09.10], 2003. [Online]. Available:
http://xp123.com/articles/invest-in-good-stories-and-smart-tasks

[4] D. Cubranic, G. C. Murphy, J. Singer, and K. S. Booth, “Hipikat: A
project memory for software development,” IEEE Trans. Softw. Eng.,
vol. 31, no. 6, Jun. 2005, pp. 446–465.

[5] J. Anvik and G. C. Murphy, “Reducing the Effort of Bug Report
Triage: Recommenders for Development-Oriented Decisions,” ACM
Transactions on Software Engineering and Methodology (TOSEM),
vol. 20, no. 3, 2011, pp. 10:1–10:35.

[6] P. Runeson, M. Alexandersson, and O. Nyholm, “Detection of dupli-
cate defect reports using natural language processing,” Proceedings -
International Conference on Software Engineering, 2007, pp. 499–508.

[7] S. Mani, A. Sankaran, and R. Aralikatte, “Deeptriage: Exploring
the effectiveness of deep learning for bug triaging,” arXiv preprint
arXiv:1801.01275, 2018.

[8] H. Pirzadeh, A. D. S. Oliveira, and S. Shanian, “ReUse : A Rec-
ommendation System for Implementing User Stories,” in International
Conference on Software Engineering Advances, 2016, pp. 149–153.

[9] M. Jurisch, M. Lusky, B. Igler, and S. Böhm, “Evaluating a recom-
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Abstract— This paper describes motivational features in a 
mobile application for physiotherapy related exercises. The 
features support goal setting, possibilities to follow progress, 
personalization and possibilities to compare own progress or 
performance with other users. During the iterative 
development of the application, an explorative study was 
conducted where the participants were interviewed about the 
motivational aspects described above. The respondents 
emphasized the importance of goal setting together with the 
physiotherapist and being able to follow progress. With respect 
to being able to compare performance or progress with other 
users, the outcome of our work is in line with previous research 
where comparisons have been rejected. However, people may 
be more positive if the comparison is disguised as a 
gamification element, for example, as a part of a competition 
or in terms of contributing to a group. 

Keywords-movement related disorders; mobile application for 
conduction exercises; motivational theories; social comparison; 
personalization. 

I. INTRODUCTION

Movement related disorders is a common occupational 
disease in the European Union and workers in all sectors and 
occupations are affected [1]. This is an increasing problem 
and one of the most important causes of long-term sickness 
absences. Early detection and early intervention could reduce 
the number of serious movement related problems. By 
gathering and analyzing movement data from large groups of 
people over a long period of time, categorization of different 
movement related patterns can be made. Based on this 
categorization, one person’s movement pattern can be placed 
into one cluster and early signs of problems and movement 
related disorders can be detected before it has started to 
cause problems or pain. Depending on this knowledge, 
relevant and individualized support and exercises can be 
suggested using smartphone applications. However, the 
challenge is to motivate the users to conduct the suggested 
exercises based on individual recommendations from the 
physiotherapist, and to comply with training programs aimed 
at solving possible future problems. 

In this work motivational features were applied in a 
mobile application for physiotherapy related exercises. The 
features were related to goal setting, providing support in 
follow progress, personalization and possibilities to compare 
own performance with others. Interviews and gaining feed-

back from users were conducted as a part of a larger work 
where the application was developed in an iterative way with 
different user groups. The aim with interviews was to gain a 
deeper understanding of how to apply motivational features 
and personalization when developing applications based on 
large amounts of aggregated movement related data. The 
work does not claim to investigate different motivational 
models in a systematic way. Instead, it was an explorative 
study highlighting the use of different social motivational 
aspects in developing an application providing support in 
conducting exercises. In the following text, section 2 
describes the project and the concept that the developed 
application was a part of. Section 3 gives a short overview of 
motivational theories. The categories of motivational 
theories and the concepts that are described are central and 
discussed in terms of possibilities to be applied in the context 
of the developed application. Section 4 presents the outcome 
of the explorative study that was conducted as a part of the 
iterative development. Based on the study, Section 5 
suggests design implications and also gives examples of how 
these features were implemented within the developed 
application. Finally, section 6 discusses the work conducted 
and suggests possible future work. 

II. AN APPLICATION FOR SUPPORTING PHYSIOTHERAPY 

RELATED EXERCISES

The application, developed as a part of this work, was 
based on the company Qinematic’s software service that 
record and analyze body movements using 3D digital video. 
The users are standing in front of a Kinect sensor and follow 
instructions about movements to conduct. Based on these 
sessions, 3D-data is gathered and stored. As an extension to 
this service a research project was conducted that had two 
aims. The first aim was to develop machine learning 
algorithms to analyze gathered movement data, and the 
second aim was to develop user applications to provide 
information about dysfunctional movement patterns, 
facilitate contact with healthcare providers, make it possible 
for physiotherapists to suggest exercises and for the users to 
set goals and follow their progress (Figure 1). Via the 
application, the healthcare provider also had the possibility 
to gather further information by asking health related 
questions to the users. This was done to offer a better and 
more personalized care. As mentioned, the entire 
concept/system consisted of several parts, including 
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machine learning and categorization of dysfunctional 
movement patterns. The work presented here focuses on the 
development of motivational features in the application 
targeted towards users with possible dysfunctional 
movement patterns. However, the larger concept around the 
application placed other demands related to motivational 
features than when developing applications that only 
support users to be more physically active or conduct 
exercises. 

Figure 1. Application for health providers to the left and to their clients to 
the right.

III. MOTIVATIONAL THEORIES

This section describes central motivational theories and 
the choices that were made regarding applying some of 
them in the application developed. Theories not applied in 
the application are also described below since they are 
relevant to this domain when the presuppositions for 
developing are different.  

A. General and Intrinsic Motivational Theories 

Health Belief Model is a psychological model that 
attempts to provide an explanation of health behavior where 
the focus is the individual's beliefs and attitudes. It is based 
on the belief that the individual's perception determines 
his/her success in conducting a behavioral change [2][3]. In 
order for the health-promoting behavior to trigger, there must 
be a stimuli or cue action present. Important factors are: 
readiness to act, severity, barriers, and self-efficacy.  

Self-Determination Theory (SDT) is a general 
motivational theory. With intrinsic user motivation, it is 
believed that humans by nature show positive qualities, 
effort and dedication. People’s self-motivation and personal 
integrity are innate needs (psychological), but they do not 
happen automatically. There are three needs that have to be 
met for the intrinsic user motivation to be high: autonomy, 
competence and psychological relatedness [4].  

There are also theories that categorize people in different 
stages, like Transtheoretical model (TTM) and Precaution 
Adoption Process Model (PAM). These theories can be used 
to understand the readiness to change of a person. The TTM 
[5] has six stages of change based on how long the person 

sustained the new behavior. On the other hand, PAM [6] has 
seven stages of change based on the psychological state of 
the person. 

B. Social Motivational Theories 

Bandura's social cognitive theory refers to people 
learning from each other, for example through modelling, 
observation and imitation [7]. The theory has often been 
defined as a bridge between behaviorism (Behaviorism is a 
scientific psychological focus focusing on behavior and 
learning) and cognitive learning theories since it comprises 
motivation, memory and attention. 

Social comparison theory supports that people, in lack of 
standard measurements, compare to others for self-
evaluation [8], self-enhancement [9], self-projection [10], 
and coping [11][12]. However, the relation between 
comparison and competition is rarely studied [13]. 
Regardless the positive results from psychological studies on 
social comparison [11][12], often people refuse engaging in 
comparisons due to social norms [14] or due to different 
perception of the term ”comparison” [15]. 

C. Goal setting 

Goal setting has proven to be an effective strategy for 
encouraging behavioral change [16]. Locke and Latham [17] 
identify three types of goals: (1) self-set, (2) assigned, and 
(3) participative set. In terms of self-set goals, the individual 
is expected to set goals that are realistic to achieve. These 
type of goals usually have personal significance for the 
individual since it is related to self-efficacy. 

If an assigned goal (a goal set for the individual by 
someone else) is perceived as motivating, the level of 
achievement is comparable to a participatory set goal (a goal 
that the individual has contributed to define). If a goal 
assigned to the individual does not have a clear motivation, it 
leads to lower level of achievement. 

D. Applying motivational features in a mobile application 
for physiotherapy 

In this work motivational features were applied in a 
mobile application for physiotherapy related exercises. The 
overall aim with the project and the entire system was to 
gather, analyze and visualize large amounts of movement 
related user data. The analyses provided clusters of users 
with similar movement patterns, where the users could see 
which cluster they belonged to. 

Motivational features were applied based on existing 
models of motivation. The intrinsic motivational theories 
described above were difficult to apply within this context 
since data providing information about internal drivers were 
not gathered within this framework. Models related to 
readiness to change could neither be applied in this context. 
These models demand long-term data related to the user’s 
progress towards an actual behavior change. 

Based on the analysis of possible theories to apply, the 
application developed is focused on features based on social 
cognitive theory and goal setting with possibilities to set 
short-term and long-term goals. Features based on social 
comparison theory were also applied, making it possible to 
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relate own performance with performance of other users. The 
social comparison was used to see which cluster a user was 
categorized in, and how many other people that were in the 
same cluster. Social comparison can also be applied in terms 
of possibilities for users in the same clusters to exercise 
together and to support and motivate each other to follow the 
healthcare professional's exercise recommendations. 
However, this feature was not implemented in this first 
version of the application. 

As described previously, the features selected and 
developed were based on practical aspects such as access to 
data and project duration. 

IV. EXPLORATIVE USER STUDY

As a part of the iterative development, a number of user 
tests were conducted. One of these tests focused on 
motivational features and personalization. It was an 
explorative study where we wanted to get feedback from 
possible users about how we could integrate motivational 
features in a meaningful way.  

There were seven participants in the test, five men and 
two women, in an age range between 33 and 52 years. All 
participants had an education from a university in terms of a 
Master of Science degree or higher.  

The material used were a digital mock-up prototype 
designed in Figma [18] and a scenario description (Figure 2).  

Scenario: You have done the scan and discussed your result with your 
physiotherapist. Imagine that a hip problem has been detected (or another 
problem that you want to choose). You have got a training program from 
the physiotherapist to improve the hip problem and to prevent from hip 
pain. In the web app you can see what exercises to do and how often as 
well as the number of repetitions. You can also see the results of the 
scans. 

Figure 2. The scenario presented to the participants. 

Semi-structured interviews were conducted, and during 
the interview questions were asked about motivational 
features and about personalization. The questions about 
motivation included questions about what kind of features 
that would motivate the participants to use the system and 
what they thought was needed to find motivation to follow 
the exercise plan. The interview also consisted of questions 
about getting feedback about progress and about being able 
to see the progress of other users. Further questions that were 
given to the participants were questions about 
personalization and to which extent they wanted the system 
to be adapted to their preferences and needs. Finally, the 
participants were asked how they expected the system to 
support the individualized treatment in physiotherapy. Each 
interview lasted about an hour. The interviews were 
recorded, and the data collected was transcribed and 
thematically analyzed. 

A. General motivation 

Being able to see progress: The participants described 
the possibility to be able to see improvement as the most 
motivating feature, for example by comparing their past scan 

data with the results from the latest scan or being able to see 
progress with respect to goals or in terms of reduced pain. 
Being able to follow the progress was described as one of the 
most important features, since the lack of progress could be 
demotivating. In that case, the user could get the feeling of 
doing something wrong and stop doing the exercises. 

Feedback to the user from the physiotherapist: The users 
had full confidence in the physiotherapist when it came to 
planning/rehabilitation, but there was a desire to make the 
planning together with the physiotherapist. The participants 
thought that frequent interaction with the physiotherapist 
would increase motivation to continue doing exercises, 
answer questionnaires and report pain. 

Sharing health related information: From a data sharing 
perspective it was described as important to understand how 
the system used information provided by the user, for 
example answers to health related questions. The participants 
pointed out the importance of a clear connection between 
questions asked by the system and the feedback that was 
given. The participants said that if they could not understand 
this connection, they would hesitate to answer health related 
questions. Being able to report pain and to get feedback 
based on pain level was a described as important. This, since 
one of the main goals for the users is to get rid of the pain. 

Reminders: The possibility to get reminders was also 
described as important among the participants. Especially 
since it is easy to start to forget doing the exercises when 
starting to feel better. However, this feature needs to be 
optional and it has to be possible to enable/disable the 
reminders. 

B. Goal setting 

Goal setting was perceived as positive among the 
participants. However, they were hesitant towards setting 
their own goals. They perceived the physiotherapists as 
experts and were expecting them to set the goals. 

C. Social comparison 

Sharing progress with other users is a feature that some 
people like and others strongly dislike. For some, it might be 
too personal to share health related aspects, but for others it 
is a way of sharing experiences and motivate each other. 

In this part, participants were asked to report how it 
would influence their motivation to see other people’s data 
on their persistence in following the physiotherapist’s advice 
(do the exercises regularly) and in terms of filling in 
personalized health related questionnaires. Most of the 
participants (6 out of 7) thought that we asked them to 
compare their health progress, but it was clarified that we 
were asking only about their persistence on sticking to the 
training program or to fill in the health related 
questionnaires. Their reply was generally that they were 
uninterested to know about how persistent other users were 
in following their training programs or filling in their health 
related questions. However, the participants pointed out that 
gamification features in the application could make it more 
interesting to relate to other people’s data. An example 
would be the data used for contributing to a group target or 
used in competing about being the most persistent user. 
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Table 1 shows some of the comments the participants 
shared about their persistence on sticking to the training 
program or to fill in the health related questionnaires. 

TABLE I. COMMENTS FROM THE PARTICIPANTS ABOUT SOCIAL 

COMPAIRISON

Comments about comparing exercise persistence 
A. “If I could see how much I contributed to the group, in a gamified 
group goal” 
B. “So as to get the feeling that you are in this together” 
C. “If we collect points together I would be more interested than 
competing. If other people are persistent then I would be more 
persistence” 
D. “I would be more motivated by competing against the others in the 
group and try to beat them” 
E. “Competition is sometimes good but not here, if you put it closer 
to collaboration” 
F. “It matters more to me if I am doing it than if other people doing 
it”
Comments about comparing questionnaire completion 
persistence 
G. “If I was the only one did not fill them in, it would have motivated 
me to fill them in”
Other insights 
H. One participant would be compared only to a standard value or a 
value close to a standard based on a statistical average 
I. One participant compared the results of the scan to a colleague to 
understand how their bodies were crooked, but this was perceived as 
a comparison promoting awareness, and the participant perceived 
their reaction to be influenced by the novelty effect with no value to 
continue comparing future data. 

D. Personalization 

For the participants, personalization was mainly the same 
as individualized treatment and not related to interaction with 
application. The interpretation of personalization in this case 
was an application that generates data to be used to make 
care related decisions based on the individual’s condition and 
preferences. The users expected the data generation to 
support the physiotherapist in prescribing the most optimal 
exercises or treatment for each specific user, and to monitor 
the rehabilitation progress. In the study, some of the users 
expected an application like this to enable advanced forms of 
personalized feedback from the physiotherapist in terms of 
care progress and potential improvement in condition. Other 
participants expected that an application like this would 
generate data in a way that could trigger a personalized 
intervention based on an input from the user. For example, if 
the user reports increased pain level, the physiotherapist was 
expected to react with a personalized intervention in terms of 
an adjusted treatment plan or with supportive exercise 
guidance. 

V. INSIGHTS AND SUGGESTIONS FOR DEVELOPMENT

Below we present insights from the work in terms of 
suggestions for development of motivational features for 
applications in the domain. We also give examples of how 
we implemented some of the features. 

Support communication with the physiotherapist: It is 
important that the users get individualized feedback based on 

his/her particular situation. The physiotherapist should 
monitor progress and make the user aware of that his/her 
efforts are seen and contribute to the progress. For this 
application it was considered important to be able to report 
pain so that the physiotherapist could provide feedback based 
on the pain level. The implementation of the pain reporting 
was conducted using a representation of a body and of a pain 
scale (Figure 3). 

Figure 3. Possibilities to provide the physiotherapist with information 
about pain level. 

Provide feedback about progress: Information about 
progress is one of the most important features. This can be 
done by showing improvements in terms of comparing past 
data with present performance, or in relationship to the goals 
that have been set. In this application we implemented and 
visualized the progress of the pain scores (Figure 4). For this 
user group it was important to follow their progress, and also 
hopefully be able to see that the pain decreased. 

Figure 4. History of the user’s pain score. 

Support in setting the goals: Goal setting theory has been 
taken into account in different levels of the application. The
goals need to be realistic and have to be based on domain 
knowledge. Therefore, the goals should be set together with 
the physiotherapist. Besides being realistic, goals need to be 
concreate and measurable, and the users could benefit from 
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having explanations to the goals. Finally, it could be 
motivating to be able to see goals that have been reached. In 
our application we applied the goal setting features at a high 
level in terms of self-defined long-term goals (Figure 5), and 
in terms of possibilities to follow progress in relationship to 
the goals that have been set (Figure 6). We also applied 
gamification for short-term goal setting using medals based 
on the user’s compliance in terms of consistency in 
following the physiotherapist’s advices and in doing the 
exercises (Figure 7). 

Figure 5. Possibilities to set own goals. 

Figure 6. Possibilities to see progress in relationship to the goals that have 
been set. 

Figure 7. Reward for conduction the exercises every day for a week. 

Support from other users: Some users could benefit from 
sharing experiences with people in the same situation and 
being able to hear information about other’s progress. Users 
who are unable to keep up with their new exercise routines 
could benefit from having the possibility to ask for support 
from people that have managed to engage in new routines 
[19]. This without triggering competition if that is unwanted. 
On the other hand, competition might be considered as 
positive in this case. 

Feedback based on data from other users: If the users are 
categorized into different groups, it could be shown which 
group the user belongs to and how many people that are in 
the same cluster. This could provide support in 
understanding that there are other people struggling with 
similar issues. Progress could also be based on reported data 
from other users. For example, it could be shown how 
successful the suggested exercises are in terms of fast 
progress. 

Comparison in compliance: Comparison can be used for 
compliance in conducting exercise and in answering health 
related questions. This can be done regardless of progress 
and without users sharing sensitive information about their 
health. For example, rewards for conducting exercises can be 
given and compared. Another comparable measurement is 
“number of days after each other that the exercises have been 
conducted”, this shows the user’s compliance on a daily 
basis. Compliance is also a usable motivation aspect when 
there has been no progress, since it will still be possible to 
give rewards [20]. 

Reminders: Motivational messages and reminders can 
reduce the risk of that exercises will be forgotten when the 
health improves and the pain has vanished. The motivational 
messages should be based on the user’s actions, for example 
when reporting that they had conducted an exercise. 

VI. CONCLUSION AND FUTURE WORK 

Due to the nature of the application, motivational aspects 
related to goal setting and social motivational theories were 
the most relevant ones to apply in the development of the 
application. Goal setting and being able to follow progress 
were important features to include. It was also shown that the 
goals for the user’s exercises needed to be realistic and set 
together with the physiotherapist. This was explained in 
terms of that the physiotherapists were experts in the 
physiotherapy domain and therefore could estimate true 
progress. However, it was important that the goals were 
meaningful and motivating for the user, otherwise it could 
affect compliance and performance [17]. 

With respect to being able to compare performance or 
progress with other users, our results were in line with the 
research done in the psychological field regarding the 
rejection of comparison [14][15]. However, if the 
comparison is disguised as a gamification element, the 
participants thought that people would be more willing to 
compare to others for competing, for feeling a part of a 
group or for contributing to a team. Due to the rejection of 
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comparison in this work, it was impossible to get detailed 
user specification about design of social comparison 
features. For example, if they would like to compare to 
specific individuals, random users of the application or with 
statistics created by all the users. More research is needed to 
understand how we can make the users comfortable to talk 
about comparisons they engage in. 

The need for personalization was mainly related to 
getting qualified feedback from the physiotherapist in terms 
of him/her following care progress and providing an 
updated exercise plan. The frequent communication and 
interaction with the physiotherapist and the individualized 
exercise plan based on input from the users was described as 
an import aspect for sharing health related data with the 
system. The users in our study were willing to provide a 
variety of personal information, as long as it was used in a 
meaningful way that supported their progress and their care 
related decision-making. Other studies have also shown the 
importance of social interaction and of being seen by the 
physiotherapist. For some users this social aspect might be 
the most important motivational feature [20]. 

Finally, one motivational feature that was not initially 
discussed with the participants but came up during the 
interviews was awareness of body posture, and that the 
visualization of the body in itself could be a motivating 
feature. This could provide the user with feedback about 
existing posture and goals showing what to strive for [20]. 

To summarize, this work conveys insights and 
suggestions for developing motivational features in 
applications that supports conducting exercises based on 
recommendations from a physiotherapist. We have not 
investigated the use of different motivational theories in a 
systematic way and do not suggest which motivational 
theories are most successful to apply in this context. In an 
exploratory way and for this particular application, practical 
combinations of different theories were applied. Future 
work needs to be conducted, both in terms of applying other 
motivational theories and in terms of evaluating the applied 
motivational features. 
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Abstract – The usage and complexity of learning management 

systems is increasing continuously. The System Usability Scale 

(SUS) is a well-known and widely used scale to measure 

usability of web applications. It is also used in the context of e-

learning and several applications were done in popular 

learning management systems. This study uses a version of the 

(SUS) translated from English to German on adaptive courses 

in Moodle and compares the results with the results from a 

previous study on non-adaptive courses. In addition to 

comparing results from adaptive and non-adaptive courses, 

this study also tests the two-factor structure consisting of 

usability and learnability and suggests two additional items to 

be included into the learnability factor. In the evaluation of 

adaptive courses, the total SUS value is lower than non-

adaptive courses at our university. In particular, the SUS value 

for the learnability factor is far lower. It also shows that some 

items of our German version of the SUS are not suitable for 

evaluating adaptive courses. 

Keywords-e-learning; usability evaluation; adaptive learning; 

system usability scale; learnability; moodle. 

I.  INTRODUCTION  

Along with the advances in technology, the interaction 
between education and technology is increasing all over the 
world. E-learning platforms and applications are being used 
by many institutions in pure online or blended learning 
scenarios. Usability of these online tools is an important 
factor influencing the learning outcome and satisfaction of 
learners. The System Usability Scale (SUS) [1], with its 10 
items, is one of the shortest and most frequently used scales 
to evaluate web applications. This study uses a version 
translated into German, which has been validated once 
before, in our previous study for non-adaptive courses [2]. 

This current study contains data from university students, 
participating in adaptive courses in a blended-learning 
environment in the autumn semester 2018/19. In a first step, 
the data was analyzed to confirm reliability and validity. In a 
second step, the results of this study were compared to the 
results from non-adaptive courses in the previous study. For 
this, reliability, validity, SUS scores and factor structure 
were examined and compared. In the original SUS, the two-
factor structure contains 8 items for the usability factor and 
only 2 items for the learnability factor, which does not seem 
a good distribution. Therefore, the third step was to extend 
the 10-item scale with two additional questions in order to 

enhance the learnability factor. Results from the original 10-
item scale were compared to the 12-item scale.  
Summarizing: the main goal of this study was to measure the 
usability of adaptive courses. We used the SUS in a two-
factor structure with usability and learnability as factors and 
compared the results of adaptive courses to the results of 
non-adaptive courses. 

Section II presents background information about the 
SUS from the literature and findings from our previous 
research on system usability scale with non-adaptive courses. 
Section III contains a statistical analysis of data and 
comparison with previous findings. Section III also includes 
analyses with two additional items for the learnability factor. 
Section IV discusses findings from both studies. Section V 
comprises the conclusion and future work possibilities to 
improve our findings. 

II. BACKGROUND INFORMATION AND LITERATURE 

Usability of web applications and especially learning 
management systems is a popular research area [3][4]. There 
are different scales for measuring usability such as the 
Computer System Usability Questionnaire (CSUQ) [5], the 
Questionnaire for User Interface Satisfaction, (QUIS) [6] or 
the Software Usability Measurement Inventory, (SUMI) [7], 
which contain more questions than the SUS and are more 
complex to analyze. Translations of the SUS can be found in 
different languages, including Spanish, French, Greek, and 
German. In our previous study, we applied and validated a 
German version of the SUS. 

The original SUS is a one-dimensional tool aiming to 
measure usability. Although not used widely, there are 
studies that use a two-factor structure, mainly on websites 
[8][9]. This two-factor structure was tested and validated for 
the German version of the SUS in an e-learning domain with 
our previous study [2]. 

Digital learning systems are considered adaptive if they 
can dynamically change to better suit the learning in 
response to information collected during the course of 
learning rather than on the basis of preexisting information, 
such as learner’s age, gender, or achievement test score, as 
defined by the U.S Department of Education, Office of 
Educational Technology [10]. However, digital learning 
systems can also integrate preexisting information such as 
gender or the results of entrance tests. It is possible to list 
three main groups as a basis for adaptation: (1) gender, 
learning style, or emotions can be grouped as personal 
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characteristics, (2) topics or task difficulty can be divided as 
content-specific characteristics, and (3) learning time or 
place can be grouped as context-based characteristics [11]. 
These groups enable adaptation in different dimensions 
throughout the learning experience [12].  

Task difficulty, actual knowledge prior to taking the 
course and adaptive support (hints, feedbacks, level of detail) 
were used in our adaptive courses. The online learning 
platform used in our study was Moodle, as this is the 
learning management system used at our university. 
Adaptive courses in Moodle were different from classical 
courses as they contained more interactive tasks, specific 
feedbacks based on learner`s responses and different learning 
paths for each learner. Depending on the result in a task, a 
new task was recommended to the learner. The learner was 
not expected to complete all tasks to be prepared for the 
exam at the end of the course. 

On the other hand, classical courses in Moodle contained 
the same tasks and learning content for all learners, in the 
same order, disregarding their previous knowledge level, 
performance, and progress during the course. Non-adaptive 
courses proposed the same path for all learners, and learners 
did not receive any feedback nor recommendations about 
what to study next. 

In our previous study, data from 722 students, enrolled in 
non-adaptive courses in Moodle, were collected and 
analyzed in two different semesters (211 students in spring 
semester 2015 and 511 students in autumn semester 
2015/16). Table I summarizes the findings from these two 
data sets.  

TABLE I.  FINDINGS FROM PREVIOUS STUDY 

N SUS 

Scorea 
SD  

Item 

Discrimination 

power 

Difficulty 

211 62.87 21.74 0.91 0.54 - 0.79 0.58 - 0.67 

511 67.51 19.55 0.90 0.51 - 0.79  0.60 - 0.73 

Legend: N = number of participants, SD = standard deviation,   = Cronbach’s Alpha 

a. SUS Score of 10 Items 

Exploratory factor analysis of the first data set (n=211) 
led to a two-factor structure, consistent with previous models 
[8][9]. The usability factor was formed with the items 1, 2, 3, 
5, 6, 7, 8, 9 and the learnability factor with the items 4 and 
10. In our previous study, after further confirmatory factor 
analysis, using Amos [21], of the second data set (n=511) 
items 5 and 6 were removed due to high residual values. This 
current study aims to compare results from adaptive courses 
with the results from the non-adaptive courses. 

III. METHODOLOGY AND RESULTS 

This section contains statistical analysis of data and 

compares results from adaptive and non-adaptive courses. 

A. Data 

The current study contains data from students enrolled in 
courses on Mathematics, Statistics, and Science. The 

evaluation of the adaptive courses with the SUS was carried 
out together with the standard module evaluation that takes 
place at the end of each course. Module evaluation 
questionnaire included questions about the course content 
and the performance of the lecturer. Students were asked to 
complete the SUS in order to measure the usability, as of the 
module evaluation questionnaire focused more on the 
module content rather than the usability of the online-course. 
To increase completion rate students were asked to take the 
module evaluation and therefore the SUS during the last 
classroom unit. 

271 students received the survey and 118 of these 
students completed and returned it, resulting in a high 
completion rate of 43%. All courses were adaptive and 
contained pre-knowledge tests and tasks in detailed and non-
detailed versions. After each task, the system recommended 
a new task to the students. All these courses were taught in a 
blended learning environment, with 80% self-study rate 
(including online activity using Moodle) and 20% classroom 
presence with face-to-face interaction with the lecturer and 
other students. 

All online SUS-questionnaire items could be answered 
on a Likert scale ranging from 1=“does not apply” to 5=“is 
absolutely true”. Half of the items had an inverted scale. To 
correctly calculate the SUS value as suggested by Brooke [1] 
the scale had to be converted from 1-5 to 0-4 and the 
directionality of the scales had to be consistent. For this, one 
was subtracted from the value for each odd numbered 
question, “value - 1”, and the value for each even numbered 
question was subtracted from 5, “5 - value” [1]. The sum of 
the values for all 10 items was then multiplied by 2.5 
resulting in the total SUS score ranging from 0 to 100. The 
average SUS score for was 55.08 with a standard deviation 
of 20.20. 

B. Analysis of Data 

This next part contains the reliability analysis of the 
scale. Analyses were done using R [13]. The "psych" 
package [14] was used to check reliability, validity and 
exploratory factor analysis and the "lavaan" package [15] 
was used for confirmatory factor analysis.  

Cronbach’s alpha value is a good measure to estimate 
internal consistency and therefore reliability of the scale. 
Cronbach’s alpha value was 0.91 for 10 items, which is well 
above the widely used limit of 0.7 [16]. Cronbach’s alpha 
values for the two factors, 0.91 for usability factor (items 1, 
2, 3, 5, 6, 7, 8, 9) and 0.81 for learnability factor (item 4 and 
10) were also above 0.7. 

Item discriminatory power and item difficulty were used 
to assert item validity. In order to evaluate item 
discriminatory power of our scale, we applied the corrected 
item total correlation test. Corrected item total correlation 
values were calculated to be between 0.56 and 0.91. These 
values are acceptable, based on the common assumption of 
being greater than 0.3 [17]. To calculate item difficulties for 
each item, we divided the average response for each question 
with the maximum possible value (which was 5 for our 
scale). The difficulty of the questions lay between 0.55 and 
0.69, which is in the acceptable range of 0.20 to 0.80 [18]. 
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The Kaiser-Meyer-Olkin test was used as a measure of 
how suitable our data was for factor analysis. A Kaiser-
Meyer-Olkin test value of 0.89 was calculated for our study, 
which is defined as “meritorious” by Kaiser and Rice [19], 
implying that our survey data was suitable for factor 
analysis. 

Exploratory factor analysis performing maximum-
likelihood method supported the two-factor structure with 
usability and learnability as factors. The usability factor had 
sums of squared loading of 3.745 and the learnability factor 
had sums of squared loadings of 2.485. The two factors 
explained the variance at 62.3%. The results of the 
exploratory factor analysis signaled a problem in some items 
(Item 2, Item 6, and Item 8). These items had similar 
loadings for both factors and could not clearly be classified 
as belonging to either of the factors. Although the factor 
structure was supported, the difference between factor 
loadings were very small for Item 2, Item 6 and Item 8 had 
0.071, 0.051 and 0.052 respectively. After checking these 
items in detail, we found that the wording of the German 
translation might have been unclear (in the context of 
adaptive courses) and might have affected students’ 
responses. In the discussion, we will be reflecting on this. 

We performed confirmatory factor analysis, keeping this 
in mind and calculated the values separately for the complete 
10 items and the remaining 7 items after excluding items 2, 
6, and 8. Removing the three items, increased the 
Confirmatory Fit Index (CFI) (from 0.896 to 0.966) and the 
Tucker-Lewis Index (TLI) (from 0.863 to 0.946) and 
decreased the Root Mean Square Error of Approximation 
(RMSEA) (from 0.136 to 0.097) and the Standardized Root 
Mean Square Residual (SRMR) (from 0.073 to 0.05). These 
values were in compliance with guidelines to have greater 
CFI and smaller RMSEA and SRMR measures [20]. 
Removing these items clearly improved the findings from 
confirmatory factor analysis. Confirmatory factor analysis 
was also done with a single factor structure to further test if 
two factor structure performs better, which resulted in a low 
CFI (0.837) and high RMSEA (0.168) and SRMR (0.09). 
These values confirmed that using a two-factor structure was 
suitable for this kind of usability test. 

Table II shows the two-factor distribution, with and 
without items 2, 6 and 8, calculated with Varimax Rotation. 
When items 2, 6 and 8 were removed, total variance 
explained decreased to 47.1% composed of 3.043 for 
usability and 1.666 for learnability (sums of squared 
loadings). German translation of the SUS items and the 
original versions in English can also be found in Table II. 

In order to check reliability, we recalculated Cronbach’s 
alpha values for all 7 items, 5 usability items and 2 
learnability items. These values were found to be 0.86, 0.89 
and 0.81 respectively, confirming reliability. 

C. Comparison of Adaptive and Non-adaptive Courses 

In this part, our current results will be compared to the 
results from the second data set (n=511) of our previous 
study. As the confirmatory factor analysis was implemented 
with the second data set only, we used this data set for the 
comparison. 

The overall SUS score for the original 10 items were 
55.08 for the adaptive courses (current study) and 67.51 for 
the non-adaptive courses (previous study). 

TABLE II.  EXPLORATORY FACTOR ANALYSIS 

Item 

Nr. 
Item 

10-Item 7-Item  

F 

 #1 

F 

 #2 

F 

 #1 

F 

#2 

1 

Ich würde gerne häufiger Module a wie 

dieses besuchen. 
0.78 -0.09  0.78 -0.08 

I think that I would like to use this 

system frequently. 

2 
Dieses Modul war unnötig kompliziert. 

-0.49 0.56   

I found the system unnecessarily 

complex 

3 

Es war einfach mit diesem Modul zu 

lernen. 0.78 -0.29 0.83 -0.22 

I thought the system was easy to use. 

4 

Ich brauchte Support fürs Lernen in 

diesem Modul. -0.23 0.77 -0.31 0.65 

I think that I would need the support of 

a technical person to be able to use this 

system. 

5 

Die verschiedenen Aktivitäten waren 

in diesem Modul gut integriert. 
0.84 -0.21 0.84 -0.14 

I found the various functions in this 

system were well integrated. 

6 

Es gab zu viele Ungereimtheiten in 

diesem Modul. -0.42 0.47   

I thought there was too much 

inconsistency in this system. 

7 

Die meisten würden mit diesem Modul 

sehr schnell zurechtkommen. 
0.70 -0.27 0.70 -0.26 

I would imagine that most people 

would learn to use this system very 

quickly. 

8 

Es war sehr mühsam mit diesem 

Modul zu lernen. 
-0.67 0.62   

I found the system very cumbersome 

to use. 

9 

Ich fühlte mich in diesem Modul sehr 

sicher. 0.64 -0.36 0.68 -0.34 

I felt very confident using the system. 

10 

Es brauchte viel Vorarbeit, bevor ich 

mit diesem Modul lernen konnte. -0.08 0.80 -0.09 0.99 

I needed to learn a lot of things before 

I could get going with this system. 
a. Courses are named as “Modules” in our university. 

 

To be able to compare the SUS values with our altered 
item numbers we standardized the results to be in the same 
range as the original SUS, namely to be between 0 and 100. 
Table III below presents these "normalized SUS scores" for 
learnability (items 4 and 10) and usability (items 1, 3, 5, 7, 9) 
factors. It is worth noting that, in the previous study, item 5 
was removed from the model together with item 6 due to 
high residuals, but in order to make comparison easier we 
included item 5 in the Table III results. We observe that, 
scores for new data set, which is for adaptive courses are 
lower than that of the previous data set for non-adaptive 
courses for both usability and learnability related items with 
similar standard deviations. 
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TABLE III.  FACTOR BASED SUS SCORES 

Items for 

Calculation 

Old Data (N=511) New Data (N=118) 

SUS SD SUS SD 

2 Items  

(Learnability) 
62.13 27.01 48.41 25.92 

5 Items  

(Usability) 
68.47 20.00 57.80 21.67 

 
For the confirmatory factor analysis, we compared results 

from our current study (n=118) to our previous study 
(n=511). Our previous study reported slightly higher CFI 
(0.94 versus 0.966) and lower RMSEA (0.070 versus 0.097) 
values after excluding the low-loading items. Table IV 
summarizes these findings from confirmatory factor analysis. 

TABLE IV.  COMPARISON OF CONFIRMATORY FACTOR ANALYSIS 

Data 

Set 

Confirmatory Factor Analysis Results 

N Remarks CFI RMSEA 

1 511 
8 Items (5 and 6 

removed) 
0.94 0.070 

2 118 
9 Items (2, 6 and 

8 removed) 
0.966 0.097 

D. SUS with 12-Items 

The factor learnability has only two items in the original 
version of the SUS. In order to strengthen this factor and for 
a better explanation in the variance, we formulated two 
additional questions and added them as listed below. Table V 
presents the new items in English and German. 

TABLE V.  NEW ITEMS FOR LEARNABILITY FACTOR 

Item Language  New Item 

Item 11 

German 
Ohne Unterstützung (von Kommilitonen, 
Dozierende etc.) hätte ich diesen Online-Kurs 

nicht verstanden. 

English 

Without support (from fellow students, lecturers 

etc.), I would not have understood this online 
course. 

Item 12 
German 

Ich hatte immer wieder Fragen bzgl. dieses 

Online-Kurses. 

English 
I frequently had questions about this online 
course.  

  
Although there are several definitions of learnability, the 

improvement in performance after repeated trials can be 
taken as a simple definition. A good learnability should lead 
to a high level of proficiency of the user, within a short time 
and with minimal effort [22]. The original SUS scale has 
only two items to measure learnability, item 4 states support 
from technical staff needed and item 10 addresses one`s own 
effort to be able to use the system. 

Newly proposed item 11 "Without support (from fellow 
students, lecturers etc.) I would not have understood this 
online course", points to support from other users including 
fellow students and lecturers, but not technical experts, 

which implies extensive usage and increasing time spent 
with the system enables enough knowledge to support others. 

Item 12 "I frequently had questions about this online 
course" focuses on learner`s reflection about the system and 
having questions regarding the system as a dimension of 
learnability. 

As a first step of analysis, the reliability of the survey 
with the added questions was tested. Cronbach`s alpha value 
was calculated for all 12 items, the remaining 9 items after 
removing items 2, 6 and 8, the (remaining) 5 items for the 
usability factor and the 4 items for the learnability factor. 
Table VI shows these values in addition to item 
discriminatory power and item difficulty. We applied the 
same calculation as in part “C” to calculate the “normalized 
SUS score” for the learnability factor with 4 items 
(44.76±25.04), which is slightly lower than the value 
presented in Table III (48.41±25.92) for the “normalized 
SUS scores” of usability and learnability factors for 511 and 
118 participants. 

In a next step, exploratory and confirmatory factor 
analyses including the new items were conducted. All items 
showed clear distributions in factor loadings (Table VII) and 
appropriate CFI (0.964), RMSEA (0.084) and SRMR (0.05) 
values. 

TABLE VI.  COMPARISON OF QUALITY CRITERIA 

Included Items 
Item discriminatory 

power 
Difficulty 

12 Items 0.92 0.59 - 0.9 0.52 - 0.69 

9 Items (2,6, 8 excluded) 0.89 0.58 - 0.79 0.52 - 0.69 

5 Items (Usability) 0.89 0.74 - 0.83 0.65 - 0.69 

4 Items (Learnability) 0.87 0.69 - 0.89 0.52 - 0.62 

 
The usability factor had sums of squared loadings of 

3.116 and the learnability factor 2.636, and both factors 
explained 57.5% of the variance. Table VII presents the 
factor loadings with the remaining 9 items after removing 
items 2, 6 and 8 and adding items 11 and 12. The usability 
factor contains items 1, 3, 5, 7 and 9 and the learnability 
factor contains items 4, 10, 11 and 12. 

TABLE VII.  FACTOR LOADINGS AFTER REMOVAL OF ITEMS 

Item Usability Learnability 

1 0.782 -0.107 

3 0.798 -0.312 

4 -0.207 0.913 

5 0.816 -0.216 

7 0.724 -0.19 

9 0.678 -0.276 

10 -0.138 0.698 

11 -0.261 0.731 

12 -0.299 0.717 

Results presented in the tables above, show that the 
addition of two new questions for the learnability factor 
increased overall performance of the SUS tool by increasing 

46Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-754-2

CENTRIC 2019 : The Twelfth International Conference on Advances in Human-oriented and Personalized Mechanisms, Technologies, and Services

                            54 / 90



the total variance explained to 57.5% ( 31.1% from usability 
and 26.3% from learnability) from 47.1% (30.4% from 
usability and 16.6% from learnability). In addition, the 
RMSEA value was reduced from 0.097 to 0.084, causing 
almost no change in the CFI (0.966 to 0.964) and SRMR 
(0.05 for both cases) values. 

IV. DISCUSSION OF THE RESULTS 

This study uses a German version of the System 
Usability Scale, applied to an e-learning content with 
adaptive courses and compares the results to previous 
findings for non-adaptive courses. The reliability and validity 
of the German version of the SUS are intact for both the 
current and the previous study. This also holds true when 
two newly created items are added to the scale in order to 
counterbalance the two-factor structure. 

The application of a short questionnaire like the SUS in 
order to measure the usability of a learning portal has the 
potential shortcoming of not differentiating clearly between 
the usability and the content. It is hard for the students to 
answer some of the questions considering only the usability 
without including their experiences and feelings about the 
learning content. In order to make content and usability more 
distinguishable, a detailed module evaluation was directed to 
the students prior to the SUS. This module-evaluation 
contained questions about lecturer, course content, course 
literature, and classroom presence. 

Exploratory factor analysis supported the two-factor 
structure of the SUS. This is in accordance with our previous 
study and further literature [6][7]. The exploratory factor 
analysis further uncovered 3 items with unclear factor 
loading, items 2, 6, and 8. This lead to an unacceptably high 
RMSEA value. After exclusion of these three items, the 
RMSEA was found to be in an acceptable range. The 
wording of these three items might have been unclear and 
might have led to some confusion in the assessment of the 
adaptive courses. For example Item 8: I found the system 
very cumbersome to use (in German “Es war sehr mühsam 
mit diesem Modul zu lernen”). We wanted to measure the 
usability of the module, but in this question, we did not 
clearly separate the learning content (e.g. the adaptive online 
tasks) of the module from the usability of the module. 
Despite answering the detailed module evaluation prior to 
the SUS questionnaire, students still might have assessed the 
complicated usability, the more complex online tasks, or 
even the complexity of the content. This could be a reason 
for which the factor load for this item is unclear. This 
supports the unsuitability of this item in our context. The 
same problem can also be seen in items 2 and 6. 

To balance out the two-factor structure of the SUS we 
added 2 items meant to load onto the learnability factor. The 
new 9-item SUS (excluding items 2, 6, 8 and including items 
11 and 12) had a clear distribution of factor loadings and 
CFI, RMSEA and SRMR very similar to the 7 item SUS 
(excluding items 2, 6, and 8) but had a higher explained 
variance (57.5% instead of 47.1%). These results validate the 
inclusion of the new items. 

It is to be noted, that the total SUS value for adaptive 
courses was lower than the total SUS value for non-adaptive 

courses. This might be due to the richness or the 
voluntariness of the course. The adaptive courses include a 
variety of learning content, such as the previous knowledge 
tests, adaptive online tasks and various recommendations. 
Breaking down the total SUS value both factors were lower 
for the adaptive courses than for the one on non-adaptive 
ones. The difference in learnability factor is much bigger, 
which might mean, that students need more time to find their 
way around the course. In addition, students are free to use 
the adaptive learning system and following the 
recommendations. They are free to leave their adaptive 
learning path at any time. They do not have to follow the 
recommendations. All tasks can be accessed without 
limitations. Consideration of all these options can lead to an 
additional cognitive load for some students and therefore 
lead to a decrease in the usability of the course. We are 
conscious of this problem in usability and are constantly 
searching for possibilities to improve the course structure 
and try to present a simpler overview for adaptive courses. 
As part of this work (for example after changes in the course 
structure), we need a short questionnaire that students can 
answer to evaluate if and how the changes affected them. For 
this, we need the SUS with 12 items. 

As the adaptive courses are quite complex a two factor 
(Usability and Learnability) structure for the SUS made 
sense. As with the total SUS value both factors were lower in 
the analysis of the adaptive courses than the one on non-
adaptive ones. The difference in learnability factor is much 
bigger, which might mean, that students need more time to 
find their way around the course.  

From the course-development side, we understand that 
the first orientation for students in adaptive courses requires 
more time. Students are accustomed to non-adaptive courses 
at the university and therefore, they have to adapt to the new 
adaptive course structure and hence sometimes have 
questions about how to work with the adaptive courses. We 
are working on making this transition seamless and rapid and 
on making adaptive courses more self-explanatory. 

User experience was not measured in this current study 
(2018/19), nor was it measured in the reference study 
(2015/16). Therefore the user experience could not be 
compared. Future studies can take user experience into 
consideration, specially looking at improvements in user 
experience across studies.  

German translation of some items (items 2, 6, and 8) 
were not clear and in the context of adaptive learning, could 
cause misunderstanding and misinterpretation. This problem 
in translation is an important limitation of this study, which 
should be considered in future studies. 

V. CONCLUSION AND FUTURE WORKS 

The blended learning offer of the examined university is 
based on a concept with around 20% interaction with a 
teacher (i.e in classrooms) and 80% self-learning time, which 
is guided and supported by the online learning system 
Moodle. The introduction of adaptive online courses was 
primarily designed to support the self-study phase of the 
students. In this context, the efficient use of the 
functionalities of the learning platform plays an important 
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role with regard to a high degree of usability and learnability. 
This is especially important in order to prevent the students 
from a high cognitive load due to a difficult handling of the 
learning platform or within the courses, which would affect 
negatively the learning performance of the students. In fact, 
the SUS value (55.08) was considerably lower than that of 
the non-adaptive courses examined (62.87 and 67.51, 
respectively). This is a distinct indication that the usability of 
adaptive courses should be increased. If we consider the SUS 
value of usability (57.8) and learnability (48.41 respectively 
44.76) we see, that the value for learnability is much smaller. 
It takes a longer time for a student to understand the 
orientation and flow of the course in their first appearance in 
an adaptive course. We are currently working on improving 
the clarity of the adaptive online courses and we have started 
to produce short explanatory videos, explaining how to learn 
with adaptive courses. We aim to make the process of 
introduction (learnability) to adaptive course structure easier 
with these explanatory videos. 

The limits of the short scale were also shown here. 
Accordingly, after calculating the SUS values, we propose to 
examine more closely how the students have used the course 
and what progress they have made. We suggest that we have 
already done this in previous studies, to analyze the log files 
from the Learning Management Systems database more 
closely and to relate them to indicators of the students' 
learning progress. This form of analysis has the advantage 
that objective data was collected without interfering with the 
students' learning process, for example by asking questions. 
This type of data collection also made it possible to 
efficiently evaluate large datasets or datasets over a longer 
period of time. In individual cases, these forms of data 
collection could be supplemented by questions or interviews. 
To sum up, the SUS has proven to be a reliable instrument 
also for adaptive courses. However, it also turned out that its 
German version still has some weaknesses, as demonstrated 
by the linguistic problems and the exclusion of items.  The 
next step is to test the original scale again in larger samples 
and test it for potential effecting variables, such as 
experience with Moodle or satisfaction with IT support or 
classroom sessions. In our previous study [2], we found that 
satisfaction with classroom sessions or the lecturer has an 
influence on the SUS value. These factors may also be 
important in adaptive online courses.  
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Abstract—The understanding of consumer behavior is a dynamic
field, especially relevant to the success of companies and for
consumer satisfaction. It is especially important in the situation of
intense competition, currently characteristic for the retail store
industry, where companies fight for every individual customer.
Moreover, companies do not want customers to enter their system
and leave without buying products they intended to buy. This has
an impact on user satisfaction and retail stores income. In this
paper we present a method that targets customer satisfaction
in the aforementioned context using a facial recognition system
acting at the emotional level of the customer. Our method is
based on cumulative negative emotions that are associated to a
sadness level, which triggers events for retail store assistants to
help customers. Results show that this method is adequate to
measure these emotions and is a useful reference for retail store
assistant intervention.

Keywords–Image recognition; sentiment analysis; activity recog-
nition; user satisfaction; retail environments.

I. INTRODUCTION

The concept of shopping has been changing during the
years. Today shops are not only the place where customers
go to buy products but also the place where they spend part
of their time. Thereof, retail stores need to adapt to the needs
of customers in order to provide them a positive experience.
Two perspectives are present: the customer that wants to find
and buy a specific product and the retail store that wants
to increase sales. Although a relationship can be established
between perspectives, in real context scenarios, they have
different approaches to achieve a win-win-win solution for the
customer–retailer–manufacturer relation. According to Oliver
[1], it is more challenging to fidelize an existing customer than
to attract new ones. A simple way to lose customers is when
they come into a store to buy products they cannot find and
leave without buying them. This transforms the process into
an unsatisfactory experience for all the players involved, which
need to be taken into account.

The application of computer vision techniques in retail
dates back to more than two decades [2]. More recently, due to
advances in computer vision, machine learning, and data analy-
sis, retail video analytics can provide retailers with much more
insightful business intelligence [3][4][5]. Thus it promises
much higher business value, far beyond the traditional domain
of security, authentication, and loss prevention. Examples
include analysis of store traffic, queue data, customer behavior,
and purchase decision making, among others. However, it
is a real-world scenario, and many technical challenges are
present for realistic computer vision techniques: changing and
uncontrollable lighting conditions, high-level, complex human
and crowd activities, cluttered backgrounds, crowded scenes,

occlusion, odd viewing angles, low resolution cameras, limited
contrast, and low object discriminability [3].

It is well known that Video Analytics Technology (VAT)
mostly focuses on automatic customer detection. However,
customer perspective is of most importance since they consume
products available in retail stores. One of the potential areas
of interest is to determine whether a customer is not finding
a specific product. As a consequence, he leaves the store
without buying it, which does not relate to a win-win-win
situation. If more information about customers is collected
using VAT to detect if they are not finding a product and
generate triggers to employees informing the occurrence of
this, a significant impact in customer satisfaction and retail
store sales is foreseen.

Our work focuses on both perspectives and the main
contributions are as follows:

• Emotion Analysis. To our best knowledge, this is the
first scalable attempt to measure negative emotions to
determine if a customer is not finding products in a
retail store.

• Real-time notification and intervention. An integrated
platform is developed for the real-time notification of
retail stores assistants and intervention with customers.

The remainder of this paper is organized as follows.
Section II briefly reviews works in the field of video analytics
technology. Section III, identifies the problem to be solved
in this work and details our approach, providing a method
based on negative emotion analysis. Section IV presents a
web interface for the retail store assistant and the method is
validated with experimental results carried out in real context
scenarios. Section V concludes the paper, providing some hints
to future work.

II. RELATED WORK

Our work overlaps with previous research on automatic
analysis of human behavior inside retail stores. In this context,
several approaches have been studied, as hot zone analysis,
automatic activity recognition and sentimental analysis.

The automatic detection of human emotions is a complex
problem that has been applied to several ordinary problems.
Techniques addressing this problem spans several types of data
sources. Faces’ images are one of the most promising sources
for data analytics related to the emotion detection problem.
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A. Hot Zone Analysis

Hot zone analysis aims to identify the trajectory of cus-
tomers within a store. Trajectory analysis unveils spots with
more activity and reveal where customers spend their time.
Human’s head position estimation was explored to create
the initial estimates for tracking algorithms. Zhao et al. [6]
presented a method for the detection and tracking of several
humans in video frames. They propose boundary and shape
analysis for human detection. On top of that, a 3D walking
model predicts motion templates from the captured frames to
track humans. This work was later improved by Zao and Ram
[7], through the inclusion of a detection technique for human
identification using Markov chain Monte Carlo methods. The
method was tested in indoor and outdoor high-density scenes.
In the outdoor scenes, false positives appear at far ends and
dense edges. In the indoor scenes, the subtraction method
gives erroneous foreground blobs. For human segmentation
in both scenes, 1000 iterations are necessary to segment
human objects. Leykinv and Mihran [8] developed a method
where the human head coordinates are extracted from video
frames to determine the position of customers in a store.
These coordinates are further used to track customers in video
sequences captured in crowded environments. The low-level
extraction of the customers in a frame and the use of camera
calibration to locate customer’s head and location in the picture
allows them to infer their location in the store.

B. Activity Recognition

The Activity recognition is related to the shop behaviour
and represents the actions of customers when buying products.
Monitoring this behaviour is of most importance to academic
as to retail stores. Popa et al. [4] analyzed customer behaviour
using background subtraction form images. This approach
allowed them to detect customers in the entry point and
then track them in the system. Popa et al. [5] improved the
method for automatic assessment of customer’ appreciation
of products. First, they classified customer behaviour by par-
ticipant observation. Next, they implemented the model for
motion detection, trajectory analysis, and face localization and
tracking for different customers. Sicre and Nicolas [9] resorted
to behaviour models for detection of motion, tracking moving
objects, and describing local motion. Results have shown that
the approach can correctly classify 73% of the frames, for
sequences taken in real environments. Later, Frontoni et al.
[10] proposed a method to analyze human behavior in shops in
order to increase consumer satisfaction and purchases. In their
method, they use vertical red, green and blue depth sensors for
people counting and shelf interaction analysis. Their results
exhibited areas with both positive and negative interactions
with products in shelves. They compared their results with
ground truth visually recorded and accuracy varies between
97.2% and 98.5%. Hu et al. [11] investigated the detection
of semantic human actions in complex scenes. Their work
deal with spatial-temporal ambiguities in frames using bag
of instances representing the candidate regions of individual
actions. A technique based on the combination of Simulated
Annealing and Support Vector Machines has shown better
results than standard Support Vector Machines.

C. Sentiment Analysis in Videos

Sentiment analysis is another area of video analytics.
This type of problems is strongly connected to the problem
addressed in this paper, since it determines the emotional
level of the customer. Zadeh ett al. [12] addressed this
problem using a multimodal dictionary that exploits jointly
words and gestures. The approach has shown better results
than straightforward visual and verbal analysis. An alternative
approach to methods that adopt bag of words representations
and average facial expression intensities is presented by Chen
et al. [13]. They propose sentiment prediction using a time-
dependent recurrent approach that performs fusion of several
modalities (e.g., verbal, acoustic and visual) at every time-step.
The implementation of the approach using long short-term
memory networks has shown significantly improvements over
several other approaches. Wang and Li [14] explored sentiment
analysis in social media images. The main challenge of the
work lies in the semantic gap between visual features and
underlying sentiments. Contextual information is proposed to
overcome the semantic gap in prediction of image sentiments.
The solution was shown effective when evaluated with two
large-scale datasets.

III. APPROACH

Our approach is based on a machine learning system that
runs in background for the intervention of retail store assistants
with costumers focusing on the analysis of negative emotions
using a facial recognition system. When negative emotions
are detected, the retail store assistant is notified for customer
intervention.

A. Problem Statement

The study of human behavior in retail stores has been car-
ried out in the last years, and their behavior can be interpreted
by analyzing their emotional responses [15] to contexts.

At the emotional level, one of the problems that currently
exist in customer service is trying to understand their state of
mind when inside a store. For that purpose, the detection of
emotions from customers will be able to increase the quality of
service - the more relevant information about the customer, the
better the assistance. The measurement of negative or positive
emotions can be carried out by several applications that are
available in the market. This work aims at the detection of
negative emotions in a time window, where sadness is one of
the most significant negative emotion to consider. However,
other parameters, like anger, disgust, or fear, are relevant for
the measurement of negative emotions. Thus, tracking negative
emotions in the context of a store is an open problem, which is
of most importance to be solved since it serves the automation
of customer-assistant situations, resulting in an increase of
the speed of attendance, improve customer satisfaction and
increase retail stores sales.

B. Machine Learning Implementation

The performance of machine learning models is deeply
dependent on the volume of data available for training models.
For that reason, the most accurate models are provided by
giants of software that have access to large volumes of data for
training models capable of accurate detection of emotions in
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images. Fortunately, these models are widely available through
an Internet accessible API like the IBM Watson [16], Face API
[17], Kairos [18], and Amazon Rekognition [19].

In this work, we use Face API [17]. It is a cognitive
service developed by Microsoft that supplies algorithms to
detect, recognize, and analyze human faces in images. Face
API features are obtained in two stages: the first is the detection
and recognition of face attributes; in the second stage, a JSON
file is returned with the fields that contain face attributes.

The detection stage represents the analysis of the existing
faces and returns attributes for each face. When a face is de-
tected, the face rectangle attribute is returned, since it contains
the pixels to track the face in the image and gets its bounding
box. Within this rectangle, other attributes are returned by
the API to the JSON file, namely, face Id, face landmarks,
age, emotion, gender, and hair. In this paper, except for face
landmarks, all the parameters are considered in two contexts.
First, for a general characterization of the costumer, age,
gender, and hair attributes are used. These attributes will allow
the retail store assistant to better identify the customer (note
that for security policies, the system cannot store the face of the
customer). Next, for the emotion analysis (cf., Section III-C),
the emotion attribute is considered which contains a set of
different emotions. The parameters returned by the Face API
are a basis of knowledge for the implementation of the emotion
tracking method presented in this paper.

C. Emotion Analysis

As previously referred, there are several parameters as-
sociated to emotions that are returned by facial recognition
systems, namely anger (Ap), contempt (Cp), disgust (Dp),
fear (Fp), happiness (Hp), neutral (Np), sadness (Sp) and
surprise (Sup). In the scope of this work, we only consider
negative emotions (Ap, Dp, Fp and Sp) that affect the costumer
interaction with the system.

The basic idea of our method is presented in Figure 1.
When a customer arrives at a shelf, Face API captures his
emotions, and a sadness level β is set to zero. This factor
updates in the presence of negative emotions, and once a
threshold is passed (β > 50%), the assistant is asked to go to
the customer. Negative emotions manifest in several ways, and
one of the most critical parameters is the sadness parameter,
Sp ∈ [0..1] (values near 1 correspond to the total manifestation
of sadness). Therefore, every time a frame captures a customer
with a high value of sadness, it may indicate a potential
customer not finding a product. Other parameters like Ap,
Dp or Fp are also present in negative emotions, and their
contribution is analyzed.

To determine the weights to consider in each of the negative
emotions, an empiric study (presented in Table II) was carried
out with users that were asked to express several emotions: Sp,
Np, Dp, Hp and simulate the action of looking for a product
and not finding it, referred to as Simulated. In the emotion tests
considering Hp and Np, these parameters have high values,
representative of the tested emotion. In the tests for forced
sadness and simulation, Sp has low values in most cases, which
is justified by the fact that the sadness emotion can result in
false positives. However, in this case, the presence of other
negative emotions is visible, with small values of Ap, Dp and

Figure 1. Problem specification for negative emotion analysis.

Fp. Analyzing the impact of these parameters in the emotion
is an essential factor to determine how to infer sadness when
Sp should be naturally present and is not.

In this context, two types of tests were carried out: first,
the evaluation of the impact of each negative emotion and,
second, the presence of all negative emotions. In the first test,
results obtained (Ap = 47%, Dp = 16%, Fp = 6% and
Sp = 91%), show that negative emotion is present in the tests.
However, excluding Sp, the other negative emotions cannot
be used individually to complement the sadness test, since
they are present in a small number of tests which are not
representative of the sample. In the second test, we considered
the cumulative presence of all negative emotion parameters
(Ap + Dp + Fp + Sp > tol) for the same scenario (forced
sadness and simulation), as shown in Table I.

TABLE I. TOLERANCE TESTS FOR Ap +Dp + Fp + Sp > tol.

Tolerance (tol)
0 0.01 0.02

Negative emotions (%) 97.22% 83.73% 80.16%

Results show that when tol = 0, 97.22% of the tests
reveal the presence of cumulative negative emotions, which is
very representative of the tested scenario. The rate decreases
for tol = 0.01 and tol = 0.02. Therefore, when Sp is not
representative in a sadness test, the alternative of considering
cumulative negative emotions has success rate of 97.22%.
Recall that these criteria are used only to improve the success
rate of retail store assistants interventions and are used in two
contexts: in the evident presence of sadness (high values of Sp)
and in the presence of signs of sadness (Ap+Dp+Fp+Sp >
tol) for low values of Sp. The resulting method is presented in
the algorithm depicted in Figure 2. Let C = {cj}, j = 1 . . .M ,
where M represents the number of customers that are detected
in the system and F = {fi}, i = 1 . . . N , where N represents
the number of frames captured in real-time using the Face API
for each customer cj ∈ C. The algorithm starts by scanning
if a customer is detected by the Face API and its faceId is
generated. The sadness level of each customer, βj , is set to
zero and frames are captured while the customer is detected
in the system. For every captured frame, the Face API returns
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TABLE II. USER TESTING IN REAL SCENARIOS: ACTING NORMAL, SIMULATION, FORCE SADNESS, FORCE ANGER AND FORCE HAPPINESS.

Anger (Ap) Contempt (Cp) Disgust (Dp) Fear (Fp) Happiness (Hp) Neutral (Np) Sadness (Sp) Surprise (Sup) Testing
0 0.001 0 0 0 0.999 0 0 acting normal

0.001 0.001 0 0 0 0.985 0.014 0 simulate scenario
0 0.002 0 0 0 0.762 0.235 0 force sadness

0.004 0.005 0.005 0 0.001 0.962 0.022 0 sumulate scenario
0.005 0.002 0.001 0 0.001 0.731 0.261 0 force sadness

0 0.002 0 0 0 0.993 0.005 0 acting normal
0 0 0 0 1 0 0 0 force happiness
0 0.016 0 0 0 0.811 0.172 0 force sadness

0.031 0.001 0 0 0 0.967 0.001 0 simulate scenario
0.035 0.001 0 0 0 0.966 0.001 0 force anger

0 0 0 0 0 0.977 0.023 0 simulate scenario
0 0.001 0 0 0 0.905 0.094 0 simulate scenario
0 0 0 0 0 0.958 0.041 0 force sadness
0 0.089 0.001 0 0 0.58 0.33 0 force sadness

0.001 0.027 0 0 0 0.967 0.004 0 acting normal
0 0.152 0 0 0.848 0 0 0 force happiness

0.172 0.002 0 0 0 0.823 0.003 0 force sadness
0.011 0.006 0 0 0 0.962 0.021 0 simulate scenario
0.008 0.37 0 0 0 0.621 0.001 0 force anger
0.16 0.043 0.001 0 0.001 0.661 0.134 0 simulate scenario

0.001 0.025 0 0 0 0.967 0.007 0 simulate scenario
0 0.169 0 0 0.009 0.821 0 0 force sadness

0.0058 0.011 0 0 0 0.887 0.043 0 force sadness
0 0.004 0 0 0.006 0.987 0.004 0 acting normal
0 0.001 0 0 0.958 0.04 0.002 0 force happiness
0 0 0 0 0 0.857 0.143 0 force sadness
0 0 0 0 0 0.84 0.159 0 simulate scenario

0.412 0.042 0.09 0.029 0.006 0.57 0.001 0.363 force anger
0.001 0.007 0 0 0.001 0.94 0.051 0 simulate scenario

0 0.005 0 0 0.038 0.955 0.001 0 simulate scenario
0 0.001 0 0 0 0.958 0.041 0 force sadness
0 0.001 0 0 0 0.417 0.582 0 force sadness
0 0 0 0 0 0.997 0.002 0 acting normal
0 0 0 0 1 0 0 0 force happiness
0 0 0 0 0 0.965 0.035 0 force sadness

0.053 0.004 0 0 0 0.943 0 0 simulate scenario
0.127 0.009 0 0 0 0.864 0 0 force anger

0 0.0087 0 0 0.036 0.868 0.002 0.007 simulate scenario
0 0.001 0 0.001 0.001 0.956 0.033 0.009 simulate scenario
0 0.003 0 0 0 0.679 0.318 0 force sadness
0 0 0 0 0 0.887 0.113 0 force sadness

Figure 2. Emotion-based intervention method.

negative emotion values that are stored for processing. Every
time the algorithm captures evidence of sadness (Spi

> 0.5
or signs of sadness (Api

+ Fpi
+ Spi

+ Dpi
> 0), the value

of βj is updated in a factor of 0.1 or 0.05, respectively. When
the sadness level passes a threshold of 0.5, the assistant is
informed that a customer needs intervention.

An important consideration is that our system does not
retain personal information of a customer. After detection by
a camera, only a faceId is generated to uniquely identify the
characteristics of that customer. If he leaves the system, the
method still continues to try to track the faceId of the customer
for five minutes. After that period, the information of the faceId
is removed from the database, but the face attributes are kept.
With this, personal information of users is not stored, therefore
it does not allow the system to track history of a customer.
If that customer is again detected in the system, he will be
assigned a new faceId.

IV. EXPERIMENTAL DESIGN AND RESULTS

The algorithm presented in the previous section runs in
background and processes information that can be visualized
by the retail store assistant in an web application (see Figure 3).
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(a) List of customers for assistant intervention. (b) User info and emotions. (c) Assistant feedback.

Figure 3. Web interface for retail store assistant intervention.

(a) Book is not available in shelves. (b) Book is similar to other products. (c) Book is well identified in shelves.

Figure 4. Results obtained for tests with five customers in the three scenarios.

A. Web Interface

The assistant has access to the notifications management
page (see Figure 3a). This page is updated in real time and
contains a list of customers that require intervention. Here,
some general information of the customers is provided for
better identification. When the assistant chooses a customer
for intervention, the algorithm running in background stops
increasing β for that customer. This value is stored at the
moment of intervention, since, otherwise, it would reach 100%
for all customers in the time elapsed between the interaction
and the time to go to the customers. When the assistant selects
a customer, general information is presented (such as hair
color, age, gender, location in store, the emotion revealed by
the customer and how long the customer is in the system).
In addition, the assistant has the possibility of attending the
customer and to cancel and return to the call management
page as shown in Figure 3b.

The intervention level starts when the assistant clicks in the
”go to client” button and the page changes so that feedback
data can be provided by the assistant which possesses relevant
information regarding the intervention with the customer, as
shown in Figure 3c. It is important to note that while the
assistant is attending the customer, no further changes in the
customer emotions are captured. It is intended to capture
the emotions that have caused the customer to exceed the
emotional threshold and not to register emotion changes while
being under intervention.

B. Results

We have tested the approach described in Section III by
carrying out a pilot study. Books were placed in shelves with
a camera placed to capture emotions. Five customers where
asked to find a book from twenty books in three scenarios:

• Scenario 1: The book is not available in the products
placed in the shelves.

• Scenario 2: The book is in the shelves, but very similar
to other books, making it difficult to be found.

• Scenario 3: The book is available in the shelves and
easy to be identified.

Results obtained are presented in Figure 4. For scenario 1
(Figure 4a), costumers reveal signs of cumulative unhappiness,
(Api

+ Fpi
+ Spi

+ Dpi
> 0), or sadness (Sp > 50%) as

they realize that they are not finding the product. The sadness
level threshold is passed for all customers after a few iterations
of API calls. The variation of the sadness level cumulative
response is due to the fact that, in the API calls, the customer
can reveal one of both negative emotions tested. This implies
that there can be an increase of 0.05 or 0.1, depending on the
most prevalent negative emotion in each call. In this context,
the web interface for the assistant is updated with the data
related to the new customer that requires intervention (see
Figure 4a). In all cases, the assistant reported option 2 in the
feedback page (see Figure 4c). In scenario 2, three customers
found the product, after some iterations and left the system.
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The other two passed the sadness level threshold. In these
cases, the assistant reported option 1 in the feedback page.
Finally, in scenario 3, all the customers found the product after
a few iterations of API calls, never crossing the sadness level
threshold without need for assistant intervention.

To provide flexibility to the system, the assistant can decide
the moment of the intervention. As previously referred, when
the sadness level threshold is passed, the assistant web page
is updated with the customer information. However, if he
considers that the sadness level is not increasing with time, he
can decide not to go to the customer. If the customer continues
to reveal cumulative negative emotions, the assistant then
makes the decision to assist him. Moreover, if all assistants are
occupied, the system continues to increase the sadness level
of a customer, until an assistant is available.

V. CONCLUSION AND FUTURE WORK

We presented a novel scalable method based on visual
recognition of customer emotions when buying products, using
Face API. Our method uses a camera to capture the man-
ifestation of negative emotions at two levels: the effective
manifestation of sadness and evidence of sadness, in a set of
frames. Our evaluation methodology shows that the method
presents good results in real scenarios related to the context of
the problem. The implementation of an intuitive web interface
allows retail shops assistants to carry out interventions with
customers if an emotional threshold occurs. This interface will
greatly assist retail stores to have an understanding of which
customers require intervention and, in a fast way, provide the
necessary help. The natural implications are an increase in
sales and customer satisfaction.

Future work will follow two directions. An extension of
the method to incorporate face landmarks provided by the
Face API will add another layer of decision to our algorithm
by tracking the motion of the customer’s face to detect if he
is not finding a product. Moreover, by introducing Artificial
Intelligence (AI), we will be able to anticipate the needs of
users based on the previous emotional analysis. Finally, the
sadness level was obtained empirically. It will be essential to
use AI as a means to adjust this parameter.
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Abstract— Our key starting point for analyzing and developing 
work conditions is based on a systematic approach that focuses 
on humans at work interacting with tasks, organization, 
technology, and environment, i.e., the work system. This 
system is not seen in isolation; it is embedded in wider systems 
of stakeholders, with their contexts enabling or restricting 
work. Work and wider systems are kept in interactive intra- 
and inter-connections throughout the key psychosocial and 
physical human factors within society and work communities. 
Systems are producing both desirable and undesirable 
concrete and abstract outcomes. Continuous improvement 
process aims to achieve optimal work systems to increase 
desirable outcomes and decrease undesirable ones. Systems, 
and the inner and outer actors within them, should be optimal 
and balanced. If this is not the case, productivity and well-
being, which include health and safety, are threatened. This 
paper presents an international collection of guidelines and 
documentation for promoting and maintaining especially 
safety (11 maturity models). The documents comprise 
contemporary, useful, and multi-focused works consisting of 
clear, important concepts. All the concepts (words) are closely 
related to safety culture, which in turn is described with both 
its essential implicit and explicit attributes. The 12th maturity 
model, the one which the authors have helped develop, is a 
certain kind of benchmark, as it regards the key aspects of 
health, safety, environment, and quality (HSEQ). This 
maturity model is called the HSEQ AP, with AP standing for 
assessment procedure. In addition to management assessment, 
this and other models provide good practices and tools for 
planning, leadership, risk reduction, and more positive 
features at work, creating a good culture. 

Keywords-safety; health; maturity; management system  

I. INTRODUCTION 

A team from the University of Oulu has been the main 
co-developer of the Health, Safety, Environment and 
Quality Assessment Procedure (HSEQ AP) for supply 
companies that are partners with big Finnish companies (12 
principal companies), particularly those related to the heavy 
process industry, mainly in the steel, forestry, energy and 
chemical production sectors, described by Väyrynen et al. 
[1]. Another key background for this paper is the 
university’s Frictionless Communication (FRICO) project. 
FRICO aimed at developing managers’ and employees’ 
social skills and innovating new actions for organizations to 

increase work fluency, and overall well-being at work 
through skillful, professional communication between 
subordinates and supervisors [2].   This paper, based on a 
pilot study, aims at analyzing other assessment methods 
than just HSEQ AP but is based on the key issues of  HSEQ 
AP and FRICO. The paper’s one focus is finding ideas to 
develop the current version of HSEQ AP [3] by 
emphasizing the role of psychosocial factors (PSFs). We 
first proposed this PSF improvement of HSEQ AP one year 
ago, and the key point of that paper was that specific HSEQ 
knowhow should be distributed to all people at workplaces, 
not only among the experts, service buyers and various level 
managers within companies [4]. A wider utilization is 
considered    psychosocially wise, and HSEQ AP-style 
managerial tools are clearly needed in other manufacturing 
sectors or service businesses than just the heavy process 
industry. 

 Contemporary, more developed managerial and 
leadership practices and procedures are needed to better 
meet intra-, and inter-organizational and multi-employer 
challenges. For example, the PSF and approaches presented 
in FRICO should be implemented in management systems, 
with an emphasis similar to Kiema et al.’s [2] and Filppa 
and Soini’s [5] reports, to develop the social skills that are 
associated with employees’ well-being at work and their 
work engagement. Thus, PSFs should to be more deeply 
emphasized, generally, e.g., [7][8], and specifically in 
holistic work systems, cf.  Väyrynen and Kiema-Junes 
[4][6]. The question is what other relevant new features 
could be found and integrated into HSEQ AP and other 
management models of good practice. Could the other 
managerial maturity models, i.e., assessment tools and lists 
of checkpoints for good HSE(Q) be useful for 
organizations? Do the other assessment tools include PSFs, 
and to what extent? 

Regarding explicit PSFs, we focus on the proper 
communication and interaction, individual factors, and 
subjective well-being. Based on the issues described above, 
and also considering the methods and results of FRICO, we 
have determined that the most important words for our 
analysis are psycho, social, social skills, and 
communication. Some models that we examined seemed to 
focus on assessing supply companies, as does HSEQ AP. 
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  We sought answers to the following questions: (1) 
What key issues do the organizational maturity models 
typically include? (2) Do these issues cover PSFs that are 
essential for the whole organization's performance and 
implementation of the models? (3) Can HSEQ AP be 
improved through the ideas of the key issues found in the 
other maturity models and vice versa? (4) How can the 
assessing methods be further developed by contemporary 
Information and Communication Technology (ICT) tools, 
such as smart phones? Regarding the paper’s structure: 
“Section II. Materials and Methods” describes how the 
simple content analysis of the models, mainly the analysis 
of the word(s) of interest, was carried out. “Section III. 
Results” shows the most often and most rarely mentioned 
words, and then “Section IV. Discussion and Conclusions” 
discusses the results.     

II. MATERIAL AND METHODS

The paper is based on (1) a description of of the 
documents and field experiences of HSEQ AP and (2) the 
other managerial maturity model documents we found and 
analyzed. The other models were sought from various 
industries, countries, and continents, and they were found by 
searching a wide range of research- and practice-related 
publications (cf., Appendix). The key terms were defined by 
literature review. After finding, choosing, and listing the key 
words and groups of words, their use frequency in HSEQ 
AP and the other model documents was determined. 
Analyzing the documents also included benchmarking. 
HSEQ AP is related to networking: employees from several 
supply companies or contractors and self-employed 
individuals often work simultaneously for the same core 
production of the principal company, such as in the process 
industry (the supplier customer). Many of the other models 
consisted of documents related to the role of networking, 
i.e., supply companies and contractors. The sub- or support 
services delivered by supply chain companies typically 
consist of difficult cleaning services (e.g., cleaning of 
machinery), maintenance (i.e., repair and service), 
construction, and security. The principal companies that are 
buying these services must assure their customers that their 
facilities satisfy the requirements for holistic quality, e.g., 
work conditions: negative issues regarding ecology or 
humans and their community shall be at an acceptable 
minimum.  While regulatory needs must be carefully 
considered, the need to fulfill ethical and imago aspects are 
also important. HSEQ AP is an auditing tool for checking 
the management maturity of the whole network led by the 
principal company. Hundreds of suppliers have been HSEQ 
AP audited. The principal companies, and particularly their 
supply chains, have been able to considerably improve their 
capabilities and outcomes, e.g., accident situation (Figure 
1). Figure 2 shows both the essential principal drivers and 
assessment categories of HSEQ AP.  Based on the safety 
culture and just culture literature by Dekker [9], and Hudson 
[10], and Reason [11], as well as our above projects, 11 

words were chosen as key terms or concepts for analyzing 
maturity models. The total number of times these 11 
implicitly psychosocial keywords were used within the 11 
documents was 1,225 (Table 1).  

III. RESULTS

     The following four terms, with their respective codes, 
comprise the most often mentioned word(s), concept(s) 
among all those selected (Table 1) from the documents 
(Appendix): IV=report(ing), V= inform(ed, -ing, -ation), 
VI= learn(ing), train(ing), instruct(ion), X= meet(ing), talk, 
discuss(ion), involve(ment), participat(e, -ion).  

The most often mentioned word(s), listed in the 
order of the documents from 1 to 11, were:  

1) Safety climate and inform(ed, -ing, -ation) 
and meet(ing), talk, discuss(ion), involve(ment), 
participat(e, -ion); 
2) Safety culture; 
3) Report(ing); 
4) Learn(ing), train(ing), instruct(ion); 
5) Learn(ing), train(ing), instruct(ion); 
6) Learn(ing), train(ing), instruct(ion); 
7) Repor(ing) and -learn(ing), train(ing), 
instruct(ion); 
8) Repor(ing) and -learn(ing), train(ing), 
instruct(ion); 
9) Repor(ing) and -learn(ing), train(ing), 
instruct(ion); 
10) Change; 
11) Learn(ing), train(ing), instruct(ion). 
The most rarely mentioned word(s), listed in the 

order of the documents from 1 to 11, were: 
1) Just, fair, and report(ing); 
2) Safety climate and satisfactory, -faction 
and Just, fair; 
3) Satisfactory, -faction and just, fair and 
flexib(ility, -le), resilien(ce, -t); 
4) Flexib(ility, -le), resilien(ce, -t); 
5) Just, fair and flexib(ility, -le), resilien(ce, -
t); 
6) Change; 
7) Satisfactory, -faction and safety climate 
and flexib(ility, le), resilien(ce, -t); 
8) Just, fair and flexib(ility, -le), resilien(ce, -
t) and safety culture; 
9) Satisfactory, -faction and inform(ed, -ing, 
-ation); 
10) Safety climate; 
11) Just, fair. 

              The most frequent words presented in the analyzed 
11 documents were: reporting and informing, training and 
learning, and participative human interaction. All the 
documents had some explicitly psychosocial terms, i.e., the 
ones including words “psycho, social, or communication”. 
The amount of these words was: (document number in 
parenthesis): (1) 1, (2) 2, (3) 8, (4) 4, (5) 2, (6) 6, (7) 18, (8) 
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89, (9) 2, (10) 23, (11) 21. Table 1 and Figure 2 present 
additional details regarding the results. 

IV.  DISCUSSION AND CONCLUSIONS

     We found many implicitly psychosocial-oriented features 
in the maturity models. The most frequently used terms 
matched Reason’s [11] recommendations for a better safety 
culture. Thus, we found significant evidence to recommend 
utilizing HSEQ AP principles and tools to improve the well-
being and culture within work organizations. The FRICO 
methodology’s results in the field and the laboratory are 
promising. FRICO’s Peer Group Counseling was effective 
for improving social skills in the first trials [2][5], and the 
new practices were implemented in case organizations in the 
field [5]. Our results [2][5] also highlighted the importance 
of social skills in work life and for well-being at work, as 
many researchers have suggested [7][8]. This finding, 
related to FRICO, encourages not only including  PSFs in 
models but also utilizing them in implementation and 
general use within work organizations. This shows a 
pathway for increasing the role of psychosocially skillful 
practices for supervisors and subordinates in work 
communities, as well as all types of employers. The “service 
and repair” of patients and technological systems for 
manufacturing consist of similar challenges for appropriate, 
contemporary management of all employees within their 
work conditions and communities. These challenges can be 
successfully met by utilizing the HSEQ AP and FRICO 
approaches together (e.g., for implementing HSEQ 
awareness and improvements at all levels of organizations).  
      Ernst & Young [12], a global consulting company, 
provided the following view of near-future work changes: 
”However these models were developed with physical 
safety in mind at a point in time when we were just being 
acquainted with the internet, when physical health was 
prioritized and no-one spoke about mental health.” To make 
the best choices in business, more attention must be paid to 
holistic maturity models. Da Silva [13] has shown that 
uncontrolled and unskilled outsourcing in the economy can 
lead to insufficient risk management in supply companies.  
The control and prevention of this kind of negative scenario 
is one of the first priorities. Positive views regarding multi-
employer and inter-organizational challenges present, for 
example, in Finnish health care units [14] can be seen by 
emphasizing psychosocial approaches, particularly those 
that were promising for health professionals and patient 
relationships [2]. The HSEQ AP [1] should be developed 
further with consideration for psychosocial aspects and for 
expanding HSEQ AP utilization to all employees [4]. 
Today, the practice is predominantly the following: 
Managers, supervisors and experts in the fields of 
purchasing, as well as health and safety, utilize HSEQ AP 
information via computer access [4]. The application of 
HSEQ AP–style possibilities to cases in other sectors, such 
as health care organizations, should be studied further. 

Therefore, the present study should be extended to find 
ways to improve the systems for management and 
leadership. More detailed benchmarking of the HSEQ AP 
and the 11 documents would reveal new possibilities for 
granting every-person ICT access to HSEQ information and 
for providing ideas for its utilization, for example, by smart 
phones.  Many good recommendations can be found by 
combining the best practices from the 11 documents. New 
employee-centric tools, with updated, even real-time HSEQ 
information in the contexts of daily managerial actions and 
documented management systems, are increasingly possible 
and useable with contemporary tailored ICT applications. 
The HSEQ AP can be briefly outlined as follows: HS issues, 
11 assessed categories; e.g., ”Managers and supervisors 
have received occupational safety training targeted to 
managers, which includes the responsibilities of 
occupational safety.” E issues, nine assessed categories; 
e.g., ”Waste sorting has been instructed and trained and 
containers for different sections of waste exist. Sorting 
know-how is included in the orientation.” Q issues, 20 
assessed categories; e.g., ”The company has evidence of 
systematically developing its own network of suppliers and 
partners in multiple fields of HSEQ.”  
     The above approaches also open new visions for the 
leadership of multi-employer, mobile and remote work, and 
work places. HSEQ information would provide much added 
value throughout the increased role of PSFs, which are 
needed to improve the implementation of the systems with a 
user-centric emphasis and usability goals. Smart workplaces 
and sites could be enabled through the new increased roles 
of PSFs and ICT, while still being based on existing 
management and leadership HSEQ expertise. Furthermore, 
the 11 concepts found and listed can be called implicitly 
psychosocial key factors related to HSEQ assessment. If we 
add the 12th concept, the explicit PSFs we used, i.e., 
psycho-, social-, and communication-related expressions, 
we have a dozen of the important concepts     (words) 
regarding the essential features that should be  included in 
an HSE(Q)-style or corresponding assessment of leadership, 
management, planning, or training in work organizations. 
Their utilization is mainly based on various ICT support, for 
example, each employee’s personal mobile smartphone 
[15]16]. ICT may also be used for additional psychosocial 
purposes, such as praising excellent employees for skilled 
work [17].  
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Figure 2. The eight drivers (the left list) of the development and utilization of the HSEQ AP (IMS mean Integrated Management System; TQM means Total 
Quality Management; CSR means Corporate Social Responsibility). The right list describes the nine capability categories chosen for the assessment 

framework of the HSEQ AP.   

TABLE I. THE WORDS CHOSEN TO BE UNDER SPECIFIC CONSIDERATION AS REGARDS ANALYZING AND BENCHMARKING THE 
MATURITY MODELS. 

Code Word(s) Amount 
of 

mentions

Number of maturity documents where used, and 
an example of use 

I Satisfact(ory, -tion 51 7, …product or service quality, and customer 
satisfaction 

II Safety culture 65 5,…from those with strong safety cultures 

III Safety climate 20 5,… Occupational Safety Climate Questionnaire 

IV Report(ed, -ing) 203 10,…the use of the Global Reporting Initiative 

V Inform(ed,-ing,-ation) 288 11,…Ensuring relevant information 

VI Learn(ing), train(ing), instruct(ion) 61 11, … Employees have been trained 

VII Flexib(ility, -le), resilien(ce, -t) 11 6,… develops a fair, learning, flexible 

VIII Just, fair 10 7,… must be clear, fair and adhered to 

IX Trust, confident 32 8,… safety management system on the trust 

X Meet(ing), talk(s), discuss(ion), involve(d), participat(ive, -ion) 313 11,… List of toolbox meeting dates 

XI Change 171 8,… being informed of safety-related changes 
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APPENDIX 
No 

Assessment document 
Country(-ies) 

Aspects: 
H, S, E, Q, Sus- 

(tainability) 
Scale etc. 

General 
(G) 

Specific (S) 

Number  
Of 

pages 

Reference to document 

1 
NOSACQ  

DK, FI, IS, N, S 

S 

Likert 

G 8 http://nfa.dk/da/Vaerktoejer/Sporgeskemaer/Safety-
Climate-Questionnaire-NOSACQ50 

2 
Safety culture maturity model 

UK 
HS 

Maturity scale 
Five levels 

G 12  
HSE (2001). Safety culture maturity model, 

Health and Safety Executive (HSE), UK.  

3 
ESPO Green Guide 

EU 
E, Sus 

Themes, principles 
S 38 ESPO (European Sea Ports Organisation) 

(2012). Green Guide, E, EU, Brussels, BE.  

4 
RISQS Audit Protocol 

RSSB Railways 
UK 

H, S, E S 22 
RISQS (2018). Audit Protocol, Industry Minimum 

Requirements Document no.: RISQS-AP-001 Revision. 
RISQS Board Industry Minimum, info@rssb.co.uk 

5 
Score your safety culture 

Instit. Resilience, sustainability 
CA, AU 

S, Sus 
(Institutional 

resilience) 
-questionnaire, 

scoring 

G, S 
(transport, 
aviation) 

2 
J. Reason (2001). Score Your Safety Culture. Flight Safety 

Australia, January-February, 2001. pp. 40-41. 
J. Reason (2008). Score Your Safety Culture. TP 13844. 

(11/2008). Transport Canada. 2 p 

6 
Safety, Health & 

Environment Checklist for 
Contractors  

NL 

H, S, E 

Themes, 
principles 

S (con-
tractors, 
supply 
chain ) 

26 

SSVV (2018). Safety, Health & Environment 
Checklist for Contractors, Foundation 
Cooperation for Safety (SSVV). AK 

Leidschendam, NL. pp. 27-52.  

7 
Recommended Practices; 

S&H Programs in Construction  
US 

H, S 

Themes, principles 

S (con-
struction) 

40 
OSHA (2016). Recommended Practices for Safety & Health 
Programs in Construction. Occupational Safety and Health 

Administration. 40 p. www.osha.gov 

8 
Workplace Safety & Health 

Manual for Marine Industries  
SG 

H, S 
Themes, 

principles, 
checklist 

S (harbours, 
marine, 

logistics) 

360 
WSH Council (2009). Workplace Safety & Health Manual 

for Marine Industries, SG, 360 p. 

9 
Vendor Checklist AkzoNobel,  

H&S, Sustainability,  
NL 

H, S, E, Sus 
Checklist, Likert-
style and yes / no 

G (S) 
Chemical, 

paints, 
coatings 

4 
Akzo Nobel. (2008). Vendor Checklist, 
Checklist for Supplier Support Visits 

Concerning Sustainability and HSE issues  
 v3, Sustainability, HSE. Amsterdam, NL. 

10 
Risk Management Maturity 
Model (RM3), Road&Rail 

UK 

H, S 
Maturity scale 

(five-point) 

G, S 
(transport, 
road,rail) 

64 
RM3 The Risk Management Maturity 

Model, (2017). Version 2.0. Office of Road 
and Rail, Health & Safety Laboratory, 

https://www.hsl.gov.uk 

11 
Niskanen: Research Article: 

Leadership and OSH processes 
(risk prevention, collaboration) 

FI 

H, S 
Data from em-

ployers / -ployees 

S (chemical 
industrial 

manu-
facturing) 

36 
T. Niskanen  (2015). Leadership Relationships and 

Occupational Safety and Health Processes in the Finnish 
Chemical Industry, In: S. Väyrynen, K. Häkkinen and T. 

Niskanen (Eds.), Integrated Safety and Health Management 
– Solutions and Industrial Cases (pp. 185-220). Cham: 

Springer International Publishing. 
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Abstract—Dynamic Adaptive Streaming over HTTP (DASH)
is a video streaming technique largely used. One key point is
the adaptation mechanism which resides at the client’s side. This
mechanism impacts greatly on the overall Quality of Experience
(QoE) of the video streaming. In this paper, we propose a new
adaptation algorithm for DASH, namely SSIM Based Adapta-
tion (SBA). This mechanism is user-experience driven: it uses
the Structural Similarity Index Measurement (SSIM) as main
video perceptual quality indicator; moreover, the adaptation is
based on a joint consideration of SSIM indicator and the physical
resources (buffer occupancy, bandwidth) in order to minimize the
buffer starvation (rebuffering) and video quality instability, as
well as to maximize the overall video quality (through SSIM). To
evaluate the performance of our proposal, we carried out trace-
driven emulation with real traffic traces (captured in real mobile
network). Comparisons with some representative algorithms
(BBA, FESTIVE, OSMF) through major QoE metrics show that
our adaptation algorithm SBA achieves an efficient adaptation
minimizing both the rebuffering and instability, whereas the
displayed video is maintained at a high level of bitrate.

Index Terms—Video Streaming; DASH; ABR; QoE; SSIM;
Mobile Networks.

I. INTRODUCTION

Recent studies predicted that the growth of mobile traffic
would take up to 20% of total Internet traffic by 2021 [1].
Moreover, it is expected that video traffic will reach 80% of
all internet traffic by 2021. The majority of video streaming
on the internet today uses the MPEG’s Dynamic Adaptive
Streaming over HTTP (DASH) standard which aims to deliver
video with high Quality of Experience (QoE) [2]–[4]. The
principle of DASH consists in dividing the entire video into
segments, called chunk, in order to send them separately by
using HTTP. Each chunk has several versions, each one is
encoded with a specific bitrate. Chunks are fetched by clients
through HTTP/TCP. This approach makes DASH popular [5]
[6] since a) it can be built above the omni-present HTTP
and b) client can easily choose, for each chunk, the bitrate
which is most suitable to the current network conditions with
some Adaptive Bitrate (ABR) algorithm [7]–[11] in order
to maximize the user’s QoE. Figure 1 depicts the DASH
streaming process. Today, major content providers (including
NETFLIX and YouTube) use DASH.

Among the main challenges related to DASH scheme [4]
[12] [13], there are in particular:

Fig. 1. DASH Streaming Flow Process.

1) The rebuffering: this term refers to the freezing of video
playback when the buffer is empty and waiting for the
next video chunk. The duration and the frequency of
rebuffering during a video streaming session is among
the most important metrics that affect the user’s QoE.

2) The instability: it is considered as another important
QoE metric. When the bitrate changes from one chunk
to the next one, there is surely some variations on the
perceived video quality. If the quality of the video among
consecutive segments is too abrupt and/or too frequent,
the user’s QoE will be bad.

It is a real challenge to minimize the rebuffering and
instability, and at the same time to maximize the overall quality
of the received video. Actually, the surest way to get best
stability and avoid rebuffering is to send video always at the
lowest bitrate level. However, we would have the worst video
quality. So, the selection of the level (in terms of bitrate) of
the next chunk is a matter of balance between QoE metrics
such as the rebuffering, the instability and the video quality.

Video quality can be assessed through several objective
metrics, among which Structural Similarity Index Measure-
ment (SSIM) and Peak Signal to Noise Ratio (PSNR). The
PSNR suffers from its inconsistency with the human eye
perception video quality. The SSIM is considered to be able
to better capture the difference between the original and the
encoded images and provides a measurement which is closer
to what is visually noticeable as defaults by a human being
[11] [14] [15].

This paper proposes a new adaptation algorithm for DASH,
namely SSIM Based Adaptation (SBA), by using the SSIM
indicator to select the quality of the next video chunk with
the objectives of optimizing the QoE by maximizing the video
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quality and minimizing the rebuffering and instability. To
achieve such a balance, the main idea resides in the fact
that we decide to a) increase the bitrate level only when
the SSIM indicates a significant improvement in the video
quality (thus getting more video content at almost the same
user perceived video quality), and b) decrease the bitrate level
only when there is a real risk of rebuffering (thus minimize
the instability).

Our proposal consists in adding the SSIM values for each
level of video chunks in Media Presentation Description
(MPD), which is the standard way in DASH to provide
clients useful informations for video adaptation. Our main
contribution is to explore this additional information (SSIM
value), in combination with the classical ones, in order to
achieve a better adaptation.

Figure 2 helps to better illustrate our basic idea. In this
figure, each point gives the bitrate of one of the levels. It can be
observed that for chunck number 27, all the levels offer nearly
the same SSIM value; whereas for chunck number 140, the
lifting in SSIM value for higher levels (hier bitrates) are rather
noticeable. This leads to the idea of including the SSIM value
among criteria for level selection. Indeed, it is not efficient to
select a higher bitrate level when the lower level offers a very
comparable video quality.

Fig. 2. Values of SSIM for different resolution for the chunck number 27
and 140.

The rest of this paper is organized as follows. Section II
provides the state of the art on the bitrate adaptation algorithms
problem and video quality metrics. Section III presents our
algorithm. Section IV compares the results of our algorithm
with a selection of relevant algorithms in the literature. Section
V concludes the paper.

II. RELATED WORK

Bitrate adaptation algorithms are generally classified into
three categories:

1) Buffer-based: the buffer occupancy is used as the main
indicator for the selection of the bitrate (level) of the
next video chunk to be downloaded [7] [8].

2) Rate-based: the bitrate (level) of the next video chunk
to be downloaded is chosen to maximize the use of the
(estimated) future bandwidth [9] [10].

3) Mixture: a mix of the two previous categories [11].

Huang et al. [7] proposed the Buffer Based Adaptation
(BBA) method, which aims to: a) Avoid unnecessary rebuffer-
ing and b) Maximize the overall video quality. They used
the buffer occupancy as a control signal to select the level
(bitrate) of the next video chunk instead of the estimated band-
width. They calculate dynamically a couple of <maximum,
minimum> bitrate levels. When possible, the actual video rate
keeps growing to the maximum, until there is not enough (with
respect to a threshold value) room in buffer, then the video
bitrate drops to the minimum level.

Jiang et al. [9] proposed a general bitrate adaptation algo-
rithm framework called Fair, Efficient, and Stable adapTIVE
algorithm (FESTIVE). This adaptation algorithm aims to im-
prove fairness, stability and efficiency of the DASH player
by predicting throughput to be the harmonic mean of the
experienced throughput for the past 5 downloaded chunks, as
well as a stability score as a function of the bitrate switches in
the past 5 chunks. As the prediction does not take into account
the buffer occupancy, FESTIVE may have rebuffering which
affects the QoE performance.

The Open Source Media Framework (OSMF) [16] is an
HTTP video streaming platform developed by Adobe Systems.
OSMF adaptation algorithm selects the next level of video
chunk based on the chunk download duration. However, it
could lead to instability because of the variability and unpre-
dictability of the bandwidth especially in mobile networks.

Much work has been developed to evaluate the quality of the
perceived visual information. Several objective and subjective
metrics were proposed with or without reference. Most of them
aim to get as close as possible to the human visual system in
order to apprehend the different visible distortions (induced
by compression, contrast enhancement or transmission...) af-
fecting the original visual information. Among the different
metrics, we retain the Structural Similarity Index Measurement
(SSIM), considered as an objective metric [17], due to its
proven performance. The state of the art shows that this metric
has also been selected as a metric to assess the QoE (see e.g.,
[11] [14] [15] [18]).

In [18], the authors rely on objective QoE metrics as
SSIM which is considered as a full reference model. This
allows conducting extensive measurement studies and deriving
simple relationships applicable to QoE control. They took
into account the kind of the videos (e.g., interview, soccer
match, movie). Their results showed that they can use SSIM
to determine the QoE behaviour of different content, they also
shown that video sequences with lower resolution perform
better than video sequences with a lower frame-rate.

In [14], the authors incorporated the SSIM into their Utility
Function as the quality metric. The rational can be summa-
rized as follows. First, the relationship between bitrate and
perceptual quality is not linear; as the bitrate increases, the
gain in video quality is gradually saturated. Second, the equal
division of network bandwidth for video streams of different
resolutions (i.e., a vertical line representing a certain bitrate)
results in unfair video quality levels as perceived by end-users.
In [15], the authors used the SSIM to measure the quality of

62Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-754-2

CENTRIC 2019 : The Twelfth International Conference on Advances in Human-oriented and Personalized Mechanisms, Technologies, and Services

                            70 / 90



video transmission through their system (Compressive Dis-
tortion Minimizing Rate Control, C-DMRC). The latter uses a
distributed cross-layer control algorithm that aims to maximize
the received video quality over a multi-hop wireless network
with lossy links.

III. PROPOSED ADAPTATION ALGORITHM

This section presents our new adaptation algorithm, referred
subsequently as SSIM Based Adaptation (SBA).

A. Rationale

Our algorithm combines the networking level control
(buffer-based and rate-based) and the SSIM video quality
metric. The key point consists in using the SSIM indicator
to determine the level (bitrate and so video quality) of the
next chunk to be fetched. A bitrate upgrade takes place not
only because it is allowed by the network, but also because
it would provide a real gain of user perceived quality. The
algorithm tries to achieve the following goals :

• By estimating the available bandwidth, we always try to
get the best achievable quality.

• We upgrade to a higher bitrate level only when there
is a real gain in quality. Thus, we try to maximize the
video content downloading (and so minimize rebuffering)
at (almost) the same video quality.

• We use buffer-occupancy as rebuffering alert signal and
decrease the bitrate, similar to the TCP’s behaviour, only
when there is a real risk. In this way, we minimize the
instability.

The outline of the proposed algorithm is summarized as
follows.

• At the beginning of the streaming, as the networking
situation is not known yet, the algorithm starts at the
lowest bitrate level.

• As the streaming goes on, the algorithm gets a better
estimation of the available bandwidth (noted subsequently
as EBW ).

• The algorithm upgrades to a higher bitrate level not only
when it is allowed by EBW , but also because this level
provides a real gain on the video quality according to the
SSIM indicator.

• In the case where the current EBW is lower than
the currently chosen video bitrate level, the algorithm
chooses to not decrease the video to a lower bitrate. In
this way, the algorithm aims to maximize video quality
and to minimize instability due to the bitrate level change.
Of course, if the situation persists, there is a risk of buffer
starvation.

• The algorithm gives priority to avoiding rebuffering: a
critical zone is defined in the buffer. Each time the buffer
occupancy falls into this zone, the algorithm decreases
the bitrate level to the lowest one.

B. Notation and Conditions

The video is divided into K chunks (video segments) where
each chunk has an equal duration of T seconds. The video is

encoded at R bitrate levels, denoted as R = {rj}j=1...R i.e.,
each chunk has R encoded versions respectively at r1 to rR
bitrate. By convention, the bitrate levels are ordered as follows
r1 < r2 < · · · < rR.

For each chunk and at each bitrate level, the corresponding
SSIM metric is computed as follows. The SSIM of each image
of the chunk is first computed, then the SSIM of a chunk is
deduced as the mean value of the SSIM of the different images
of this chunk. The SSIM matrix of the video stream is then
computed. It is composed of Q(i, j) element corresponding
to the SSIM of the i-th chunk at the rj bitrate level. From
the implementation’s viewpoint, this is compatible with the
generic DASH framework. Indeed, this SSIM matrix can be
pre-computed and stored in the server. It is then sufficient to
incorporate it into the MPD (Media Presentation Description)
so that the client can get it.

At the client-side, the algorithm estimates the available
bandwidth with the following process:

• Each time the client sends the fetch order of a chunk, say
chunk i, this time is memorized as si. Upon the complete
download of the current chunk at ti with an actual volume
of V bi bits, the bandwidth actually consumed by the
download of chunk i is computed as:

CBW (i) =
V bi
ti − si

. (1)

• The estimated bandwidth for the fetch of the l-th chunk
(l > 1), denoted by EBW (l), is then computed as the
mean average of the actually consumed bandwidth over
the downloaded chunks:

EBW (l) =

∑l−1
i=1 CBW (i)

l − 1
. (2)

For the first chunk, according to the proposed algorithm (as it
will be explained later), the lowest bitrate version (r1) will be
used, i.e. EBW1 = r1.

The algorithm keeps also the trace of the difference in SSIM
between the adjacent chunks actually displayed. Let di be the
level at which the chunk i is displayed. For chunk l (l > 1),
∆(l) = Q(l, dl) − Q(l − 1, dl−1), is defined to measure the
variation in terms of SSIM related to the previous chunk (l−1)
when the l-th chunk is displayed. The mean SSIM variation
till chunk l (for l > 1), denoted by α(l), is then computed as
below:

α(l) =

∑l
k=2 ∆(k)

l − 1
. (3)

Following the convention adopted by the scientific commu-
nity, the buffer’s capacity is given in seconds. The buffer has
a capacity of BS (in seconds). It is divided into two regions,
region C (for Critical) and region N (for Normal). When the
buffer occupancy is below a threshold value (noted by Lc),
we are in region C. The current buffer occupancy is denoted
by b.
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C. Our Algorithm

Hereafter, we describe the SBA algorithm (cf. pseudo-code
in Figure 3) which aims to determine the bitrate level (denoted
by f ) of the next chunk to be fetched.

Input:
1: R, Q, b, Lc, l, α(l), EBW (l), dl−1,

Output: f : Bitrate level at which the next video chunk will
be fetched

2: if b <= Lc then
3: f = r1
4: else
5: pl = max{rj ∈ R, rj < EBW (l)}.
6: if δ(l) = Q(l, pl)−Q(l − 1, dl−1) > α(l) then
7: f = pl
8: else
9: f = dl−1

10: end if
11: end if
12: return f ;

Fig. 3. Adaptation algorithm.

This algorithm is run each time a fetch order can be issued,
i.e. either when a chunk is totally displayed or a chunk is
totally downloaded, and of course, when there is room in the
buffer (i.e., BS − b > T ). The parameters α(i) and EBW (i)
are assumed to be estimated through parallel processes.

Consider the fetch of the l-th chunk and denote the bitrate
level of the previous chunk as dl−1 and its SSIM Q(l−1, dl−1).
This algorithm has two regimes depending on the buffer
occupancy:

1) When the current buffer occupancy is in the region C,
the next chunk will always be fetched at the lowest level,
i.e. f = r1.

2) When the buffer occupancy is in the region N:
a) With EBW (l), the potential bitrate pl which is the

highest bitrate under EBW (l) is determined.
b) The difference in SSIM if pl should be used, δ(l) =

Q(l, pl)−Q(l − 1, dl−1), is then computed.
i) If δ(l) > α(l), the algorithm considers that

there is sufficient gain in video quality and
choose pl as the bitrate for chunk l, i.e. f = pl.

ii) Otherwise, the next video chunk at the current
level (i.e,. f = dl−1) is fetched.

IV. PERFORMANCE EVALUATION

This section compares and discusses the performance of
the proposed SBA algorithm to a selection of competitive
algorithms.

A. Evaluation Framework

To get a realistic networking context, a set of real traffic
situation over the 4G mobile network of a major network
provider has been collected. The traces were collected from
different areas and periods in Paris to insure a large coverage

of the traffic patterns. Three traditional test videos have been
used:

1) Animation (Big Buck Bunny) [19],
2) Documentary film (Of Forests and Men) [20],
3) Sport (The World’s Best Bouldering in Rocklands, South

Africa) [21].
These videos are encoded with FFMPEG codec at the fol-
lowing levels (the ones used by Netflix) [22] [23]: R =
{235kbps, 375kbps, 560kbps, 750kbps, 1050kbps, 1750kbps,
2350kbps, 3000kbps, 4300kbps, 5800kbps}. Videos are then
divided into chunks (T = 4 seconds, [16]) by using MP4Box-
GPAC framework [24].

We developed (in Python) a simulator in order to evaluate
the performance of DASH-based adaptation algorithms. This
simulator can work in trace-driven mode, i.e., the networking
context is reconstituted with real networking traces. The
simulator reproduces timely the instants of chunk download
completion (which depends on network condition) as well as
the chunk playback (which can be blocked by rebuffering). At
each instant where the next chunk is to be downloaded, our
algorithm enters in action by computing the level of the next
chunk.

By using this simulator and the real-traffic trace previously
mentioned, we compared SBA algorithm with the following
three ones: BBA [7], FESTIVE [9] and OSMF [16]. We have
tested two scenarios with two different buffer sizes: a) BS =
120 seconds, b) BS = 240 seconds. Each scenario is tested
with 24 different traces. The threshold value (Lc) is set to 12
seconds (3 chunks) in both scenarios.

The performance of the algorithms is assessed through 4
metrics (i.e., Rebuffering, Instability, SSIM, birate). For each
metric, the average value is computed on 24 tests:

1) Average Rebuffering: is the average of rebuffering
(freezing) duration.

2) Average Instability: is the average of bitrate changes.
3) Average of SSIM: is the average of the SSIM of the

video being displayed.
4) Average of bitrate: is the average bitrate of the video

being displayed.

B. Performance Analysis

This section provides discussions on the achieved perfor-
mance using the Animation video stream. Table I summarizes
the results for the two scenarios. For the first 4 lines in the
table BS = 120 s, whereas for the last 4 lines BS = 240 s.
One can observe that the SBA algorithm achieves the desired
objective with shorter rebuffering, less instability at a good
bitrate level.

Moreover, Figure 4 shows that our proposal SBA introduces
zero rebuffering for both the scenarios. Actually, we give
priority to rebuffering avoidance by setting a critical zone
with drastic bitrate drop-off. Being a buffer-based algorithm,
BBA works in a similar way and so shows also the same zero
rebuffering. On the contrary, FESTIVE and OSMF undergo
rebuffering during video chunks playback for 21.208 and 46.25
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Fig. 4. Average Rebuffering duration for different algorithms with buffer
sizes of 120 and 240 seconds and with animation (big buck bunny).

seconds respectively. So, our algorithm performs better than
FESTIVE and OSMF for the given scenarios.

Fig. 5. Average Instability for different algorithms with buffer sizes of 120
and 240 seconds and with animation (big buck bunny).

Figure 5 shows that our proposal SBA achieves good
performance, since it is respectively at the first (for BS = 120
sec.) and second (for BS = 240 sec.) places. For the scenario
with BS = 240 seconds, BBA algorithm is slightly better than
our SBA: this is due to a more conservative bitrate increase
approach of BBA. But the price to pay is a much lower average
bitrate of BBA compared to the others, where as our algorithm
keeps the highest average bitrate (cf. Figure 7).

Fig. 6. Average SSIM for different algorithms with buffer sizes of 120 and
240 seconds and with animation (big buck bunny).

As for the SSIM (see Figure 6), our proposal SBA and BBA
have similar performance, which is much better than the two
others. This means in particular that our choice of upgrading
only if there is a real gain in SSIM is justified.

Fig. 7. Average Bitrate for different algorithms with buffer sizes of 120 and
240 seconds and with animation (big buck bunny).

TABLE I. SUMMARIZED RESULTS OF THE TWO SCENARIOS WITH
ANIMATION

Adaptation Algo. Rebuffering Instability SSIM BitRate

SBA 0.0 20.25 0.967 3035.165
BBA [7] 0.0 21.166 0.960 2270.699

FESTIVE [9] 21.208 30.208 0.638 2968.263
OSMF [16] 46.25 75.166 0.492 2926.625

SBA 0.0 20.083 0.964 3039.998
BBA [7] 0.0 15.583 0.942 1629.180

FESTIVE [9] 21.208 30.208 0.638 2968.263
OSMF [16] 46.25 75.166 0.492 2924.321

TABLE II. SUMMARIZED RESULTS OF THE TWO SCENARIOS WITH
DOCUMENTARY

Adaptation Algo. Rebuffering Instability SSIM BitRate

SBA 0.0 23.5 0.941 2927.646
BBA [7] 0.0 19.916 0.921 2326.034

FESTIVE [9] 22.625 29.708 0.601 2963.134
OSMF [16] 44.625 76.958 0.459 2848.442

SBA 0.0 23.416 0.941 2929.382
BBA [7] 0.0 14.458 0.941 1635.275

FESTIVE [9] 22.625 29.708 0.601 2963.134
OSMF [16] 44.625 76.958 0.459 2841.568

Figure 7 gives the average bitrate for different algorithms.
As it is shown, our proposal SBA achieves the highest average
bitrate for both scenarios. We notices also that BBA, which
have similar performance as our algorithm for the first 3
metrics, gets here the lowest bitrate, probably because there is
an excessive consideration for rebuffering avoidance.

C. Results Summary

Additional results using the two test videos, namely Docu-
mentary (see Table II) and Sport (see Table III) are given in
this section. Similar results to those obtained with Animation
stream are observed. One can notice that for both scenarios,
our proposal SBA algorithm, achieves better ranking for most
of the metrics.

V. CONCLUSION

This paper proposed a new adaptation algorithm SSIM
Based Adaptation (SBA) for DASH video streaming. This al-
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TABLE III. SUMMARIZED RESULTS OF THE TWO SCENARIOS
WITH SPORT

Adaptation Algo. Rebuffering Instability SSIM BitRate

SBA 0.0 17.791 0.957 3086.453
BBA [7] 0.0 17.875 0.952 2470.888

FESTIVE [9] 18.541 28.0 0.673 2992.655
OSMF [16] 46.625 77.083 0.478 2866.815

SBA 0.0 17.75 0.954 3078.769
BBA [7] 0.0 12.708 0.929 1937.89

FESTIVE [9] 18.541 28.0 0.673 2992.655
OSMF [16] 46.625 77.083 0.478 2864.495

gorithm is user-experience driven since the main control factor
is the Structural Similarity Index Measurement (SSIM) which
is a good objective indicator for user perceived video quality.
This algorithm takes jointly into consideration the networking
level indicators (i.e., buffer occupancy, bandwidth) and the
SSIM to select the next level of video chunk. The performance
analysis of the provided results carried out on trace-driven
emulation with real traffic traces (captured in real mobile
network) show that the proposed algorithm, compared to some
representative algorithms (BBA, FESTIVE, OSMF) through
major QoE metrics show that our algorithm (SBA) achieves a
more efficient adaptation by minimizing both the rebuffering
and instability, whereas the displayed video is maintained at
a high level of bitrate. Our main working direction being the
joint consideration of networking mechanism and objective
video quality metric, we continue in this direction for our
future work. For SBA, we plan to explore the impact of the
choice of the threshold value of SSIM. We also plan to extend
this work to other relevant video quality metrics.
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Abstract—The technological development of the blockchain 

technology allows a new way of processing secured transactions 

and payments between different parties. Therefore, it is not 

surprising that new virtual currencies are developed to open 

new payment methods, as well as investment opportunities. To 

estimate the intention to buy and use cryptocurrencies, an 

empirical analysis was performed. The question of research is 

whether an investment in cryptocurrencies is primarily made 

for speculative reasons or because of a belief in the 

establishment of a digital currency. The ordinary regression 

analyses on base of survey data, which was distributed online, 

outlines that the intention to use cryptocurrencies is mainly 

driven by investment purposes.  

Keywords-investments; cryptocurrencies; risk; expierenice; 

performance expectancy, UTAUT2. 

I. INTRODUCTION 

Cryptocurrencies have achieved market capitalization of 

currently around 250 billion euros due to the strong growth 

in recent years [1]. On the one hand, investors see 

cryptocurrencies as an opportunity to reach high revenues 

accompanied with a specific (potentially high) risk, while on 

the other hand, researchers and experts see cryptocurrencies 

as opportunity to create a new known and general accepted 
currency and payment method [2][3]. Therefore, it will be 

analyzed what most private customers/users think about 

cryptocurrencies (e.g., Bitcoin or Ethereum) and how 

cryptocurrencies are used. To estimate the described 

customer behavior, a quantitative research using an online 

survey is applied. The resulting database will be analyzed 

using statistical techniques for data estimation and the 

statistical program Statistical Package for the Social Sciences 

(SPSS), which targets on the estimation of results about the 

later described hypotheses.   

In this respect, the paper is structured as follows. In 

Section II, (a) cryptocurrencies, (b) blockchain, (c) digital 

versus traditional currencies, (d) challenges, as well as (e) the 

used research model will be described. Following this 

section, the methodology and the theoretical approach for 

carrying out the analysis, will be explained. In Section IV, the 

results of the empirical analysis are presented. The paper 
concludes with a summary of the results in Section V. 

II. TECHNICAL BACKGROUND 

The following background section covers the definition of 

the research objectives cryptocurrencies and blockchain as 

well as the used research and conceptual model as well as the 

challenges in the named research field.   

A. Cryptocurrencies 

Although the first ideas to develop a digital and 

anonymous currency date back to 1989 [4], the first virtual 
cryptocurrency was implemented in 2008 [5], when 

Nakamoto published an approach for an electronic payment 

system and a new currency "Bitcoin" based on blockchain 

technology [6]. This approach differed from earlier 

approaches in particular in that all transfers must be validated 

by the community. This validation was performed decentral 

using a synchronized blockchain across multiple users [7]. To 

this extent, no third party is required as an intermediary to 

carry out secured transaction. This means that the currency 

Bitcoin was created primarily with the intention that 

transmissions can be cryptographically secured and tracked 

[5][8]. In addition, cryptocurrencies based on blockchain 

technology are implemented to (a) guarantee fast worldwide 

money transfers, (b) establish the privacy of the participating 

parties through anonymity, and (c) advance the development 

of a payment system independent of the traditional banking 

system [3]. 

B. Blockchain 

Following Nakamoto [5], a blockchain is a continuously 

expandable list of data records, called "blocks", which are 

linked together by cryptographic methods. Each block 

typically contains a cryptographically secure hash of the 

previous block, a timestamp and transaction data [9]-[11]. 

The blockchain allows the linking of transfers within a 

decentralized platform, which is distributed and publicly 

assessable [12][13], where through recording of transfers, 

processes and information are secured by cryptographic 

techniques [10][14][15]. The fact that a large number of users 

of the blockchain can access and track the linked blocks 

within the blockchain creates confidence in the reliability of 

the digitally applied processes and transfers 

[7][10][11][13][15]. Finally, blockchain provides a solution 

for a trusted, secure, decentralized and (by consensus) peer-
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validated approach [16]. In general, the entire database is 

embedded in a peer-to-peer network architecture with equal 

nodes. Due to the node principle, the system is not dependent 

on a central location, which could be a single point of failure 

[3]. 

Since, the information and data are implemented in the 

blockchain, which is decentralized distributed, no 

information can get lost [13]. Any implemented block is 
irreversibly linked to a previously block and cannot be 

deleted. Each block contains information about transactions 

and information of the previous block [5]. A new block is 

only added in case the verification through the validation and 

consensus process by the community is done [17]. Any 

update needs to be performed in a new developed block, 

which needs to be verified by the described process [18]. 

The application of blockchains guarantees a technically 

secure communication on the base of mutual authentication, 

as well as tamper-resistant asymmetric cryptography, which 

enables an information exchange by timestamped and logged 

records [7][12][19][20][21][22]. The blockchain approach 

implies the irrevocability of changes, i.e., the blocks or 

information remain permanently in the system and cannot 

simply be deleted [7][18]. The security mechanisms are 

implemented to avoid any spam and denial-of-service attacks 

[23]. 
The interaction of users within the blockchain takes place 

by using a related key pair, which comprises a private key 

and a public key [24]. The latter is publicly visible and 

comparable to an address that each node has; it can be 

regenerated for each transaction in order to maintain 

anonymity. If a node wants to create a transaction and, e.g., 

add new data, this can be done anytime autonomous by 

signing it with its (secret) private key [25]. It is then sent to 

all nodes of the peer-to-peer network to reduce single point 

of failures [15]. Each node is then able to use the public key 

to verify the node that created the transaction before a 

distributed consensus mechanism regulates the addition of 

the new block [26][27]. A consensus mechanism 

implemented through the Distributed Ledger Technology 

ensures that there is only one next block, which is necessary 

to obtain integrity of the blockchain [15][26][28. This means 

that the consensus mechanism ensures that the transactions 
and blocks are sorted chronologically, which verifies the 

integrity, coherence and consistency of the blocks sustaining 

in the blockchain [7][15][19]. 

A subsequent update process ensures that all participants 

always have the latest version of the database at their disposal 

[29]. There are several methods for validating the transaction 

and reach consensus. The most common of which are 

currently known as 'Proof of Work' and 'Proof of Stake'. In 

these two methods, hash values are generated by the network 

nodes according to a certain pattern. Depending on the length 

of the blockchain, the degree of difficulty and the computing 

power required for this increase. In this context, the working 

nodes are also referred to as 'miners' [27]. The type of the 

utilized consensus mechanism varies in dependency from the 

type of network and other factors [26]. In summary, when a 

transaction is validated, it is stored in the block and chained 

in the blockchain [15], with the community deciding on the 

validation. I.e., this validation could only be manipulated by 

someone who has control over the majority (> 50%) of nodes, 

which is extremely unlikely due to the worldwide 

decentralized networks [7]. The timestamp documents 

(transparently for the whole network) the time of 
implementation and adjustments [30]. 

C. Digital versus Traditional Currencies 

The main differences between traditional and digital 

currencies are: (a) The digital currencies are organized 

decentral using block-chain technology and do not require 

banks or other intermediaries (unlike traditional currencies). 

(b) The digital currencies are (uniformly) valid and available 

worldwide [31], while the traditional currencies are generally 

specific to individual states or economic areas [32]. The use 

of traditional currencies (especially for international 

transactions) results in relatively high transaction costs, 

whereas digital currencies cause no or only very low 

transaction costs due to the consensus mechanism and the 

very fast "automatic" validation of transactions [3][31][33]. 

(c) Digital currencies offer a high degree of anonymity and 

protection of personal data, which is not provided by 

traditional currencies (e.g., credit card payments or money 
transfers). In traditional currencies, this anonymity could 

only be achieved through cash payments, but the transaction 

costs are very high. In addition, cash payments are strongly 

limited or regulated in many countries 

Another central feature of a currency is that it is always 

available, transportable and divisible. This is also true for 

cryptocurrencies [34]. 

In contrast to the traditional currencies, each 

cryptocurrency has a fixed limit regarding the maximum 

currency units that can be issued [34].  

D. Challenges 

Due to this "gap" regarding the legal and regulatory 

framework, there are potential uncertainties regarding the 

clarification of possible conflicts between trading partners 

[10][35]. 

In particular, the 'Proof of Work' mechanism causes 

extremely high-energy consumption, which is a factor of 
several thousand higher than traditional financial transactions 

[36]. 

For a long-term success, a digital currency (using 

blockchain technology) must achieve the acceptance of the 

majority of the population. After all, the long-term 

importance of the digital currency ultimately depends on the 

number of actual users and the acceptance as a payment 

system by the trade [37]. 

E. Research Model – Adjusted Model with Elements of the 

Unified Theory of Acceptance and Use of Technology 2  

In this section, the used research model will be described. 

The focus in this research paper will be on the relationships 
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between (a) the risks of cryptocurrencies and the intention to 

use cryptocurrencies, (b) the experiences with 

cryptocurrencies and the intention to use cryptocurrencies, 

and (c) the general experiences with investments and the 

intention to use cryptocurrencies. The analysis of the named 

research concepts follows the Unified Theory of Acceptance 

and Use of Technology 2 (UTAUT2), which developed by 

Venkatesh, Thong, and Xin [38]. The UTAUT2 expands the 
existing UTAUT by the additional elements of hedonic 

motivation, price, and habit/experience, which allows a 

broader consideration of critical influence factors on the user 

behavior and the behavioral intention to use [38]-[40]. 

For this reason, to estimate these and further relations, an 

adjusted approach of the Unified Theory of Acceptance and 

Use of Technology 2 (UTAUT2) will be used, which is 

displayed in the conceptual model in Figure 1. 

In principle, it can be assumed that higher returns or 

expected returns are generally associated with a higher 

investment risk. In this respect, it is necessary to examine 

how much risk they are prepared to take in order to achieve 

high returns. It can be assumed that investors who have more 

experience with investments and who have often made these 

via digital channels (e.g., online banking) are generally more 

open to the use of cryptocurrencies. 

Finally, it should be noted that so far there has been no 
scientific review of the relationship between (a) performance 

expectations, (b) experience, (c) perceived risk and 

behavioral intention to use cryptocurrencies. The variable of 

perceived risk is treated as external variable in the further 

analysis. Additionally, the strength of perceived risk and 

experience will be estimated by linking these variables with 

the performance expectancy. The performance of the 

investments in digital currencies is rated by the performance 

expectancy. 

Problematically, (a) the expected performance, (b) 

experience, and (c) perceptions of risks differ between the 

individual customers [41]. This means, the user attitudes and 

beliefs are completely subjective [41]. The experience comes 

from the fact that users become more and more familiar with 

a technology or service after it has been used for the first time. 

[39][42][43]. With the increasing use of a technology or a 

service, the user gains more and more experience and 
knowledge and learns with it, whereby the use becomes more 

and more self-evident and "automatic" [44].  

Since habits and experiences allow predictions to be made 

for later use, it can be predicted that experience positively 

influences the utilization of cryptocurrencies. 

In principle, the existing risks influenced the uses and 

investment behavior of customers [45]. This is particularly 

reflected in the fact that the risk has a significant influence on 

customer acceptance of innovations (e.g., mobile payment, 

mobile banking and mobile shopping) [46]-[51].  

Previous researches identified that the perceived risk is one 

of the key drivers for the estimation of uncertainties in mobile 

payments, mobile shopping, mobile banking, and mobile 

transactions [46][48]-[52], because customers fear a lack of 

control.  

 

 

 
 

Figure 1. Conceptual Model 

 

Consequently, the literature conveys the feedback that in 

several cases risks and uncertainties influence the customer 
user behavior. 

Based on the explanations, the hypotheses for this research 

paper are: 

H1: The customer perception of performance expectancy 

of investments (including digital currencies) has a directly 

positive effect on the intention to use cryptocurrencies. 

H2: Customers' experience with investments (including 

digital currencies) has a direct positive impact on their 

intention to use cryptocurrencies. 

H3: If customers are generally affine to risk when making 

investments, this has a direct positive effect on the intention 

to use cryptocurrencies. 

III. METHODOLOGY 

In this section, the approach for the verification of the 

hypotheses will be shortly introduced. Therefore, to test the 

hypotheses, an online survey was carried out to obtain 

information on the investment behavior of private 

individuals. In particular, the survey covered the perception 

of users regarding cryptocurrencies and the resulting 

investment behavior. The focus here is on the perceived 

performance of digital currencies and investments made. 

To achieve the needed user information, a cross-sectional 
online survey (“one-shot survey”) had been prepared and 

distributed through multipliers in social media platforms 

[53]. 

As this is an online survey, it cannot be guaranteed (as 

opposed to a personal survey) that most respondents will fully 

answer the questions. In addition, the questionnaire was 

designed in such a way that individual questions could not be 

skipped without ending the survey. In this respect, a relatively 

large number of participants prematurely terminated their 

responses to the questionnaire. The survey was distributed 

during the period from May to June 2018. In this period, 155 

people have opened and started the questionnaire. However, 

only 62% (96 out of 155) respondents have finished the 

questionnaire. For this reason, the sample of the whole 
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analysis will be the data set covering the 96 respondents, 

which have fully completed the questionnaire. 

In the first part, the demographic information (such as age, 

gender and educational level) of the respondents was 

collected. In the following part the previous investment 

behavior and the knowledge of the participants about 

cryptocurrencies was determined. It should be determined 

whether the respondents know cryptocurrencies and whether 
they have already made investments based on 

cryptocurrencies. A positive answer (= experience with 

cryptocurrencies) was used to determine in more detail how 

many transactions, how much with which cryptocurrency the 

participants have already carried out. Since the third part is in 

higher importance for the later data analysis, all the 

implemented questions were coded in the 5-Point-Likert-

scale format [54]. The third part covers especially questions 

regarding the respondent investment intentions in 

cryptocurrencies. In addition, the risk appetite and expected 

return (5-Point-Likert-scale: high to low) are important 

information in this part. The subsequent fourth part of the 

questionnaire considers questions regarding the user 

perception about the course of the cryptocurrency 

investment. As in the part before, the questions are coded in 

5-Point-Likert-scale format (very likely to very unlikely). In 

the last part of the questionnaires, the respondents were 
queried about the future of cryptocurrencies in general. 

The collected data were analyzed using quantitative 

research methods and the SPSS statistical program. To 

examine the reliability and validity of the data, the estimation 

of the Cronbach’s Alpha and the Exploratory Factor Analysis 

were performed. 

Only the eight largest cryptocurrencies (measured by 

market capitalization) were taken into account. 

As mentioned above, the used approach only contains 

elements of the UTAUT2. Therefore, the evaluation is not 

done by structural equation modeling [38]. Instead, an 

ordinary least square regression to test the significance of 

each hypotheses is used. In the final hypothesis, all the 

previous considered single variables, like (a) perceived 

performance, (b) experience, (c) risk appetite, (d) investment 

and speculation type, (e) regulations, and (f) assessment of 

the acceptance as alternative payment method will be related 
to the undertaking of investments in cryptocurrencies. 

IV. DATA ANALYSIS AND RESULTS  

 

Following the described approach in conducting the 

survey, the outcomes for the estimation of the hypotheses will 

be deeply illustrated.  

A. Descriptive Results 

In the following, the descriptive results of the performed 

survey will be introduced. 53.1% of the respondents are male 

and the average age of a respondent is between 25 and 29 

years. With 41.7% respectively 24.0%, the group of the 18 to 

24 year respectively 25 to 29-year-old persons have the 

largest proportions of respondents within the survey. On the 

base that the age group of the 20 to 29 year old persons has 

only a 12.2% share of the total population in Germany, it 

must be noted that the young persons below the age of 30 

years old are overrepresented in the survey by a factor of 

approx. five [55]. Since cryptocurrencies are virtual goods, 

their use requires a high Internet affinity. Based on a study of 

ARD/ZDF from 2015 the age group of the 20 to 29-year-old 
persons does nearly complete use the internet [56]. 

Since younger people generally use the Internet more often 

and have a greater interest in virtual goods than older people 

have, the previously established overrepresentation of 

younger age groups is not surprising. With regard to the age, 

the survey is not representative for the total population of 

Germany. 

Considering the educational background, nearly the half of 

the respondents (46.9%) state that the school leaving 

examination is the education degree what they have. A 

quarter of the respondents have completed the Master degree 

(25%) from university. 

The average net household income of the respondents is 

between 1,000 and 1,999 euros per month, with most of the 

participants (36.3%) having a net (household) income of less 

than 500 euros per month. In addition, almost three quarters 

(73.8%) have a net (household) income of less than 2,000 
euros. In connection with the level of education and age, it 

can be assumed that the interviewees are predominantly 

students. 

90.6% (= 87/96) of the respondents know what 

cryptocurrencies are. These 87 persons are the basic 

population (= 100%) for questions about cryptocurrencies. 

47.9% (= 46/96) of the respondents have already made 

financial investments. However, only 35.4% (34 of 96 

respondents) have already done investments in or with 

cryptocurrencies. From this point of view, the 34 respondents 

will be the basic population (= 100%) for all questions 

regarding the investment behavior with cryptocurrencies, 

especially number of transactions, amount of invested 

financial resources and perceptions regarding the 

development of the invested portfolio. 

Firstly, the descriptive results for the respondents, who 

know cryptocurrencies (=87), will be illustrated. In general, 
all the respondents know Bitcoin as cryptocurrency, whereas 

two thirds of the respondents answer to know BitcoinCash 

and Ethereum, which can be seen in Table I. 

 
TABLE I. DEGREE OF AWARENESS OF CRYPTOCURRENCIES 

 

Cryptocurrency Degree of Awareness 

Bitcoin 100.0% 

Bitcoin Cash 67.1% 

Ethereum  66.7% 

Litecoin 61.4% 

Ripple 58.5% 

EOS 45.8% 

Neo 41.0% 

Cardano 35.4% 
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Although 36.9% of the respondents are very risk-affine 

with regard to investments, only 23.4% of the respondents 

describe themselves as speculators. Contrary, 39.3% of the 

respondents answer to have a risk-shy nature, which can be 

also seen in estimation that 37.8% of the respondents estimate 

to be arbitragers. By regarding the estimation of returns, only 

21.7% of the respondents think to get low returns. Although 

it is well known that higher returns can only be achieved with 
higher risks, some of the respondents who are risk-averse 

hope for medium to high returns. 

Interestingly, 87.8% of respondents think that the new 

cryptocurrencies have been brought to life to drive a new 

form of speculation and investment. This is underlined by the 

fact that only 22.9% of respondents see Bitcoin as an 

alternative payment method to credit cards and the like. 

43.4% of respondents involved in investment argue for 

regulatory intervention or restrictions in the cryptocurrency 

market, while 32.5% reject it. 

Now, the results of the respondents using cryptocurrencies 

are shown. As already mentioned, however, the sample size 

is very small with 34 respondents, which is why the results 

cannot be generalized. 

Figure 2 shows the distribution of the investment in the 

eight most important cryptocurrencies. 83.0% of respondents 

have already invested in Bitcoin. In addition to Bitcoin, the 
currency Ethereum seems to be of particular interest to 

investors.  

48.5% of the respondents have invested at least 2,000 Euro 

in cryptocurrencies. 67.6%, these investors state that they 

make a profit by investing in cryptocurrencies. Figure 3 

shows the objectives of the investments.  

In general, most investors in cryptocurrencies believe in 

long-term increases in value. In comparison to the overall 

group of respondents knowing and using cryptocurrencies, 

the users of cryptocurrencies believe in a higher degree that 

Bitcoin could develop to an alternative currency and payment 

method. 

In general, over 50% of the investors have a long-term 

direction by investing in cryptocurrencies.  

 

 
Figure 2. Investments in Cryptocurrencies 

 

 

 
Figure 3. Purpose in Cryptocurrencies 

 

In this respect, the investment in these currencies usually 

takes place with a longer time horizon (of several years). 

Figure 4 illustrates the expectations of investors with 

regard to the performance of their currency investments. 
 

Figure 4. Expectations regard to the Cryptocurrency Investment 

 

The majority of the investors (82%) assumes that a total 

loss of the investment does not occur. Contrary, over the half 

of the investors assumes to gain profits (in 6 months: 55%; in 

12 months: 71%). Considering, the probability to get a loss in 

the investments, 58% of the investors estimate this as 

unlikely within the next 12 months. 

Overall, the investment atmosphere regarding 

cryptocurrencies is quite positively. Investors perceive high 

profits by doing the investments and see only minor risks of 

a loss of their investments. 

B. Reliability and Validity 

The results of the reliability and validity analyses are 

illustrated in the Tables II and III. In general, this study 

includes the following 7 concepts: (1) performance 

expectancy, (2) experience, (3) perceived risk, (4) intention 

to use cryptocurrencies, (5) purposes of investments in 

cryptocurrencies, (6) usage of cryptocurrencies, and (7) 

prominence of cryptocurrencies. 
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TABLE II. RELIABILITY ANALYSIS 

 

Research Concepts 
Cronbach’s 

Alpha 
  

Performance Expectancy  

Experience 

Perceived Risk 

Intention to Use Cryptocurrencies 

Purposes of Investments in Cryptocurrencies  

Usage of Cryptocurrencies 

Prominence of Cryptocurrencies  

0.335 

0.282 

0.779 

0.624 

0.777 

0.726 

0.947 

 

 
Generally, all named concepts are examined in the terms 

of reliability and validity. Following Cronbach, Alpha values 

must be higher than 0.7/0.6 to for a good/sufficient reliability 

[57]-[59]. Based on the results in Table II, the collected data 

for 5 of the 7 named aspects are at least sufficiently reliable. 

Solely, the concepts of performance expectancy and 

experience seem to be completely not reliable. 

After the testing of the reliability, the exploratory factor 

analysis includes the assessment of Kaiser-Meyer-Olkin 

criterion (KMO), the significance test from Bartlett, and the 

examination of the cumulative variance to evaluate the 

validity of the collected data [60]-[64]. Validity considers the 

consistency of an empirical measurement with the based 

conceptual/logical measurement concept. To reach a good 

validity, the concepts should reach significant p values 

(p<0.05) in the Bartlett-Test and KMO values above 0.7 (at 

least higher than 0.5) [60]-[64].  
Table III shows a sufficient validity for 6 of the 7 concepts. 

The validity scores are also supported by the results of the 

cumulative variances higher than 50% except the concept of 

experience.  
 

TABLE III. VALIDITY ANALYSIS 

 

Research Concepts  KMO 
Bartlett-

Test 

Cumulative 

Variance 

Performance 

Expectancy  
0.284 p < 0.000 78.844% 

Experience 0.562 p < 0.000 47.657% 

Perceived Risk 0.637 p < 0.000 71.614% 

Intention to Use 

Cryptocurrencies 
0.640 p < 0.000 64.520% 

Purposes of Investments 

in Cryptocurrencies  
0.686 p < 0.000 74.544% 

Usage of 

Cryptocurrencies 
0.642 p < 0.000 69.377% 

Prominence of 

Cryptocurrencies 
0.911 p < 0.000 74.529% 

 

Despite the mark of 50% is not completely achieved, the 

explanatory rates of the variances can be rated as sufficiently 

high [61]-[63]. Consequently, the reliability and validity of 

the collected data are proved. 

Table IV shows the variables that have a significant 

correlation with the intention to use cryptocurrencies. In 

addition to the values shown in Table IV: (a) There are 

positive significant correlations for all variables of perceived 
risk and experience with the intention of using 

cryptocurrencies. 

C. Correlation Analysis 

The correlation analysis measures the degree of the 

relationship between two individual variables. It is not, 

however, the degree of the linear proportionality. A 

correlation of 1.000 shows a ‘perfect’ relationship. A 

correlation coefficient higher than 0.500 is classified as a 

good correlation. Below 0.300, the correlation coefficients 

are weak [65][66]. 

TABLE IV. SIGNIFICANT CORRELATIONS FOR THE INTENTION 

TO USE CRYPTOCURRENCIES  

Variables Correlation Coefficient 

Total Loss -0.349 

Risk Appetite 0.475 

Expected Returns 0.479 

Risk Type 0.513 

General Investment 0.728 

Investment Duration 0.388 

Year of First Investment  0.508 

 
 (b) From the concept of performance expectancy, only the 

variable of the expectation regarding the total loss of an 

investment in cryptocurrencies correlates negatively 

significant with the intention to use cryptocurrencies. 

D. Regression Analyses 

As introduced earlier, the regression analysis will be 

performed on the method of an ordinary least square 

regression. The intension is to verify if the dependent variable 

behavioral intention to use cryptocurrencies is affected by the 

developed three concepts of independent variables [66]. In 

this regard, it will be examined, in which degree the predictor 

variables can explain the generated values of the dependent 

variable [67]. 

In the application of the regression analysis, four major 

indicators need to be considered. Firstly, the r-square will be 

determined to quantify the explanatory power of the whole 

regression model. The r-square is the share of the dependent 
variable, which can be explained by the independent 
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variables. Following Chin and Cohen, the value should be at 

least 33% [68][69]. 

Secondly, the analysis of the variances (ANOVA) needs to 

verify the model fit. The resulting values should be 

significant (p<0.05) and higher than 3 in order to evaluate the 

model as good, which is the case here. 

Thirdly, the regression coefficients of the independent 

variables need to be significant (p<0.05). In particular, the 
identified estimators must match the expectations in the 

research hypotheses. Fourthly, the test of multicollinearities 

by the Variance Inflation Factor (VIF) needs to be performed 

to find out, whether the variables included in the regression 

analyses have an identical relation. In the case of existing 

multicollinearities, i.e., if the VIF values exceed 10 (or in a 

stricter definition 3), the outcomes of the regression analysis 

are biased [60][70][71]. 

In performing the regression analysis, the relation between 

the variables of perceived risk and the intention to use 

cryptocurrencies are investigated (see Table V). In general, 

the r-square achieves a score of 35.2%. Since this value is 

slightly above the mark of 33%, there is at least a sufficient 

explanatory rate of the values of the dependent variable. The 

ANOVA scores an F-Ratio above the mark of 3.90. 

The expected return positively significant affects the 

intention to use cryptocurrencies. This means, when investors 
expect a higher return, they are more open to use 

cryptocurrencies. In addition, the affinity for risk relates 

positively significantly but weakly with the intention to use 

cryptocurrencies. If investors are open to speculate and to 

take higher risks in investments, they intent to use 

cryptocurrencies for their investments. The VIF-values are 

below the mark of 3, so it can be excluded that 

multicollinearities are within the assumed model. 

In Table VI, the variable of the expectation regarding a 

total loss of the investment is related to the intention to use 

cryptocurrencies. The r-square of the regression is 12.2%. 

Surely, the mark is below 33% and therefore, the explanatory 

rate seems to be low. In comparison to the other concepts, the 

expectation of a total loss of an investment in 

cryptocurrencies reaches a high r-square regarding that only 

one variable in the regression is considered. The F-Ratio of 

the ANOVA indicates a value better than the mark of 3.90 
and therefore, a model fit is given. The variable total loss is 

negatively significant related to the intention to use 

cryptocurrencies.  

TABLE V. REGRESSION ANALYSIS – PERCEIVED RISK:  

Independent 

variables 

Dependent: Intention to Use 

Cryptocurrencies 

ANOVA = 13.932 

p<0.05 

R-Square = 35.2% 

Regression Coefficients with 

Significance 

VIF 

Risk Appetite 0.052 2.656 

Expected Return 0.143** 1.328 

Risk Type 0.182* 2.524 

* Significant within the error probability of 10%. 

** Significant within the error probability of 5%. 

TABLE VI. REGRESSION ANALYSIS – PERFORMANCE 

EXPECTANCY  

Independent 

variables 

Dependent: Intention to Use 

Cryptocurrencies 

ANOVA = 4.434 

p<0.05 

R-Square = 12.2% 

Regression Coefficients with 

Significance 

VIF 

Total Loss -0.057** 1.000 

* Significant within the error probability of 10%. 

** Significant within the error probability of 5%. 

 

The negative relationship remarks that investors perceive 

that investments in cryptocurrencies are very improbable to 

lead to a full loss of the investment. This induces the 

openness for and investments in cryptocurrencies. Since there 

is only one variable, there cannot be any multicollinearities. 

In Table VII, the variables of the concept experience are 

directly related to the intention to use cryptocurrencies. The 

r-square of 45.8% describes a low to moderate explanatory 

rate of the values occurring by the dependent variables. At 

least two fifths of the values of the dependent variable 
intention to use cryptocurrencies can be explained by 

applying the independent variables covering the concept of 

experience. The F-Ratio of 8.734 remarks an existing model 

fit. 

TABLE VII. REGRESSION ANALYSIS – EXPERIENCE   

Independent 

variables 

Dependent: Intention to Use 

Cryptocurrencies 

ANOVA = 8.734 

p<0.05 

R-Square = 45.8% 

Regression Coefficients with 

Significance 

VIF 

General 

Investment 

0.365** 1.090 

Investment 

Duration 

0.038** 1.061 

Year of First 

Investment  

0.034 1.134 

* Significant within the error probability of 10%. 

** Significant within the error probability of 5%. 

 

In the concept experience, two variables are positively 

significant with the intention to use cryptocurrencies. Firstly, 

the general investment behavior positively affects to the 

intention to use cryptocurrencies. In general, in case investors 

do regularly investments (indifferently in which field) they 

are more open to intent to use investments in 

cryptocurrencies. Secondly, the variable, which includes the 

investment duration, is positively significant related to the 

intention to use cryptocurrencies. This means, investors are 
more oriented in a long-term store of value. If they behave in 

this direction, they see cryptocurrencies also as opportunity 

to invest over a longer time. If investors want to invest for a 

longer period of time, they more intent to use 

cryptocurrencies for their investments. The VIF-scores 

identify that multicollinearities can be excluded in the model. 

Finally, in a combined regression, all independent 

variables of the three individual regressions are used together. 

The combination of the independent variables leads to an 

73Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-754-2

CENTRIC 2019 : The Twelfth International Conference on Advances in Human-oriented and Personalized Mechanisms, Technologies, and Services

                            81 / 90



enhancement to the level of 70.1%. Comparing the resulting 

r-square to the mark of 33%, the combined approach 

identifies a high level of explanatory power. In this regard, 

nearly three quarters of the data points of the dependent 

variable can be explained by the application of the 

independent variables. The F-Ratio of 8.041 identifies a good 

model fit. Through combining all independent variables of 

the previous regression analyses, only the variable covering 
the general investment behavior affects positively significant 

the intention to use cryptocurrencies. When investors have 

more experience with the application and execution of 

investments in general, they are more open and willing to use 

cryptocurrencies. This effect seems to be the most dominant 

one in the model, since all the other independent variables are 

getting insignificantly when they are considered in the 

combined approach. It can be assumed that investors in 

cryptocurrencies are persons, who have done investments in 

the past. Therefore, if persons are familiar with investments, 

they are more willing to do investments in cryptocurrencies. 

However, the combined approach identifies two variables 

(risk appetite and risk type), which have VIF-values above 

the mark of 3. In this regard, the combined approach cannot 

fully guarantee that no multicollinearities are within the 

model. For this reason, the regression coefficients could be 

biased by the overwhelming effects of the independent 
variables, which are strongly correlating with each other. 

V. CONCLUSIONS AND FUTURE WORK 

Summarizing the regression analyses, the hypotheses H1 

to H3 can be accepted. In general, when investors have made 

investments in the past, they are more open to use 

cryptocurrencies. This result is supported by the fact that how 
longer the investors do investments and have a long-term 

store of value, they intent to use cryptocurrencies. In addition, 

if the investors expect to experience not a total loss of the 

investment in cryptocurrencies, they have a higher 

willingness to use cryptocurrencies. Lastly, investors, who do 

investments with a greater risk, they have also a greater intent 

to use cryptocurrencies for their investment to reach higher 

returns. 

To sum up, all three concepts identify significant variables, 

which are influencing the intention to use cryptocurrencies. 

For this reason, the assumed research model and hypotheses 

can be fully confirmed. However, as remarked in the 

beginning, the sample size of the whole analysis is too low. 

On this account, the achieved results cannot be generalized, 

and further quantitative analyses and surveys are necessary to 

deepen the influence factors of cryptocurrencies. As this is a 

very topical issue, the authors expect that further research 
works will be performed, which focus on the influence factor 

for the adoption of Bitcoin, Ethereum and further currencies. 
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Abstract— Personalized Learning (PL) is recently being 
endorsed by higher institutions of learning as a strategy for 
improving students’ engagement and academic attainment. 
Although existing PL technologies offer some flexibility, there 
is still room for further innovation to extend this learning 
support. However, PL still lacks fully adaptive and timely 
content, which can enhance their flexibility further. Often 
times instructors are faced with a challenge of giving students 
attention in the undergraduate courses. This limitation is a 
consequence of fewer contacts sessions between lecturers and 
students due to timetable schedules. Therefore, it is imperative 
for institutions of higher learning to consider integrating PL 
through use of mobile devices to extend learning beyond the 
institution’s geographical boundaries. Some theoretical 
foundations already exist for learning through personalisation 
and learner perceptions on using technologies to develop 
effective PL environments. However, there exists the need to 
develop models for mobile computing personalized learning in 
the African context to best suit the needs of students from the 
socio-economic backgrounds in support of their learning 
environments.  The study aims to develop a mobile computing 
model to enhance PL for students in South African context 
with the aim of improving their academic performances.  
Content analysis was used to evaluate the factors that had been 
identified in the literature and were tallied according to their 
frequency. The results indicated that device factors that relates 
to technology use along with pedagogy predominantly impact 
on the effectiveness of PL using mobile technologies. 

Keywords- Mobile computing, Personalized learning, 
Technology-supported personalized learning environments, M-
Learning

I. INTRODUCTION 

Education in the 21s century takes into cognizance of the 
fact that students think differently, where their thinking is 
influenced by their social, cultural and technological 
environment [3]. This suggests that their learning is a 
constructive process of acting within an environment full of 
ubiquitous computing devices. These devices are supported 
by wireless communication networks, which make possible 
to access content anywhere anytime. Information and 
Communication Technology (ICT), which has presented 
opportunities for knowledge creation and easy access to 
information, has modified the conception of time and space 
in the learning environment.  Mobile computing play an 
important role not only to education, but to society, and it is 

further making a positive contribution to other areas outside 
the learning spheres such as health, management, scientific 
research and business administration [23]. Mobile 
technologies lay a good foundation for expanding teaching 
and learning that goes beyond the confines of classroom and 
university campus. It further provides a platform that support 
student collaboration, sharing of information, and flexibility 
in learning if employed effectively, which can support social 
constructivist approaches to learning [7]. PL through use of 
digital resources has promoted new version of learning by 
tailoring learning to suit learner needs, where emphasis is on 
supporting the learner [21].  The combination of these two 
learning strategies can offer an impending educational 
innovation that is significant for the flexible delivery of 
learning content. This mix of learning strategies allows for 
the customization and personalization of student’s learning 
process. 

In essence, integrating mobile technologies and 
personalization in the formal learning will enable a learning 
environment that is ubiquitous where students may be 
leaning without even being fully aware. This will be due to 
the social and personal aspects of mobile devices, where the 
limits and distinctions between work and play, learning and 
entertainment, formal and informal learning are no longer 
relevant. This research will identify key components that 
contribute to the implementation of learning tailored for a 
specific set of learners. This takes into consideration 
student’s learning needs, interests and preferences. More so, 
the study is seeking to make a contribution to higher 
education (HE) by combining both PL and mobile 
technologies to ensure that learning is made flexible, fun, 
and seamless with the aim of improving student’s academic 
performances.  

This study investigated the factors that impact on the 
effective implementations of PL using mobile technologies 
to improve student’s learning and their academic 
performances. The paper was structured in a form of 
sections indicating a brief description of what each section 
entails. In Section 2, the study highlights PL background in 
the context HE and its impact on student’s learning 
processes. Section 3 specifies the gaps that exists in PL 
environments along with the goal and objectives the study. 
Section 4 gives a brief literature review indicating PL in 
higher education, PL challenges and the opportunities it 
brings to academia, this is followed by related works 
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indicating various factors that need to be taken into 
consideration to ensure the effectiveness of PL using mobile 
technologies in HE. A buildup of a conceptual framework 
that underpins the study is then described concluding the 
section. In Section 5, the methodology adapted for the study 
is explained in detail followed by a table of results that 
identifies the key factors that are sort key to the 
implementations of PL environments using mobile 
technologies. Section 6 provides future works and a 
conclusion of the study.  

II. BACKGROUND

PL facilitates both formal and informal education since it 
supports collaboration and communication between the 
learner and his or her instructor and between learners. In 
addition, PL shifts the role of students from being simply 
consumers of education to co-producers and collaborators of 
their learning pathway [21]. Through use of technologies, the 
style of teaching and learning can be modified to suit a group 
of students with diverse backgrounds and experiences [1]. 
More so, institutions of higher learning are able to consider a 
variety of student’s needs and characteristics within the 
teaching and learning process through personalization. The 
emphasis of PL is on the usage of flexible instructional 
practices in order to facilitate students’ personalization 
endeavors. 

PL can blend different forms of learning and techniques 
to cater for learners who learn in different ways. The focus 
of PL is on the choice of what to study, how and when, 
whilst considering the pace at which the student learn, 
tailored to students’ learning preferences and specific 
interests of different learners. Bingham et al. [6] points out 
that PL, powered by technology, can allow for more 
productive time-on-task. However, its extensions are 
sometimes limited by lack of resources such as internet 
accessibility, PCs or laptops due to their cost.   

Phillipson et al. [24] noted that currently PL lacks the 
mobility aspect that allows learning to reach higher 
pedagogical level, where constructing and absorbing 
knowledge becomes life long, breaking the boundaries of 
time and space. This can be achieved if PL is designed 
based on mobile computing technologies and through the 
use of portable devices such as Mobile phones, PDA, iPads 
and other devices built on mobile technology.  

III. PROBLEM STATEMENT

There is an increased pressure on higher institutions of 
learning by higher education department to meet 
quantitative performance targets [11] which had led to a 
massive numbers of students enrolled in African 
Universities. Often times instructors are faced with a 
challenge of giving students attention in the undergraduate 
courses [26]. This limitation is a consequence of fewer 
contacts sessions between lecturers and students due to 
timetable schedules. More so, there is lack of instructional 
goals that involves high levels of cognitive skills, low self-

esteem among learners, and minimum opportunities of 
individual feedback. While ICT has the potential to provide 
higher institutions with such learning opportunities, its use 
is still limited in the SA context. As a result, there is a 
demand for instructors to reach every individual student by 
incorporating ICT interventions such as mobile 
technologies. To recap, mobile tools have the inherent 
ability to connect with information tools and communicate 
in a networked manner and this makes them valuable in a 
situated learning context [11].  There is a need for constant 
connectivity in order for just-in-time learning and students’ 
collective knowledge sharing to be leveraged to promote 
collaboration [3]. 

On the other hand, studies have built theoretical 
foundations that address learning through personalization 
and learner perceptions on using technologies to develop 
effective PLEs [19]. However, due to PL in formal learning 
being a relatively new technological enhancement, there 
seems to be few studies that have explored this area of 
research [4]. As a result, little guidance has been given to 
enhance interactions that support extended flexibility, 
mobility, reachability and accessibility for teaching and 
learning in PL environments [2]. Therefore, there is a need 
for personalized learning models that caters for a specific set 
of learners and their supporting environments. 

To solve the highlighted problem, the following goal and 
research objectives have to be met. 

1) Goal 
To design a Mobile Computing model to enhance 

Personalized Learning for students in South African higher 
learning 

2) Specific objectives  
1. To determine and analyse the influence of PL to 

effective teaching and learning of students in 
higher learning institutions  

2. To investigate and analyse technology-based PL 
models for higher learning institutions 

3. To investigate the determinants that influence the 
incorporation of mobile computing for PL  

4. To develop a mobile computing model  that can be 
used to enhance PL for students in higher 
institutions 

IV. LITERATURE REVIEW 

This section provides an overview of PL in HE, its 
benefits and challenges. Furthermore, it previews works that 
have been done in light of presenting key factors that impact 
the effective implementations of PL in academic institutions 
of higher learning.   

A. Personalized Learning in Higher Education  

PL extends learning through a mix of pedagogies such as 
student mentoring, incorporation of learners’ personal and 
social experience, using ICT, and other learning strategies 
such as flipped learning. This provides learner support which 
reforms learning from a ‘fixed content and fixed timing’ 
concept. Accounts of pedagogies relating to PL and ML 
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overlap to some extent but reflect different ways of offering 
flexibility in the learning processes. However, their distinct 
difference is in the learning mode of delivery and 
information filtering to cater for individual needs [29]. While 
they both incorporate ICT tools to offer blended learning, 
ML with PL adds just-in-time, on-the-go learning, and easy 
access to PL resources due to its mobility and portability 
capabilities.   

Ross et al. [25] supports this active learning strategy that 
puts the learner at the center of teaching and learning with 
students’ independently exploring, generating, and applying 
ideas in and outside the classroom setting. These 
instructional methods have proven to show amicable 
improvements in student’s conceptual understanding when 
correctly applied.  

Waldrip and Vaughan [28] also highlighted note-worthy 
facts in their meta-analysis review of the effects of 
integrating mobile devices with teaching and learning on 
students’ learning performance. They alluded to various 
scholars’ resulting consensus that to exert maximum effect of 
learning with technologies in higher education institutions, 
there should be reconciliation of the connections between the 
following components: 1) technology (both hardware and 
software), 2) process of teaching and learning to 
accommodate different settings (educational context), 3) and 
users (both lecturers and students)  [25].  

B.  Benefits of PL in Higher Institutions of Learning 

The aim of PL is to provide a positive learner experience 
that is based upon information about the learner. Students 
have the opportunity to access services that are most relevant 
to their learning context which suit their interests saving 
them time to filter out from the vast amount of information 
available. PL’s main objective is to address the intended 
‘one-size-fits-all’ approach, provide support that is 
dependent on the student’s engagement with the course 
material, and peer interactions [26].   

Verdu et al. [27] alludes to some of the benefits that PL 
brings. These include increased motivation, learner 
empowerment, and improved attitudes to learning. PL further 
contributes towards sharing and developing expertise, 
through collaboration and networking. It produces better 
results through a student’s personal development of better 
learning strategies, skills, and technological capacities. It 
caters for differences in learning contexts and cultures in 
terms of sociocultural practices in urban versus developing 
areas. More so, PL enable students to have the agency when 
making choices of what, when, how and where to learn, 
where control over setting their learning goals is within their 
reach. Learning is made flexible enough to allow students to 
take their learning outside the confines of the traditional 
classroom. 

C. Challenges of Personalizing Learning  

While the idea of personalization might be appealing, the 
reality of its implementation is much more complex. As Ross 
et al. [25] indicated many universities are faced with the 
dilemma of same content presentation in different sequence 

for different students thus not serving the purpose of filtering 
it to cater for a diverse set of students. Hostler [14] postulates 
the difficulties of implementing PL especially for larger 
groups. This is because not only does it require training but 
also time to accommodate the approach in the lecturer’s 
teaching practices. In addition, it requires restructuring of 
curriculum and change of teacher classroom practices. The 
introduction of new technologies calls for support and on-
going training to address specific challenges that may arise 
while using PL tools and spaces. More so, with large lecture 
environments it is difficult to individualize the learning to 
ensure all students’ misconceptions are addressed. Therefore, 
careful thought and consideration should be put forth in 
terms of structuring learning when applying this PL strategy 
to have an effective lecture session. 

D. Related Work   

Laohajaratsang [17] explored the use of technology to 
personalize learning in a study for personalized, flexible 
blended learning features of the Moodle Learning 
Management System (LMS) through mobile platforms. The 
study factored the following as key to the implementation of 
PL, change in teaching practices including instructors skills, 
need to develop the learning content, support staff needed to 
manage, inspire and support both student and lecturers, and 
training particularly in areas of mobile content creation and 
pedagogical skills.  

On the other hand Callaghan et al. [8] looked at using 
web-based technologies as pedagogy to enhance learning. In 
in their findings they indicated that students’ academic 
performance increased by 67%. They emphasized the 
universities’ need to explore other innovative ways beyond 
web-based technologies that could be used to ensure 
seamless learning environments. Furthermore, the study 
identified 8 factors that can enhance learning through use of 
technology. These included high-performance network 
infrastructure, choice of digital devices and software to 
support the pedagogical model underlying the course, 
content presentation to facilitate ease of use, social 
interaction and human touch, flexibility and adaptability of 
systems to cater for learner diversity, stimulating interaction, 
facilitating student’s learning processes, and fostering an 
effective learning climate, specifically in the context of 
African higher institutions of learning. 

 Pimmer et al. [23] highlighted the works of Casany et al. 
[9], which presented a Protus system that was built on the 
foundations of an intelligent tutoring system. The system 
recognized different patterns of learning styles and learner 
habits through testing their learning styles and mining their 
server logs as key to ensure system flexibility. By so doing 
the requests done by students would then be customized to 
suit their learning preferences thus creating a learning space 
that is flexible and personalized to their needs. 

More so, Pimmer et al. [23] emphasized on use of 
gaming for computing education as another means of 
personalizing learning for students. Its ability to teach 
specific concepts and strengthen particular competencies 
helps students to stay focused on the learning activity while 
stimulating their will to achieve. However, majority of 
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evaluations on gaming education were ran with small 
samples and they lacked scientific rigor. Therefore, there is a 
need for further research on how to improve scientific rigor 
of their evaluations for teaching computing. 

Studies by Verdú et al. [27] were carried out in the 
spheres of PL which highlighted the need for incorporating 
mobile technologies to extend learning flexibility. The study 
identified among other factors, the need for stimulating 
interaction, facilitating student’s learning processes, and 
fostering affective learning climate.   

E. Theoretical Foundations and Conceptual Model 

Several theories have been adopted to underpin learning 
with technologies, particularly using mobile devices to 
support or extend teaching and learning, which came with 
their shortfalls [22] ;[6]. These theories lacked the inclusion 
of curriculum that is more tailored to student needs as an 
important aspect that would strengthen their personalized 
experiences. Instead, their focus was more on mobile 
technologies embedded in their current LMS. Studies of 
Bachman and Gannod [5] have used FRAME by Koole [16] 
aiming to explain mobile learning dynamics. They added 
additional characteristics that affected the device, learner, 
and social aspects in M-learning and referred to their 
conceptual model as augmented FRAME. Lai et al. [18] also 
used FRAME as a reference model to design tablet-based 
activities for pre-service teachers, which addressed aspects of 
collaboration, engagement, motivation and independent 
learning.  Other studies by Juvova et al. [15] for example 
used and explained FRAME as an evaluation framework and 
showed through demonstrations how it could be applied in 
M-learning studies. 

However, there is still some limitations in these theories 
in terms of the learner side when creating learning 
experiences that support individualized learning [23]. 
Moreover, various proportions need to be taken into 
consideration to help in making recommendations that could 
help in facilitating PL materials that can be administered via 
mobile devices. In addition, there is still lack of evaluation 
methods that are multi-attributed to help in modeling student 
needs for the creation of PL environments that more learner-
centered [3].  

The proposed study aims to reference two existing 
theoretical frameworks, FRAME by Koole [16] and a 
framework of Mobile Learning Preference by Lai et al. [18] 
to combine its variables to develop a pedagogical model for 
PL via MC for institutions of higher learning in South 
Africa. It is believed that no current framework can address 
the needs and interests of users in a holistic manner. The 
intent is to get insights based on the identified elements for 
PL through qualitative methods, which will help in 
determining whether they should be considered as key 
elements for effective design and implementation of a 
mobile computing model for PL. Graphical depictions of a 
conceptual framework for the proposed study are given in 
Figure 1. 

Figure 1. Conceptual Framework. 

The intersection between learner and device aspect 
(technology use) describes the complexity and usability of 
the technology in terms of accessibility, portability and 
ergonomics.  Whilst the intersection of the device and 
content (Mobile content) addresses the type of content 
suitable to run on portable devices and how they need to be 
customized. The intersection between content and social 
aspects (Cognitive learning) describes how the learner 
engages with the content based on their social interactions 
with their peers and instructors, which may affect how they 
interpret and construct meaning of their own learning. Lastly, 
the interaction between learner and social aspects 
(interaction learning) addresses the collaboration issues and 
interactive learning that promotes learning pertaining to their 
unique cultural contexts that may influence how they learn 
individually and from each other.  The study proposes that 
when all these identified aspects are met and their four 
dimensions are well balanced, a conducive mobile 
personalized learning environment can be created. 

V. METHODOLOGY 

This study used content analysis to search for factors that 
influence the effective implementations of PL in higher 
education. Relevant keywords such as "personalization", 
"learning with technologies", "pedagogical tools for 
learning", "education", "enhanced learning", "collaboration", 
"student-centered learning", "ubiquitous learning", "adaptive 
learning" were used to direct all searches on journal and 
conferences in the three well know databases JSTOR, Web 
of Science, and Science Direct. Furthermore, thorough 
searches were conducted on the following scientific journals 
which were considered key journals for the field due to their 
focus on educational use of technology. These include 
Education and Information Technologies, Journal of 
Research and Practice in Information Technology, 
Interactive Technology and Smart Education, British Journal 
of Educational Technology Computers & Education, Journal 
of Research on Technology in Education, International 
Journal of Engineering & Technology, Computers in Human 
Behavior, International Journal of Education and 
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Development using Information and Communication 
Technology, Universal Journal of Educational Research, 
Journal of Educational Computing Research, Educational 
Technology Research and Development. 

The total searches were limited to the period from 2014 
to 2018 due to this pedagogy being at its infant and gaining 
popularity in the education domain. The results documented 
in a search protocol were then cleared of any articles that are 
identified to fall outside the research area of interest-i.e. PL 
in formal education. 30 articles were read and categorized as 
relevant based on the preliminary criteria with the intention 
to identify more themes in the literature. The criterion was 
inclusive of the following: the novelty of the research, 
empirical data presence, learning theories applied, model 
design, technological prototyping, implementation, 
evaluation and recommendation, and applied educational 
practices. The criterion was chosen with the intent to help 
identify literature that deals with different aspects on 
learning with technology, specifically in PL environments to 
enhance student performances, and pedagogy. The 
identification of themes and key factors contributing to the 
effectiveness of mobile computing PL model were identified 
following the reading of the articles.   

Ms excel was used to tabulate the results and to count the 
frequency of the appearance of each factor. Factors that were 
similar in concepts were placed in the same category 
whereas those with the same meaning were renamed and 
given a common name. By so doing, many factors were 
eliminated and the remaining factors were placed into five 
categories. Table 1 demonstrates the factors tallied with their 
frequency of appearance in the review literature. 

TABLE I. FACTORS INFLUENCING PL 

Factors influencing PL effectiveness 

Pedagogy 
Freq 

Device/ 
Technology 

Freq Leaner Freq 

Pedagogical 
skills  

Learning 
theories

21 

16 

Compatibility 

Complexity 

Flexibility 

System 
quality 

 Internet 
 connectivity 

23 

18 

18 

16 

22 

Experience 

Education 
& Training  

Learner 
diversity 

Learning 
styles 

Use of 
technology  

11 

7 

16 

17 

16 

Content  
Freq Social Freq 

Content presentation  

Content development 

Information quality 

9 

8 

14 

Collaboration  

Interactive learning 

15 

14 

VI. FUTURE WORK AND CONCLUSION 

Mobile technologies are considered a new form of social 
and cultural artifact that mediates teaching and learning in 
education. Emerging personalized learning spaces along with 

mobile technologies in the African context aims to better 
understand how these technologies can enhance quality of 
learning while promoting accessibility to learning resources. 
Therefore, it is imperative to look into a holistic approach to 
education that must be studied in its natural surrounding 
where personal, situational, cultural and socio-economic 
factors play a role. PL along with mobile technologies in the 
African context aims to look into how use of technology can 
enhance the quality of learning. More so, by extending 
educational resources to ensure they are readily available to 
learners anytime and anywhere with no geographical 
boundaries. This therefore calls for longitudinal studies to be 
conducted, not just pilot projects that investigate these PL 
spaces with an attempt to transform pedagogical approaches 
with authentic contexts that are linked to developing high 
order thinking.  

Mobile computing and technologies have promoted a 
new vision for learning, particularly in higher education. 
However, there still exist challenges in education as learning 
should be fundamentally personal, flexible, social, 
ubiquitous, complex and dynamic in nature [12]. Therefore, 
there is a need for a shift in pedagogy towards a more 
personalized learning environment as opposed to a one-size 
fits all and passive learning solutions. This requires learning 
designs that are based on use of mobile technologies that are 
capable of supporting individual learners to produce 
desirable learning outcomes. Literature indicates that use of 
mobile phones have gone beyond making calls and texting 
due to internet and the Web, which has led web browsing, 
social media as top uses [11]. The concept of mobile 
personalized learning aims to put emphasis on the use of 
mobile technologies and personalization to make learning 
better in terms of accessibility, portability and mobility, thus 
eliminating any geographical boundaries. This paper aims to 
extend flexibility of PL through enhancements of existing 
models of teaching, and learning with technologies as studies 
indicates that they are currently minimal [2].  
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