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BIOTECHNO 2018

Foreword

The Tenth International Conference on Bioinformatics, Biocomputational Systems and
Biotechnologies (BIOTECHNO 2018), held between May 20 - 24, 2018 - Nice, France, covered these three
main areas: bioinformatics, biomedical technologies, and biocomputing.

Bioinformatics deals with the system-level study of complex interactions in biosystems providing
a quantitative systemic approach to understand them and appropriate tool support and concepts to
model them. Understanding and modeling biosystems requires simulation of biological behaviors and
functions. Bioinformatics itself constitutes a vast area of research and specialization, as many classical
domains such as databases, modeling, and regular expressions are used to represent, store, retrieve and
process a huge volume of knowledge. There are challenging aspects concerning biocomputation
technologies, bioinformatics mechanisms dealing with chemoinformatics, bioimaging, and
neuroinformatics.

Biotechnology is defined as the industrial use of living organisms or biological techniques
developed through basic research. Bio-oriented technologies became very popular in various research
topics and industrial market segments. Current human mechanisms seem to offer significant ways for
improving theories, algorithms, technologies, products and systems. The focus is driven by
fundamentals in approaching and applying biotechnologies in terms of engineering methods, special
electronics, and special materials and systems. Borrowing simplicity and performance from the real life,
biodevices cover a large spectrum of areas, from sensors, chips, and biometry to computing. One of the
chief domains is represented by the biomedical biotechnologies, from instrumentation to monitoring,
from simple sensors to integrated systems, including image processing and visualization systems. As the
state-of-the-art in all the domains enumerated in the conference topics evolve with high velocity, new
biotechnologes and biosystems become available. Their rapid integration in the real life becomes a
challenge.

Brain-computing, biocomputing, and computation biology and microbiology represent advanced
methodologies and mechanisms in approaching and understanding the challenging behavior of life
mechanisms. Using bio-ontologies, biosemantics and special processing concepts, progress was achieved
in dealing with genomics, biopharmaceutical and molecular intelligence, in the biology and microbiology
domains. The area brings a rich spectrum of informatics paradigms, such as epidemic models, pattern
classification, graph theory, or stochastic models, to support special biocomputing applications in
biomedical, genetics, molecular and cellular biology and microbiology. While progress is achieved with a
high speed, challenges must be overcome for large-scale bio-subsystems, special genomics cases, bio-
nanotechnologies, drugs, or microbial propagation and immunity.

Special aspects closely related to the natural aspects and environment, like biodiversity and
invasion, renewable and sustainable energies etc. are tackled within BIONATURE 2018.

BIOTECHNO 2018 also featured the following:
- BIONATURE 2018: The Ninth International Conference on Bioenvironment, Biodiversity and

Renewable Energies

We take here the opportunity to warmly thank all the members of the BIOTECHNO 2018
Technical Program Committee, as well as the numerous reviewers. The creation of such a high quality
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conference program would not have been possible without their involvement. We also kindly thank all
the authors who dedicated much of their time and efforts to contribute to BIOTECHNO 2018.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the BIOTECHNO 2018 organizing
committee for their help in handling the logistics and for their work to make this professional meeting a
success.

We hope that BIOTECHNO 2018 was a successful international forum for the exchange of ideas
and results between academia and industry and for the promotion of progress in the fields of
bioinformatics, biocomputational systems and biotechnologies.

We also hope that Nice provided a pleasant environment during the conference and everyone
saved some time for exploring this beautiful city.

BIOTECHNO 2018 Chairs:

BIOTECHNO Steering Committee
Gilles Bernot, University Nice Sophia Antipolis, France
Birgit Gersbeck-Schierholz, Leibniz Universität Hannover, Germany
Hesham H. Ali, University of Nebraska at Omaha, USA
Erliang Zeng, University of South Dakota, USA
Y-h. Taguchi, Chuo University, Japan
Hunter Moseley, University of Kentucky, USA
Magnus Bordewich, Durham University, UK

BIOTECHNO Industry/Research Advisory Committee
Steffen Heber, North Carolina State University, USA
Alexandru Floares, SAIA Institute, Romania

BIONATURE Advisory Committee

Suhkneung Pyo, Sungkyunkwan University | School of Pharmacy, Republic of Korea

Vladimir Strezov, Macquarie University - Sydney, Australia

Silvia Paola Assini, University
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Abstract— In this paper, a Predictive Analytics Model is 
designed, developed, and validated to determine the risk of 
manifesting osteoporosis in later life using big data processing. 
The proposed model leverages the novel genetic pleiotropic 
information in the 1,000 Genome Project of over 2,500 
individuals world-wide. Also, the mutations associated with 
osteoporosis and cardiovascular disease are specifically 
analyzed. The study proposes the automatic histogram 
clustering as an effective and intuitive visualization method for 
high dimensional dataset. The results demonstrate a significant 
correlation between a person’s regional background and the 
frequency of occurrence of the 35 Single Nucleotide 
Polymorphisms (SNPs) associated with osteoporosis and/or 
cardiovascular disease (CVD). Machine learning algorithms, 
such as Logistic Regression, Adaboost, and KNN are then 
applied to predict the occurrence of 7 osteoporosis-related-
SNPs based on the existing CVD-related-SNPs input. Finally, 
the developed model is evaluated using a separate dataset 
obtained through Affymetrix microarray mRNA expression 
signal values for the specific SNP(s) in individuals with and 
without osteoporosis. 

Keywords- osteoporosis; Predictive Model; Genome Wide 
Association Study (GWAS); Clustering. 

I.  INTRODUCTION  
This research is a continuation of an investigation 

previously presented in CSCI 2017 [34] by the same authors. 
The previous paper examined the dataset obtained from the 
1000 Genome Project for its mutation variants with known 
relations to osteoporosis and cardiovascular disease. This 
paper proposes an novel approach to automatic data-driven 

clustering of histogram presented data for verification and 
validation of disease related expression in different human 
populations.  As explained in later sections, high dimensional 
datasets can be effectively and intuitively visualized by the 
algorithm generating the histogram clustering. This 
automated process could aid in understanding existing 
correlations among various types of large datasets.  Here, 
this automated clustering reproduced the manual clustering 
of the disease related SNPs geographic profiles.  This study 
also confirmed the feasibility of the previously proposed 
predictor through a set of microarray analysis result dataset. 
 
A. Osteoporosis and Space Exploration 

Fractures, as a result of osteoporosis, have a significant 
negative impact on an individual’s health, quality of life, and 
work performance. Some modern occupations inevitably 
expose workers to a significantly increased risk of 
developing osteoporosis.   An obvious example is space 
flight.  Within a few days of Zero Gravity (zero G), 
astronauts begin to lose both muscle and bone mass. There 
are also a zero G suppression effect on the immune system, 
as well as an increase in the aging process of particular cells. 
These effects occurred for all individuals who exposed 
themselves to zero G environment [25].  It is reasonable to 
assume that a predisposition to osteoporosis might increase 
the rate of occurrence of the condition. Having a reasonably 
reliable predictive model to reveal the predisposition for 
osteoporosis could be of great benefit for the future 
commercialization of space. 

Over 7 TB of genomic data has been sequenced by the 
1000 Genome Project [1]. These datasets consist of over 
2,500 individuals from all around the world [2]. Such large 

1Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-639-2
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genomic datasets allow for the study of complex disease 
states, such as osteoporosis and cardiovascular disease.   
These pathologies involve not only multiple gene mutation 
interactions, but also nutritional and age-related components. 
[9][20]. 

There are over 100 genes that are proven to be related to 
osteoporosis, according to Genome-Wide Association 
Studies (GWAS) [7]. However, many of these gene 
mutations still maintain some level of phenotypic ambiguity 
[22].  Understanding and treating such complex conditions 
could benefit through modern Machine Learning analysis.  
An effective method for early forecast of a patient-specific 
frequency of occurrence for a particular genetic disorder in 
later life would allow for appropriate preventative measures 
to be followed. 

 
B. Mutations: SNPs 

This paper analyzes 35 SNPs, that are commonly 
observed as genetic disease related mutations. It is a 
mutation of one base for another, which occurs in more than 
one percent of the general population [14].  7 of these SNPs 
have direct indications in the expression of osteoporosis [9], 
while the other 28 SNPs have implications in both CVD and 
osteoporosis [4].  
 
C. Preceding Related Work 
 
   i. Osteoporosis-related-SNP selection 

The 7 osteoporosis-related-SNPs were chosen based on 
the study led by Hsu et al [9], published in 2010. The 
phenotypic association of these SNPs to osteoporosis was 
demonstrated by the GWAS study [26]. 

 
   ii. Genetic Pleiotropy 

Using False Discovery Rate (FDR) statistical methods, 
Reppe et al [4] revealed a potential genetic link between 
Cardio-Vascular Disease (CVD) and Osteoporotic 
conditions. In this paper, the potential mutant gene 
interactions between the osteoporosis-related SNPs and CVD 
SNPs are analyzed with: big data processing and analytics, 
predictive analytics based on machine learning algorithms, 
data visualization, and clustering. 

This paper is organized as follows: in Section II, the 
methods and materials employed during the analysis and 
experimental developments are introduced. Included topics 
are the datasets and  methods used, feature selections and 
dataset label, and evaluation methods. In Section III, the 
results and observations are discussed. 

II. METHODS AND MATERIALS 
This section discusses the datasets employed, the design of 
the analysis and research, algorithms and techniques utilized 
in the study so far. 
 
A. Datasets 
     Two big datasets have been used in this paper:  
The first one is the genotypes from the 1000 Genome 
Project for the 35 SNPs. This dataset includes 2504 human 

subjects, containing both male and female from 26 regions 
worldwide [2].  
The second dataset is from Reppe et al’s study mentioned in 
Section I-C-ii [28]. The samples of this dataset are collected 
from the 84 post-menopausal females between the ages of 
50 to 86 years old in Lovisenberg Diakonale Hospital 
located in Sweden. There are two components to this 
dataset: 
   (1) The result of Affymetrix Microarray analysis of the 
patients, the Affymetrix microarray signal values per 
sample, one “.CELL” file per patient. 
   (2) A set of biopsy results, sample ID (anonymous), age, 
gender, and the biopsy results of bone density scores, both 
T- and Z-scores, consisting of average neck, total hip, and 
average spine of each subject. 
     In this paper, all “.CELL”  files from (1) were processed 
and interfaced with the library, pd.hg.u133.plus.2 [27], to 
obtain the gene symbol per an array cell. Then, it was 
interfaced with SNP identifier (e.g., #rsxxx..x, with x 
composing an integer) to acquire the existing SNP(s) data 
per each sample. In acquisition of SNP existence, the signal 
threshold value was determined the average score of all 
samples per column (per array cell). Such determination was 
made based on the preceding study which defined signal 
thresholds in DNA microarray analysis [29]. 
     The label per sample was acquired based on the data 
from (2). Samples with the T-scores of -2.5 or less in one or 
more of neck, hip, and spine are marked as osteoporotic. 
The threshold was determined, following the World Health 
Organization (WHO) international reference standard for 
osteoporosis diagnosis [30]. T-scores were used instead of 
Z-scores, based on the sample’s age and the guidelines 
provided by WHO. 
 
B. Method Design 
 
   i. Problem Definition   
The previous study investigated the occurrence of 7 selected 
osteoporosis-related SNPs [3] and its correlation to 28 CVD 
with 6 subdivisions, related SNPs [4], shown in Table 1 and 
2. The CVD related SNPs were divided into six 
subcategories: High Density Lipids proteins cholesterol 
(HDL), Low Density Lips proteins cholesterol (LDL), 
Systolic Blood Pressure (SBP), Diatonic Blood Pressure 
(DBP), Type 1 Diabetes (T1D), and Triglycerides (TG). The 
table of osteoporosis-related SNPs describes the SNP 
identification number, normal (ancestral) base, high-risk 
(mutated) base, and the homozygous base pairs that are 
associated with a high risk of Bone Mineral Density (BMD) 
loss, and consequently the development of osteoporosis.  
(See Section I-C-i for osteoporosis-related SNPs). In this 
paper, we also validate the predictor design by utilizing the 
new dataset introduced in Section  I-A. 
 
 
 

2Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-639-2
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   ii. Feature Selection and Label 
As mentioned in the Section II-C-ii, 28 CVD-related SNPs, 
and age of each subject were fed to the predictive model. 
The output of this predictor is a boolean value, whether the 
individual has developed osteoporosis or not. 
 
   iii. Predictive Analytics Algorithms 
To develop a software method for predicting a tendency for 
disease occurrence, various machine learning algorithms 
were tried for building the predictive model: KNN (the best 
value of K determined by trial and error was K=9), Logistic 
Regression, Decision Tree, Naive Bayes, Adaboost, 
Random Forest, and Support Vector Machine (the best 
parameters of SVM determined by Grid Search include 
C=1, kernel='rbf', gamma=0.0007). A systematic 
aggregation of these classifier results is future work, for 
example using an ensemble learning algorithm. 
 

TABLE 1: SNP ASSOCIATED WITH OSTEOPOROSIS 

 
 

TABLE 2: SNP ASSOCIATED WITH CVD 

 
 

Affymetrix microarray consists of a grid of oligonucleotide 
probes produced to have a known DNA sequence.  The grid 
Microarray thus holds a specific SNP mutation at a specific 
locus on the grid.  Preparations of labelled mRNA       
(cDNA/cRNA) taken from the individual patients can then 
be exposed to the entire grid containing the variety of SNP 
mutations.  Identification of a specific SNP in the patient is 
determined by the measured level of hybridization with the 
corresponding target grid position and the labelled 
cDNA/cRNA. The corresponding SNP IDs were mapped 
through the affy ID and a gene symbol that are assigned to 
each cell, as well as the manual mappings of the target SNPs 
through a capability of the genome browser provided by 
University of California, Santa Cruz [31]. 
   
   iv. Evaluation Method 
The accuracy of the predictive model was evaluated using 
30-fold cross-validation [32]. The performance was 
measured by the Area Under Curve (AUC) of the Receiver 
Operator Curve (ROC) . ROC AUC method accounts for the 
number of true positive predictions against the number of 
false positive predictions. Statistically, only about 30% of 
all postmenopausal women develop osteoporosis during 
their life time [35] thus, the testing dataset is unbalanced. 
The ROC-AUC can be an effective metric to measure and 
present the performance of the prediction model.  
 
  v. Phenotype Expression Measurement 
The predictor execution on this particular dataset was 
expected to evaluate the geno-pheno-transfer rate. This will 
also validate the predictor developed in the previous study.  
 
  vi. Visualization  
This study visualizes the dataset of over 30 essential 
features by generating various histograms and applying a K-
mean clustering algorithm to automatically cluster the 
resulting plots into groups in a data-driven manner. As 
demonstrated in the result section, existing correlations 
among the dataset is clearly displayed through this 
visualization method. The proposed visualization method 
can aid the observers in developing an intuitive 
understanding of the dataset, and effectively mirroring the 
datasets’ characteristics and patterns in them. 

III. RESULTS AND DISCUSSION 
This section discusses the result obtained from the predictor 
model and the histogram clustering automation. 

A. Predictor results – Dataset from 1000 Genome Project 
In the previous study, the predictive models were built 

and tested on 32 sets of inputs, where each set is an element 
of the powerset of 6 CVD related conditions. The results 
obtained from various combinations of SNP inputs showed a 
strong correlation between the 7 osteoporosis-related SNPs 
and the HDL2 SNPs. Similarly, another strong correlation 
was found between the 7 osteoporosis-related SNPs and 
SBP2 SNPs. The best classification result was achieved 

3Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-639-2
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using Logistic Regression classifier with the accuracy of 
0.7769. Furthermore, there is a strong implication that the 
likelihood of developing osteoporosis could be 
determined/predicted by the existing CVD-related factors 
such as Cholesterol levels, Blood Pressure, and 
Triglycerides, levels [34].  
 
B. Predictor results – Affy dataset  

The performances of the predictive model for 3 different 
scenarios are listed in the following. The performance 
measurement was obtained through ROC AUC as mentioned 
in Section II-B-v. Unlike the previous experiment, this 
experiment setting did not distinguish high-risk heterozygous 
pair vs. high-risk homozygous pair. Here are the results for 3 
different scenarios: 

Scenario 1: Osteoporosis SNPs only – AUC = 0.7285 
Scenario 2: CVD SNPs only – AUC = 0.7569 
Scenario 3: Both CVD and Osteo SNPs - AUC = 0.8571 
The predictor strategy developed here has been 

confirmed with the available disease related database of 
Reppe et al.  The predictor was shown to be correct in the 
majority of the patients. These results also confirm the 
correlation of osteoporosis SNPs with CVD SNPs reported 
in the above Section. In most cases, the chance of a mutant 
genotype expressing its aberrant phenotype is much less than 
100%. As a well-studied example, the two mutations related 
to Breast Cancer, BRCA – 1 and BRAC – 2, show such 
facts.  The chances these two mutations expressing their 
phenotypes by the time a woman is 70 years old are as 
follows, according to a report by the Susan G. Komen 
Foundation [33]: 

• BRCA 1 - 55% 
• BRCA 2 - 45%  
The accuracy of the predictor developed with this paper 

of close to 70% demonstrated an effective prediction.  Such a 
score would thus be reasonably sufficient to caution 
individuals about having a higher risk of BMD loss. With 
such knowledge, individuals can take the necessary 
preventative measures to prevent the development of 
undesirable conditions and disease, starting at an early stage 
of their lives. 

 
C. Data Visualization 

Various histograms were drawn and clustered effectively 
to demonstrate the correlations among these high 
dimensional datasets. The results demonstrated distinct 
region-specific SNP frequency profiles. They confirmed the 
genetic links between osteoporosis, and displayed the 
intricacy of the interrelationship among the SNPs.  Grouping 
the results demonstrated the divides in sample’s SNP 
characteristics. These results are consistent with the idea that 
an individual’s genetic and gene variant profile is related to 
the region in which his/her ancestors came from. As it was 
introduced in the previous study [34]. Figure 1 demonstrates 
the claimed regional divides clearly. CVD (Systolic Blood 
Pressure)-related SNPs are colored in green, and 
osteoporosis-related SNPs are in orange. The trends that are 
obvious in all 28 regions are similar here. Again, the regional 

divides are well maintained. This type of histogram 
comparison table was originally introduced in the previous 
study [34]. 
The result was also consistent with the fact that European 
women show higher incidents of osteoporosis and hip 
fractures when compared with populations from other 
regions. Europeans have higher frequency of osteoporotic 
mutations than African [8]. 
 
D. Clustering Automation 

An automated clustering process was developed for 
grouping the histograms to better visualize the results. The 
results of clustering clearly confirms the regional divide of 
the histogram profiles. Figure 2 displays a sample result of 
this automated clustering. Sample groups obtained in 
automated histogram clustering result. The results verify the 
regional divide of osteoporosis- and CVD-related SNP 
profiles. The left most column of Figure 2 shows European 
region, Iberian region in Spain, Utah region (CEPH) with 
Northern and Western European Ancestry, British region in 
England and Scotland, Finnish region in Finland, Toscani 
region in Italia. The middle column shows Bengali region of 
Bangladesh, Sri Lankan region, Tamil from the UK, Indian 
region, Telugu region in the UK, Gujarati Indian ancestry in 
Houston, Texas, Punjabi region from Lahore, Pakistan. The 
right most column shows Peruvians from Lima, Peru, Puerto 
Ricans from Puerto Rico, Mexican Ancestry from Los 
Angeles USA, Colombians from Medellin, Colombia. 
To demonstrate the value of this clustering automation, the 
final number of clusters to be formed by the algorithm was 
varied. As shown in Figure 3, when the number of clusters is 
set to 12, the algorithm groups South Asian regional SNP 
profiles and American regional SNP profiles into two 
separate groups, perfectly distinguishing the two separate 
regions. However, when the number of cluster is set to 11,  
 

Finnish in Finland 

 

African Caribbeans in Barbados 

 

Iberian Population in Spain 

 

Esan in Nigeria 

 

Figure 1: SBP SNP Profile, European Region vs. African Region 
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Figure 2: A Sample Histograms Demonstrating Regional Devides 

the South Asian regional profiles and American regional 
profiles are bundled up into a single group. Such a result 
shows the possibility of further dissection of the regionalism 
seen here by the automated process. Automation of the 
histogram profiles also allowed increased number of SNPs to 
be analyzed all at once. 
 
E. Summary of the Results 
   i. The high correlation between a person’s regional 
background and the occurrence of the selected 35 SNPs         
associated with osteoporosis and/or CVD shown in the 
previous investigation were confirmed by this new 
methodology. It was confirmed that the highest fracture rates 
and osteoporosis related SNPs are found in white women of 
European descent; African Americans tend to have higher 
Bone Mineral Density (BMD) with few osteoporosis related 
SNPs [8], as introduced in the previous study [34].  
   ii. The set of CVD-/osteosis-related SNPs from Reppe et 
al's dataset can be used to predict a person's likelihood of 
developing osteoporosis with the accuracy of approximately 
64% on their own.  
  iii. The CVD-osteoporosis related SNPs from Reppe et al's 
dataset outperformed osteoporosis-related SNPs (see Section 
I-C-i) in predicting osteoporosis. 

IV. CONCLUSIONS AND DISCUSSIONS 
This paper extended on the previous publication [34] with 
the following contributions: 1) Validated the predictor model 
introduced in the previous publication based on the second 
dataset, using "Area Under Curve" of the "Receiver Operator 
Curve" evaluation method.  The model predicts an 
individual’s likelihood of BMD loss over time. 2) Confirmed 
that an individual’s predisposition to osteoporosis can be 
linked a predisposition to CVD related conditions. 3) 

Confirmed a correlation between individual’s regional 
background and the SNP occurrence profiles. 
 

N = 11 

 

 

N = 12 

Cluster A Cluster B 

 

 

 
Figure 3: A Sample Auto-Clustering Result 

 
4) Automated clustering of the histograms of SNP 

occurrence profiles, using the K-mean clustering algorithm. 
This study also proposed a histogram auto-clustering 
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approach to effectively visualize the correlations that exists 
among a high dimensional dataset.  

The United Kingdom is now half way through its 100,000 
genome project.  The goal of obtaining this massive human 
genome dataset was to determine genetic predisposition to 
genetic related diseases, such as cancer, CVD and 
osteoporosis.  The automated systems developed here will 
be of great assistance in achieving these goals.  

Revisiting our future in space, as introduced in Section I-
A,  the exact effects of the outer space specific 
environments on human biological systems are unknown. 
Understanding such effects on skeletal system, nervous 
system, reproductive system, and our genome is crucial 
when attempting to adapt to an unknown environment.  
NASA and other space agencies are actively investigating 
these issues.  Being able to use an astronaut’s genetic 
predisposition to predict how that individual’s body might 
respond to zero or low Gravity could help individuals take 
proper precautions, improve the outcome of space flight, 
and support the expansion of humanity into space.  It will 
also provide an equal and safer opportunity to everyone who 
wishes to go  to outer space. As we explore into various 
unknown environments of outer space, capabilities to 
quickly collect and analyze large amounts of information 
will be essential. Placing such data into the learning 
algorithms to update the predictor will allow the explorer 
appropriately respond to the new environments. With such a 
system on board, astronauts’ well-being and success of the 
mission can be supported. 
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Abstract—Quantifying the permeability of intestinal epithelia is
a central task in assessing tissue dysfunctions. This can be
achieved conveniently by determining the electric resistance of
the epithelial tissue by impedance spectroscopy. While in clinical
practice this parameter is often estimated by manual extrapo-
lation of discrete two-dimensional plots of impedance spectra,
this approach is known to be particularly unprecise for spectra
that deviate from a semicircular shape. Previous computational
approaches achieved less then ten percent deviation from the
known target value on average, but outliers exhibited significantly
larger maximum deviations. Here, we show that systematic
feature extraction and selection allow estimation of the epithelial
resistance with less than one percent deviation from the known
target value on average and less than ten percent at maximum. As
a result of detailed modeling of cell culture lines and functional
states, epithelial resistance for the cell lines HT-29/B6, IPEC-J2
and MDCK I can be quantified reliably under control conditions,
as well as under influence of EGTA and nystatin.

Keywords–Physiology; Epithelia; Impedance Spectroscopy; Fea-
ture Selection; Artificial Neural Networks; Random Forests.

I. Introduction
Intestinal epithelial cells form the primary barrier of the gut
between the body’s interior and the exterior environment (i.e.,
the gut contents). In general, all epithelial and endothelial cells
are connected by arrays of transmembrane proteins, called
tight junctions that seal the space between two neighbouring
cells. Tight junction properties are determined by their major
constituents, the members of the claudin protein family. While
certain claudins strengthen the barrier function (e.g., claudin-1
in skin, claudin-5 in the blood-brain barrier [1]), others convey
specific charge and/or size selectivity [1][2]. Regulation and
dysregulation of these channel-forming claudins appear to be
paramount in the pathophysiology of numerous diseases [3].

As a whole, the epithelium regulates transport of molecules
and establishes a tight barrier against toxins and pathogens.
The permeability of epithelial tissue to ions is reflected by its
electric resistance, called transepithelial resistence (RT , often
also abbreviated as TER). RT is the sum of the subepithelial
resistance Rsub and the epithelial resistance Repi. These partial
resistances are individual and independent parameters of the
tissue, and exact knowledge of their values is crucial in the
analysis of epithelial dysfunctions. For patients with inflam-
matory intestinal diseases, e.g, it was observed that due to the
inflammation Rsub increased whereas Repi decreased.

The most common way to assess tissue permeability is a di-
rect measurement of fluxes, e.g., by using radioactive isotopes
or labelled substances. Alternatively, permeability of the two
major extracellular ion species, Na+ and Cl−, is determined
by measuring tissue conductance or its reciprocal, resistance,
e.g., by using ”chopstick electrodes” or Ussing chambers
[4]. A more convenient way to assess tissue permeability is
impedance spectroscopy. Typically, up to 50 complex-valued
impedances Z are obtained by measuring current-voltage rela-
tionships under alternate current (AC) with varying frequencies
[5]. A common representation of these measurements are
Nyquist diagrams, where the real part<(Z) of an impedance is
plotted against the imaginary part =(Z) (Figure 1). To analyze
samples, an equivalent electric circuit of appropriate complex-
ity is modeled [6]. The simplest circuit that incorporates Repi

is a resistor-capacitor (RC) circuit (Figure 2a). To represent
physiological polarity of epithelial cells, a circuit with two
RC subcircuits in series and a resistor in parallel may be
used (Figure 2b). In both cases, the subepithelium can be
represented by a further resistor in series.

In contrast to DC resistance measurements, impedance
spectroscopy allows to distinguish between Rsub and Repi.
Under in vivo conditions the subepithelium does not contribute
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Figure 1. Overlay of two semi- and two non-semicircular impedance
spectra with 42 frequencies where real (<) and imaginary (=) part
of each complex-valued impedance Z are plotted against each other.
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to the barrier function as subepithelial capillaries are in close
contact with the basolateral membrane of the epithelial cells.
Further, impedances reflect not only conductive but also capac-
itive properties and allow to derive the epithelial capacitance
which directly depends on the epithelial surface area [7].

In previous work, we have demonstrated that traditional
ways to estimate Repi from an impedance spectrum, e.g. visual
extrapolation, can lead to serious errors in analysis of epithelial
characteristics. We have also demonstrated that estimations
can be improved by applying machine learning techniques on
complex-valued impedances of error-prone [8] or on extracted
features of ideal impedance spectra, respectively [9]. We have
introduced detailed and realistic models of the electric behavior
of three epithelial cell lines [10]: the human colon carcinoma
cell line HT-29/B6, the porcine jejunum cell line IPEC-J2 and
the canine kidney cell line MDCK I under control conditions,
as well as under influence of EGTA, nystatin or both. Rationale
behind these models is that for a given electric circuit, the
theoretical impedance at a given frequency can be calculated
if the values of all circuit components are given.

Here, we combine systematic modeling of impedance
spectra with systematic feature extraction in order to improve
quantification of Repi. We show that employing a mixture of
both measured and extracted features reduces relative devia-
tion from the target value when applying supervised learning
techniques like random forests. Compared with previous ap-
proaches, the estimation error is significantly reduced.

II. Methods
A. Modeling Impedance Spectra

For all three modeled cell lines, an equivalent circuit
consisting of two RC subcircuits a (Ra, Ca) and b (Rb, Cb)
located in series and a resistor in parallel (Rp) is assumed (Fig-
ure 2). In accordance with Kirchhoff’s laws, the corresponding
impedance Z at an angular frequency ω can be derived from
the impedances of the circuit components:

Z(ω) =
Rp(Ra + Rb) + iω[Rp(Raτb + Rbτa)]

Ra + Rb + Rp(1 − ω2τaτb) + iω[Rp(τa + τb) + Raτb + Rbτa]
(1)

where i =
√
−1, and τa = RaCa and τb = RbCb.

In the measurements to be modeled, ten frequencies per
decade are used. Based on a lowest frequency f1 of 1.3 Hz,

RepiCepi

RaCa

Rp

RbCb

(a) (b)

Figure 2. Equivalent circuits. (a) A simple resistor-capacitor (RC)
circuit yields semicircular impedance spectra. (b) A 2-RC circuit

yields semicircular or non-semicircular impedance spectra.

higher frequencies fi with 1 < i ≤ n = 42 are multiples by a
factor of 100.1 (∼1.26). Note that the value of f1 is a chosen
to a avoid obtaining multiples of 50 Hz (mains frequency) and
that for application with Eq. 1, ωi = 2π/ fi is calculated.

Further, we model and apply synthetic data scatter reflect-
ing deviations from the theoretical impedance value caused
by the electrophysiological measurement set-up. This scatter
is here modeled based on relative deviations of real part <
and imaginary part = of measured impedances from theoretical
values. For a given impedance Z at frequency f = 2πω, relative
deviation σ of <(Z) is approximated as second-order Fourier
series (n=2) and relative deviations of =(Z) is approximated
as fourth-order polynomial function (n=4):

σ<( f ) = a0 +

n∑
i=1

ai · cos(nw f ) + bi · sin(nw f ) (2)

σ=( f ) = a0 +

n∑
i=1

ai · f i (3)

where coefficients w, a0, a1, b1, a2, b2 or a0, a1, a2, a3,
a4 respectively were determined by function fitting and a0
is modeled as dependend on RT . For further details and
comparison with measured data, see [8] or [10].

For all synthetic samples used in the following, first com-
plex impedances are calculated according to model parameters.
Then data scatter is added, and finally, polar impedances are
calculated from the scattered complex impedances.

B. Sampling Cell Lines and Functional States
While IPEC-J2 and MDCK I cells typically show rela-

tively high RT values under physiological conditions, for HT-
29/B6 cells relatively low values are measured. Based on
these findings, as well as on further published measurement
results, parameter ranges of the components of the equivalent
circuit were defined and confirmed in previous work [10]. By
extending this modeling approach for individual or combined
application of EGTA and nystatin, impedance spectra for a
total of 11 measurement scenarios are synthesized; note that
for MDCK I cells, only measurements for Control, nystatin and
EGTA were available for modeling [10]. Randomized samples
of each scenario are combined to a data set of 275,000 samples
(Tab. I), which is then split into a training set of 200,000 and
a test set of 75,000 samples.

C. Reference Methods to Quantify Epithelial Resistance
Reliability of the hereby introduced approach was com-

pared to a conventional approach to estimate Repi, as well as
to two approaches that we have proposed in previous work.

TABLE I. SAMPLE SIZES FOR MODELED EPITHELIAL CELL LINES
AND THEIR FUNCTIONAL CONDITIONS.

Condition HT-29/B6 IPEC-J2 MDCK I

Control 25.000 25.000 25.000
Nystatin 25.000 25.000 25.000
EGTA 25.000 25.000 25.000

EGTA+nystatin 25.000 25.000 —
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1) Frequency-blind Circle Fit (Method M1): Each
impedance spectrum was regarded as Nyquist diagram and
a Cole-Cole fit [11] was applied, i.e., a circle was fitted as
described by Kasa [12]. For this task, the R package conic f it
and its function CircleFitByKasa was used. The intercept
with the x-axis at the low frequency end was taken as Repi.

2) Neural Network Prediction (Method M2): Complex-
valued impedances Z1,...,Z10 of the first decade of frequencies
( f1,..., f10) were used to train an artificial neural network. This
implies a 20-dimensional input feature space I:

IM2 =
{
<(Z1), ...,<(Z10),=(Z1), ...,=(Z10)

}
(4)

While this approach follows a method previously published by
us [8], we improved the precision of predictions by using the
Rprop algorithm [13] instead of conventional backprogation.
Employed Rprop parameters were η+=1.2, η−=1.2, ∆max=50.0,
∆min=0.000001 and ∆0=0.07. We used the Fast Artificial Neu-
ral Network library [14] to perform automated evaluation of 30
feed-forward networks with one hidden layer and n ∈ {1, ..., 30}
hidden neurons (20-n-1 architecture). Training these networks
in parallel with the same data, the architecture 20-9-1 was
identified as best performer and used for predictions.

3) Magnitude at 1.3 Hz (Method M3): In previous eval-
uations of features for prediction of Repi from an impedance
spectrum, we found that the magnitude r observed at 1.3 Hz
is a reliable approximation for semicircular spectra [9]. While
reliability decreases with non-semicircular spectra, this one-
feature approach is ultimately easy to implement and a feasible
method for comparison. For a given spectrum, we simply used
the value of r(Z1) ∈ S r as prediction for Repi.

D. Feature Extraction-based Approach
To improve prediction of Repi from impedance spectra,

we suggest a supervised learning approach that uses system-
atic feature extraction and selection. After extracting implicit
features for each spectrum, we ranked explicit and implicit
features. Finally, subsets of these features were assessed by
applying supervised learning.

From calculations, n=42 tupels of real and imaginary parts
((<(ω0),=(ω0)), . . . , (<(ωn−1), =(ωn−1))), are obtained. Real
and imaginary parts of a spectrum can be regarded as separate
feature sets S< and S =:

S< = {<(ω0), . . . ,<(ωn−1)} (5)

S = = {=(ω0), . . . ,=(ωn−1)} (6)

As an alternative representation, these complex values were
transformed into polar coordinates, i.e., into phase angle φ and
magnitude r. This resulted in two alternative sets S φ and S r:

S φ = {φ(ω0), ..., φ(ωn−1)} (7)

S r = {r(ω0), ..., r(ωn−1)} (8)

1) Feature Extraction: Based on the features that can be
explicitly measured or synthesized, respectively, a set Ie of
explicit input features was defined:

Ie = S< × S = × S φ × S r (9)

where S<, S =, S φ and S r contained n=42 features each.

Additionally, the development of magnitude and phase over
time was represented in sets of differential features:

S ∆φ = {∆φ|∆φi = φ(ωi+1) − φ(ωi), 0 ≤ i < n − 1} (10)
S ∆r = {∆r|∆ri = r(ωi+1) − r(ωi), 0 ≤ i < n − 1} (11)

which are combined to a set Id of differential input features:

Id = S ∆φ × S ∆r (12)

where S ∆φ and S ∆r contained n=41 features each.
Further, a total of 16 statistical properties like minimum,

maximum and range were determined for each feature set (for
details see appendix).

G< =
{
x | x =̂ statistical property of S<

}
(13)

G= =
{
x | x =̂ statistical property of S =

}
(14)

Gφ =
{
x | x =̂ statistical property of S φ

}
(15)

Gr =
{
x | x =̂ statistical property of S r

}
(16)

G∆φ =
{
x | x =̂ statistical property of S ∆φ

}
(17)

G∆r =
{
x | x =̂ statistical property of S ∆r

}
(18)

which were combined to a set Ii of implicit input features:

Ii = G< ×G= ×Gφ ×Gr ×G∆φ ×G∆r (19)

By combining explicit, differential and implicit features, an
346-dimensional input feature space I was obtained that rep-
resents 42 measured impedances:

I = Ie × Id × Ii (20)

2) Feature Selection: Three alternative feature selection
approaches were employed and assessed:
• Filter-based approach. We applied Correlation-based

Feature Selection (CFS) on the input space I of the
200,000 training samples. For this task, the R package
FSelector and its function c f s was used. In contrast to
other multivariate filters, CFS evaluates feature subsets
instead of single features [15]. In particular, CFS
returns not a ranking of features but a fixed subset
of features. Here, CFS evaluated a one-dimensional
subset best that consists only of the range of S r.

• Expert knowledge-based approach (EXP). As a matter
of theory, low-frequency impedances are closely re-
lated to Repi [6]. Also, the magnitude of an impedance
is more meaningful than other representations. There-
fore, we manually selected the feature sets Gr and
G∆r, as well as magnitudes of the low-frequency
impedances Z1,...,Z5 and related differences (r(Zi+1)-
r(Zi)). This yielded a 42-dimensional representation.

• Wrapper-based approach (RF84). Variable importance
was assessed for the input space I of the 200,000
training samples. Using the R package randomForest,
a random forest (RF) consisting of 500 trees was
trained to predict Repi and used in a wrapper-like way.
After training, variable importance values were used to
rank the input features, and a subset of 84 top-ranked
features was chosen as representation of an impedance
spetrum. This number of selected features is simply
motivated by the initial number of 84 features per
spectrum. Automated wrapper techniques like sequen-
tial feature selection or recursive feature elimination
were omitted here due to the high computational costs.
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(a) Semicircular test data (n=33,069)
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(b) Non-semicircular test data (n=41,906)

Figure 3. Relative deviations of estimated values from true Repi. Deviations achieved by the feature extraction-based approach RF84, as well
as for the two best performing reference methods (M2, M3) are plotted against the respective true target value. Values shown refer either to

(a) semicircular or (b) nonsemicircular spectra, which are discriminated by the relation between apical and basolateral time constants.

3) Evaluation: All three feature selection approaches CFS,
EXP and RF84 were used to estimate Repi for the 75,000
samples of the test data. Deviations of the obtained estimations
from the target were compared to reference methods M1, M2
and M3.

III. Results
The reliability of estimations for Repi was assessed. For

each approach, the relative deviation of an predicted value tp
from the target value t, or error ∆t respectively, was used:

∆t =
tp − t

t
(21)

Based on ∆t, both absolute-valued deviations, as well as signed
deviations were analyzed.

A. Absolute-valued Deviations
Assessing absolute-valued relative deviation from the target

|∆t|, for reference methods, as well as feature extraction-based
approaches a mean deviation of less than ±2.0 % was observed.
Maximum deviations, however, laid between ±54.4 % and
±92.1 % for the reference methods and between ±9.8 % and
±85.9 % for feature extraction-based approaches. Maximum
deviations for the 84- and 20-dimensional cartesian represen-
tations M1 and M2 were comparable to maximum deviations
of the two one-dimensional polar representations M3 and
CFS. The mixed 42- and mixed 84-dimensional representations
learned by random forests both showed significantly lower
maximum deviations. Lowest mean and maximum deviations
of all methods assessed were obtained by the random forest
trained with the 84 top-ranked features. Figure 4 shows box-
plots of |∆t| for all methods evaluated.

B. Estimations for Semi- and Non-semicircular Spectra
Deviations of the random forest trained with the 84 top-

ranked features (RF84) were further assessed by separating
semicircular and non-semicircular spectra of the 75,000 test
samples. In continuity with our previous work [7], spectra from
equivalent circuits with τa ≤ 5·τb or τb ≤ 5·τa were considered

as semicircular spectra; all spectra with greater difference
between τa and τb were considered as non-semicircular.

As Figure 3 illustrates, estimations by reference methods
M2 and M3 tended to become unprecise with low values of
Repi; this held true for both semi- and non-semicircular spectra.
Using the feature extraction-based approach RF84, deviations
for high and low target values laid below 10 % and thereby in
a significantly smaller range than for M2 and M3.

For semicircular spectra with larger target values (Fig-
ure 3a), deviations of estimations by the feature extraction-
based approach RF84 laid in a range comparable to M2 and
M3. For non-semicircular spectra with larger target values
(Figure 3b), RF84 showed in most cases small improvements
over M2; using method M3 appeared to induce systematic error
that causes greater deviations than for M2 and RF84.
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Figure 4. Boxplots of absolute-valued relative deviations from true
values of Repi [±%]. Each box reflects median, 1. and 3. quartile.
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Figure 5. Usage of feature subsets. The approaches RF84 and RF350 use
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IV. Discussion
A. Comparison of Problem Representations

Evaluation of the test samples showed that the filter-
based (CFS), as well as the expert-based (EXP) and wrapper-
based subset (RF84) yielded estimations with little average
deviation from the target. While using the one-dimensional
CFS representation exhibits similiar maximum error as refer-
ence methods, EXP and RF84 allowed for significantly lower
maximum error than the reference methods. Yet, the features
used in both approaches exhibited different characteristics
(Figure 5). EXP employed only features of direct physical
relevance and only half as many dimensions as RF84. RF84
on the other hand employed more features, but reduced the
maximum error to a level comparable to a much more high-
dimensional representation of 350 features (Tab. II).

B. Use of Random Forests
Exploiting the variable importance determined by random

forests allowed to efficiently combine supervised learning with
a wrapper-based feature selection. As in previous studies [16],
the ranking of all 350 features by a random forests could be
used to identify features appropriate for the given task. In
particular, top-ranked features yielded estimations with lesser
deviations than a feature set determined by filter-based CFS.

TABLE II. RELATIVE DEVIATIONS FROM REPI [±%].

EXP RF84 RF350

Maximum 12.9 9.81 9.24
3. Quartile 0.30 0.23 0.25
Mean 0.29 0.22 0.23
Median 0.12 0.10 0.11
1. Quartile 0.05 0.04 0.05
Minimum 0.00 0.00 0.00

Compared with the previously developed ANN approach
(M2), the random forest approaches EXP and RF84 performed
with similar precision for samples with large target values and
with much better precision for small target values (Repi <
25 Ωcm2). This is in accordance with findings in previous
comparisons of random forests with ANNs [16]. As a result,
both EXP and RF84 allowed for the first time reliable estima-
tions for impedance spectra reflecting epithelia with low Repi.

C. Limitations

The feature extraction-based approach suggested here to
estimate Repi work equally well for cell types and conditions
where time constants of the apical and basolateral cell mem-
branes are similar (as usually found in cell culture) as for
conditions where these time constants differ considerably (as
found in many tissues). Moreover, Figure 3 illustrates that
reliable quantification of Repi from an impedance spectrum
is feasible for resistance values spanning several orders of
magnitude. As the presented method involves modeled spectra,
however, applicability is naturally depending on modeling and
sampling of the data. The previously modeled data that is used
here is in good accordance with measured data [10]. While a
variety of cell lines and functional states is considered, results
and estimations obtained here are still limited to the scenarios
modeled. Also, characteristics of the training and test data
influence characteristics of estimation methods. For example,
precision of supervised learning methods tends to decrease if
the number of samples decreases. To this end, e.g., the density
of target values needs to be considered (cf. Figure 6).

0 2000 4000 6000 8000 10000

True epithelial resistance [Ω·cm²]

HT-29/B6

IPEC-J2

MDCK  I

Figure 6. Repi target values [Ω·cm2] of the test data (n=75,000) grouped by
cell lines. Each box reflects median, 1. and 3 quartile.

D. Relevance for Biomedical Applications

Impedance spectroscopic techniques are increasingly gain-
ing importance in biomedical applications like monitoring
growth of cultured epithelial and endothelial cells (e.g., retinal
pigment epithelium, gastrointestinal tract cells, pulmonary
cells, blood-brain-barrier models [17][18]), or alterations of
barrier function during pharmacological studies [19][20][17].
Furthermore, impedance spectroscopy is the only technique
that allows functional distinction between epithelial and subep-
ithelial properties of ex vivo tissue, such as intestinal biopsies
of patients with suspected barrier impairment.
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If the technique is to be used on a routine basis, however,
reliable automatization for the evaluation of impedance spectra
is indispensible. On one hand, manual evaluation of impedance
spectra to extract the physiologically relevant parameter, Repi,
requires extensive user training and is time consuming, as
individual spectra need to be fitted by complex equations [9].
On the other hand, currently available systems usually only
record RT (i.e., the sum of the subepithelial and epithelial
resistance) or even only relative alterations in RT over the time-
course of an experiment, as estimation of absolute RT values
is too error-prone [21][17].

V. Conclusions
While impedance spectroscopy is a convenient measure-

ment technique, determining the resistance of an epithelial
tissue with traditional approaches is error-prone under certain
circumstances. Here, we have shown that this clinically im-
portant parameter can be quantified with high precision by
training random forests with features extracted from modeled
impedance spectra. In particular, we have shown that this
approach outperforms both traditional estimation techniques
and a state-of-the-art artificial neural network approach. Due
to detailed and realistic modeling, we suggest this approach
is valid for the epithelial cell lines HT-29/B6, IPEC-J2 and
MDCK I under control conditions, as well as under the
influence of nystatin and EGTA.

Appendix
For the explicit feature sets S<, S =, S φ and S r, as well

as for the differential feature sets S ∆φ and S ∆r a total of 16
statistical features (Tab. III) was calculated. By combining
these statistical features of set S , a novel set G of related
global features was extracted.

TABLE III. STATISTICAL FEATURES FOR FEATURE SET S<.

Feature Definition
with xi ∈ S< and n = #(S<)

Description

min(S<) {x : x ≤ xi ∀ xi ∈ S<} Minimum

max(S<) {x : xi ≤ x ∀ xi ∈ S<} Maximum

R(S<) max(S<) − min(S<) Range

P0,1(S ∗
<

) xb0,1·n+1c 1. Percentile

Q0,25(S ∗
<

) xb0,25·n+1c 1. Quartile

Q0,75(S ∗
<

) xb0,75·n+1c 3. Quartile

P0,9(S ∗
<

) xb0,9·n+1c 9. Percentile

RIQ(S<) Q0,75(S ∗
<

) − Q0,25(S ∗
<

) Interquartile distance

RIP(S<) Q0,9(S ∗
<

) − Q0,1(S ∗
<

) Interpercentile distance

x̄med(S ∗
<

)


x( n+1

2 ), if n odd

1
2 (x( n

2 ) + x( n
2 +1)), if n even

Median

x̄arithm(S<) 1
n
∑n

i=1 xi Arithmetic mean

x̄geom(S<) n√∏n
i=1 xi Geometric mean

x̄harm(S<)
n∑n

i=1
1
xi

Harmonic mean

s2(S<) 1
n−1

∑n
i=1(xi − x̄arithm(S<))2 Variance

s(S<)
√

s2(S ∗
<

) Standard deviation

RMM (S<) x̄med(S<) − x̄arithm(S<) Distance between median and
arithmetic mean
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Abstract— The aim of the research is to apply the approach 
enabling assessment of external benefit for the use of 
renewable energy sources, which is usually not assessed for 
individual projects. Regional programs may be appropriate 
tools for reducing renewable energy adaptation costs, 
increasing competitiveness in the market and promoting the 
development. Support measures must shape uniform 
technological programs for long-term periods. The sustainable 
growth of renewable energy is based on the formulated 
methodology, which enables to achieve maximal benefit with 
minimal support for beneficiaries as well as for the state. 
Modified levelized cost of energy method enables analysis of 
economic benefit for the selected project investor, as well as 
relates the achieved results to macroeconomic indicators using 
external parameters. After the evaluation of external benefit 
for solar, wind, and geothermal energy projects, the results 
could be interpolated and used for assessment of selected 
technology or support scheme for wider use in the context of 
spatial energy planning in urban areas.  

Keywords- renewable energy, sustainable development, 
evaluation principles, external benefits. 

I. INTRODUCTION

Economic research of Renewable Energy Sources 
(further in the text – RES) has intensified in the recent years 
through implementation of European Union directives, with 
particular emphasis on the role of a territorial aspect (cities, 
districts). Incentives for wider use of RES are declared both 
in the European Union and in Lithuanian laws. Adoption of 
the Directive 2009/28/EC “On the promotion of the use of 
energy from renewable sources” [1] required the 
development of a National Renewable Energy Action Plan 
for 2010-2020 and many other documents at the local level.
This indicates that the development of RES takes an 
increasingly more significant role in the energy policy of all 
member states, including the Republic of Lithuania. 

The main obstacle to the widespread use of RES is the 
failure to address the key issue – to measure the benefits to 
the society (reduction of pollution, energy supply for the 
future generations, huge and never-ending potential of 
energy resources such as solar and wind energy), when 
introducing RES-technologies and, on the basis of these 
benefits, to encourage investors. Therefore, when formally 
calculating, RES-technologies are not sufficiently 
competitive compared to fossil-fuel technologies. This work 

deals specifically with the problem of the impact of RES-
technologies. The impact analysis of RES-technologies on 
social welfare (on job creation) and on health (on the basis 
of environmental impact) has allowed the formation of a 
targeted, reliable methodology compatible with the status of 
existing statistical information. On the basis of it, algorithms 
calculating the impact for individual types of RES are 
formed. 

Given that in the newly developed Energy Strategy the 
high hopes to use RES-technologies are linked to the 
extremely low used energy sources, such as solar, wind and 
geothermal energy, significant efforts are needed to 
organize the accounting and statistics of decentralized RES-
producers. Apart from this important condition, it is difficult 
to expect the proper process management of mastering the 
RES. The analysis of positive and negative impact of RES 
usage in the research of Lithuania and other countries has 
shown that the major part of the positive impact of the RES 
development is related to Green House Gas (further in the 
text – GHG) and other pollutant emissions, job creation and 
rural development. The positive effects of biofuels, biogas 
and biofuel manufacturing sectors are mainly reflected on 
the increase of employment level in the regions, the 
reduction of heat prices and lower emissions of some fossil 
fuels, which in the long run could affect the decline in the 
incidence of certain diseases. The development of biogas 
production and use also plays an important role in solving 
the problem of organic waste management. The main 
positive effects of solar and wind energy technologies are 
the reduction of GHG emissions compared to the use of 
fossil fuels and biofuels as well as the creation of temporary 
jobs in Lithuania by installing new solar power plants or 
wind farms. Developing the manufacturing technology 
industry in Lithuania also has a positive effect on the 
creation of additional permanent jobs.  

Section II describes the concept of external utility of 
implementation of RES technologies. Evaluation of such 
utility may show the advantages, which are underestimated 
in in the investment decisions. Section III presents a 
solution of the identified scientific problem; it is based on a 
system of territorial urban planning. In Section IV is 
presented a description of how RES programs can 
consolidate related urban development programs. This may 
serve to formation financing assumptions and sources for 
their implementation. The methodology, which is based on 
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spatial planning, identifies certain aspects that usually are 
not covered by routine investment valuation techniques, 
namely, the existing problems in cities: high atmospheric 
pollution, unemployment, etc., may determine the validity 
conditions that allowing interpolating results to assess 
technology for spatial energy planning for solving problems 
mentioned above. Long distances to centralized electricity 
and heat networks are defind by geolocation factors and 
may determine financial acceptability of small decentralized 
renewable energy technologies due to their technical 
benefits. 

II. CONCEPT OF EXTERNAL BENEFIT OF RES
TECHNOLOGIES

In recent years, consumption of fossil fuel and 
mitigation of climate change have become major challenges 
for governments all over the world. To engage these 
challenges, many countries are pursuing research, 
development, and demonstration of RES [2]. In the past few 
years, usage of RES rapidly increased all over the world. 
RES have become important alternative energy sources to 
realize energy diversification. During the last few years, 
political support for renewable energies has been growing 
continuously both at the national and international level 
[3][4]. 

Looking at renewable energy use since 2006, it was a 
natural gas price boom, increase of social and political 
pressure for fast development in clean energy, and financial 
crisis, which required adequate government measures to 
stimulate the economy. The industry of renewables could be 
important to generate employment and stimulate growth [5]. 
Investment in RES may bring considerable profits, so more 
and more enterprises will be involved in this field. The 
increased use of RES in the heat market can significantly 
alleviate the negative effects of high energy costs on the 
national economy. Successful commercialization of 
indigenous, non-fossil energy resources is expected to 
promote regional economic development and employment, 
enable to increase national energy security and to reduce a 
substantial portion of the increasing trade deficit necessity 
to import fossil fuels [6]. 

The use of renewable energy in rural as well as urban 
areas became the significant development thus adding to 
mitigation of climate change [7][8], reducing differences 
between rural and urban dwelling options [9], bringing new 
RES options for diversifying energy supply [10][11][12]. 
The role of local governance for energy and urban 
development appears highly important here [13]. 

The stimulation of energy producers and consumers to 
use RES is one of the major goals of energy policy in 
Lithuania. Policies and measures that aim to enhance the use 
of RES are mainly driven by EU policy. Unstable state 
energy policy and changes of incentive measures destabilize 
the investment initiatives. The lack of economic evaluation 
on both demand and supply sides is the main challenge to 
achieve the expected goal. Unreasonably huge role is 
assigned to biomass in usage projections of RES. Biomass is 
an energy resource that is the result of economic activity 

and depends on continuity of economic activity. Meanwhile, 
the use of an inexhaustible solar and geothermal energy 
potential is insufficient.  

The scientific problem is evaluation of the social utility 
of RES that can show the advantages, which is 
underestimated in the investment decisions [14]. The most 
important benefits of RES are inexhaustibility and 
possibility to ensure sufficiency of energy resources for 
future generations. Also, utilization of particular RES 
technologies, such as solar energy, solves environmental 
issues. Therefore, RES may be additionally financed from 
other sources. The main issue is the diversity of RES 
utilization opportunities and incentives. The energy 
phenomenon is inexhaustibility of RES that could change 
exhaustible types of fossil fuel, such as oil and natural gas, 
and could be replaced with few different types of energy. 
This could be solar, wind, and geothermal energy. On the 
other hand, social utility of RES differs from the social 
utility of oil and natural gas, because RES guarantees the 
supply of energy resources for future generations.  

Renewable energy policy is a complex system, where a 
balance among three aspects of sustainability – 
environment, economy, and social life – is needed. A good 
performance and well-balanced RES policy requires efforts 
from different stakeholders. Although each country has 
different starting conditions, namely, developed technical 
infrastructure and own energy resources, development of 
energy from RES should be shaped on the basis of long-
term macroeconomic policy [15]. This means that a good 
and scientifically-based theoretical background is needed as 
well as indicators reflecting economic development and a 
method for assessing the impact of certain type of energy 
from RES on these indicators are required. In other words, 
this is a reliable energy supply at an affordable price, which 
causes as positive environmental impact as possible.  

Support for RES is required to promote a wider use of 
renewable energy. What is more, energy market failure is a 
serious obstacle to promote the development of RES. 
External positive benefits of using RES, such as public 
interest, are not evaluated here. This benefit is related to 
introduction of new technologies, their development, and 
positive impact on environment [16][17]. Subsidies for RES 
must be based on a positive external utility. Therefore, one 
of the most effective methods could be integration of RES 
technologies into regional energy development [18]. 
Regional programs may be appropriate tools for 
subordinating market mechanisms (reducing renewable 
energy adaptation costs, increasing competitiveness in the 
market and promoting the development), which are required 
to overcome market barriers [19][20].  

As a rule, the impact of RES-technologies on economic 
and social indicators is supported by statistical correlation 
analysis based on historical trends in RES development and 
their impact on macroeconomic indicators. However, the 
anonymity of this method and the probability of a certain 
error cannot provide a clear understanding of the actual 
impact of specific parameters when analysing specific 
projects under individual RES-technologies [21]. Also, this 
method does not provide tools or ways to optimize the 
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development of the RES-Sector or to put in place support 
measures to maximize macroeconomic benefits with 
minimal resources. Therefore, valuation is inseparable from 
the microeconomic analysis of the project chosen by the 
individual investor (taking into account the economic 
benefits to the developer), using external parameters for 
macroeconomic indicators [22]. Results obtained in one 
project may be interpolated to assess the potential impact of 
the support scheme at the urban level. 

Levelized Cost Of Energy (LCOE) is one of the most 
popular approaches for comparison of different energy 
generation options on equal basis - present value of total 
life-cycle cost. The elaborated LCOE approach, which was 
applied in a paper of V. Bobinaite and D. Tarvydas [23] 
gives an opportunity to quantitatively assess the influence of 
certain RES support measures on the cost of energy 
production. Also, it provides the investors a tool which 
could be used to compare different RES investment projects. 

III. SPATIAL ASPECT FOR THE ASSESSMENT OF BENEFIT 

FROM USING RES TECHNOLOGIES IN URBAN AREAS

The use of renewable energy in rural as well as urban 
areas became the significant development thus adding to 
mitigation of climate change, reducing differences between 
rural and urban dwelling options [24], bringing new RES 
options for diversifying energy supply [25]. The role of 
local governance for energy and urban development appears 
highly important here [26]. 

The stimulation of energy producers and consumers to 
use RES is one of the major goals of energy policy in 
Lithuania. Policies and measures that aim at enhancing the 
use of RES are mainly driven by EU policy. The scientific 
problem is evaluation of the social utility of RES that can 
show the advantages, which is underestimated in the 
investment decisions [27][28]. Moreover, it is transfer of 
their economic interpretations on uniform rules and 
economic laws into specified dimension, in this case trying 
to reduce different opinions as much as possible [29].  

The main indicators of external benefit are considered to 
be the use of domestic capital; taxes paid to the state budget 
and newly created job positions. Combination of different 
types of RES may create a large external effect and make a 
significant impact not only on individual consumers of RES, 
but also on the society. Therefore, the benefit from using 
RES, especially in urban areas, should be evaluated during 
the decision making process.  

Each RES has different value in terms of external 
benefit, thus respective promotion schemes can and must 
differ significantly. This depends on the environmental 
situation in certain area. External conditions and current 
infrastructure for RES technologies differ, thus spatial 
planning, such as urban energy development plans, is the 
most appropriate tool for the benefit assessment. All 
countries pay little attention to the support of RES 
technologies on the demand side. Support for the consumers 
is the most appropriate via support programs (and not by 
supporting scattered consumers), as it enables to achieve 
actual effect. The external benefit analysis for small wind 

power plants, geothermal heat pumps, and solar collectors 
was performed to find their niche in urban and rural areas. 
The external effect indicators for different scenario cases are 
shown in Table 1. Data in Table 1 show the comparison of 
external benefit using different types and scale of RES 
technologies. The main indicators of external benefits are 
considered to be the use of domestic capital; taxes paid to 
the state budget and newly created job places. 

TABLE 1. EXTERNAL BENEFIT OF USING SOLAR, WIND AND 

GEOTHERMAL ENERGY TECHNOLOGIES (CASE OF LITHUANIA) 

Indicators 

Wind power 
plants 

Geothermal 
heat pump 
and solar 
collectors 

in 
multifamily 

building 

Solar 
collectors 
in district 
heating 
system 

4 kW 10kW 126kW 7000kW 

Production, MWh 6,8 17,5 185 4500 
Domestic capital, 

1000 EUR 
8.02 21.08 25.01 1380.88 

Social insurance, 
1000 EUR 

0.81 1.51 9.27 119.23 

Personal income 
taxes, 1000 EUR 

0.29 0.55 3.46 44.46 

New jobs (man 
months) 

2.3 4.2 31.9 409.4 

Combination of different types of RES may create a 
large external effect and make significant impact not only 
on individual consumers of RES, but on the society as well. 
Therefore, the benefit from using RES, especially in urban 
areas, should be evaluated during the decision making 
process. If direct support is applied for RES or 
environmental technologies, the impact will depend on the 
volume of support and the source of funding. For example, 
if the direct assistance is financed from the state budget, the 
promotion measures would increase the budget deficit in 
addition to the positive aspects mentioned above. Therefore, 
it is essential that the promotion would be cost-effective: the 
benefits should exceed the negative effects. Inexhaustible 
types of RES (wind, solar, and geothermal energy) enable 
greater benefit than the subsidies it might require, while 
penetration into the market is growing. 

The idea of eco-villages has been analysed since the last 
decades of XX century all over the world. Modelling 
methods were used for resources management and 
sustainability assessment [30]. The most recent research 
concentrates on eco-innovations, eco-efficiency and eco-
effectiveness, cultivations of eco-sustainability on various 
social-economic-environmental levels. The investigations 
also involve the role of eco-cultural diversity, renewable 
energy in eco-communities and understanding the eco-
complexity and ecosystem approach [31]. 

The principle of ecological movement can be expressed 
by the quote “think globally, act locally”. Progress in 
solving environmental problems can be achieved more 
quickly if the principles of our activities and the functions of 
natural laws system are harmonized. This was the main 
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principle of the development of green settlements. The 
energy sector of green settlements duplicates the processes 
in the nature which is a perfect example of waste-free 
technology. The volume of waste generated in energy sector 
can be reduced by increasing the usage efficiency of 
primary energy sources and promoting the use of RES. The 
negative impact to the environment can be mitigated 
through more efficient use of RES in energy sector 
developed under the circular economy model and 
bioregional development principles. The use of RES in the 
regions can create unique environment for resource 
utilization. The exploitation of energy resources must not 
exceed the nature’s resilience limits otherwise RES can be 
treated as non-renewable resources. The development of 
regional energy sector, according to the principles of 
circular economy, is encouraging the use of a wide range of 
local and renewable resources. 

IV. BALANCING OF RES SUPPORT FORMS BY USING 

SPATIAL PLANNING METHOD

Different types of RES have a very broad and distinctive 
scale of use, therefore, each renewable requires its own 
specific support. This topic has been focussed on the 
potential analysis of wind, solar, and geothermal energy for 
small scale applications. Every renewable has a wide 
developing scale of technologies, which is becoming 
cheaper due to the growth of supply. What is more, every 
renewable has different significance level in terms of 
external benefit, thus support schemes can differ 
significantly. This depends on the environmental situation in 
various areas. External conditions and current infrastructure, 
where RES technologies could be applied, differ as well; 
therefore, spatial planning via urban energy development 
plans is the most appropriate tool for benefit assessment.  

Most countries support RES technologies mainly on the 
supply side, while existing opportunities to use solar energy 
at the consumers’ side, such as small systems of solar 
collectors in multi-apartment buildings, are significant as 
well. Support for the consumers is the most appropriate via 
support programs (and not by supporting scattered 
consumers), as it enables achieving actual effect. 
Renovation of buildings by districts enables planned 
actions, which could solve technical and financial problems 
for district heating companies due to reduced consumption. 

Application of the schemes mentioned above for small 
producers increases administration costs and is often not 
acceptable due to high complexity level. Therefore, 
territorial administration is needed. The main problem is 
that the programs for implementation of legally delegated 
functions have no consolidating unity. This might lead to 
serious problems: renovation of multi-apartment residential 
houses would reduce the heat consumption significantly. As 
a result, the district heating tariffs would increase due to 
growing fixed heat generation and supply costs.  

Although the EU directives and national laws provide 
for the functions of the municipalities of the Republic of 
Lithuania in developing software documents for the energy 
sector in general and for RES-technologies are rather 

precise, in practice, plans are just beginning to be formed. 
Having analyzed the current laws of the Republic of 
Lithuania, it is clear that they regulate in a sufficiently 
detailed manner the responsibilities of municipalities and 
the development of the use of RES. But the main problem is 
that separate programs are being developed for the 
implementation of individual EU directives, which do not 
have a consolidated unity. Meanwhile, functions such as the 
Special Needs Planning Development Plan, as well as future 
Environmental Protection Plans, which are already 
beginning to plan for the implementation of commitments 
made under the Paris Agreement, are directly linked to the 
development of RES, are formed separately. In this way, the 
financial resources and modest forces of specialists working 
in municipalities are dispersed. A stable and balanced 
program with carefully selected subsidizing, enabling the 
interaction between consumers and heat suppliers, is 
necessary for solving these problems, as proposed in Fig. 1.  

Figure 1. Methodology of the use of RES in large scale. 

Periodization of economic age and assessment of various 
RES support forms, with regard to the specifics, has 

Methodology of the use of RES in large scale 

A) Consolidation of 
energy programs on 

local basis 

B) Consolidation of the 
financing funds 

Funding of DH 
special plans 

The practical consequence: economic - organizational - 
financial assumptions for the use of RES technologies in 

large scale 

Consolidation of funds on the bases of 
spatial planning 

(on the basis of cities‘ programs)

Environmental funds

RES support 
funds

Programs of multi-
family buildings 

renovation

Environmental 
programs 

RES programs 

DH special plans 

Heat sector plans of 
cities

Support funds for 
renovation of 

buildings 

Private 
investment
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different goals and tasks from the macroeconomic 
perspective.  

There are two blocks of local programs and financing 
sources, which are to be described: A) and B). 

A. Consolidation of cities energy programs on the uniform 
basis of knowledge economy 

Lithuanian legal system of self-government has granted 
fairly broad opportunities to participate in increasing energy 
efficiency and development of renewable energy. Law on 
Local Self-Government in Lithuania distinguishes 
independent functions of municipalities, such as preparation 
and implementation of municipal strategic planning 
documents and planning documents implementing them. 
Law on Energy from Renewable Sources initiates preparing 
local RES development plans. Municipalities also 
administer the implementation of measures of Rural 
Development Programme such as carrying out the delegated 
function of the State. Law on Local Self-Government 
establishes that municipalities organize the heat supply 
within their territory. Law on Heat Sector regulates the 
special planning of heat, which is one of the implementation 
mechanisms of those obligations. In addition to broad 
responsibilities for the preparation of planning documents, 
the role of municipalities has been reinforced for renovation 
(modernization) of multi-family buildings in recent years. 

The need for single energy policy formation with an 
economic support system for RES (as one of the 
compounds) has been notified for several years already. 

Such program consolidation might be organizational and 
the integration of technologies could be financed using 
Structural Funds.  

B. The second block shows consolidation of the financing 
funds program for sustainable development.  

It is necessary not only to foresee the results that are 
expected in the use of RES but also to form the best 
prerequisites and financial resources that it would be 
possible to realize positive external effects. However, 
considering the possibility of incorporating efficient use of 
resources and RES into planning documents of 
municipalities, there is an issue of financing. Independent 
functions of municipalities, including implementation of the 
program documents, are funded from local budgets. These 
funds are limited; therefore, it is difficult to expect a 
decision of allocating funds to these areas on a larger scale. 
Therefore, the main role of municipalities is organizational, 
which would allow mobilizing larger resources. A special 
issue is lack of energy specialists who could prepare 
complex programs. 

Scattered generation character and the fact that most of 
these installations can be implemented on demand side are 
left for private initiative. In order to involve hardly 
competing energy sources, the institution for investment 
management is required. Municipalities could act as 
institutions seeking for the development of wide scale RES 
technologies. Actual legislation in Lithuania shows that 
municipal powers and responsibilities regarding RES are 
regulated in detail. There are no barriers, except financing 

issues for the actions of municipalities. Some of them have 
signed the Covenant of Mayors; some have adopted RES 
development action plans, however, only a few of them are 
actually acting. 

The promotion of RES on wider scale was implemented 
in EU by creating green settlements or so-called eco 
villages. [32]. For example, the state funded the project 
Climate Menu in Netherlands, which enabled towns to 
select sectors which needed exceptional attention in order to 
meet national obligations. Environmental policy is 
implemented by towns, where the best possibilities are 
concentrated and problems are the most visible.  

V. CONCLUSION

A particular obstacle to the widespread use of RES is the 
lack of evaluation of the benefits to society (reduction of 
pollution, energy supply of the future for generations, huge 
and never-ending potential of energy resources such as 
solar, wind energy) when introducing RES-technologies. 
Therefore, when formally calculating, RES-technologies are 
not sufficiently competitive compared to fossil-fuel 
technologies. This work deals specifically with the problem 
of the impact of RES-technologies.  

The analysis of the positive and negative impact of the 
use of RES on research in Lithuania and other countries has 
shown that the major part of the positive impact of the 
development of RES is related to GHG and other pollutant 
emissions, job creation and rural development, increase in 
employment in the regions, the reduction of heat prices and 
the lower emissions of some fossil fuels. Investigation has 
allowed the formation of a targeted, reliable methodology 
compatible with the status of existing statistical information.  

Each RES has a different value in terms of external 
benefit, thus respective promotion schemes can and must 
differ significantly. This depends on the environmental 
situation in certain area. External conditions and current 
infrastructure for RES technologies differ, thus spatial 
planning, such as urban energy development plans, is the 
most appropriate tool for the benefit assessment.  

Combination of different types of RES may create large 
external effect and make a significant impact not only on 
individual consumer of RES, but on the whole society as 
well. Therefore, the benefit from using RES, especially in 
urban areas, should be evaluated during the decision making 
process. 

Urban programs should be the main form for the 
consolidation of investment funds and promotion on the 
basis of possible rational use of investment as a complex 
macroeconomic effect can be measured and achieved on the 
territorial basis. 
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