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BIONATURE 2011

Foreword

The Second International Conference on Bioenvironment, Biodiversity and Renewable Energies
(BIONATURE 2011), held between May 22 -27, 2011 in Venice, Italy, covered the these three main areas:
environment, biodiversity and invasion, and renewable and sustainable energies.

Environmental change awareness is a key state of spirit and legislation for preventing, protecting, and
ultimately saving the planet biodiversity. Technical and practical methods for applying bio-agriculture for
the public’s health and safety are primary targets. The goal is the use of ecological economic stimuli in
tandem with social and governmental actions preventing deforestation, pollution, and global warming.
To cope with the climate and landscape changes advanced technical inventory of tools and statistics on
lessons learned are needed to derive appropriate measure and plan accordingly.

The biologic equilibrium on its vast immensity is a challenge for both knowledge gathering and its
understanding. Preserving the existing species under rapid economy, one the one side, and using the
diversity of environmental species for industrial purposes is a very week balance. There is a risk of
forever damaging the existence of thousands of species, or miss the opportunity of using them for the
benefit of humanity. Therefore, measuring and interpreting the impact of human actions on the
diversity on marine and oceanic life, on Arctic and Antarctic bio-climate, or on forest ecosystems
represent one way to prevent ecological disasters and predict possible environmental changes. The
event deals with such ecosystem diversity, and the use of their existence for humanity in terms of
industrial products, drug production, but also in terms of studying and modeling the ecological
degradation, such loss of Poles’ ice, food-chain dependency survival, wildlife endurance, or ozone holes.
It also bring to the stage different disruption side-effect of the landscape changes, detection and
warning systems, invasion of alien species, and the need for public awareness and education.

Replacing the classical energy with alternative renewable energy (green energy), such as bioenergy,
eolian energy, or solar energy is an ecological and economic trend that suggests important socio-
economic advantages: using native renewable resources, increasing of self-sufficiency rate of energy and
promoting use of clean energy, and that way, polluting emissions to the air will be reduced. Bioenergy is
renewable energy derived from biological sources, to be used for heat, electricity, or vehicle fuel. Biofuel
derived from plant materials is among the most rapidly growing renewable energy technologies. In
several countries corn-based ethanol is currently the largest source of biofuel as a gasoline substitute or
additive. Recent energy legislation mandates further growth of both corn-based and advanced biofuels
from other sources. Growing biofuel demand has implications for U.S. and world agriculture. Eolian
energy is currently used throughout the world on a large scale. In the past decade, its evolution shows
its acceptance as a source of generation, with expressive growth trends in the energy matrices in the
countries where this source is used Eolian energy is renewable and has very low environmental impact.
To generate it, there are no gas emissions, no effluent refuse, and no other natural resources, such as
water, are consumed. Photovoltaic technology makes use of the energy in the sun, and it has little
impact on the environment. Photovoltaics can be used in a wide range of products, from small
consumer items to large commercial solar electric systems. The event bring together the challenging
technical and regulation aspects for supporting and producing renewable energy with less or no impact
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on the ecosystems. There are several technical integration barriers and steps for social adoption and
governmental legislation to favor and encourage this kind of energy.

We welcomed technical papers presenting research and practical results, position papers addressing the
pros and cons of specific proposals, such as those being discussed in the standard forums or in industry
consortia, survey papers addressing the key problems and solutions on any of the above topics short
papers on work in progress, and panel proposals.

We take here the opportunity to warmly thank all the members of the BIONATURE 2011 technical
program committee as well as the numerous reviewers. The creation of such a broad and high quality
conference program would not have been possible without their involvement. We also kindly thank all
the authors that dedicated much of their time and efforts to contribute to BIONATURE 2011. We truly
believe that, thanks to all these efforts, the final conference program consisted of top quality
contributions.

We hope that BIONATURE 2011 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in bioenvironment,
biodiversity, and renewable energies.

We are certain that the participants found the event useful and communications very open. We also
hope the attendees enjoyed the beautiful surroundings of Venice.

BIONATURE 2011 Chairs
Gianfranco Chicco, Politecnico di Torino, Italy
Josean Garrués Irurzun, University of Granada, Spain
Son V. Nghiem, Jet Propulsion Laboratory / California Institute of Technology - Pasadena, USA
Suhkneung Pyo, Sungkyunkwan University - Suwon City, South Korea
Orazio Taglialatela-Scafati, University of Naples "Federico II", Italy
Qian Pei Yuan, The Hong Kong University of Science and Technology, Hong Kong
Dilip Khatiwada, Royal Institute of Technology, Stockholm, Sweden
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Abstract - In Italy and many European countries energy 

production from biomass is encouraged by strong economic 

subsidies so that biomass energy plants are getting large 

diffusion. Nevertheless, it is necessary to define the 

environmental compatibility taking into account global 

parameters as well as environmental impacts at regional and 

local scale coming from new polluting emissions. The 

environmental balances regarding new energy plants are of 

primary importance within very polluted areas such as 

Northern Italy where air quality limits are systematically 

exceeded, in particular for PM10, NO2 and ozone. The paper 

analyses the renewable energy scenario relating to manure 

anaerobic digestion and biogas production for the Province of 

Cuneo, N-W Italy, and the environmental sustainability of the 

possible choices. The study is focused on energy producibility, 

heat and power, nitrogen oxides and ammonia emissions, GHG 

balances dealing also with indirect releases of CH4 and N2O, as 

well as emissions due to energy crops production. The most 

important conclusion that can be drawn is that the production 

of renewable energy from anaerobic digestion could cover up 

to 13% of the Province electricity consumption but 

sustainability in terms of CO2 emissions can be reached only 

through an overriding use of agricultural waste products 

(manure and by-products instead of energy crops) and 

cogeneration of thermal energy at disposal; the application of 

best available techniques to waste gas cleaning, energy 

recovery and digestate chemical-physical treatments allows 

positive emissive balances. 

Keywords- anaerobic digestion; NOx; ammonia; 

environmental balances, energy efficiency; biomass  

I. INTRODUCTION 

Renewable energy plants (based on biogas produced by 

anaerobic digestion of manure and energy crops, vegetable 

oil, wood and solid biomass) are getting large diffusion in 

Northern Italy because of the benefits deriving from the 

production of energy on one’s own, the reduction of odour 

nuisance from manure and the increase of its biological 

stability and, most of all, the economic return (pay-back 

times can be as short as 4-5 years in Italy) based on 

electricity production. The new energy scenario has to be 

considered within the environmental background of the area 

where it is introduced, involving air quality limits 

compliance, the use of best available techniques, energetic 

efficiency (also thermal), emissive balances, global 

warming issues, biomass origins, aspects dealing with the 

use of water and fertilizers for energy crops, nitrates 

leaching towards groundwater. This is the focus of the 

present study. 

II. STATE OF THE ART 

In literature there are many references about bioenergy 

production and related environmental sustainability, in 

particular the individuation and utilization of indicators or 

methodologies corresponding to LCA have been studied; 

the evaluated aspects concern both the original definition of 

the evaluation scheme and subsequently the description of 

many practically interesting applicative situation have been 

obtained. As far as biogas production and utilization is 

concerned, in [1], the energy efficiency of different biogas 

systems was evaluated and specific energy balances were 

defined; the study provides bases for assessment of 

environmental compatibility, including management of 

spent digestate. It has been observed [2] that biogas systems 

lead to environmental improvements, arising from changed 

land use and handling of organic waste products, which 

often exceed the direct benefits from fossil fuel 

replacement; from the other side an impact factor, of 

different numerical value, can be originated, arising from 

the utilized raw material, the energy service that is provided, 

the replaced reference system. The use of LCA has been 

suggested by Colin et al. [3] to evaluate the contribution to 

climate change of biomethane production by 

monofermentation of cultivated crops, and it resulted 

adsolutely lower than the contribution of natural gas 

importation; also the effects on ecosystem quality and 

human health damages were evaluated. In order to define 

the required information concerning energetic aspects, 

experiences of co-digestion of energy crops and cow or pig 

manures have been conducted on different scales  [4][5], in 

order to define the influence of operating parameters on 

methane yield and post-methanation potential. From a 

1
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methodological point of view, a standard methodology has 

been outlined [6], to compare the greenhouse gas balances 

of bioenergy systems with those of fossil energy systems: a 

careful definition of system boundaries, and many operating 

issues have been dealt with in detail, with the final aim of an 

optimization from the greenhouse gas emissions point of 

view. In order to establish a reliable approach to the impact 

assessment of biomass cultivation phase, different LCA 

models were developed [7], and data from experimental 

fields were used for testing. The aspect of GHG balances of 

bioenergy systems producing electricity, heat and 

transportation biofuels has been examined in comparison 

with fossil reference systems in Cherubini [8] from standard 

LCA. In literature there are a lot of studies relating to this 

field. From the indicated references it is possible to establish 

that the environmental balances for energy crops 

exploitation are well defined and may examples are at 

disposal for useful comparisons; in any case a specific 

definition of the local context and the existing operating 

conditions must be carefully examined, in order to arrive to 

valid conclusions for a proposed application. 

III. ENVIRONMENTAL CONDITIONS OF NORTHERN ITALY  

Air quality of Northern Italy is one of the most polluted 

of the world, maybe the worst in Europe, due to the strong 

human activities and the orography of its territory. PM10, 

NO2 and ozone concentrations measured at the ground level 

diffusely and permanently go beyond the quality standards. 

In particular, PM10 concentration is only partly due to 

particulate primary emissions because the chemical analysis 

of PM measured in Northern Italy confirm that secondary 

particles (deriving from NOx, SOx, NH3 and VOC) account 

for 60-70 % of total PM concentration [9]. Moreover, some 

European studies report [10] the following aerosol 

formation factors, to be considered by weight, starting from 

gaseous pollutants: NOx 0,88; SOx 0,54; NH3 0,64. As it is 

clear from the reported figures, in order to control and 

improve air quality in Northern Italy, the emissions of 

gaseous compounds such as NOx and ammonia (mostly 

emitted by agriculture) should be mainly reduced. Another 

strong environmental critical issue of Northern Italy is 

nitrate contamination of surface and ground-water resources 

mainly due to the use of fertilizers and the land-spreading of 

animal manures.  

IV. ENVIRONMENTAL COMPATIBILITY FOR ANAEROBIC 

DIGESTION PLANTS 

The main environmental concerns referring to animal 

manure management are odours due to uncontrolled 

fermentation, ammonia emissions from the storage and the 

land-spreading and greenhouse gases (GHG) release (CH4 

and N2O). Anaerobic digestion (AD) can be an answer to 

odour nuisance but it is totally ineffective on nitrogen 

content of digested materials; moreover, as we will see later 

on, also CH4 and N2O could be enhanced with respect to the 

ante operam conditions.  

Due to obvious economic drivers, manure is rarely 

digested alone; on the contrary, energy crops such as maize, 

triticale and sorghum and, sometimes, agro-residues are fed 

to digesters in order to increase the volatile solid (VS) 

content and then biogas production (higher methane yields). 

AD plants formally proposed in Northern Italy in the last 

months are several and they are all characterised by high 

crop/manure ratios within the mixture to be digested, (crops 

sometimes represent more than 50% of the feedstock).  

As previously mentioned, within anaerobic digesters, 

nitrogen contained in the primary mixture is not removed 

and almost the same amount can be found in the digested 

material, under different forms: as a matter of fact, a large 

part of nitrogen contained in proteins is hydrolyzed to 

ammonium ion (NH4
+
) and dissolved ammonia (NH3) that 

can be volatilized; an increase in pH, NH3 concentration and 

temperature, 3 conditions that do occur after anaerobic 

digestion, enhance ammonia emissions during storage and 

after field application. Moreover, nitrogen content of the 

mixture to be digested is strongly increased by the use of 

energy crops (for example, maize silage contain 4.3 kg 

N/ton of FM) 

This way, the nitrogen amount to be managed along with 

digested materials can be strongly larger than that in 

primary manure and it is surely more suitable for 

volatilization. 

Based on reliable emission factors and international 

studies (CORINAIR, IPCC and IPPC BAT reference 

documents, Italian experimental results and so on) it is 

possible to assess that 34 ±11% of nitrogen contained in the 

storage is emitted as NH3-N from the storage and land-

spreading (almost 15% from the land-spreading) of fresh 

animal manure. This amount could be strongly enhanced by 

chemical-physical conditions induced by digestion; as a 

matter of fact, according to different crop/manure ratios, 

ammonia emissions can be much larger than those from 

fresh manure, up to three times when manure represents just 

one third of the mixture to be digested. 

As far as energetic scenarios at the regional scale are 

concerned, in the case we decide to send 10% of manure 

produced in the Piedmont region (1300 kt/y) to AD together 

with the same amount of energy crop (maize), 531 GWhel 

could be produced but ammonia emissions would show an 

increase around 2300 t/y and more than 700 t NOx/y would 

be emitted from the engine, that corresponds to a huge neo-

formation potential of more then 2000 t/y of PM10 (or, more 

correctly, PM2.5). These data can be also seen as a specific 

emission of secondary particulates around 4 g/kWhel due to 

energy production from AD, whereas the average secondary 

PM emission factor for the Italian national power system 

(SO2: 0,67 g/kWhel; NOx: 0,523 g/kWhel; PM: 0,024 

g/kWhel) is 0,85 g/kWhel. As obvious, the reported figures 

refer to plants without any ammonia abatement devices, that 

are not generally planned for new installations. The large 

amount of ammonia release could be strongly reduced by 

employing stripping-absorbing towers for digested materials 

2
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(H2SO4 solutions are usually applied as absorbents in order 

to obtain a fertilising by-product that could be sold); 

alternatively, the storage tank could be covered (a solid 

cover should be implemented because straw covers or 

natural crusts could be less effective in reducing NH3 

emissions and have the potential to increase GHG emissions 

[11]) and Best Available Techniques to the land spreading 

of digestates (immediate incorporation, use of deep 

injectors) should be applied. On the other hand, NOx 

emissions could be largely reduced by Selective Catalytic 

Reduction (up to 90%), but the technical feasibility of this 

solution depends on the poisoning potential of waste gas 

and the purification possibilities.  

As far as greenhouse gases balances are concerned, 

0,0032±0,0012 kg N2O-N/kg excreted N are expected to be 

emitted from the storage of fresh manure; moreover, an 

indirect N2O should be considered, dealing with volatilised 

nitrogen: the proposed emission factor is 0.01 kg N2O-N/(kg 

NH3-N + NOx-N volatilised). 

Another environmental aspect that should be analysed 

when dealing with anaerobic digestion is the post-

methanation potential, that is the uncontrolled emission of 

methane from the storage of digested materials. As a matter 

of fact, the post-methanation somehow depends on the 

volatile solid content of the slurry and it is well known that 

the VS removal efficiency of AD is never 100%; on the 

contrary VS conversion to biogas is for the most part a 

function of the biodegradability of the primary mixture to be 

digested and the dimension of the digester through the 

hydraulic retention time (HRT). Based on several 

experimental data, the VS removal efficiency is often lower 

than 50%.  

This way, taking into account the VS content in the 

digested material that sometimes can be remarkable (more 

than 50% of the original quantity) on the one hand, given 

the temperature of digested materials, the presence of 

specialized anaerobic biomass coming from the digesters 

and the long time at disposal for the storage (even more than 

100 days) on the other hand, the post-methanation could 

represent a considerable emission.  

Some authors [12] report that “typically 5-15% of the 

total biogas produced can be obtained from post-

methanation of residues” while the CROPGEN project [13] 

inform that up to 12-31% of total methane production can 

be recovered from post-methanation of digestates. The post-

methanation potentials measured within the CROPGEN 

project for digestates incubated for 100 days at 5, 20 and 

35°C were 1-9, 73-120, 133-197 l CH4/kg VS respectively. 

As far as the mentioned project is concerned, the post-

methanation potential doesn’t change during feeding 

regimes with 30-40% of crops in the feedstock. Other 

studies [14] report post-methanation potentials of 160-210 

at 35-55°C, 53-87 at 15-20 °C and 26 l CH4/kg VS at 10°C 

for a storage of 250 days. 

In order to develop proper GHG balances around the 

technical choice of  anaerobically digesting manure and 

crops, a post-methanation potential of 50 l CH4/kg VS and a 

VS removal efficiency of 50% can be used to calculate the 

indirect GHG emissions from the storage of digested 

materials. As far as GHG emissions from untreated manure 

are concerned, the emission factors proposed by IPCC can 

be considered a good reference: for a mixture of swine and 

dairy cattle manure and a climate between cool and 

temperate, an emission around 4 kg CH4/t of manure can be 

expected. 

As pointed out by Figure 1, co-digestion of manure and 

energy crops (when energy crops represent from 30 to 70% 

of feedstock), causes indirect GHG emissions that nullify 

the “energy bonus” due to CO2 avoided emissions [15]: 

based on our assumption the indirect emissions of GHG can 

be quantified as 400 ± 67 g CO2eq/kWhel, mainly due to 

CH4 releases from the storage of digestate, that is 

comparable to the Italian average CO2 emission factor for 

energy production (496 g CO2/kWhel): the reported figure 

represent the average value for three different post-

methanation models. Furthermore, it should be said that the 

proposed balances neglect the emissions of CH4 and N2O 

from the biogas engine, as well as CO2eq emissions relating 

to cultivation and transport of energy crops; these 

contributions would even worsen the reported GHG 

balances. This way, in the case energy bonus, that is 

strongly economically propelled, is cancelled by 

uncontrolled GHG released, the renewable energy mission 

of AD would be betrayed. 

 

 
Figure 1. Indirect GHG emissions for Anaerobic coDigestion and 

thermal credit due to cogeneration 

 

The negative impacts of indirect emissions from co-

digestion of manure and energy crop are confirmed by some 

recent studies [16] and [17]; the first presentation points out 

a range from 150 to 700 g CO2eq/kWhel for AD (the higher 

value corresponds to co-digestion of manure and energy 

crops and it is mainly due to production and transport of 

biomass), while the second author reports (personal 

communication) that “in extreme cases (open storage of 

digestate and low HRT) the CO2eq balance can reach levels 

of 600–700 g CO2eq/kWhel, that means: biogas production 

3
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causes the same GHG emissions as German conventional 

electricity production”. 

As one can easily observe from the mentioned data, 

energy production from AD could have a negative meaning 

as far as sustainability aspects are concerned. As obvious, 

the solution can be technological as higher HRT, 

thermophilic digestion regimes, gas-tight storage of 

digestates (and combustion of released methane in the 

biogas engine) and thermal oxidation of waste gas from the 

engine can strongly reduce methane indirect emissions. 

Moreover, cogeneration of thermal energy can save up to 

300 g CO2eq/kWhth, as showed by Figure 1, improving 

GHG overall balance. 

V. ENERGY-CROPS AND MANURE AVAILABILITY FOR THE 

PROVINCE OF CUNEO, ENERGY PRODUCTION SCENARIOS 

The Province of Cuneo is characterized by intensive 

livestock farming, more than 428.000 cattles and 824.000 

swines, producing a huge amount of manure, around 8 

millions tons per year. In the same area, 50.000 ha are 

destined to maize cultivation (173.000 in the Piedmont 

Region) and 30.000 ha (130.000 in the Region) to other 

cereals (wheat, sorghum, triticum). Based on the average 

producibility, the last regional planning on renewable 

energies (DGR 28/09/2009 n. 30-12221 “Relazione 

Programmatica dell'Energia della Regione Piemonte”) 

stated that up to 5% of cultivated fields could be used to 

produce energy crops, that is more or less 478.000 t/y of 

maize and 198.000 t/y of other cereals, still remaining 

within an environmentally and socio-economic sustainable 

context. That is to say that 200.000 t/y of energy crops 

could be produced in the province of Cuneo in order to 

improve biogas and energy production by means of 

anaerobic codigestion. In the following Table 1, data on 

manure and energy crops yearly production, dry matter and 

volatile solids content of materials, biogas producibility and 

power are reported. It is important to observe that AD of all 

manure produced by the province could generate 80 MWe, 

that is 12% of electricity consumption of the province would 

be provided.  

 
Table 1. Potential energy production from anaerobic co-digestion of all 

manure produced in the Province of Cuneo and energy crops from 5% of 
cultivated fields  

 

 
Manure/Crops 

(t/y) 

dm 

(w/w) 
VS/dm 

Biogas 

(Nm3/tVS) 

MW th 

IN 

MW el 

OUT 

MW th 

OUT 

Cattle: 

428.088 
5.295.449 18% 75% 350 150,70 60,28 47,47 

Swine: 

824.663 
2.944.047 10% 80% 350 49,65 19,86 15,64 

maize 150.000 34% 96% 700 20,64 8,26 6,50 

cereals 50.000 30% 96% 650 5,64 2,25 1,78 

      90,65 71,39 

 

At the same time 60 MWth (the thermal consumption of 

fermentation process, 30 % of available heat, has been 

already subtracted) could be produced and destined to the 

substitution of existing heating plants or some industrial use 

(drying of digestate, wood, cereals). In the case the choice is 

anaerobic co-digestion of all manure and energy crops 

according to the regional sustainability criteria, the 

produced electricity would be 91 MW (13,5% of total 

consumption) and 71 MW of extra thermal power. 

As a matter of fact, on 31th December 2010, 28 biogas 

plants are regularly authorized in the Province of Cuneo; on 

the whole, the feedstock is formed by 150.000 t/y of cattle 

manure, 68.000 t/y of swine manure, 114.000 t/y of maize 

and 43.000 t/y of other cereals, as reported by Table 2. That 

is to say that energy crops represents 42% of the feedstock, 

and they are very close to the maximum quantities admitted 

by regional sustainability criteria. The electricity production 

corresponds to 1,5% of the total consumption of the 

Province; unfortunately, the thermal energy at disposal, 

almost 9 MW (73,8 GWh/y), is dispersed for the main part, 

just 20-30% being use for small district heating or drying 

plants. 

 
Table 2. Authorized energy production from anaerobic co-digestion of 
manure and energy crops  

 

 
Manure/Crops 

(t/y) 

dm 

(w/w) 
VS/dm 

Biogas 

(Nm3/tVS) 

MW th 

IN 

MW el 

OUT 

MW th 

OUT 

solid cattle 
manure 

98.531,00 0,22 0,75 350 3,66 1,46 1,15 

liquid cattle 

manure 
51.003,33 0,10 0,75 350 0,86 0,34 0,27 

swine 

manure 
68.367,92 0,07 0,8 350 0,86 0,34 0,27 

maize 107.988,67 0,34 0,96 700 15,86 6,34 5,00 

triticum 25.972,50 0,3 0,95 650 3,09 1,24 0,97 

sorghum 15.020,83 0,26 0,96 650 1,57 0,63 0,49 

ryegrass 1.750,00 0,26 0,96 650 0,18 0,07 0,06 

pigswill 5.925,00 0,72 0,96 700 1,83 0,73 0,58 

maize grains 341,67 0,72 0,96 700 0,11 0,04 0,03 

      11,21 8,83 

 

VI. GREENHOUSE GASES BALANCE 

In order to estimate the possible CO2 benefits arising 

from renewable energy plants it must be considered that, on 

the basis of the emission inventory for the Province of 

Cuneo (year 2006), agriculture and livestock farming 

represents 18% of total CO2eq emissions of the Province.  

In the case all manure of the Province is digested 

together with 200.000 t/y of energy crops (scenario in Table 

1), assuming that all available thermal energy is used to 

displace existing heating plants (fuelled by natural gas for 

70% and gasoil for 30%), that is optimal CHP, the benefit in 

terms of avoided CO2 eq is quantified by Table 4. the 

results lies on the following assumptions: 

1. electricity production: 496 g CO2/kWhe; 

2. replaced heating plants: 55 kg CO2/GJ for natural 

gas, 74 kg CO2/GJ for gasoil; 

3. 10314 t CH4/y from traditional manure 

management are avoided; 
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4. post-methanation potential from the storage of 

digested materials: 5% of produced biogas (192 g 

CO2 eq/kWhe);  

5. GWP: 25 for methane, 298 for N2O; 

6. enhancement of ammonia volatilisation due to AD 

is neglected. 

The reported figures comprehend the indirect N2O 

emissions due to nitrogen oxides and ammonia emissions 

(calculated in the next chapter): if we use the overall factor 

suggested by Balsari [18] for AD without energy crops (250 

g CO2 eq/kWhe), the results would be very similar (total 

avoided: -621.017 t CO2 eq/y). The reported data outline 

that the described energy scenario would save 50% of the 

whole GHG emissions from agriculture, 10% of all CO2 eq 

emissions of the Province. This would be an extraordinary 

result as far as CO2 saving targets at 2020 are concerned 

(17% of final energy consumption has to be provided by 

renewables). The calculated CO2 benefit could be even  

better (up to – 818.328 t CO2 eq/y) in the case post-methane 

is recovered by means of gas-tight storage tanks. 

 
Table 3. Avoided GHG emissions for Table 1 scenario  

 
 t CO2 eq/y 

avoided emission from electricity production -393.877 

avoided emission from CHP -170.817 

avoided emission from traditional manure management -257.850 

Indirect emission from anaerobic digestion +185.299 

Avoided CO2 eq (TOTAL) -637.245 

 

On the contrary, the actual biogas plant authorized 

configuration (Table 2) would give the results showed by 

Table 4. In this case, the further assumptions are: 

1. replaced heating plants: only 25% of the available 

thermal energy is used to replace natural gas and 

gasoil boilers (70 and 30 % respectively); 

2. 258 t CH4/y from traditional manure management 

are avoided; 

3. indirect emissions for anaerobic co-digestion: 600 

g CO2 eq/kWhe [18];  

4. enhancement of ammonia volatilisation due to AD 

is neglected. 

In the actual conditions, biogas plant are not able to give 

any environmental advantage at the global scale (the 

balance is very close to break even) because the energy 

bonus due to the production of renewable energy is 

compensated by strong indirect GHG emissions and 

cogenerated thermal energy is not used in an effective way. 

The calculated results are confirmed by [19] that reported an 

indirect GHG emissions of 542 g CO2 eq/kWhe for a 

feedstock 50:50 manure/energy crops. 

 
 

 

 
 

Table 4. Avoided GHG emissions for authorized scenario  

 

 t CO2 eq/y 

avoided emission from electricity production -45.584 

avoided emission from CHP -4.942 

avoided emission from traditional manure management -6.460 

Indirect emission from anaerobic digestion +55.142 

Avoided CO2 eq (TOTAL) -1.844 

 

VII. ENVIRONMENTAL COMPATIBILITY AT THE LOCAL 

SCALE 

The environmental balance carried out in the previous 

chapter for GHG at the global scale should be enlarged to 

comprehend also criteria pollutants that are very important 

at the local and regional extent. The following Tables 5 and 

6 reports the total emissions dealing with the described 

energy scenarios for NOX, PM10, NH3 and SOX. 

 
Table 5. Criteria pollutants balance for Table 1 scenario  

 
 t NOX/y t SOX/y t PM10/y t NH3/y t N2O/y 

avoided emission from electricity 

production 
-415 -532 -19 0 0 

avoided emission from CHP -155 -107 -7 0 0 

avoided emission from traditional 

manure management 
0 0 0 -12.659 -354 

Indirect emission from anaerobic 

digestion 
+953 0 0 +12.990 +362 

Avoided emission (TOTAL) +382 -639 -26 +330 +8 

 

As one can easily observe, the emissive balance is not 

positive for both the analysed scenarios. In the case of the 

“sustainable configuration” (Table 1), NOx emissions at the 

local scale (+ 953 t/y) are not totally compensated by 

avoided emissions due to electricity production and 

cogeneration and the increase of ammonia releases is around 

330 t/y: the overall balance in terms of secondary particles 

(based on aerosol formation factors reported in the previous 

chapter) outlines an increase of 177 t PM10/y. As far as the 

authorized plant configuration is concerned, the balance is 

even worse, + 196 t PM10/y, mainly relating to additional 

ammonia emissions (+ 275 t/y) due to the use of large 

quantities of energy crops. Moreover, it should be 

remembered that in the latter configuration, a strong 

increase of nitrogen content (880 t N/y →1.546 t N/y) has to 

be faced when managing digested materials, according to 

the limits of land spreading (170-340 kg N/ha) while in the 

sustainable scenario, where manure represents 98% of the 

feedstock, the increase of nitrogen to be managed along 

with digestate would be negligible (30.663 t N/y → 31.463 t 

N/y). 

 
Table 6. Criteria pollutants balance for authorized scenario  

 

 t NOX/y t SOX/y t PM10/y t NH3/y 

avoided emission from electricity 
production 

-48 -62 -2 0 
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avoided emission from CHP -4 -3 0 0 

avoided emission from traditional 
manure management 

0 0 0 -363 

Indirect emission from anaerobic 
digestion 

+118 0 0 +638 

Avoided emission (TOTAL) +65 -65 -3 +275 

 

VIII. CONCLUSIONS 

Renewable energy plants are strongly encouraged by 

European legislation but their effect on air quality and their 

sustainability in terms of CO2 emissions, in particular for 

biogas plants, could be negative, specifically for 

compromised areas such as Northern Italy. The analysed 

energy scenarios for the Province of Cuneo point out that, in 

order to obtain benefits in terms of CO2, energy crops 

should be avoided in favour of manure and agricultural 

waste products, thermal energy cogenerated by anaerobic 

digestion plants should be totally recovered to replace 

existing heating plants and the post-methanation production 

should be exploited. These conditions can help achieving 

CO2 targets at 2020 but are not enough to ensure a positive 

or neutal emissive balance at the local scale, that is a 

condition of primary importance in northern Italy. To this 

end, NOx emissions from the internal combustion engine 

should be minimized by means of SCR, cogeneration of 

thermal energy maximized and digestate nitrogen content 

should be properly treated in order to reduce ammonia 

emissions (covered storage tank, immediate 

incorporation/use of deep injectors for land-spreading) 

and/or produce a fertilizer (stripping-absorbing towers, 

dryers and/or evaporators) to be used in a more effective 

way if compared to traditional manure or digested materials. 

It is important to note that these conclusions are directed to 

the specific high criticality conditions of Province of Cuneo 

and North of Italy, but their qualitative meaning can also be 

extrapolated to other European situations of similar agro – 

industrial economy. A promising alternative solution that 

could ensure better environmental compatibility to AD is 

the production of biomethane by means of upgraded biogas. 

This solution could be very expensive in terms of gas 

purification chiefly, the advantages in terms of economic 

benefits from renewable energy production (green 

certificates) should be lost, but a better global environmental 

balance could be obtained, and a local emission impact 

should be avoided. 
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Abstract—There are presented two technologies of biomass 
processing. One technology is concerned with manufacture of 
hydrogen and pure carbon materials. It based on the process of 
heterogeneous pyrolysis of gaseous hydrocarbons during 
filtration through porous medium. As a porous material it is 
suggested to apply a charcoal formed as a result of thermal 
processing of biomass (wood, peat and agricultural waste). The 
advantages of this technology are the waste-less character of 
biomass processing and wide range of the end products. 
Another technology is a technology of conversion of biomass 
into synthesis gas. The experimental data on quantity and 
composition of the gaseous products formed in the process of 
thermal treatment of wood and peat are presented. It is shown 
that as a result of peat and wood pyrolysis and the subsequent 
cracking of emanating products at temperature 1000 0С it is 
possible to produce about 1.4 m3 of gas with calorific value 11.7 
MJ/m3 from one kg of original raw material. 

Keywords- biomass, pyrolysis, pyrocarbon, syngas, hydrogen 

I. INTRODUCTION  
Today utilization of biomass for power engineering in 

most cases is more expensive, than use of traditional fossil 
fuels. As a result a biomass can be competitive in the market 
of power resources only under the condition of state 
budgetary support. Under the global financial and economic 
crisis a budgetary support becomes problematic.  

In present conditions, any scientific and technical activity 
in the field of energy supply should be based on two basic 
principles: 

– full-scale mutually beneficial international cooperation; 
– attractiveness of developing technologies  to investors 

both from the economic and ecological points of view. 
The first principle will provide for integration of 

experimental possibilities and intellectual efforts of 
specialists from different countries. Such integration will be 
the guarantor of the common successes. Practical realization 
of the second principle can be successful only at complex 
processing of a biomass with production of a wide range of 
the commodity output which are in popular demand in the 
market, namely: gaseous and liquid fuels, including 
hydrogen, and also carbon materials with predetermined 
properties – active carbon, coke, pyrocarbon. 

The role of Russia in the development of the international 
cooperation should be considerable as there is concentrated 
about 42 % of peat and about 23 % of wood world reserves 
in Russia. Use of peat and wood waste does not demand 

preliminary expenses for biomass growing, soil recultivation 
and other nonproduction expenses. The level of scientific 
and technical workings in Russia gives opportunity to hope 
for development of economically justified technologies of 
biomass utilization for power engineering. Application of 
biomass complex processing technologies which are 
developing today in Russia will allow to satisfy the 
requirements of Russian and partially international markets 
in ecologically clean fuels. Now Russia one of the main 
supplier of the fossil fuels on the foreign market and in the 
future it can make the essential contribution to formation of 
biofuel market and can become one of the major biofuel 
exporter.  

Technologies of complex thermal biomass processing 
developed in Joint Institute for High Temperatures of 
Russian Academy of Sciences (JIHT) are stated below. Both 
technologies are based on pyrolysis of such raw materials as 
wood and peat and agricultural waste. Distinction between 
these technologies consists in the end products which can be 
obtained. One technology is the technology of complex 
processing of biomass with production of technical hydrogen 
and pure carbon materials [1, 2] and another is the wasteless 
technology of biomass processing with production of high-
calorific gas fuel [3]. 

The main features of technologies under consideration, 
characteristics of end products and results of experimental 
investigations substantiating these technologies are presented 
and discussed. 

II. PRODUCTION OF CARBON COMPOSITE AND 
TECHNICAL HYDROGEN  

At the first stage of the technology for production of pure 
carbon materials and technical hydrogen a raw material 
(peat, wood or agricultural waste) are heated approximately 
to a temperature of 600 0C in a gas medium free of oxygen. 
As a result there is produced a charcoal which is a brittle 
porous material with the carbon content exceeding 90%. At 
the second stage a gaseous hydrocarbon is blown through the 
charcoal bed heated up to the temperature about 1000 0С. For 
these purpose natural gas, oil gas and waste burning gases of 
petrochemical manufactures can be used. Passing through the 
porous carbon structure formed at the first stage, gaseous 
hydrocarbons decompose into hydrogen and carbon which 
stuffs the porous carbon matrix and transforms it to a solid 
composite with carbon content up to 98 %. Carbon materials 
with such properties are in popular demand in the market. 
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Figue 2. Change of open (1) and closed (2) pore volume fraction of 
wood char sample in process of methane pyrolysis. 

Produced hydrogen may be used as a pure gas fuel for 
energy purpose. The both stages of the technology can be 
carried out in one device.  

All methods of hydrogen production for power 
engineering existing now are not repaying and some 
financial support is need for its realization. The scheme 
stated above, when hydrogen production fulfilled 
simultaneously with the production of pure carbon materials, 
is paying back, as the price of produced carbon materials 
covers all expenses for manufacture of hydrogen and its 
subsequent power use.  

The photo of pyrocarbon samples received with the help 
of the developed technology is presented in Figure 1.  

 

Figure 1.  Samples of the carbon composite and their composition. 

The results of porosity measurements give the 
opportunity to imagine a character of structure modification 
of a sample in process of the heterogeneous pyrolysis of gas 
hydrocarbons and its final internal structure. Figure 2 shows 
the time evolution of the volume fraction of open and closed 
pores of a charcoal sample [4]. One can see that the volume 
fraction of open pores decreases and the volume fraction of 
closed pores increases in process of the methane pyrolysis. 
After 100 minutes the volume fraction of closed pores is 
practically constant. This fact indicates that after 100 minutes 
pyrolysis is in progress practically only on outer surface of 

the sample while internal pores become closed for methane 
diffusion though their volume fraction is about 50%. 

The hydrogen content in gaseous products at the exit of 
reaction volume depends on the operation conditions and 
may reach  80 – 90 volume percents. The rest is not 
decomposed gaseous hydrocarbons. 

III. PRODUCTION OF SYNGAS 
The second technology of bioconversion is the 

technology of wasteless production of synthesis gas. Present 
day technologies of solid hydrocarbon raw materials 
conversion into gas can be divided on two basic groups: 
gasification and pyrolysis. During gasification the thermal 
decomposition of initial raw materials occurs in the oxidizing 
gas environment and the product gas contains combustion 
products of raw materials. At air gasification the product gas 
is also substantially diluted by nitrogen. As a result the 
combustion heat of gas mixtures produced at gasification 
usually does not exceed 6 MJ/m3 usually. Use of such low-
calorific gas in the modern power units is ineffectively. 
Essential improvement of characteristics of power gas 
produced with the help of existing processes of biomass 
gasification cannot be received. 

During pyrolysis the heating of initial raw materials 
occurs without oxidizer access. Pyrolysis products are char, 
noncondensable gases СО2, СО, Н2, СН4, СnHm, N2 and 
volatiles. In cooling the volatiles form liquid fraction which 
consists of tar and pyroligneous liquor. While pyrolysis 
makes it possible to produce gas mixtures with a calorific 
value up to 20 MJ/m3, the main demerits of the given method 
is the presence of the considerable carbon dioxide fraction 
(up to 30 % volume) in pyrolysis gases and rather low gas 
yield, which reaches 0.3-0.4 m3 per kg of initial raw 
materials at best. As a result the efficiency of energy 
conversion, determined as the ratio of the product gas 
thermal value to thermal value of initial raw materials, does 
not exceed 0.3. Thus, the main objective of technological 
advancement is an increase of conversion degree of initial 
raw materials into gas together with conservation of enough 
high specific combustion heat of product gas mixtures.  

The technology of biomass (peat, wood and agricultural 
waste) thermal processing with production of high calorific 
power gas developed in the JIHT is based on high-
temperature processing of the pyrolysis gases and volatiles. 
The method is similar to the one suggested in [5] for 
processing of wood sawdust and used in [3] for processing 
of wood waste and peat. It consists in filtration of volatiles 
and gases, forming by pyrolysis of initial raw materials, 
through the porous carbon bed kept at a fixed temperature Tf
(further this regime is referred to as «pyrolysis with 
cracking»). As the carbon material (filter) the char obtained 
as a result of initial raw material carbonization was used. 
Due to the developed surface of the carbon filter there is a 
fast heating of volatiles and gases to the temperature Tf. As a 
result of homogeneous and heterogeneous chemical 
reactions in the high-temperature zone an intensive 
decomposition of pyrolysis gases and volatiles takes place. 
The conversion degree depends both on the temperature Tf.
and the interaction time of volatile products with heated 

Composition % (weight) 
Carbon        > 97 
Hydrogen        0.3 
Volatile          1.1 
Moisture         0.5 
Ash          <  0.7 
Sulfur         < 0.02 
Combustion heat  

7800 kcal/kg 
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Figue 4. High (solid line) and low (dash line) calorific values of 
output pyrolysis gas vs. temperature of raw material (peat pellets) in 
different regimes of thermal processing: «pyrolysis with cracking»  

at Тf = 1000 0С – 1, 850 0С – 2;  «pyrolysis» – 3. 

Figue 3. Shange in relative mass of raw material (1) and volume gas 
yield per one kg of raw material (2-5) in heating of peat pellets: regime 
«pyrolysis with cracking»  at Тf = 1000 0С – 2, 950 0С – 3, 850 0С – 4; 

regime «pyrolysis» – 5. 

carbon surface. As follows from the data presented in Figure 3 
the increase in the char filter temperature Tf leads to 
essential increase in the yield of gaseous products (Tc. –
current temperature of processed raw material, heating rate 
– 10 0С /min).  

Simultaneously with the growth of gas yield the 
reduction of quantity of the liquid fraction in the end 
products is observed. For the temperature Тf = 1000 0С there 
is no liquid fraction that is evidence of full tar and 
pyroligneous liquor conversion into gas. Thus during the 
filtration through the char filter decomposition of the 
volatiles, forming in process of thermal destruction of raw 
material and condensing as a tar, takes place. In addition 
interaction of pyrolytic water with char leads to generation 
of hydrogen and carbon monoxide. 

Change of operating parameters results in change of 
product gas composition. From results of chromatographic 
analysis it is follows that carbon dioxide and methane 
content in the product gas decreases with the rise of the char 
filter temperature Тf . Composition, specific combustion heat 
and volume of gas mixture produced from peat and wood are 
presented in Table I and II. For temperature Тf = 1000 0С the 
content of carbon dioxide and methane does not exceed one 
percent. An increase of the char filter temperature leads to 
raise the rate of disoxidation of CO2 and the rate of 
heterogeneous pyrolysis of methane and other paraffin 
hydrocarbons. As a result at Тf = 1000 0С the product gas 
mixture consists of CO and H2 in practically equal parts. 

From comparison of the Tables I and II data one can see 
that the specific combustion heat of gas mixtures produced 
at different operating conditions are rather close to each 
other. One of the main advantages of the «pyrolysis with 
cracking» regime is a considerable increase of the volume 
gas yield and, as a consequence, a rise in the degree of 
conversion of biomass into gas. 

TABLE I. COMPOSITION, SPECIFIC COMBUSTION HEAT AND VOLUME  OF 
PRODUCT GAS PRODUCED FROM ONE KG  PEAT PELLETS 

Volume fractions of 
combustible 
components  

Combustion 
heat, 
MJ/m3

Тf , 0C Volume, 
m3/kg 

 H2 CO CnHm QH QL

850 
950 
1000 

 
Pyrolysis 

0.76 
1.1 
1.39 

 
0.29  

 
0.40 
0.43 
0.49 

 
0.23 

 
0.27 
0.40 
0.41 

 
0.19 

 
0.08 
0.02 
0.01 

 
0.13 

 
11.7 
11.3 
11.7 

 
10.4 

 
10.6 
 10.4 
 10.6 

 
9.6 

TABLE II. COMPOSITION. SPECIFIC COMBUSTION HEAT AND VOLUME  OF 
PRODUCT GAS PRODUCED FROM ONE KG WOOD PELLETS 

Volume fractions of 
combustible 
components  

Combustion 
heat. 
MJ/m3

Тf . 0С Volume. 
m3/kg 

 H2 CO CnHm QH QL

850 
950 
1000 

 
Pyrolysis 

0.83 
1.24 
1.39 

 
0.26  

 
0.39 
0.47 
0.46 

 
0.28 

 
0.28 
0.41 
0.46 

 
0.26 

 
0.10 
0.01 
0.00 

 
0.16 

 
12.5 
11.5 
11.7 

 
13.2 

 
11.5 
10.6 
 10.9 

 
12.1 

Change of the gas calorific value at reactor output in 
process of raw material heating (rate – 10 0С /min) is 
presented in  Figure 4. As one can see from Figure 4, in the 
«pyrolysis» regime the calorific value of output gas at 
temperature of processed raw material above 550 0С is 
higher than the calorific value of output gas in the 
«pyrolysis with cracking» regime. However the calorific 
value of output gas in the «pyrolysis» regime is strongly 
changes in process of raw material heating.  

As appears from comparison of the dependences 
presented in Figure 4, in the «pyrolysis with cracking» 
regime an increase of the temperature Тf depresses a 
temperature influence on the calorific value of output gas. 
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As mentioned above at Тf = 1000 0С the output gas is a 
mixture of CO and H2. Relation between volume fractions 
of this components in temperature range Tc = 250 – 500 0С
(that is in the range of main gas release) does not change 
practically. As consequence the calorific value of output gas 
does not depend on the temperature of processed raw 
material. This circumstance is rather important from the 
point of view of the subsequent usage of product gas 
mixtures, for example, as a fuel for power plant on the base 
of internal combustion engine.  

The ratio of thermal value of gas obtained by thermal 
processing of one kg of the raw material to calorific value of 
one kg of the utilized raw material is about 0.7 – 0.8. 
Significant advantage of suggested technology is the absence 
of liquid fraction in the end products. Such gas mixture can 
be used as a gas fuel for power unit on the base of gas piston 
engine. Burning of the gaseous fuel produced from biomass 
raw materials by developed technology can be carried out 
without reconstruction of the existing gas-fired power 
equipment while the direct use of wood waste or peat (for 
example, peat or wood pellets) requires considerable 
structural modifications of the existing power installations 
meant for electricity generation. 

IV. CONCLUSION  
1. The technology of manufacture of carbon materials 

and hydrogen based on the process of heterogeneous 
pyrolysis of gaseous hydrocarbons during filtration through 
porous structure formed as a result of thermal decomposition 
of biomass are presented. The carbon material produced by 
the developed technology may be used as a high calorific 
solid fuel and as a raw material for various industries, for 
example, metallurgy. The gaseous mixture at the exit of 
reaction volume contains hydrogen which concentration may 
be easy varied by change in operating parameters and may 
reach 90 volume percents. Natural gas of low-pressure gas 
fields, oil gas and waste hydrocarbon gases of petrochemical 
manufacture can be used as gaseous raw material for this 
technology. 

2. It is shown that the mixed technology of thermal 
processing of different kinds of biomass, involving the stage 
of pyrolysis and the subsequent cracking of volatile products 
by their filtration through charcoal, it is possible to increase 
the efficiency of energy conversion of biomass into gas by 
several times. At the charcoal temperature 1000 0С and given 
residence time it is possible to produce about 1.4 m3 of gas 
with specific combustion heat about 11.7 MJ/m3 per one kg 
of original raw material. The produced gas mixture consists 
generally of carbon oxide and hydrogen. 
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Abstract — The struggle to decarbonise future power systems 
is boosting the diffusion of high-efficiency distributed multi-
generation (DMG) systems. In this respect, small-scale (below 5 
MWe) cogeneration systems for producing heat and power, as 
well as trigeneration systems for additional production of 
cooling, could play a key role. In this paper, a general 
analytical model for assessing the potential CO2 emission 
reduction from DMG systems, in case coupled to heat/cooling 
networks, is presented. Different available solutions are 
analysed. Numerical applications make reference to typical 
emission intensity figures in Europe. The results show that the 
emission reduction potential is primarily a function of the 
electrical efficiency and therefore of the size, and is strongly 
affected by the baseline comparative references. The 
environmental benefits decrease if part of cogenerated heat is 
used to generate cooling power with single-effect absorption 
chillers or adsorption chillers. 

Keywords - cogeneration, distributed generation, emission 
reduction, heat networks, trigeneration. 

NOMENCLATURE 

CHP Combined Heat and Power 
CCHP Combined Cooling Heat and Power 
DHN District Heating Network 
DMG Distributed Multi-Generation 
ICE Internal Combustion Engine 
MT Microturbine 
SE Stirling Engine 
SP Separate Production 
TCO2ER Trigeneration CO2 Emission Reduction 
WAC Water Absoprtion/Adsorption Chiller 

I. INTRODUCTION 

The evolution of power systems is being deeply 
influenced by the growing need for cutting CO2 emissions 
from energy generation. Combined Heat and Power (CHP) 
plants allow more efficient fuel energy input utilization with 
respect to classical Separate Production (SP) means in which 
electricity is generated in centralized power plants and heat 
in traditional boilers [1]. This enhanced overall efficiency 
can bring along CO2 emission reduction, also depending on 
the fuel carbon content and on the emission intensity of the 
displaced sources. In the past, economy-of-scale factors 
limited the adoption of CHP plants to relatively large 
industrial users or District Heating Networks (DHN). 
Conversely, today various Distributed Generation (DG) 

technologies, potentially clustered within micro-grids [2] and 
mostly fuelled on natural gas, are available for local 
exploitation of cogenerated heat at different capacities. In 
particular, on a small-scale level (up to 5 MWe) mature CHP 
prime movers include Stirling Engines (SE, available for 
micro-CHP applications in single dwellings, typically up to 
10 kWe) [3][4], Microturbines (MT, in the capacity range 30-
300 kWe), and Internal Combustion Engines (ICE, up to 5 
MWe) [4]. Heat networks may be needed to interconnect a 
set of possible users to a large prime mover, so as to 
establish an adequate overall thermal load. 

As a further issue to be addressed, the profitability of 
CHP systems can be consistently affected by low thermal 
loads in the summertime, when the need for space heating is 
not present and only domestic hot water makes up the 
thermal demand. Hence, the CHP unit, sized on the basis of 
the winter thermal demand, could operate at partial load and 
often be switched off below a certain loading threshold, 
losing all or at least part of the benefits from cogeneration 
production. A spreading solution relies on the possibility of 
exploiting cogenerated heat for cooling production by means 
of Water Absorption or Adsorption Chillers (WAC) [5], 
leading to set up the so-called trigeneration or Combined 
Cooling Heat and Power (CCHP) plants [6]. Hence, in a 
CCHP plant, the CHP prime mover can be operated at high 
loading level also in the summertime, contributing to cover 
an air conditioning demand that is steadily rising even in the 
northern European countries. For larger plants, the DHN 
may be used for heat distribution and the WAC sited at the 
building user interfaces [5]. Smaller plants without heat 
networks adopt a centralized cooling plant sited close to the 
CHP system and to the user. Single or aggregated user 
typologies such as hotels, hospitals, restaurants, department 
stores, offices, banks, residential blocks are typical potential 
applications for trigeneration systems on various scales. 

A CCHP plant is a particular case of the more general 
category of distributed multi-generation (DMG) systems [7] 
[8] enabling the dispatch of different types of energy and the 
conversion from one type of energy to another through 
suitably sized components, with possible other external 
networks for further exploitation of the energy products.  

The authors have illustrated and discussed the DMG 
concepts and applications in recent references, following a 
research line developed to highlight the perspectives and 
assess the potential of DMG applications in terms of energy 
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efficiency improvement [9]-[12] and environmental impact 
reduction [13]-[16], up to the formulation of a unified 
approach to define structured indicators to quantify the 
technical and environmental performance of multi-
generation systems [17]. 

The cost effectiveness of distributed CCHP systems, 
above all if coupled to DHN, requires thorough assessment. 
However, before running detailed economic analyses, simple 
and synthetic environmental models are needed to assess in 
which conditions and to which extent combined generation 
of multiple energy vectors can bring CO2 emission reduction 
relative to the status quo. In this respect, in this paper the 
Trigeneration CO2 Emission Reduction (TCO2ER) indicator 
[18][19] is adopted to estimate the potential CO2 emission 
saving characteristics from small-scale distributed 
trigeneration systems in different frameworks. The main 
objective is to formulate a simple analytical model, capable 
to highlight the parameters and variables involved in the 
analysis. The dependence of the emission reduction on the 
CCHP equipment efficiencies and on the emission intensities 
taken as reference for the conventional SP is investigated. 
Numerical applications are based on equipment currently 
available on the market and on the energy generation 
environment in Europe, with particular reference to the UK. 

II. TRIGENERATION SYSTEM STRUCTURE AND 

PERFORMANCE INDICATORS 

A. Structure, Components and Characteristics 

A CCHP plant is composed of the combination of a CHP 
plant (with auxiliary boilers for thermal back-up and peak 
shaving, as well as, in case, thermal storage), and a cooling 
plant fed by cogenerated heat, with possible heat networks. 
The CCHP plant is further interconnected with the electrical 
distribution grid, to enable buying/selling electricity 
according to the rules for electricity provision (depending on 
the tariff system or electricity market structure). 

Focusing on small-scale applications, we consider 
different types of technology, that is, SE, MT and ICE, all 
fed on natural gas. The WAC-based cooling plant can be 
composed of different technologies [6], to be suitably 
coupled to the CHP side. Single-effect absorption chillers, 
typically fired by hot water at around 90 °C, are considered 
in this paper for coupling to MT and ICE. Adsorption 
chillers, instead, may be fired by lower temperature sources 
and are available at capacities smaller than absorption 
chillers [5]; thus, they are adequate for combination with 
dwelling-sized SE. The CCHP system is usually electrically 
connected to the distribution network or to a microgrid. 

B. Energy Performance Models for Trigeneration 
Equipment and Heat Networks 

The energy performance of CHP prime movers can be 
synthetically described by means of the electrical efficiency 

W  and the thermal efficiency Q . In addition, it is possible 

to characterize the CHP energy production in terms of heat-
to-electricity cogeneration ratio y  [1]: 

y

y
W F

W
 ,     

y

y
Q F

Q
 ,     

W

Q

y

y
y W

Q




   (1) 

The terms W, Q and F in (1) respectively denote 
electricity, heat and fuel thermal energy, while the subscript 
y points out cogeneration entries.  

As for cooling generation equipment, the energy 
characteristics of a WAC are described by means of the COP 
(Coefficient Of Performance), ratio of the desired output 
(cooling energy R, in the form of chilled water for instance at 
7 °C) to the input (heat QR in the form of cogenerated hot 
water) [5]: 

RQ
RCOP   (2) 

All the above efficiencies depend upon the technology 
and upon several variables such as the loading level, the 
outdoor conditions, and so forth [4][5][20].  

As far as heat networks are concerned, two types of 
losses are in general present, namely, heat losses QL due to 
heat transfer with the colder external environment, and 
parasitic electrical pumping losses WL to overtake the 
hydraulic friction in the pipes. These loss contributions can 
be for instance expressed with respect to the cogenerated 
heat, as 

y

L
Q Q

Q ,     
yy

L

y

L
W W

W
Q

W
   (3) 

Typical values of percentage heat losses εQ range 
between 1% for small networks (few hundreds meters) to 
10%-15% for large DHN (tens of kilometers). Typical 
percentage electrical parasitic losses εW due to pumping are 
of the order of 1% or even less for various applications 
[1][5]. 

C. CO2 Emission Performance Models for Trigeneration 
Equipment 

A consistent approach to evaluate the environmental 
performance of a trigeneration system by resorting to a 
system-orientated black-box representation is based on 
taking into account the mass of carbon dioxide involved in 
the exploitation of the energy system.  

The mass Xm  of CO2 emitted to produce the useful 

energy output X can be worked out as Xm XX   , where 

X  is the CO2 emission factor (specific emissions) related to 
the generic useful energy output X (e.g., electricity or heat). 
With very good approximation, it is possible to consider the 

emission factor F  related to the fuel thermal energy as a 
constant depending only upon the fuel carbon content and its 
Lower Heating Value (LHV). Hence, once given the fuel, the 
energy output-related emissions can be evaluated as a 
function of the device efficiency only, as [18][19]: 

X

F
X 

   (4) 

where X  is the equivalent efficiency to produce the relevant 
energy output X from the fuel energy input F, as for instance 
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in (1) for CHP units. For natural gas, F  can be averagely 
assumed equal to 200 g/kWht, on a LHV basis [21]. 

III. ENVIRONMENTAL ASSESSMENT MODEL 

A. General Trigeneration CO2 Emission Reduction 
Assessment Model 

In order to compare different energy generation 
alternatives, it is convenient to establish a reference scenario 
and to assess the various alternatives against this reference. 
For trigeneration systems, this can be carried out by 
introducing the TCO2ER indicator [18][19], expressing the 
relative reduction of the mass of carbon dioxide due to the 
use of a trigeneration system to displace the energy 
production needed to serve a certain energy output in the 
combined production of multiple energy vectors. From the 
conceptual framework used in cogeneration system analysis, 
the SP of electricity and heat comes from classical and 
standardized references (power generation system and 
boilers). It is however less immediate to identify the 
reference technology for SP of cooling. The authors in [9] 
introduced the assumption that the baseline technology 
reference for cooling power generation is an electric chiller, 
in turn supplied by the electrical network. Under this 
assumption, the TCO2ER indicator is expressed as 

  z
SP
Q

SP
zz

SP
W

zF

SP
F

F
SP
F

QCOPRW

F

m

mm
TCO2ER














1

 (5) 

The expression (5) applies to a general trigeneration plant 
with Fz as the energy fuel input and electricity Wz, heat Qz, 
and cooling energy Rz as the threefold useful energy output. 
The subscript z points out net input-output entries for the 
overall plant. Setting Rz = 0 in (5) leads to cogeneration 

assessment as a sub-case. In terms of emission mass, SP
Fm  is 

the CO2 mass emitted by combustion of the fuel thermal 
input FSP in order to produce the same amount of 

trigenerated energy in SP, while Fm  is the CO2 mass emitted 
by combustion of the CCHP fuel thermal input. The model 
(5) can also be extended to entail the presence of distribution 

networks; in this case, the output entries are considered net 
of the distribution and parasitic losses. In terms of baseline 

references, the specific emissions SP
W  and SP

Q  represent the 

equivalent emission factors for SP, while F  refers to the 
CCHP fuel thermal input. Emissions from cooling generation 
are assessed through the reference electricity emissions, and 
considering an electric chiller with cooling-to-electricity 
efficiency equal to COPSP. The emission factors and the 
chiller efficiency for SP are evaluated as conventional 
values. As such, they may be related to the underlying 
assumptions of the study, as illustrated in Section IV. 

Positive TCO2ER values represent the existing 
convenience of adopting trigeneration to displace 
conventional energy generation in the supply of the 
corresponding energy demands. The maximum positive 
value of TCO2ER is unity (or 100%), ideally representing 
the adoption of a trigeneration system supplied by carbon 
dioxide-free fuel. Negative TCO2ER values (not limited in 
amplitude) indicate that introducing trigeneration to displace 
SP is not convenient. 

B. Specific Energy System Model for CHP-WAC 
Trigeneration and Heat Network 

A more specific formulation of the expression (5) is 
derived here for the CHP-DHN-WAC energy system under 
analysis. In this respect, let us consider the plant model in 
Figure 1, in which all the equipment and the relevant 
efficiencies are schematized as black-boxes. All the energy 
produced is assumed to be utilized. More specifically, the 
cogenerated electricity Wy coincides, net of the pumping 
losses for heat distribution, with the overall trigenerated 
electricity Wz, and goes to supply the local user or is injected 
into a local microgrid or the distribution network. The 
cogenerated heat Qy, net of heat distribution losses, splits 
into two components, namely, Qz corresponding to the net 
trigenerated heat output for direct thermal purposes (for 
instance, domestic hot water generation and space heating), 
and the other one to fire a WAC for generating the 
trigenerated cooling energy Rz. The “splitting variable” is 
indicated as αR, and corresponds to the relative amount of 
cogenerated heat going to feed the WAC.  

With reference to Figure 1, taking into account the 

CHP 
(ηW, ηQ) 

Fz = Fy QR 

WAC 
 COP  

Rz
 

Qz Qy 

R 

1-R 

pumping efficiency 
(1-λy εW) 

Wy 

heat distribution 
efficiency 

(1-εQ) 

Figure 1. Energy flow model in a distributed trigeneration plant with CHP, DHN and WAC. 

Wz 
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thermal losses due to the heat network, it can be written: 

      yQRyQR

zRQy

QQ

QQQ









111

)1(
 (6) 

Then, on the basis of the definition of the cogeneration 
efficiencies in (1), the fuel thermal input Fz = Fy can be 
expressed in different forms, looking at the output-to-input 
paths connecting each one of the three energy outputs from 
the trigeneration system to the unique fuel input, namely: 
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On these bases, the TCO2ER indicator (5) becomes: 

   QRQ
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1  (10) 

where     QQSPRQWW COP

COP   1 . 

The TCO2ER model in (10) yields an analytical 
formulation of the potential emission reduction in 
trigeneration as a function of the plant component and 
network-related efficiencies, the splitting factor, and the 
emission factors for the input fuel and the SP references. 
Therefore, it is possible to run various analyses to highlight 
the role played by the specific entries involved in the study, 
as shown in the following section. 

IV. NUMERICAL APPLICATIONS 

A. Energy System Description 

Different equipment typologies available for small-scale 
applications are considered, namely, an SE coupled to an 
adsorption chiller, and a MT and two ICE coupled to a 
single-effect absorption chiller. The average performance 
characteristics (assumed to be constant and equal to nominal 
values, for the sake of simplicity) and typical capacities for 
the equipment analysed are shown in Table I. In addition, 
also average energy penalties due to heat networks are 
considered, with heat losses increasing with the CHP 
typology and size, assuming that larger heat networks are 
subsequently needed. The pumping electrical parasitic losses 
are instead assumed equal to 1% in all cases. For SE, no 
DHN connection is considered. All CHP systems are natural 
gas-fuelled.  

The TCO2ER indicator is plotted in Figure 2 assuming 

R  as the independent variable. Two cases are analysed: 
 Case 1): The SP emission factor for electricity refer to 

average emissions in UK ( SP
W = 430 g/kWhe) [3], while 

the heat-related emission factor is calculated assuming 
average boilers with efficiency SP

Q  = 0.8, fed on natural 

gas, thus obtaining SP
Q = F / SP

Q  = 250; finally, for the 

reference chiller COPSP = 3; the results are shown in 
Figure 2a. 

 Case 2): peak (“marginal plant”) emissions for the UK 
power system (570 g/kWhe) [3] are considered, also 
introducing lower (with respect to case 1) average 
efficiency values for boilers (0.7) and chillers (2.5); the 
results are reported in Figure 2b.  

TABLE I.  AVERAGE CAPACITY AND EFFICIENCY VALUES FOR 
SMALL-SCALE DISTRIBUTED TRIGENERATION SYSTEM EQUIPMENT 

 capacity [kWe] ηW ηQ COP εQ εW 
SE 3 0.1 0.75 0.4 0 0 
MT 100 0.3 0.5 0.7 0.01 0.01 
ICE 1000 0.35 0.5 0.7 0.03 0.01 
ICE2 5000 0.4 0.45 0.7 0.05 0.01 
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Figure 2.  CO2 emission reduction for small-scale trigeneration systems. 

B. Discussion and Comments on the Numerical Results 

The analysis presented has been carried out by using only 
the parameters of the CCHP systems and of the SP 
equivalents, with no need to specify the amount of 
electricity, heat and cooling involved. The rationale of this 
procedure is that the emissions reduction depends only on 
the contribution of the trigeneration systems in efficiently 
displacing SP of the various energy vectors needed. In the 
energy system, the possible excess of demand of any energy 
vector is covered by external supply coming from the 
additional components in place (that is, the electricity 
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distribution grid for electricity, boilers for heat and electric 
chiller for cooling; these components are not explicitly 
shown in Figure 1), whose characteristics are the same as the 
ones assumed for the corresponding separate production 
equivalents. The analysis based on the TCO2ER indicator 
then refers to the effectiveness of displacing part of the SP 
with trigeneration, for the same amount of the energy 
demand supplied through the trigeneration chain shown in 
Figure 1. For instance, when R = 0 there is no cooling 
demand supplied through the trigeneration chain, meaning 
that any cooling demand is covered by electric chillers with 
parameter COPSP supplied by the electrical network with 
equivalent emission factor SP

W . Likewise, for R = 1 there is 
no trigenerated heat, and the entire heat demand is 
conventionally covered by boilers with equivalent emission 

factor SP
Q . The amounts of energy not provided by the 

trigeneration system are then excluded from the analysis. 
From Figure 2, when operating in electricity and heat 

cogeneration mode (R = 0), all the technologies considered 
bring CO2 emission reduction with respect to the base case 
references, increasing with the electrical efficiency (and 
size). The emission reduction potential for CCHP systems 
decreases with increasing R. The cooling production 
through thermal power in a WAC, in fact, although from 
wasted heat, is energetically inefficient compared with a 
relatively higher-efficiency reference electric chiller. Thus, it 
is more environment-effective to cogenerate heat and 
electricity (R = 0) than cogenerating cooling and electricity 
(R = 1). In particular, considering average UK emission 
intensities (Figure 2a), the emission reduction becomes 
negative beyond a certain R, whose values increases with 
the CHP electrical efficiency (and size). More specifically, 
an SE coupled to an adsorption chiller proves to be 
ineffective in terms of CO2 emission reduction already for R 
above 0.2. The environmental performance is instead much 
better if the CCHP systems are compared to peak UK 
emissions (Figure 2b: for the various technologies, the 
emission reduction almost doubles for R = 0 and even 
triplicates for R = 1 with respect to the average baseline 
reference. In this case, the MT and the two ICE, coupled to 
absorption chillers, could bring emission reductions of the 
order of 20% to 40% in the whole range of R, while the SE 
would bring benefits for R < 0.75. 

The environmental evaluation of CCHP systems is 
strongly affected by the selection of the reference scenario. 
What rationale is more correct to adopt in terms of baseline 
reference may be policy matter. In particular, it is possible to 
argue that DG is likely to displace marginal plant operation 
[3], since renewables and nuclear plants are usually operated 
with the flattest possible profile. In addition, in a deregulated 
environment it is often tough to figure out what plants are 
being offset, with older coal plants that may be preferred to 
newer gas plants on the basis of economic reasons. In any 
case, marginal power plants are the most likely to be 
displaced by CCHP systems producing cooling power in the 
summer peak hours. In addition, the actual efficiency of 
boilers may be much less that the rated one, above all in the 

summertime, as assumed when drawing the picture in Figure 
2b. On the other hand, an average generation mix reflects, 
somehow, the more decarbonised future UK and several 
European countries are committed to. However, in the next 
years also CCHP efficiencies are expected to improve, so 
that again the overall emission reduction resulted from 
distributed trigeneration could be of the order of magnitude 
of the ones obtained for marginal plant operation. 

In order to highlight the effectiveness of CCHP 
introduction in various countries, a further analysis has been 
made by considering the potential emission reductions an 
ICE2 (the technology leading to the highest CO2 emission 
reduction among the ones tested above) could bring in 
different jurisdictions or national contexts, considering the 
emission factors referring to average specific emissions. For 
this analysis the TCO2ER equation (10) has been used by 

changing the value of average specific emissions SP
W  and 

maintaining the same values for SP
Q and COPSP. In addition 

to the UK case already shown (with SP
W = 430 g/kWhe), the 

values considered, taken from [19][22], refer to Norway 

( SP
W = 3 g/kWhe), France ( SP

W = 78 g/kWhe), the former 

EU15 ( SP
W = 362 g/kWhe), and Italy ( SP

W = 525 g/kWhe). 
Figure 3 shows the relevant results.  

It is conceptually evident that trigeneration can be more 
effective in jurisdictions with higher electricity-related 
specific emissions. However, TCO2ER analysis provides 
clear emission reduction quantification in the various 
contexts. The application of the same technology (ICE2) 
with the purpose of reducing CO2 appears to be effective in 
Italy and UK for every usage (i.e., for any value of R), 
while it would never be effective in Norway or France. The 
results for EU15 are of course of an intermediate nature. 
However, EU15 specific emissions are obtained by 
averaging out values referring to very different jurisdictions. 
The use of an overall value masks the possible benefits in 
jurisdictions with prevailing fossil fuels, as well as the total 
inadequacy of putting natural gas-supplied trigeneration 
systems in other jurisdictions with almost CO2 emission-free 
electricity production. This confirms how making global 
averages in very heterogeneous contexts can lead to results 
that are not useful for any of the individual communities.  
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Figure 3.  Effectiveness of CO2 emission reduction by using ICE2 in 

different national contexts. 
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V. FINAL REMARKS AND FUTURE WORKS 

In the development of energy systems with enhanced 
energy efficiency and environmental performance, the 
exploitation of distributed multi-generation systems based on 
combined generation of multiple energy vectors is a 
particularly significant and promising option. 

This paper has introduced a general analytical model 
based on black-box representations for CO2 emission 
reduction assessment from distributed trigeneration (as well 
as cogeneration) systems, in case coupled to heat networks. 
Dedicated assessment of the carbon dioxide reductions that 
can be obtained from the deployment of such trigeneration 
systems has been performed by comparing the trigeneration 
systems outcomes that satisfy the energy demand of different 
energy vectors with the separate production baseline 
references to supply the same demand of the corresponding 
energy vectors. In particular, the numerical analyses have 
been focused on small-scale energy systems currently 
available in the market.  

The results show that consistent benefits can be obtained 
when the reference case points to marginal generation in UK, 
that is, the one most likely to be displaced by DG systems. 
Electrical efficiency, which is also a function of the plant 
size, plays a key role in the overall assessment, while the 
losses due to heat network affect marginally the results. 
Hence, micro-CHP Stirling engines prove to be the least 
effective, mainly due to their low electrical efficiency. The 
emission reduction performance is also a function of the 
quota of cogenerated heat feeding the chillers. With the 
cooling equipment considered here, in general the emission 
reduction decreases if the cogenerated heat firing the chiller 
increases. Although trigeneration allows for potential 
recovery of otherwise wasted heat, negative emission 
reduction (i.e., emission increase) could arise in certain 
operation points, also depending on the baseline reference. 
This assessment should be carried out at the planning stage, 
in order to avoid the setup of environmentally inefficient 
solutions. 

The analysis has then been extended to show that the 
same trigeneration technology can be effective in certain 
jurisdictions characterized by fossil fuels in the energy mix 
used to supply the national electricity generation system, 
while it may exhibit total inadequacy of being adopted in 
other jurisdictions in which fossil fuels are almost unused. 

The analyses presented here are meant to be a 
preliminary assessment of the potential emission reduction 
from distributed multi-generation systems. In particular, 
further analyses are in progress, including more detailed 
models of heat networks, and based on time-domain 
simulations that take into account load variations and actual 
operating conditions for all the equipment. In addition, the 
environmental benefits of different distributed energy 
solutions are to be assessed against their cost effectiveness 
and their impact on the electrical network. This may also 
require sensitivity studies on the underlying economic 
assumptions, such as the fuel and electricity rates, as well as 
analysing the possibility of operating CCHP systems within 
microgrids. 
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Abstract— Biodiesel is a biodegradable and non-toxic fuel 
which can be produced through transesterification reaction. 
However, it is impractical to use the refined vegetable oils as 
the feedstock for biodiesel production due to its high 
production cost and priority for food products. Thus, low-
grade oil with high free fatty acids (FFA) content, typically 
waste cooking oil has been a promising choice to improve the 
economical feasibility of biodiesel.  In the present study, 
superacid sulfated tin oxide catalyst, SO4

2-/SnO2 has been 
successfully prepared through impregnation method. 
Bimetallic effect was also studied at which SnO2 mixed with 
SiO2 and Al2O3, respectively at different weight ratio in order 
to enhance the catalytic activity of SnO2. The effect of different 
reaction parameters such as calcinations temperature and 
period, reaction temperature, catalyst loading, methanol to oil 
ratio and reaction time were studied to optimize the reaction 
conditions. It was found that SO4

2-/SnO2-SiO2 with weight ratio 
3 exhibited an exceptional high activity with optimum yield 
92.3% at reaction temperature 150oC, catalyst loading 3 wt%, 
methanol to oil ratio 15 and reaction time 3 hours. 

Keywords- solid acid catalys; sulfated tin oxide; 
biodiesel;  waste cooking oil 

I.         INTRODUCTION 

Rapid diminishing of energy reserves and fluctuating 
petroleum prices has intensified the search for renewable 
energy sources, globally. Fatty acid methyl ester (FAME) or 
better known as biodiesel can be a potential renewable 
energy re-placing petroleum-derived diesel [1-4]. Biodiesel 
can be easily synthesized through transesterification of virgin 
vegetable oils, animal fats or even recycled grease from the 
food industry [1, 5-6] in the presence of short chain alcohol 
and catalyst. However, high cost of the most common 
biodiesel feedstock, virgin vegetable oil, has hindered wider 
utilization and commercialization of future biodiesel plant 
[7]. Therefore, to overcome this limitation, cheaper feedstock 
such as low-grade oil, typically waste cooking oil can be a 
better option as this can reduce the overall biodiesel 
production cost significantly.  

Recently, researchers in this field are focusing on 
developing solid acid catalyst for heterogeneous 
transesterification reaction, typically from low-grade oil [2, 
6-7]. The advantages of solid acid instead of liquid acid 
catalyst are; (1) the catalyst is insensitive to FFA content, (2) 

can simultaneously catalyze esterification and 
transesterification reactions, (3) easier catalyst separation 
and (4) easily incorporated into a packed bed reactor for 
continuous production of biodiesel [1,7]. Among various 
solid acid catalysts available, many studies have highlighted 
the application of sulfated metal oxides in biodiesel 
production, especially sulfated zirconia (SO2-

4/ZrO2) due to 
its high catalytic activity [1, 6, 8, 9]. Sulfated tin oxide (SO2-

4/SnO2) is another potential catalyst for transesterification 
reaction due to its strong surface acidity that is reported to be 
stronger than SO2-

4/ZrO2 [10-12]. Nevertheless, study 
concerning the usage of SO2-

4/SnO2 catalyst in biodiesel 
production is still very limited. 

Thus, this study is aimed to provide supplement technical 
information on the application of SO2-

4/SnO2 catalyst for 
transesterification reaction. Firstly, the effects of calcination 
temperature and calcination period towards the reaction 
performance were studied. This is followed by optimizing 
transesterification process variables including reaction 
temperature, catalyst loading, alcohol to oil ratio and reaction 
period. The effect of using mixed-metal was also 
investigated.  

 

II.      EXPERIMENTAL 

A.  Materials 

Waste cooking oil was collected from cafeteria of 
Engineering Campus, Universiti Sains Malaysia, Penang. 
Methanol (purity 99.8%) and n-hexane (purity 99%) were 
purchased from Medina Jaya Sdn. Bhd. Methyl 
heptadecanoate which was used as internal standard for gas 
chromatography (GC) and sulfuric acid with purity 95-97% 
was purchased from Fluka Chemie, Germany. Pure methyl 
esters (references for GC analysis) such as methyl myristate, 
methyl palmitate, methyl stearate, methyl oleate and methyl 
linoleate with purity more than 99%, tin (IV) oxide (SnO2) 
with purity 99.9%, quartzsand (SiO2) with purity 99.8% and 
alumina oxide (Al2O3) with purity 98% were purchased from 
Sigma Aldrich, Malaysia.  
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B.  Transesterification reaction 

 
50 ml of waste cooking oil and a pre-determined amount 

of catalyst and methanol (parameters to be varied) were 
charged into a 300 ml stainless steel batch reactor equipped 
with thermocouple and magnetic stirrer. The reactor was 
then pressurized to 10 bars to ensure that all reactants remain 
in liquid phase for the entire duration of reaction. The 
reactants were stirred at 350 rpm in order to maintain 
uniform temperature and suspension. The reactor 
temperature was controlled by a heater with a programmable 
PID temperature controller. After running the reaction for a 
desired duration, the reactor was cooled to room temperature. 
After cooling, the product was discharged out and filtered 
using filter paper to separate the solid catalyst from the 
mixture of FAME-glycerol.  

 

C.  Method of analysis 

 
The identity and relative composition of fatty acids 

present in the methyl ester product were analyzed by Perkin-
Elmer Clarus 500 gas chromatograph equipped with flame 
ionization detector (FID) and NukolTM column (15 m × 0.53 
mm × 0.5 µm). Helium was used as carrier gas. Oven 
temperature were held at 110 oC (0.5 minutes) and was then 
heated at a rate of 10oC/min to 220oC (8 minutes). The 
temperature of injector and detector were set at 220oC and 
250oC, respectively.  

 

III.     RESEULT AND DISCUSSION 

A.  Effect of reaction temperature and mixed metal oxide 

 
Fig. 1 shows the effect of transesterification reaction 

temperature (100 to 200°C) on the yield of FAME using 
various bi-metalic catalysts at different weight ratio. When 
the reaction was increased from 100 to 150°C, there is a 
significant increase in the yield of FAME for all types of 
catalyst. However, beyond 150°C, except for bi-metalic 
catalyst prepared with ratio 1, the yield of FAME seems to 
level off as the batch of reactants had reached its equilibrium 
conversion. On the other hand, the increase in yield when 
reaction temperature increased from 100 to 150oC could be 
justified as follows. Waste cooking oil and methanol are 
immiscible, therefore reaction with heterogeneous catalyst 
would create a 3-phase system at which the mass transfer 
rate of reactant molecules between the three phases is very 
limited [13]. As the reaction temperature is increased, all 
reactant molecules will gain more kinetic energy that will 
eventually accelerated the mass transfer rate between the oil-
methanol-catalyst phases that resulted in the formation of 
more FAME in a shorter time. 

The effect of mixed metal oxide (bi-metal oxide) on the 
yield of FAME was also studied and the results are given in 
Fig. 1. SiO2 and Al2O3 were chosen to mix with SnO2 at 
different weight ratio as both metal oxides were reported to 

be able to stabilize the crystalline structure of SnO2 [14, 15]. 
The weight ratio of SnO2:SiO2 and SnO2:Al2O3 were varied 
at 1:1, 3:1 and 5:1 (hereafter refer to as 1, 3 and 5) and 
impregnated with 2.0 M H2SO4 to become sulfated mixed 
metal oxide. Since 150°C was found to be the minimum 
temperature to achieve equilibrium conversion, discussion in 
this section will focus on the data trend for reaction 
temperature above 150°C. Furthermore, when the reaction 
temperature was below 150°C, no significant data trend can 
be observed. From Fig. 1, it is obvious that the weight ratio 
between the bi-metal affect the yield of FAME significantly. 
For all sulfated mixed metal with ratio 1, the yield of FAME 
was even lower than SO4

2-/SnO2 with exceptional at the 
extreme end of higher reaction temperature. However for 
sulfated mixed metal with ratio 3 and 5, the yield was 
significantly higher than SO4

2-/SnO2 with ratio 3 giving 
higher yield. These results showed that with appropriate 
amount of SiO2 and Al2O3, acid sites on the surface of SnO2 
can be enhanced and therefore increases its contact with 
reactants that led to higher reactivity [16]. The optimum 
yield for SO4

2-/SnO2-SiO2 (3) and SO4
2-/SnO2-Al2O3 (3) was 

82.1% and 79.6%, respectively at 150oC. 
 
 

 
 

 
 
 
 
 
 
 
 
 
Figure 1. Effect of reaction temperature on FAME yield using SO42-/SnO2 

and its sulfated mixed metal oxide. Reaction condition: methanol:oil ratio 
10, catalyst loading 3 wt %, reaction time 3 hours. All samples were 
calcined at 300 °C for 2 hours. 

 

B.  Effect of catalyst loading 

Catalyst loading is an important parameter that needs to 
be optimized to increase the FAME yield. Fig. 2 shows the 
effect of catalyst loading on the yield of FAME. The value of 
catalyst loaded into the reaction mixture was varied from 1 to 
8 wt% (based on weight of waste cooking oil). From the 
figure, it can be noted that the yield of FAME increased with 
higher catalyst loading up until a value in which higher 
increment no longer increase the yield of FAME. This is 
because with more catalyst addition, the total number of 
available active sites increased resulted in faster reaction rate 
to reach reaction equilibrium [17]. However, further increase 
in catalyst loading beyond its optimum value will have 
negligible increase in FAME yield. This might be due to the 
immiscibility of waste cooking oil and methanol, which 
causes the reaction to be rate limiting step at the beginning of 
the reaction. However, as catalyst is introduced in the 
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reaction mixture, it provides an external contact surface area 
that facilitates the formation of FAME. As more FAME is 
produced, it eventually acted as co-solvent, by dissolving 
both reactants to become a single phase reaction system. 
Subsequently, the reaction rate is being controlled by the 
diffusion of the reactants to the active sites, instead of 
catalyst loading. Hence, increasing the dosage of catalyst in 
the reaction mixture will have an insignificant effect on the 
yield of FAME. The optimum catalyst loading for SO4

2-

/SnO2, SO4
2-/SnO2-SiO2 (3), and SO4

2-/SnO2-Al2O3 (3) are 6, 
3 and 3 wt %, respectively. 

 

 
Figure 2. Effect of catalyst loading on FAME yield using SO4

2-/SnO2 and its 
sulfated mixed metal oxide. Reaction condition: reaction temperature 150oC, 
methanol:oil ratio 10, reaction time 3 hours.  

 

C.  Effect of methanol:oil ratio 

Basically, for a reversible reaction like transesterification 
[1], reactants (methanol) are normally used in excess to push 
the reaction forward for formation of products (FAME). 
However, care must be taken as to how much excess 
methanol is to be used because too much methanol may 
dilute the system and eventually cause a drop in the yield of 
FAME due to slower reaction [18]. Fig. 3 shows the effect of 
methanol to oil ratio on the yield of FAME using three types 
of catalyst.  In the present work, methanol to oil ratio were 
set at 5, 10, 15, 20, 25 and 30 in order to optimize the 
transesterification reaction as shown in Fig. 5. From the 
figure, the yield of FAME catalyzed by SO4

2-/SnO2 increased 
abruptly from 69.0% to 91.5% as the methanol to oil ratio 
increased from 5 to 30. Nevertheless, the observation for 
transesterification reaction catalyzed by SO4

2-/SnO2-SiO2 (3) 
and SO4

2-/SnO2-Al2O3 (3) showed a different pathway as the 
yield of FAME decreased at a certain ratio, indicating an 
optimum value. The maximum yield obtained by SO4

2-

/SnO2-SiO2 (3) was 92.3% at ratio 15 whereas for SO4
2-

/SnO2-Al 2O3 (3) was 82.3% at ratio 10. It can be clearly seen 
that due to the high reactivity of sulfated SnO2-SiO2 catalyst, 
methanol to oil of 15 is sufficient to achieve a high yield as 
compared to the original sulfated SnO2 whereby this can 
only be achieve at a ratio of more than 30. 

 
 
 
 

D.  Effect of reaction time 

Fig. 4. shows that the yield of FAME increased steadily 
as the reaction time was increase from 1 to 3 hrs of reaction 
time. After 3 hrs., the yield level off as near-equilibrium 
composition was achieved. This shows that sulfated SnO2 is 
a very suitable solid catalyst that has a very high reactivity to 
catalyze transesterification reaction as typical solid catalyst 
requires more than 10 hrs. of reaction time. The optimum 
yield obtained for reaction catalyzed by SO4

2-/SnO2, SO4
2-

/SnO2-SiO2 (3) and SO4
2-/SnO2-Al2O3 (3) was 91.5%, 92.3% 

and 87.4%, respectively corresponding to their optimum 
reaction time. 
 

 
Figure 3. Effect of methanol to oil ratio on FAME yield using SO42-/SnO2 

and its sulfated mixed metal oxide. Reaction condition: reaction temperature 
150oC, catalyst loading 6 wt % for SO4

2-/SnO2 and 3 wt % for SO42-/SnO2-
SiO2 (3) and SO42-/SnO2-Al2O3 (3), reaction time 3 hours. 
 

 

 
Figure 4. Effect of reaction time on FAME yield using SO4

2-/SnO2 and its 
mixed metal oxide. Reaction condition: reaction temperature 150oC, 
methanol:oil ratio 10 for SO42-/SnO2-Al2O3 (3), 15 for SO42-/SnO2-SiO2 (3) 
and 30 for SO42-/SnO2, catalyst loading 6 wt % for SO4

2-/SnO2 and 3 wt % 
for SO4

2-/SnO2-SiO2 (3) and 30 for SO42-/SnO2-Al2O3 (3). 
 

 

E.  FAME Properties  

Table 2 summarized some of the FAME properties 
produced from SO4

2-/SnO2-SiO2 (3) catalyst. From the table, 
it was found that all the listed properties met the 
specification of standard En 14214.  
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TABLE I. FAME PROPERTIES  

 
 

IV.     CONCLUSION 

 
The present study had open a new synthetic route in 

application of modified SO4
2-/SnO2 as a promising catalyst in 

biodiesel production, typically from low grade oil with high 
free fatty acid content. It was found that adding appropriate 
amount of SiO2 or Al2O3 to SO4

2-/SnO2 will eventually 
enhance the catalytic activity of the catalyst leading to higher 
yield of FAME with minimum catalyst loading and methanol 
to oil molar ratio. The highest FAME yield of 92.3 % was 
obtained by using SO4

2-/SnO2-SiO2 (3) catalyst in which the 
catalyst was calcined at 300oC for 2 hours, while the 
optimum transesterification reaction condition was at 150oC, 
3 wt% catalyst, 15:1 methanol to oil ratio and 3 hours 
reaction time.  
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Property Unit Value EN 14214 

Density at 15oC Kg/m3 885.5 860-900 

Viscosity at 40ºC  mm2/s 4.08 3.5-5.0 

Flash point  ºC 201 >101 

Sulfur  mg/kg 0.5 <10 

Sulfated ash  % mass 0.01 <0.02 

Iodine value - 70.9 <120 

Methanol content % mass 0.1 <0.2 
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Abstract— There is a controversial debate about the effects of 
the promotion of renewable energy and electric power sector 
reforms on electricity prices. This paper explores the impact of 
renewable energies and other environmental and economic 
variables on electricity prices in Spain. However, information 
available regarding renewable energies is scarce so when 
trying to estimate the electricity price model through 
regression procedures a dimensionality problem arises. 
Therefore we use a Maximum Entropy Econometric approach 
which allows estimating models when information is limited.  

 

Keywords-electricity price, renewable energy, Entropy 
measures  

I.  INTRODUCTION  
The promotion of renewable energies is a key concept in 

European Union by environmental and economic reasons. 
This type of energy contributes to obtain the objectives 
established by Kyoto Protocol. Besides, it allows the 
obtaining of various social-economic advantages, such as the 
diversification of energy offer, the improvement of 
opportunities in regional and local development, and the 
creation of a domestic industry and employment1. 

In contrast, the renewable energies also have some costs 
related to the adjustments in production, prices and 
transportation systems. 

 
Regarding the price effects, since the majority of 

renewable energy technologies are not profitable at current 
energy prices, they are expected to increase energy costs. In 
order to make them profitable, there are several public 
supports. The support scheme used in Spain is the feed-in 
tariffs. This system requires that distributors acquire, in first 
place, the energy produced by renewable energy sources at a 
determined price established by regulator during a specific 
time period (generally, around fifteen years). From generator 
view point, it operates as a subsidy. 

                                                           
1 Several studies have reviewed the effects of the introduction of renewable 
energies at EU country levels. This is the case of [1] for United Kingdom 
or [2] for Germany.  Other studies as [3] have analysed the macroeconomic 
impact of renewable energy at local level. 

In addition, environmental costs related to CO2 emissions 
in electricity generation in general have a significant 
negative effect on energy costs as a CO2 emission trading 
scheme exists [4].The substitution of conventional electricity 
generation by renewable energies could reduce the cost 
derived from environmental emissions and the electricity 
price. Besides, it is necessary to consider that a higher use of 
renewable energies could reduce even the final electricity 
prices because its promotion stimulates the generation of 
renewable energy which is characterized by variable costs 
lower than fossil conventional technologies [5].  

Therefore the cost disadvantage of renewable compared 
to conventional energies is crucially dependent on future 
prices of energies used in power plants as well as on the 
amount of CO2 emission permits. The expansion of 
renewable energy could affect electricity price. 

 
Moreover, the regulatory reforms in the Spanish 

Electricity Market also could have its effect on electricity 
prices. In fact, the introduction of liberalization in the 
retailing activity could reduce electricity price as a 
consequence of the competition system. 

Since in Spain there is a part of the electricity price paid 
by the government, it could be interesting to study the effect 
of the general economic activity on electricity price. 

Therefore, there are several variables affecting electricity 
prices.  

 
In this paper, we explore the effect of electricity 

generated by renewable energy and other factors (matrix X) 
on household electricity prices in Spain (y). Our data sets are 
provided by Eurostat during the period 2002-2007. 

During the last years, several studies have been 
developed using cross-sectional or temporal data to explain 
the effect of several variables on electricity price. Some of 
them include explanatory variables related to energy use or 
technology [6][7] or market liberalization [8][9]. Our 
empirical study takes into consideration all effects together. 

Traditional parametric methods require an elevated 
sample size for the efficient estimation of the coefficients in 
the models. Thus, y X u= β+  its estimation by regression 
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techniques requires that the number of observations was 
superior to the number of independent variables.  

However, information available regarding renewable 
energy and electricity market liberalization is scarce so it 
limits the sample date. Therefore, when trying to estimate the 
electricity price model through regression procedures a 
dimensionality problem arises. 

 
As an alternative to estimate the model, when a 

dimensionality problem arises, we propose a Maximum 
Entropy Econometric approach, which has been defined by 
[10] as “a sub-discipline of processing information from 
limited and noisy data with minimal a priori information on 
the data-generating process”. This approach has its roots in 
Information Theory and builds on the entropy-information 
measure [11], the classical maximum entropy principle 
[12],[13], which was developed to recover information from 
underdetermined models, and the Generalized Maximum 
Entropy Theory [14]. 

The maximum entropy Econometric approach was 
developed to estimate models using limited or incomplete 
data. Therefore, we investigate its possibilities in the 
estimation of household electricity price. 

 
This paper is divided into two more sections. The first of 

them (Section II) makes a revision of the functioning of 
Spanish electricity market and analyzes the important role of 
the renewable energies in such electricity system. 

The next section (Section III) assesses the problem of 
electricity price model estimation through regression-based 
procedures when a dimensionality problem arises. It also 
contains a brief description of some of the uncertainty 
measures provided by the Information Theory and the 
requirements to optimize their values. Furthermore, we 
describe the Maximum Entropy Econometric procedure in 
order to estimate the model.  Moreover, we present an 
empirical application of the proposed method to Spanish 
household electricity prices over the period 2002-2007. 
Some concluding remarks complete the paper. 

II. ELECTRICY MARKET IN SPAIN. AN OVERVIEW  
In this section, we analyze the characteristics of the 

Spanish electricity market after the liberalization process and 
the role of renewable energies in such market. 

Liberalization of the Spanish electricity system is begun 
with Law 54/1997 [15] where the key element is the creation 
of the wholesale electricity market (pool2). 

In daily market, electricity companies determine, for 
every generation unit, the offered amount and price. In 
parallel, electricity consumers establish the demanded 

                                                           
2  Spanish electricity market is structured on various markets where 
electricity demand and offer is adjusted. Daily market is emphasized 
because the electricity price shaped in it supposes around the 89% of final 
electricity price. In this market, electricity energy is negotiated for every 
one of the twenty-four hours of the following day. 
 

amount and the maximum prices that they are ready to pay. 
In this context, the use of an algorithm based on auctions of 
first price establishes the wholesale electricity price (see 
Fig.1).  

On the other hand, liberalization of Spanish electricity 
system entails too the creation of a retail electricity market. 
In this market, consumer can choose distributor freely and 
negotiate with them the price and the conditions of the 
electricity supply. Therefore, consumers have two options of 
supply: regulated (by means of the payment of a “integral” 
tariff where all supply costs are included) and competitive or 
of market (by means of the payment of an access tariff to the 
networks plus the energy contracting costs and other 
services). 

Regarding the role of renewable energies in the 
electricity generation the European Community Directives 
2001/77/EC [16] and 2009/28/EC [17] give freedom to each 
member state for choosing the support mechanism of 
renewable resources.  

 
In the case of Spain, the current legal framework of 

renewable energy is the Royal Decree 661/2007 [18] whose 
aim is to minimize the environmental impact of electricity 
supply. Like that, the basic instrument introduced is feed-in 
tariff. This mechanism entails two possibilities in the sale of 
electricity, generated by renewable energies: a) to sell the 
electricity to distributor at a regulated tariff or b) to sell the 
electricity directly in the market where the remuneration is 
given by the negotiated price in the market plus a feed-in 
tariff. 

 
This legal framework has allowed that Spain was a 

pioneering and leader country in the integration of renewable 
energies as the wind or solar energy in the electricity system 
(Spain is the second European country in terms of installed 
capacity and production of these types of energy, only 
behind Germany). 

 
 
 

Fig. 1.Establishment of Wholesale electricity prices €/mWh 
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III. MODELLING THE IMPACT OF RENEWABLES ON 
ELECTRICITY PRICES. A MAXIMUM  ENTROPY 

ECONOMETRIC APPROACH.  
Our goal is to estimate the effect of several variables (m) 

on electricity prices (y) by using data of several years (T). 
y X u= β+ , being X a matrix TXm, y a matrix TX1, β  the 

vector of coefficients to be estimated (vector mX1) and 
vector of disturbances u.  

A. Maximum Entropy Econometric Approach. 
The estimation of y X u= β +  by regression techniques 

requires that the number of observations (T) has to be 
superior to the number of independent variables (m).  

Nevertheless, information available regarding renewable 
energy and electric liberalization market is scarce. Therefore, 
in a situation of limited sample data the estimation of the 
model by regression procedures (OLS) is not possible as the 
problem is undetermined or ill-posed.  

However, when these circumstances of small amount of 
information available make it unfeasible to combine 
forecasts through OLS procedures the Maximum Entropy 
Econometric approach allows us to recover the estimates of 

1 2, ,..., mβ β β  in the corresponding parameterized model 
without making distributional assumptions. The approach 
consists of developing a non-linear inversion procedure [14] 
which requires the application of the tools provided by the 
Information Theory ([11], [12], [13]).  

Consider a regression-based method: y X u= β+  in a 
situation of limited sample data where m>T. A probability 
distribution should be used in order to represent partial and 
limited information regarding the individual observations so 
they are consistent with the observed sample data. Therefore, 
following [14] it is possible to define an inverse general 
problem for recovering β  defined as: 
= + = +y X u XP uβ , where 1 mP:(p ,…,p )'  is a m-

dimensional vector of unknown terms related to the 
probability distribution. The main objective is to estimate a 
probability distribution P given the limited information and 
minimal distributional assumptions and therefore recover β  

as ˆˆ =P β . 
However, as the number of observations (T) is smaller 

than the number of independent variables (m), if we attempt 
to recover P by using traditional procedures of mathematical 
inversion, there is more than one vector P making the 
solution feasible. Therefore the problem is ill-posed and we 
have no basis for picking a particular solution vector for P 
from the feasible set. Thus, if we ask for a particular set of 
probabilities considered as most likely, it seems reasonable 
to favour the one that could have been generated in the 
greatest number of ways given the available data.  

The definition of the entropy measure H(P) and the 
formulation of the Entropy Maximization problem can help 
us to estimate a unique P distribution since the principle of 

Maximum Entropy provides a basis for transforming the 
sample information into a probability distribution that 
reflects our uncertainty about the individual outcomes.  

The measures of entropy H(P) quantify the uncertainty 
associated with a random experiment. In particular, given a 
random variable X with values xi and probability distribution 

( )1,...,= nP p p  with 0≥ip  (i=1..., n) and 
1

1
=

=∑
n

i
i

p , 

Shannon’s measure of entropy ([11]) is defined as: 

( ) ( )1
1

,..., - log
=

= = ∑
n

S S n i i
i

H P H p p p p . 

The value of the entropy is maximum when all the values 
xi have the same probability (and then P is a uniform 
distribution). This situation would be justified by the Laplace 
Indifference Principle, according to which the uniform 
distribution is the most suitable representation of our 
knowledge when the random variable is completely 
unknown. Nevertheless, sometimes the ignorance of the 
probability distribution of X is not absolute and we have 
some partial information on the distribution such as the 
mean, variance, moments or some characteristics which can 
be formulated as equality constraints. In such a case, it is 
possible to estimate the probability distribution through the 
application of the Maximum Entropy principle ([12], [13]) 
choosing the distribution for which the available information 
is just sufficient to obtain the probability assignment. 

Thus, if we know certain values ra  (r=1..., s) associated 
with functions ( )rg X  of the values of X but we do not know 
its distribution, the problem consists of estimating a 
nonnegative distribution that fulfils the conditions 0≥ip  for 

i=1..., n and 
1

1
=

=∑
n

i
i

p , maximizing the value of the entropy.  

By solving the maximization problem we can obtain the 
estimated probabilities { }1

ˆ ˆ ˆ, ,= … nP p p . We pointed out that 
the maximum entropy distribution does not have a closed-
form solution and therefore numerical optimization 
techniques must be used to compute the probabilities. 

Working towards a criterion for recovering the 
parameters of the regression model related to electricity price 
in the general inverse problem = + = +y X u XP uβ , if 
there is no evidence that a specific independent variable is 
more significant than others, the related probability 
distribution (P) would be the uniform (according to Laplace 
Indifference Principle). However, the principle of maximum 
entropy provides a basis for using the sample information in 
a probability distribution P that reflects our uncertainty about 
the individual independent variable. Therefore, the problem 
consists of estimating a nonnegative distribution P by 
maximizing the value of the entropy H(P)  subject to the 
available information. By solving the optimization problem 
the estimated probability distribution P̂  is obtained.  
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We consider a general inverse problem 
= + = +y X u XP uβ where we wish to determine the 

unknown and unobservable frequencies ( )1,..., '= mP p p , 
representing the data generating process. Then, within the 

possible sets of probabilities fulfilling 
1

1
=

=∑
m

i
i

p , 0≥ip , we 

must choose to assign a single vector.  Through the 
application of the principle of maximum entropy we 
maximize ( )H P  under the restrictions of information 
consistency = +y X uβ , and the adding up-normalization 
constraint for P: ' 1=P .                                                                                                        

If the vector of disturbances, u, is assumed to be a 
random vector with finite location and scale parameters, we 
can represent our uncertainty about it by treating each tu  
(t=1, ..., T) as a finite and discrete random variable with 
2 ≤ ≤ ∞J  possible outcomes.  

Thus, it is assumed that each tu  is limited by an interval 
( 1tv , tJv ), whose probability, 1Pr( )< <t t tJv u v , can become 
as small as we want. For example, for J=2, the error can be 
defined as: 1 (1 )= + −t t t t tJu w v w v  where each [ ]0,1∈tw  is a 
vector of error weights.  Furthermore, 2≥J  can be used to 
assume certain characteristics of symmetry and kurtosis 
about the error distribution. 

Because there may be different levels of uncertainty 
underlying each iβ , for more general inferential purposes, 
point estimates may be limiting and unrealistic. 
Consequently, it is possible to generalize the maximum 
entropy problem to permit a discrete probability distribution 
to be specified and obtained for each iβ . Rather than search 
for the point estimates of β , each iβ  is viewed as the mean 
value of some well defined random variable z. 

Then, for each iβ , we assume there exists a discrete 
probability distribution that is defined over a parameter space 

K  by a set of equally distanced discrete points 
[ ]i 1 Kz z , , z '= …  with corresponding probabilities 

[ ]i i1 iKp p , , p '= …  and with K 2≥ . Therefore: [ ]
ii P iE zβ =   

or [ ]PE zβ = . 
Using the Maximum entropy econometric approach, one 

investigates how “far” the data pull the estimates away from 
a state of complete ignorance (uniform distribution). In order 
to measure the reduction in the initial uncertainty, the 
information index entropy measure R is defined ([19], [20], 
[21]) and where [ ]R 0,1∈ . A high value of R implies the data 
tell us something about the estimates, or similarly, there is 
valuable information in the data. 

Moreover, we can define measures to evaluate the 
information in each one of the variables i = 1,2,...,m as the 
normalized entropy: ( )iˆS p . 

These variable-specific information measures reflect the 
relative contribution (of explaining the dependent variable) 
to the independent variable. Where ( ) [ ]iˆS p 0,1∈ , zero 
reflects no uncertainty while one reflects total uncertainty in 
the sense that P is uniformly distributed.  

 
B. Estimated Models. 

The basic time series data for the period 2002–2007 were 
taken from Eurostat (available at the web site 
http://epp.eurostat.ec.europa.eu): 

Dependent variable y:  
Electricity prices for household consumers: This 

indicator presents electricity prices charged to final 
consumers. Electricity prices for household consumers are 
defined as follows: Average national price in Euro per miles 
kWh without taxes applicable for the first semester of each 
year for medium size household consumers (Consumption 
Band Dc with annual consumption between 2500 and 5000 
kWh).  

Independent variables, m:  
Electricity generated from renewable sources (% of gross 

electricity consumption): This indicator is the ratio between 
the electricity produced from renewable energy sources and 
the gross national electricity consumption for a given 
calendar year. It measures the contribution of electricity 
produced from renewable energy sources to the national 
electricity consumption. Electricity produced from 
renewable energy sources comprises the electricity 
generation from hydro plants (excluding pumping), wind, 
solar, geothermal and electricity from biomass/wastes.   We 
also have information about Electricity generated from wind 
power and Electricity generated from hydroelectricity as % 
of gross electricity consumption) 

Electricity generated from nuclear- % Total gross 
electricity generation  

Electricity generated from natural gas- % Total gross 
electricity generation  

Electricity generated from petroleum - % Total gross 
electricity generation  

Electricity generated from hard coal- % Total gross 
electricity generation.  

These two last variables are used also as proxy of the 
effects of GHG emissions on prices as electricity generated 
from petroleum or coal (thermal power stations) are the 
energy industries with more GHG emissions. We also have 
considered the variable Greenhouse gas emissions by Energy 
industries (-% total Greenhouse gas emissions). 
 
As variables related to electricity market and its 
liberalization we consider: 

Number of enterprises dedicated to generation of 
electricity 

Number of enterprises dedicated to distribution and 
trade of electricity 
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GDP per capita (thousands of euros): Since in Spain 
there is a part of the electricity price paid by the government, 
it could be interesting to study the effect of the general 
economic activity on electricity price. 

Moreover as Spain has a high level of energy 
dependency (around 80% levels) we also have into 
consideration this fact. The most imported energy is gas and 
petroleum so petroleum prices could have some impacts on 
electricity price. We use the brent crude petroleum price by 
barrel (in dollars). 

For the solution of the optimization the GAMS program 
version 21.3 (General Algebraic Modeling System) is used. 
This is a programming language which allows diverse 
optimization problems to be solved. 

We first deal with a general maximum entropy model 
with a reparametrized error. We establish an a priori range 
for the possible values that may be assumed by error u in the 
model, which may be employed to assume certain 
characteristics of its distribution: V. Since this decision is 
arbitrary, we have assigned a support vector for the errors:  (-
v, -v/2, 0, v/2, v) for v>0, which guarantees its symmetry 
around zero. The decision regarding the amplitude of the 
range of values which it may assume is arbitrary. According 
with [22] support vector v can be assessed if we perfect 
knew the variability presented on y and we can use the three 
standard deviation rule as estimation for v. In fact we follow 
the proposal of [23] who use the sample variance of y  (5,38 
miles de euros and then v=16.15) as an estimate for v. 
However, as a widening of the error bound by increasing v 
the estimated weights converge on the uniform distribution 
(the difference between the weights of the variables is 
reduced) we have used the most reduced v that makes the 
solution feasible (v=7).  

Moreover, we establish an a priori range for the possible 
values that may be assumed by β  in the model. Thus, we 
should choose the support space Z, and then use the data to 
estimate the P which in turn yields β . The restrictions 
imposed on the parameter space through Z should reflect our 
prior knowledge about the unknown parameters. However, 
such knowledge is not available as the estimated models are 
scarce, and we may want to entertain a variety plausible 
bound onβ . However, we have considered a vector support 
symmetrical and centered on zero and in accordance with the 
value ranking that the independent variables may take. 
Moreover, as an initial approximation, we have calculated a 
covariate matrix finding negative values in β . So, we 
consider Z= (-z, 0, z) for z>0, which guarantees its symmetry 
around zero. We consider the same z for all coefficients 
(z=0.7). It implies that we have to be very cautious in the 
interpretation of the estimated β̂ . As we report ( )iˆS p  and 

( )iˆS p 1≅ implies i
ˆ 0β ≅ a natural criterion for identification 

of the information content of a given ix  is just the 
normalized entropy.  

Table I shows our estimated weights for the electricity 
price (β ) under the reparameterized system. We report the 
estimated coefficients for the model with highest R obtained.  
The results are those obtained under the narrowest V vector.  

The estimated information index R=0.722 indicates a 
reduction of the uncertainty by using the maximization 
entropy approach, however, the findings yield that the 
variable Electricity generated from renewable energies 
(RES) does not have sense to explain electricity prices as 
( )iˆS p 1≅ .  

Therefore, we tried to study separately the renewable 
energy sources. In Spain, the largest part of the electricity 
generation by RES is devoted to wind power and hydro, so 
we estimate the model with Electricity generated from wind 
power and Electricity generated from hydroelectricity 
variables. Table II shows our new estimated weights for the 
electricity price (β ). 

 

TABLE I.  HOUSEHOLD ELECTRICITY PRICE.  A MAXIMUM ENTROPY 
ECONOMETRIC ESTIMATED MODEL. 

Variables  i
ˆ        β  ( )iˆS p  

Electricity generated from RES 0.193 0.833 
Electricity generated from nuclear 0.388 0.127 
Electricity generated from natural gas -0.398 0.021 
Electricity generated from petroleum -0.396 0.048 
Electricity generated from hard coal 0.399 0.443 
Nº enterprises electricity generation -0.007 1.000 
Nº enterprises distribution and trade of electricity 0.399 0.014 
GDP per capita -0.307 0.537 
Energy dependency 0.399 0.014 
Petroleum price 0.331 0.113 

 
Support vector for the errors  (-v, -v/2, 0, v/2, v) v= 7 

Support space for coefficients (-z, 0, z) z= 0.7 
Estimated information index R=  0.722 

 
 

TABLE II.  HOUSEHOLD ELECTRICITY PRICE .  A MAXIMUM ENTROPY 
ECONOMETRIC ESTIMATED MODEL. 

Variables  i
ˆ        β  ( )iˆS p  

Electricity generated from wind -0.391 0.095 
Electricity generated from hydro 0.116 0.942 
Electricity generated from nuclear 0.380 0.183 
Electricity generated from natural gas -0.372 0.234 
Electricity generated from petroleum -0.306 0.540 
Electricity generated from hard coal 0.397 0.035 
Nº enterprises electricity generation -0.006 1 
Nº enterprises distribution and trade of electricity 0.361 0.298 
GDP per capita 0.062 0.984 
Energy dependency 0.399 0.014 
Petroleum price 0.361 0.299 
  
Support vector for the errors  (-v, -v/2, 0, v/2, v) v= 7 

Support space for coefficients (-z, 0, z) z= 0.7 
Estimated information index R=  0.58 
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The results give us additional information with respect to 

the first model about the direction in which the RES affect 
the dependent variable. Electricity generated from wind is a 
very important variable ( ( )iˆS p 0.095= ) which contributes to 
reduce electricity prices. Moreover, when electricity 
generated from hard coal increases the electricity prices, 
these increases could be in part due by the cost of the GHG 
emissions which have to be paid by hard coal based energy 
industries.  Energy dependence has also an important effect. 

Regarding to the electricity market liberalization 
variables, the number of enterprises dedicated to electricity 
generation does not have sense to explain electricity prices. 
However, the Number of enterprises dedicated to 
distribution and trade of electricity gives more information 
to explain y as ( )iˆS p 0.298= , nevertheless it has a positive 
effect on electricity prices. Electricity market opening does 
not necessarily imply effective competition and competitive 
prices. Achieving competitive prices depends on the number 
of the players and the nature of consumer demand as 
consumers could be resistant to switching. 

IV. MAIN FINDINGS AND CONCLUDING REMARKS 
We have analyzed the role of some economic and 

environmental variables on electricity price in Spain for the 
time period 2002-2007, applying Theory Information 
Approach due the small sample size.  

By applying the General Maximum Entropy Estimation 
Approach, it becomes possible to estimate a model bearing 
in mind all, and only, the limited information available 
which would not be possible with more traditional estimation 
methods.  

Regarding the price effects of renewable energies, since 
the majority of renewable energy technologies are not 
profitable at current energy prices, they are expected to 
increase energy costs.  

In addition, environmental costs related to CO2 emissions 
in electricity generation in general have a significant 
negative effect on energy costs.  Moreover, the regulatory 
reforms in the Spanish Electricity Market also could have its 
effect on electricity prices.  

The results showed that electricity generated from wind 
contributes to reduce electricity prices. Moreover, when 
electricity generated from hard coal increases the electricity 
prices, these increases could be in part due by the cost of the 
GHG emissions which have to be paid by hard coal based 
energy industries.  Energy dependence has also an important 
effect on electricity prices in Spain. 

The liberalization of electricity industry, in retail 
activities, has a positive effect on electricity prices. 
Electricity market opening does not necessarily imply 
effective competition and competitive prices. Achieving 
competitive prices depends on the number of the players and 
the nature of consumer demand as consumers could be 
resistant to switching. 
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Abstract— A controversial debate has arisen about the effects 
on household electricity prices of electricity generation from 
Renewable Energy Sources and regulatory reforms in the 
European Union Electricity Market. In this paper we propose 
to use panel data models with the aim of explaining the 
household electricity prices as a function of several economic 
variables related to renewable energy sources and electricity 
market regulation. More specifically we use a panel data set 
provided by Eurostat and covering 27 European Union 
countries during the period 1998–2009. Our results suggest 
that electricity prices increase with the deployment of 
Electricity from Renewable Energy Sources.  

 

Keywords-renewable energy, electricity market, panel data 
model. 

I.  INTRODUCTION  
There is a controversial debate about the effects of the 

promotion of renewable energy and electric power sector 
reforms on electricity prices. 

 
The European Union has emphasized the need to control 

climate change and then it has assumed a binding unilateral 
greenhouse gas emission reduction target for 2020, 
according to which the EU is committed to reducing 
emissions to at least 20% below 1990 levels. In order to 
achieve this target the European Union is working on the 
development of renewable energy industries, the 
implementation of energy efficiency measures and saving 
energy technologies. 

More specifically, the Community Directive 2009/28/EC 
[1] on the promotion of the use of energy from renewable 
sources has agreed European targets for 2020: European 
Union should achieve by 2020 a 20% share of Renewable 
Energy Sources (RES) in the Community’s gross final 
consumption of energy and a 10% share of energy from 
renewable sources in transport energy consumption.  

 
The EU sustainable development strategy [2] recognises 

that environmental investments as well as technological 
innovation are the prerequisites for long-term 
competitiveness and better environmental protection. 

Therefore, the development of renewable energy 
industries and energy-saving technologies provides several 

positive effects, mainly with reference to the expected 
increase in energy self-sufficiency, employment, investment 
and production1, but it also has some costs related to the 
adjustments in production, prices and transportation systems   

 
Regarding the effects on prices, the majority of 

renewable energy technologies increase electricity 
generation costs with regard to conventional generation so 
they are expected to increase the electricity price paid by 
final consumers. In fact, there are three principal components 
of extra costs: the generation costs, the costs of distribution 
and transmission system reinforcements and, in the case of 
the intermittent renewals, the extra balancing costs.  

In the European Union the largest part of the investments 
for electricity production was devoted to new wind power 
stations and Photovoltaic and Solar thermal systems as we 
can see in Table I. 

The generation of Electricity from Renewable Energy 
Sources (RES-E) especially from wind and photovoltaic 
power, can increase generation costs when compared with 
conventional generation. A number of recent studies have 
sought to quantify the costs associated with large-scale 
renewable generation by wind ([6], [7] and [8] among 
others). 

 
Moreover, the majority of renewable energy technologies 

are not profitable at current energy prices so their 
development is mainly driven by different public renewable 
support schemes: feed in tariffs, quota obligations, green-
certificate trading, fiscal measures as tax benefits, investment 
grants, etc. Some important classification criteria are whether 
policy instruments address to price or quantity, and whether 
they support investment or generation. A classification of the 
existing promotion strategies for renewals is provided in [9].  

 
 

                                                           
1 Several studies have reviewed the effects of the introduction of renewable 
energies at EU country level. This is the case of [3] for the United 
Kingdom or [4] for Germany. Other studies as [5] have analysed the 
macroeconomic RES impact at local level. 
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TABLE I.  EU INFRASTRUCTURE FOR ELECTRICITY 
PRODUCTION.  

NET INSTALLED CAPACITY (MEGAWATT) 

 Infrastructures 
 

Percentage of change 
2000-2007  

Thermal power stations  10.31 
Nuclear power stations  -3.25 
Hydro power stations  2.08 
Pumped storage plants  5.10 
Wind-turbines  339.75 
Geothermal plants  15.56 
Steam turbine power plants  : 
Gas turbine power plants  : 
Combined cycle power plants  : 
Internal combustion engine plants  : 
Public power plants  12.18 
Autoproducer power plants  24.65 
Photovoltaic systems  2540.56 
Solar thermal systems  1200.00 
Municipal solid wastes  141.13 
Biogas  218.22 
Industrial wastes  -20.79 

         Source of data: Eurostat, 
http://epp.eurostat.ec.europa.eu/portal/page/portal/statistics/search_da
tabase: Statistics data base/Energy Statistics/infrastructure/electrical 
infrastructure. 

 
Most RES-E support systems are financed via the 

electricity market, which increases the retail electricity price. 
Therefore promotion systems have costs for the final 
consumers. For example, [10] shows that Quota-based 
Tradable Guarantee-of-Origin Certificates systems as well as 
Feed-in tariff systems create an artificial market and cause 
policy costs (¼ additional costs to be usually paid by 
electricity customers).  

In Table II we summarise the main promotion 
mechanism implemented in specific EU countries. Quota-
based systems are now in place in the UK, Sweden, Italy, 
Belgium, and Poland. Moreover, as each country has 
different targets set in Directive 2009/28/EC [12], the 
dimension of policy support can be different thus following 
in different effects on electricity prices.  

 
In addition, environmental costs related to CO2 emissions 

in electricity generation usually have a significant negative 
effect on energy costs as a CO2 emission trading scheme 
(ETS) exists. The substitution of conventional electricity 
generation by renewable energies could reduce the cost 
derived from environmental emissions and the electricity 
price. Support systems for Electricity from Renewable 
Energy Sources (RES-E) can reduce electricity prices that 
have also been influenced by a CO2 Emission Trading 
Scheme (ETS): Additional RES-E substitute electricity from 
fossil fuels, and thus CO2-emissions are reduced. The 
demand for emission reductions is lowered; as a result the 
CO2 price is also reduced and consequently the wholesale 
price for electricity decreases [13]. 

TABLE II.  RES-E PROMOTION MECHANISM IMPLEMENTED IN 
EUROPEAN UNION COUNTRIES 

EU members  
Feed 

in 
Tariff 

 

Quota-
based  

Tradable 
Guarantee-
of-Origin 

Certificates 

 Fiscal 
incentives 

Austria  X     
Belgium    X   
Bulgaria  X    X 
Cyprus  X     
Czech Republic  X     
Denmark  X     
Estonia  X     
Finland      X 
France  X     
Germany  X     
Greece  X     
Hungary  X     
Ireland  X     
Italy    X   
Latvia  X     
Lithuania  X     
Luxembourg  X     
Malta  X     
Netherlands    X   
Poland    X   
Portugal  X     
Romania       
Slovak Republic  X     
Slovenia  X     
Spain  X     
Sweden    X   
United Kingdom    X   

Source [11] 
 
 
It is also necessary to consider that a higher use of 

renewable energies could reduce even the electricity final 
prices because its promotion stimulates the generation of 
renewable energy which is characterized by variable costs 
lower than fossil conventional technologies [14].  

 
Regarding the legislative aspects, the regulatory reforms 

in the EU Electricity Market could also have effects on 
electricity prices. In fact the liberalization of generating and 
retailing activities could increase competition thus reducing 
electricity prices. 

 
Following the EU Directives 96/92/EC [15] and 

2003/54/EC [16] the electricity markets in Europe were fully 
liberalized the 1st of July 2007. Since then all electricity users 
are able to choose their own suppliers, and electricity 
network service providers are separated from generating 
and/or supply companies. 

This liberalization of the European electricity markets 
aims to increase efficiency by competition, thus decreasing 
electricity prices for final consumers. 

 
However, as [17] points out, market liberalization does 

not necessarily imply effective competition and competitive 
prices. Achieving competitive prices depends on the number 
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of enterprises and the nature of consumer to switch. The 
combination of low elasticity to prices and a small number of 
competitors means that market prices can easily deviate from 
competitive levels.  

 
Regarding the production market structure, the 

liberalization in many of the EU countries in the generation 
sector has not provided a less concentrated market structure.  

In Figure 1 we can see that the market share of the largest 
generator in the electricity market has not a significant 
decrease for the majority of the EU countries from 1999 to 
2008. This lack of competition may allow electricity prices 
on the wholesale markets to increase, thus leading to higher 
retail electricity prices, especially for household consumers. 

 
Therefore, there are several economic variables related to 

renewable energy sources and electricity market regulation 
affecting the electricity prices. During the last years several 
studies have been developed in order to explain the effect of 
several variables on electricity prices using cross-sectional, 
temporal or panel data. Some of them include explanatory 
variables related to energy use or technology [18] and [19] or 
liberalization market [20] [21]. In this paper we propose an 
empirical study including all the potential effects together 
and therefore we propose panel data models with the aim of 
explaining the household electricity prices as a function of 
variables related to renewable energy sources and electricity 
market regulation. The main objective of our empirical work 
is to explain some differential aspects of the European Union 
member countries in the electricity prices.  

 
 
 

 
Figure 1.  Market share of the largest generator in the electricity market. 
Percentage of the total generation.  
Source of data: Eurostat. 
http://epp.eurostat.ec.europa.eu/portal/page/portal/statistics/search_database  

  
 
 

II. MODELLING THE IMPACT OF RENEWABLES ON 
ELECTRICITY PRICES. PANEL DATA MODELS  

The European Union is working in the development of 
renewable energy industries, the implementation of energy 
efficiency measures and saving energy technologies. Within 
this framework countries pledge to make substantial efforts 
in their energy policy. However, each country tries to 
effectively implement renewable energies according to its 
own characteristics such as energy consumption, energy 
diversity or composition of electricity generation.  

 
Moreover, the RES-E policy support and dimension of 

each EU member can vary, leading to different effects in 
electricity prices. With regard to the market liberalization 
each country has particularities in its market structure, size 
(number of enterprises) and consumer demand.  

All these differences lead to a wide range of household 
electricity prices in the EU countries as we can see in Figure 
2.  

 
In this section we propose panel data models with the 

aim of explaining the household electricity prices as a 
function of several economic variables related to renewable 
energy sources and electricity market regulation. More 
specifically we use a panel data set provided by Eurostat and 
covering 27 countries of the EU during the time period 
1998–2009.  

 
The basic country-level time series data for the period 

1998–2009 were taken from Eurostat (available at the web 
site http://epp.eurostat.ec.europa.eu).  

 
  

 
Fig. 2. Electricity prices for household consumers €/kWh (year 2009). 
Source of data: Eurostat. 
http://epp.eurostat.ec.europa.eu/portal/page/portal/statistics/search_database 
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The considered dependent variable is Electricity prices 
for household consumers. This indicator measures 
electricity prices charged to final consumers, which are 
defined as follows: Average national price in Euro per kwh 
without taxes applicable for the first semester of each year 
for medium size household consumers (Consumption Band 
Dc with annual consumption between 2500 and 5000 kwh). 
Until 2007 the prices are referring to the status on the 1st of 
January for medium size consumers. 

 We propose the following explanatory variables related 
to renewable energy sources and electricity market 
regulation: 
• Electricity generated from renewable sources - % of gross 

electricity consumption (RES-E). This indicator is 
computed as the ratio between the electricity produced 
from renewable energy sources and the gross national 
electricity consumption for a given year. Electricity 
produced from renewable energy sources comprises the 
electricity generation from hydro plants (excluding 
pumping), wind, solar, geothermal and electricity from 
biomass/wastes. We expect a positive estimated effect of 
this variable on electricity prices as the generation of 
Electricity from Renewable Energy Sources (RES-E) 
increases generation costs and their development is 
mainly driven by different public renewable support 
schemes.    

• Percentage of Greenhouse gas emissions (GHG) by 
Energy industries as a total of Greenhouse gas emissions 
(Energy Industries Emissions). We expect a positive 
estimated effect of this variable on prices as emission 
trading schemes exist. 

• Market share of the largest generator in the electricity 
market- Percentage of the total generation (Electricity 
Generation Competition-ECG). This indicator shows the 
market share of the largest electricity generator in each 
country. To compute this variable, the total net electricity 
production during each reference year is considered, 
meaning that the electricity used by generators for their 
own consumption is not taken into account. Then, the net 
production of each generator during the same year is 
considered in order to calculate the corresponding market 
shares, and only the largest market share is reported under 
this indicator. As a result a positive effect of this variable 
on electricity prices is expected, since market share 
increases also increment the market power thus leading to 
higher electricity prices. 

• Gross Domestic Product, GDP per capita, measured in 
Purchasing Power Standards PPS- (GDPpps). This 
variable aims to study the effect of the general economic 
activity on electricity prices. Besides the convenience of 
considering the general economic context, the inclusion 
of this indicator is particularly interesting in some 
European Countries (as in Spain) where part of the 
electricity price is paid by the government through state 
budgets. 

 

In the described situation the use of panel data techniques 
could be advisable if significant country effects exist, 
allowing us to determine if there are differences at country-
level among the European Union member states.   

We specify the following panel regression model: 
i,t i 1 it 2 it 4 it ity R ESE EGC ... GDPpps u= α + β + β + + β +  

where i=1,…,27, t=1998,…,2009.  
Parameters iα  denote country effects and they are 

included in the model with the aim of capturing the specific 
effects related to the different EU countries, since the 
omission of these terms might lead to biased estimates. The 
disturbances of this model are denoted by uit and are 
assumed to be independently and identically distributed 
random variables with mean zero and variance 2

uσ . 
In order to identify the most suitable specification, the 

proposed model has been estimated considering both fixed 
and random effects2 . According to the fixed effects model 

iα  is considered as a regression parameter while the 
random effects model treats it as a component of the random 
disturbance. In order to establish whether the fixed or the 
random effects estimator is more appropriate a Hausman 
test is performed [26]. 

If the effects iα are correlated with the explanatory 
variables, then the random effects model cannot be 
consistently estimated, and the Hausman test can be used to 
test for inconsistency in the random effects estimation by 
comparing the fixed-effects and random-effects estimated 
coefficients (a significant difference indicates that the 
random effects model is estimated inconsistently). In other 
words, the null hypothesis of the Hausman test is that 
individual country effects are uncorrelated with the other 
explanatory variables and thus the random-effects model is 
the most appropriate estimator. 

 The obtained value for the Hausman test statistic is 
39.81 and the related p-value (approximately 0) leads to a 
rejection of the null hypothesis of strict exogeneity. 
Therefore, we conclude that the fixed effects model is better 
than the random effects option.  

Further, the existence of country specific effects has been 
checked though the F test (whose null hypothesis is the 
existence of equal αi for all the countries). If the individual 
country effect iα  is assumed to be equal across all countries, 
then the pooled Ordinary Least Square are consistent and 
efficient.   

The obtained results are summarized in Table III 
confirming the existence of country-specific effects (The F 
test statistic leads to the rejection of the null hypothesis at the 
1% level). As a result, different αi are assumed in order to 
control for unobserved heterogeneity of EU-27 members as 
significant differences between countries in electricity prices 
exist. 

                                                           
2 The details about panel data econometrics can be seen in [22], [23],  [24]  
and [25], amongst others. 
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TABLE III.  ESTIMATED FIXED  PANEL DATA MODEL FOR  HOUSEHOLD 
ELECTRICITY PRICES (PANEL DATA SET COVERING 27 EU COUNTRIES 

DURING THE PERIOD 1998–2009).  

Explanatory Variables  Estimated 
parameters 

RES-E (%)  0.00167***    
Electricity Generation Competition (%)  -0.000559** 
Energy Industries Emissions (%)  0.00181** 
GDPpps   0.001** 

R2  0.80 
Hausman test  39.81*** 
F test (country-specific effects)   24,175*** 

  (1) **significant at 5%; ***significant at 1%.  
  (2)  Robust regression is used to adjust the results for heterokedasticity  

 
The fixed effects estimated model has a good explanatory 

power (the overall goodness of fit is 80%). 
 
The panel regression results indicate that, according to 

the t-test, the overall considered variables are statistically 
significant at 5% level. The variable Electricity generated 
from RES has a positive estimated coefficient, showing that 
a 1% increasing in RES-E, holding constant all other 
explanatory variables, causes an increases of 0.00167 Euro 
per kwh in the household electricity prices.  

Moreover, Energy Industries Emissions and GDPpps 
have also estimated positive effects on electricity prices. 
More specifically, by increasing 1% the Green Gas 
Emissions produced by Energy Industries the electricity 
price would increase in 0.00181 Euros per kwh (holding 
constant all other variables). The positive estimated effect of 
the GDP per capita on electricity prices could indicate that 
the RES-E promotion expenditures in countries with higher 
income are usually supported by increasing electricity prices 
paid at the end by the consumers (in stead of state budgets).  

Lastly, the variable related to the liberalization of 
electricity generation (Electricity Generation Competition) 
has a negative impact on household electricity prices. This 
result does not fulfil our initial expectations as it is generally 
expected that liberalization of generating activities increase 
competition thus reducing electricity prices. 

 In fact, when market share of the largest generator in the 
electricity market decreases 1% (holding constant all other 
variables) the household electricity prices are expected to 
increase in 0,00056 Euro per kwh, Therefore, Electricity 
market liberalization does not necessarily imply effective 
competition and competitive prices. Achieving competitive 
prices depends on the number of players, the nature of 
electricity supply and the nature of consumer demand.  

Since the largest part of the EU electricity generation by 
RES is devoted to wind power and hydro, we estimate the 
model including the explanatory variables Electricity 
generated from wind power and Electricity generated from 
hydroelectricity, obtaining the results summarized in Table 
IV. In this new model, the Hausman test for the null of 
random effects versus fixed effects leads to a chi-squared 
statistic with a value of 10,56 and therefore random 
components can not to be rejected at 5% of significance.  

TABLE IV.  ESTIMATED RAMDOM PANEL DATA MODEL FOR 
HOUSEHOLD ELECTRICITY PRICES (PANEL DATA SET COVERING 27 EU 

COUNTRIES DURING THE PERIOD 1998–2009).  

Explanatory Variables  Estimated 
parameters 

RES-E from Wind (%)  0.0025*** 
RES-E from Hydro (%)  -0.0001 
Electricity Generation Competition (%)  -0.0003*** 
Energy Industries´ Emissions (%)  -0.0004 
GDPpps  0.0003** 

Log-likelihood  400.74 
Hausman test  10.56* 
Breusch-Pagan test (country-specific effects)   354.96*** 
  (1) **significant at 5%; ***significant at 1%.  
  (2)  Robust regression is used to adjust the results for heterokedasticity  
 

According to the estimated t statistics, the RES-E for 
hydro and Energy Industries´ Emissions are not significant 
explanatory variables.  

Regarding Electricity generated from wind, the 
estimated coefficient suggests that an 1% increasing in this 
variable (holding constant all other variables) leads to an 
increase of 0.0025 euros per kwh in household electricity 
prices.  

III. MAIN FINDINGS AND CONCLUDING REMARKS 
The liberalization of electricity markets in Europe aims 

to increase competition, thus decreasing electricity prices for 
the final consumers. However, the promotion of European 
electricity generation from renewable energy (RES-E) could 
have an opposite effect on electricity prices. 

In the framework of a controversial debate about the 
effects of RES-E on household electricity prices, this paper 
explores the impact of several economic variables on 
household electricity prices in the European Union. 

With this aim, panel data models are estimated trying to 
explain the household electricity prices as a function of 
several economic variables related to renewable energy 
sources and electricity market regulation: Electricity 
generated from renewable sources, Greenhouse gas 
emissions produced by Energy industries and Market share 
of the largest generator in the electricity market. The panel 
data set is provided by Eurostat covering 27 EU countries 
during the period 1998–2009 and the obtained results 
indicate that electricity prices increase with the deployment 
of RES-E and also with the increased emissions of energy 
industries.  

Regarding the liberalization of electricity generation, 
our findings suggest that when the market share of the 
largest generator in the electricity market decreases 1% the 
household electricity prices increases in 0,00056 euro per 
kwh. Therefore, the liberalization of Electricity markets 
does not necessarily imply effective competition and 
competitive prices.  

 

31

BIONATURE 2011 :  The Second International Conference on Bioenvironment, Biodiversity and Renewable Energies

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-138-0

                            38 / 61



REFERENCES 
[1] European Parliament & European Council. Directive 2009/28/EC of 

the European Parliament and of the Council of 23 April 2009 on the 
promotion of the use of energy from renewable sources and amending 
and subsequently repealing Directives 2001/77/EC and 2003/30/EC. 
2009. Brussels. 

[2] European Council. Renewed EU sustainable development strategy. 
European Council on 15/16 June 2006 DOC 10917/06. DOC 
10917/06: 2006. Brussels. 

[3] P.M. Connor, “UK renewable energy policy: a Review”, Renewable 
and Sustainable Energy Reviews, nº7, 2003, pp. 65-82. 

[4] B. Hillebrand, H.G. Buttermann, J.M. Behringer, J.M. and M. Bleuel, 
“The expansion of renewable energies and employment effects in 
Germany”, Energy Policy, vol. 34, 2006, pp. 3484-3494. 

[5] B. Moreno and A.J. López, “The effect of renewable energy on 
employment: The case of Asturias (Spain)”, Renewable and 
Sustainable Energy Reviews, Vol. 12, 2008, pp. 732-751 

[6] L. Dale, D. Milborrow, R. Slark and G. Strbac, “Total cost estimates 
for large-scale wind scenarios in UK,” Energy Policy, vol. 32, 2004, 
pp. 1949-1956. 

[7] A. Demiroren and U. Yilmaz, “Analysis of change in electric energy 
cost with using renewable energy sources in Gökceada, Turkey: An 
island example”, Renewable and Sustainable Energy Reviews, Vol.  
14,  2010, pp. 323–333.  

[8] D.J. Swider, L. Beurskens, S. Davidson, J. Twidell, J. Pyrko, W. 
Prüggler, H. Auer, K. Vertin and R. Skema, “Conditions and costs for 
renewables electricity grid connection: Examples in Europe”, 
Renewable Energy, Vol. 33,  2008, pp. 1832–1842. 

[9] R. Haas, C. Panzer, G. Resch, M. Ragwitz, G. Reece and A. Held, “A 
historical review of promotion strategies for electricity from 
renewable energy sources in EU countries”, Renewable and 
Sustainable Energy Reviews, Vol.  15, 2011,  pp. 1003–1034.  

[10] R. Haas, G. Resch, C. Panzer, S. Busch, M. Ragwitz and A. Held,  
“Efficiency and effectiveness of promotion systems for electricity 
generation from renewable energy sources: Lessons from EU 
countries”, Energy, 2008., in press. 

[11] European Comission: The Support of Electricity from Renewable 
Energy Sources Accompanying Document to the Proposal for a 
Directive of the European Parliament and of the Council on the 
Promotion of the Use of Energy from Renewable Sources,. 
COM(2008) 19. Brussels, 2008, SEC(2008) 57. 

[12] European Parliament & European Council, Directive 2009/28/EC of 
the European Parliament and of the Council of 23 April 2009 on the 

promotion of the use of energy from renewable sources and amending 
and subsequently repealing Directives 2001/77/EC and 2003/30/EC:  
2009. Brussels. 

[13]  M. Rathmann, “Do support systems for RES-E reduce EU-ETS-
driven electricity prices?”, Energy Policy , vol. 35,  2007, pp. 342–
349. 

[14] S. Jensen and K. Skytte, “Simultaneous attainment of energy goals by 
means of green certificates and emission permits“, Energy Policy, 
vol. 31, 2003,  pp. 63-71. 

[15] European Parliament & European Council,  Directive 96/92/EC of the 
European Parliament and of the Council of 19 December 1996 
concerning common rules for the internal market in electricity: 1996, 
Brussels.  

[16] European Parliament & European Council, Directive 2003/54/EC of 
the European Parliament and of the Council  of 26 June 2003 
concerning common rules for the internal market in electricity and 
repealing Directive 96/92/EC2003/54/EC: 2003. Brussels 

[17] T. Jamasb, M. Pollitt(2005). Electricity Market Reform in the 
European Union: Review of Progress towards Liberalisation and 
Integration. Cambridge Working Papers in Economics CWPE 0471.  

[18] D.J. Swider, L. Beurskens, S. Davidson, J. Twidell, J. Pyrko, W. 
Prüggler, H. Auer, K. Vertin and R, Skema, “Conditions and costs for 
renewables electricity grid connection: Examples in Europe”, 
Renewable Energy, vol.  33, 2008, pp. 1832-1842. 

[19] L. Dale, D. Milborrow, R. Slark and G. Strbac, “Total cost estimates 
for large-scale wind scenarios in UK,” Energy Policy, vol. 32, 2004, 
pp. 1949-1956. 

[20] H. Nagayama, “Effects of regulatory reforms in the electricity supply 
industry on electricity prices in developing countries”, Energy Policy 
vol. 35, 2007, pp. 3440-3462. 

[21] H. Nagayama, “Electric power sector reform liberalization models 
and electric power prices in developing countries. An empirical 
analysis using international panel data”, Energy Economics, vol.  31, 
2009, pp. 463-472. 

[22] J. M. Wooldridge, Econometric Analysis of Cross Section and Panel 
Data. MIT Press, 2001. 

[23] C. Hsiao, Analysis of panel data. Cambridge.  Cambridge: University 
Press, 1990. 

[24] Y. Mundlak, “On the pooling of time series and cross section data,” 
Econometrica, vol. 46, 1978, pp. 69-85. 

[25] B.H. Baltagi, Econometric Analysis of Panel Data. Wiley, 1995. 
[26] J. A. Hausman, “Specification Tests in Econometrics,” Econometrica, 

vol. 46, 1978, pp. 1251-1271. 

 

32

BIONATURE 2011 :  The Second International Conference on Bioenvironment, Biodiversity and Renewable Energies

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-138-0

                            39 / 61



Interactions Between BTEX, TPH, and TCE During Their bio-removal from the 
Artificially Contaminated Water 

Yiqin Chen, Junhui Li, Chengkeng Lei, and Hojae Shim 
   Department of Civil and Environmental Engineering 

Faculty of Science and Technology, University of Macau
Taipa, Macau SAR, China

Yiqin CHEN: celerychenyiqin@gmail.com
Junhui LI: Lee.environmentalist  @  gmail  .  com  

Chengkeng LEI:ma86563  @  umac  .  mo  
Hojae SHIM: hjshim@umac.mo

 Abstract—  Many environmental  sites  are  becoming 
contaminated  by  mixed  wastes,  including  such  organic 
compounds  as  BTEX  (benzene,  toluene,  ethylbenzene,  and 
three isomers of xylene), TPH (total petroleum hydrocarbons), 
and  CAHs  (chlorinated  aliphatic  hydrocarbons)  including 
TCE (trichloroethylene). TCE, as a representative CAH, has 
been widely used in various industrial processes and is among 
the most  prevalent hazardous organic compounds present in 
the  environment.  In  this  study,  a  microbial  pure  culture 
enriched and isolated from a heavily oil-contaminated site in 
Xiamen, China, was used to remove mixtures of BTEX, TPH, 
and TCE under different pHs (5, 7, and 9) at 25°C, from the 
artificially contaminated water and to assess the interactions 
between  those  compounds  during  their  bio-removal. The 
mixtures of BTEX (BTEoX, BTEmX, and BTEpX) and TPH 
showed different trends when TCE added to the mixture. TCE 
showed  an  inhibitory  effect  on  bio-removal  of  o-xylene  in 
BTEoX mixture,  while it  showed a stimulatory effect on the 
overall removal efficiencies for BTEmX and BTEpX mixtures. 
On  the  other  hand,  TCE  was  the  most  efficiently  removed 
when mixed with BTEoX and TPH, except at pH 5, while less 
removed  in  other  mixtures  at  almost  similar  amounts, 
regardless  of  pH. The  highest  removal  of  BTEX  and  TPH 
occurred  at  pH  7  or  9,  while  the  highest  removal  of  TCE 
occurred at pH 7, regardless of mixtures.
 
  Keywords – BTEX; interaction; mixture; pH; TCE; TPH

I.INTRODUCTION

Due to the industrialization, petroleum production is not 
only the primary source of fuel but also the contamination 
source of soil and groundwater [1]. Besides of basic usage of 
these productions, lots of them are lost by leakage. Major 
causes of crude oil-contaminated soil include leaking storage 
tanks and pipelines, land disposal of petroleum waste, and 
accidental  or  intentional  spills  [2].  There  are  many 
compounds  in  petroleum.  Benzene,  toluene,  ethylbenzene, 
and  three  isomers  (ortho-,  meta-,  and  para-)  of  xylene, 
collectively known as BTEX, are among these compounds, 
which are also widely used as industrial solvents for organic 
synthesis  and  equipment  cleansing  [3].  Trichloroethylene 
(TCE) is widely used in various industrial processes, such as 
industrial  dry  cleaning,  textile  manufacturing,  etc.  It  is 
among  the  most  prevalent  hazardous  organic  compounds 

present in the environment [4]. TCE is also carcinogenic and 
would cause other serious health effects on humans [5]. 

There  have  been  lots  of  studies  focused  on  removing 
these  contaminants.  Among  all  the  current  technologies, 
biological treatment is regarded as the most economical and 
environmentally  sound  approach  [6].  However,  no 
microorganism capable of growing on TCE as a sole carbon 
or energy source has yet been isolated [7]. Instead, several 
anaerobic and aerobic bacteria are known to degrade TCE by 
the  co-metabolic  transformation.  Hence,  a  non-growth-
supporting substrate is transformed through the catalysis of 
non-specific enzymes synthesized by bacteria in the presence 
of a growth substrate [8]. 

Many studies  have  proved that  TCE has  an inhibitory 
effect  to other compounds during the bio-removal process. 
TCE significantly  inhibited  phenol  degradation  during  the 
degradation  of  phenol  and  trichloroethylene  by 
Pseudomonas  cepacia G4  [9].  TCE  was  regarded  an 
inhibitor to 1,1-dichloroethylene bio-removal [10] and also 
showed an inhibitory effect to isopropyl alcohol [11]. On the 
other hand, the efficacy of TCE biodegradation varies with 
different  compounds  under  different  conditions.  The 
combination  of  BTEX,  TPH,  and  TCE can  be  frequently 
found in the environment.

 The efficacy of biodegradation is  also  influenced by a 
number  of  factors  including  bioavailability,  quality  and 
quantity  of  contaminants,  temperature,  pH,  and  oxygen. 
These  factors  are  essential  for  formulating  successful 
bioremediation strategies [8]. In this study, one indigenous 
microorganism isolated from a heavily oil-contaminated site 
in Xiamen, China was used to remove mixtures of BTEo/m/
pX  (350  mg/L),  TPH  (1,000  mg/L),  and  TCE(15  mg/L) 
under  three different pH values (5, 7, and 9) at 25°C,  from 
the  synthetic  contaminated  water.  Indigenous 
microorganisms  were  first  enriched  and  isolated  from the 
contaminated soil. The interaction between BTEX, TPH, and 
TCE  during  their  bio-removal  from  the  artificially 
contaminated  water  under  different  pH conditions  was 
evaluated.  Results would help  find out the interactions and 
the  most  appropriate  combination  of  contaminants and 
environmental  conditions  when  the  bioremediation 
technology applied to the mixed wastes contaminated sites. 
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II.MATERIALS AND METHODS

A. Chemicals
Benzene  (purity,  99.7%),  toluene  (purity,  99%), 

ethylbenzene  (purity,  99%),  ortho-xylene  (purity,  99%), 
meta-xylene  (purity,  99%),  and  para-xylene  (purity,  99%) 
were  purchased  from the  International  Laboratory  (USA). 
TCE (purity, 99%) was purchased from Da Mao Chemical 
Manufacture in Tianjin, China.  TPH were purchased from 
the  Caltex  Company  in  Macau  Special  Administrative 
Region  (SAR),  China,  and  the  TPH  stock  solution  was 
prepared using the 1:1 ratio (v/v) of unleaded gasoline and 
diesel mixed with dimethylformamide (DMF). 

B. Soil sample collection
Indigenous microorganisms were isolated from the soil 

samples,  potentially  contaminated  with  petroleum 
compounds and obtained from a site near a gas  station in 
Xiamen, China. Soil samples were stored in a freezer until 
use.

C. Enrichment and isolation
The microbial pure cultures were enriched and isolated 

from the soil sample. Soil sample (5%, w/w)  was first added 
into the nutrient broth (contained 3.0 g/L beef extract and 5.0 
g/L peptone) in a serum bottle, and then 150 mg/L of toluene 
was added as a substrate for the microbial growth. After the 
serum bottles were covered with stoppers (90% teflon/10% 
silicone) and aluminum crimp sealed, they were inverted and 
placed  on an  orbital  shaker  (IKA)  at  150  rpm and 25°C. 
Then, 10% (v/v) inocula from these bottles were aseptically 
inoculated into the mineral  salts medium (MSM contained 
KH2PO4 1.0  g/L;  K2HPO4 1.0  g/L;  NH4NO3 1.0  g/L; 
MgSO4·7H2O 0.2 g/L; Fe2(SO4)3 0.5 g/L; and CaCO3 0.02 g/
L) containing 150 mg/L of toluene as a sole substrate. After 
several  weeks of  subculturing,  pure cultures  were  isolated 
from the bottles by using nutrient agar (NA) plates. The pH 
of  medium was  adjusted  by adding  HNO3  (1.0  mol/L)  or 
NaOH (1.0  mol/L)  solution.  All  the  apparatus  and  media 
were autoclaved (HIRAYAMA) for 20 min at 121°C, under 
15 psi (103.5 kPa) in advance.

Several  microbial  colonies with different  morphologies 
were chosen from the NA plates and aseptically transferred 
to  test  tubes  containing  MSM with  150  mg/L of  toluene. 
After the tubes were incubated on the shaker at 150 rpm and 
25°C, one microbial pure culture from the soil sample, which 
showed higher turbidities by measuring optical density (OD) 
at  600  nm  and  higher  toluene  removal  efficiencies,  was 
chosen  for  further  experiments.  The  selected  pure  culture 
was further transferred, 10% (v/v), into the newly prepared 
MSM containing mixtures of BTEX and TPH.

D. Analytical methods 
The  concentrations  of  BTEX,  TPH,  and  TCE  were 

measured  using  a  gas  chromatograph  (Agilent,  6890N, 
Agilent Technologies Co., Ltd, China) equipped with a flame 
ionization detector (FID) and a capillary column (HP-5; 30 
m × 0.53 μm I.D. with a stationary-phase film thickness of 

0.88 μm). One microliter of liquid samples was injected by 
the autosampler injector (7638 Series, Agilent Technologies 
Co.,  Ltd,  China)  equipped  with  a  tapered  microsyringe 
(5181-1267, Hamilton Company, USA). Nitrogen was used 
as a carrier  gas.  The inlet  and detector  temperatures  were 
280°C and 300°C, respectively. The column temperature was 
programmed as initial temperature,  40°C (hold for 2 min), 
then incrementally increased at 12°C/min to 300°C (hold for 
10 min). 

E. Bio-removal of mixtures
After  several  weeks  of  subculturing,  the  pure  cultures 

(10%, v/v) were added into the fresh MSM which contained 
different  concentrations of BTEo/m/pX/TPH/TCE mixtures 
at different pH values (5, 7, and 9) at 25°C. 

After  the  serum bottles  were  sealed  with stoppers  and 
aluminum  crimps,  they  were  inverted  to  minimize  the 
volatilization  of  these  compounds,  then  incubated  on  the 
shaker  at  150  rpm.  Bottles  containing  MSM  with  these 
compounds but without microorganisms served as controls. 
Sample aliquots of 2 mL were periodically withdrawn from 
the  bottles  and  analyzed  for  the  concentrations  of  BTEX, 
TPH, and TCE.  

III.RESULTS AND DISCUSSION

The  experimental  results  for  the  interactions  between 
BTEX (350 mg/L for BTEo/m/pX), TPH (1,000 mg/L), and 
TCE  (15  mg/L) in  the  artificially  contaminated  water  at 
different pH values at 25°C are shown below.

A. Removal of BTEoX and TPH
The  removal  efficiencies  for  benzene,  toluene, 

ethylbenzene,  ortho-xylene,  and  TPH  in  BTEoX/TPH 
mixture without and with TCE after 144 hours of incubation 
are shown in Figure 1 and 2, respectively. For the mixture 
without  TCE,  the  highest  total  removal  efficiencies  for 
BTEoX mixture and TPH were 84.7% at pH 7 and 63.7% at 
pH 9, respectively, and the lowest total removal efficiencies 
were 29.1% at pH 5 and 34.5% at pH 5, respectively (data 
not shown). On the other hand, for the mixture with TCE, 
the  highest  removal  efficiencies  for  BTEoX mixture  and 
TPH were 74.5% at pH 9 and 61.5% at pH 7, respectively, 
and the lowest total removal efficiencies were 28.9% at pH 
5 and 35.8% at pH 5, respectively (data not shown). These 
results  suggested  the  inhibitory  effect  of  TCE  on  the 
removal  of  BTEoX  mixture  and  TPH.  The  removal 
efficiency for  o-xylene in BTEoX/TPH mixture was most 
affected  by  the  presence  of  TCE,  regardless  of 
environmental  conditions.  After  TCE was  added  into  the 
mixture of BTEoX (350 mg/L) and TPH (1,000 mg/L)  at 
25°C, the removal efficiency for  o-xylene dropped rapidly 
from 17.6% to 9.9%, from 82.3% to 13.8%, from 83.2% to 
10.3% at pH 5, 7, and 9, respectively. 

B. Removal of BTEmX and TPH
The  removal  efficiencies  of  benzene,  toluene, 
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ethylbenzene,  meta-xylene,  and  TPH  in  BTEmX/TPH 
mixture without and with TCE after 144 hours of incubation 
are shown in Figure 3 and 4, respectively. For the mixture 
of  BTEmX  and  TPH  without  TCE,  the  highest  removal 
efficiencies for BTEmX mixture and TPH were 82.4% at pH 
7 and 70.4% at pH 7, respectively, while the lowest removal 
efficiencies  were  39.2%  at  pH  5  and  36.7%  at  pH  5, 
respectively (data  not  shown). On the other  hand, for  the 
mixture  with  TCE, the  highest  removal  efficiencies  for 
BTEmX mixture and TPH were 85.5% at pH 9 and 64.0% at 
pH  7, respectively,  while  the  lowest  removal  efficiencies 
were 49.4% at pH 5 and  28.1% at pH 5, respectively (data 
not  shown).  Overall,  these  results  indicated  a  slightly 
stimulatory effect of TCE towards the removal of BTEmX 
mixture. However, as shown in Figures 3 and 4, the removal 
efficiencies for individual compound in BTEmX mixture and 
TPH were not significantly affected by the presence of TCE, 
regardless of pH. 

C. Removal of BTEpX and TPH
The  removal  efficiencies for benzene,  toluene, 

ethylbenzene,  para-xylene, and TPH in mixture of BTEpX 
and  TPH  without  and  with  TCE  after  144  hours  of 
incubation are shown in Figure 5 and 6, respectively. For the 
mixture without TCE,  the highest  removal efficiencies  for 
BTEpX mixture and TPH were 82.6% at pH 9 and 60.7% at 
pH  7,  respectively,  while  the  lowest  removal  efficiencies 
42.0% at pH 5 and 30.5% at pH 5, respectively (data not 
shown). On the other hand, for the mixture with TCE,  the 
highest  removal efficiencies  for BTEpX mixture and  TPH 
were 85.0% at pH 9 and 61.9% at pH 9, respectively, while 
the  lowest  removal  efficiencies  were  49.0% at  pH 5  and 
26.1% at  pH 5, respectively (data  not  shown).  As for  the 
BTEmX/TPH mixture,  TCE showed a slightly  stimulatory 
effect  on  the  removal  of  BTEpX  mixture  and  TPH.  The 
removal  efficiencies  for  BTEpX  mixture  with  TCE 
compared to without TCE were  49.0% vs. 42.0% at pH 5, 
85.5%  vs.  82.6%  at  pH  9,  while  there  was  about  0.5% 
difference  at  pH 7.  As shown,  the  removal  efficiency  for 
TPH in the mixture was most significantly stimulated by the 
presence of TCE at pH 9.

D. Removal of TCE
Table 1 shows the removal efficiencies for TCE (15 mg/

L) at different  pH values at 25°C when mixed with BTEoX 
(350 mg/L)/TPH (1,000  mg/L),  BTEmX (350 mg/L)/TPH 
(1,000  mg/L),  or  BTEpX  (350  mg/L)/TPH  (1,000  mg/L) 
mixtures. TCE  was  the  most  efficiently  removed  when 
mixed  with  BTEoX  and  TPH  at  pH 7  or  9,  while  less 
removed  in  other  mixtures  at  almost  similar  amounts 
regardless of pH. The highest removal of TCE occurred at 
pH  7,  regardless  of  mixtures.  The  amounts  of  chloride 
generated from the co-metabolism/mineralization of TCE at 
each pH are stoichiometrically equivalent to the bio-removal 
efficiencies  except  when  mixed  with  the  BTEmX/TPH 
mixture at pH 7 and 9.

IV.CONCLUSION

This study evaluated those interactions among the most 
frequently  found  organic  environmental  contaminants 
(BTEX, TPH, and TCE) when they existed in mixtures at 
different pH values at 25°C. The highest removal efficiencies 
for the mixtures of BTEX and TPH were at pH 7 or 9, while 
the lowest were at pH 5, regardless of the presence of TCE, 
implying the isolate (indigenous microorganism) preferring 
neutral  or  slightly  alkaline  condition.  When  the  removal 
efficiencies  for  BTEoX,  BTEmX,  or  BTEpX  mixed  with 
TPH were compared with or without TCE, TCE showed an 
inhibitory effect on the o-xylene removal in BTEoX mixture, 
while it showed a slightly stimulatory effect on the overall 
removal efficiencies for BTEmX and BTEpX mixtures. On 
the other hand, TCE was the most efficiently removed when 
mixed  with  BTEoX  and  TPH  at  pH  7  or  9,  while  less 
removed in other mixtures regardless of pH, and the highest 
TCE removal occurred at pH 7 regardless of mixtures. Even 
though this study warrants  more works,  such as effects of 
different  temperatures  and  dissolved  oxygen  levels  and 
contaminants  concentrations,  to  further  evaluate  the 
contaminants’  interactions  in  mixtures,  these  preliminary 
results  would  still  help  improve  the  applicability  of 
bioremediation technology to the mixed wastes contaminated 
sites.

TABLE I. BIO-REMOVAL EFFICIENCIES (%) FOR  TCE, MIXED WITH BTEX/TPH, UNDER DIFFERENT PH CONDITIONS (MEAN ± SD FOR DUPLICATES) (CHLORIDE IN MG/L)

pH Removal BTEoX/TPH BTEmX/TPH BTEpX/TPH
Efficiency TCE TCE TCE

5

Biotic 12.8 17.2 14.1
Abiotic 6.1 7.5 10.2
Total 18.9±7.2 24.7±10.2 24.3±12.7

Chloride 2.1±1.0 3.8±0.4 2.0±0.3

7

Biotic 31.6 19 20.8
Abiotic 8.5 10.9 5.3
Total 40.1±6.2 29.9±8.4 26.1±8.3

Chloride 4.0±1.2 2.2±0.9 3.1±1.2

9

Biotic 25.8 14.1 12.2
Abiotic 10.3 7.1 8.6
Total 36.1±7.0 21.2±13.4 20.8±8.5

Chloride 2.9±0.5 2.6±1.1 1.9±0.3
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Figure  1. Removal efficiencies (%; average of replicates) for benzene, 
toluene, ethylbenzene, ortho-xylene, and TPH in BTEoX/TPH mixture 
after 144 hours of incubation in MSM at different pHs at 25°C.

Figure 3. Removal efficiencies (%; average of replicates) for benzene, 
toluene, ethylbenzene,  meta-xylene, and TPH in BTEmX/TPH mixture 
after 144 hours of incubation in MSM at different pHs at 25°C.

 
Figure 2. Removal efficiencies (%; average of replicates) for benzene, 
toluene,  ethylbenzene,  ortho-xylene,  TPH,  and  TCE  in 
BTEoX/TPH/TCE mixture  after  144 hours  of  incubation  in  MSM at 
different pHs at 25°C.

Figure 4. Removal efficiencies (%; average of replicates) for benzene, 
toluene, ethylbenzene, meta-xylene, and TPH in BTEmX/TPH/TCE 

mixture after 144 hours of incubation in MSM at different pHs at 25°C.
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Figure 5. Removal efficiencies (%; average of replicates) for benzene, 
toluene, ethylbenzene,  para-xylene, and TPH in BTEpX/TPH mixture 
after 144 hours of incubation in MSM at different pHs at 25°C.

Figure 6. Removal efficiencies (%; average of replicates) for benzene, 
toluene,  ethylbenzene,  para-xylene,  and  TPH  in  BTEpX/TPH/TCE 
mixture after 144 hours of incubation in MSM at different pHs at 25°C.
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Abstract—Satellite and surface observations show that half of 
the extent of perennial sea ice in the Arctic Ocean has been lost 
in the decade of 2000s.  Perennial sea ice is the class of old and 
thick ice important for the stability of the Arctic environment.  
Perennial ice extent set the record low in 2008 and has 
remained low as seen in updated satellite scatterometer data 
and surface drifting buoy measurements in 2011.  The drastic 
decline of Arctic sea ice is far exceeding the worst-case 
projections from climate models of the Intergovernmental 
Panel on Climate Change Fourth Assessment Report. The 
important role of the Polar Express phenomenon has been 
identified, indicating dynamic and thermodynamic effects are 
combined to expedite the loss of perennial sea ice. 
Consequently, major impacts include decreases in Arctic 
surface albedo, increases in absorbed insolation, facilitation of 
sea-route opening, and changes in tropospheric chemical 
processes such as bromine explosion, ozone depletion, and 
mercury deposition that impact the biosphere. 

Keywords—Perennial sea ice loss, Polar Express, albedo, 
insolation, Arctic passages, tropospheric chemical changes. 

I.  INTRODUCTION 
The Arctic sea ice cover consists of two major synoptic 

ice classes: seasonal or first-year sea ice that grows and melts 
in a seasonal cycle, and perennial or multi-year sea ice that 
survives at least a summer melt season and can last for 
multiple years.  At their boundary, these sea ice classes can 
be mixed together to form an area of mixed ice.  Perennial 
sea ice is older, thicker, and more massive than seasonal sea 
ice, and its presence is critical to the stability of the Arctic 
environment.  The total sea ice extent (ST), encompassing 
both perennial and seasonal ice, typically reaches a minimum 
in late summer or early fall.  Setting a record low in 2007, ST 
has been reduced far beyond the worst-case projections from 
climate models of the Intergovernmental Panel on Climate 
Change Forth Assessment Report (IPCC-AR4) [1-2], which 
are in dire need for improvements in the next IPCC 
assessment.  While the 2007 record minimum of ST in 
summer has been widely reported [3-5], the partition 
between perennial and seasonal ice within the total ice extent 

in springtime is crucial to assess the overall change in sea ice 
and its resulting impacts. Much attention has been on 
increased heating as a thermodynamic cause of sea ice loss 
by melting within the Arctic Ocean [3-5].  In this paper, we 
review the extreme loss of Arctic perennial ice in the decade 
of 2000s with respect to a half-century record, present the 
latest update on the state of Arctic sea ice in 2011, highlight 
the role of the Polar Express phenomenon as an important 
dynamic mechanism for perennial ice loss by ice transport 
out of the Arctic Ocean, and discuss impacts of the 
precipitous loss of Arctic perennial ice.  Observations of 
perennial sea ice are presented in Section II, impacts of 
perennial ice loss are discussed in Section III, and finally the 
conclusions and future perspectives are noted in Section IV. 

II. OBSERVATIONS OF ARCTIC PERENNIAL SEA ICE 
A decadal record of backscatter data has been obtained 

globally throughout the lifetime of the National Aeronautics 
and Space Administration (NASA) SeaWinds scatterometer, 
a stable and accurate radar aboard the QuikSCAT satellite 
from 1999 to 2009.  QuikSCAT Ku-band backscatter (QS) is 
sensitive to different sea ice classes with a large dynamic 
range of signatures, providing an excellent capability to 
accurately delineate and map Arctic perennial and seasonal 
ice [6-8].  We review the recent state of Arctic sea ice 
including observations from QS data in the 2000s in a multi-
decadal context.    

Perennial sea ice extent (SP) during the transition period 
between winter and spring (March) is an important 
parameter since it represents the amount of older and thicker 
ice that preconditions the summer melt of the Arctic sea ice 
cover and thus the minimum ST.  Furthermore, this transition 
period is the time of polar sunrise that affects chemical 
photolysis processes in the Arctic troposphere depending on 
the relative composition of perennial and seasonal sea ice.  A 
new record has been set in the reduction of March SP in 
2008, while the total sea ice extent has been stable compared 
to the average over the previous nine years as observed in 
QS data.  In March 2008, QS-measured SP was reduced by 
one million km2 compared to that in March 2007.   
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Beyond the QS satellite data time-series, the perennial 
sea ice pattern change has been deduced by using surface 
observations from buoys and manned ice camps to track sea 
ice movement around the Arctic Ocean beginning in 1955.  
The surface-based SP is obtained from the Drift-Age Model 
(DM) [9]. The combination of the satellite and surface data 
records confirms that the reduction of winter perennial ice 
extent broke the record in 2008 compared to data over the 
last half century.  Another historical fact is that the boundary 
of perennial sea ice already crossed the North Pole (NP) in 
February 2008, leaving the area around the NP occupied by 
seasonal sea ice.  This is the first time, not only from the 
satellite data record but also in the history of sea ice charting 
at the National Ice Center since the 1970’s, that observations 
indicate the seasonal ice migration into the NP area so early 
in winter. 

In the context of a half century change, perennial sea ice 
has been declining precipitously in this decade.  Perennial ice 
extent declines at rate of 0.5 million km2 per decade in the 
1970s-1990s while there is no discernable trend in the 1950s-
1960s.  Abruptly, the rate of decrease has tripled to 1.5 
million km2 per decade in the 2000s.  This crashing rate of SP 
is cross-validated by both satellite sensor and surface buoy 
measurements [10-11].   

In November 2009, QS antenna was stuck in one azimuth 
direction due to a malfunction in the antenna rotary joint 
after more than 10 years in orbit. Nevertheless, the 
scatterometer is still working to collect good global 
backscatter data albeit a much reduced swath and a longer 
time for a full Arctic coverage. New results from QS show 
that SP remained low in March 2010. Thus, the climatic data 
record of Arctic perennial ice extent in the 2000s (2000-
2009) can be continued if QS is kept in continuous operation. 

While QS can still map perennial sea ice well, the rotary 
problem reduces the capability of QS to delineate seasonal 
sea ice.  To supplement this deficiency, we utilized a new 
daily sea ice analysis product called the Multisensor 
Analyzed Sea Ice Extent – Northern Hemisphere (MASIE-
NH) [12], which is an Arctic-wide sea ice extent analysis 
produced by the National Ice Center (NIC) using a multitude 
of data sources.  Different formats of MASIE-NH are 
derived and distributed by the National Snow and Ice Data 
Center.  Since QS can detect perennial sea ice, the remainder 
of the total sea ice extent identified by MASIE-NH consists 
of seasonal as well as a mixed ice class.  Thus, the 
QS/MASIE-NH composite product can map both perennial 
and non-perennial sea ice (seasonal and mixed ice) [13].  
Moreover, DM results are used in conjunction with 
QS/MASIE-NH observations of ice to explain ice dynamics. 
To illustrate the drastic reduction of SP, Figure 1 compares 
the extensive extent of perennial sea ice in 2001 with the 
much smaller perennial ice cover in 2011. 

Although considerable efforts were made to investigate 
thermodynamics effects on sea ice melt in the last several 
decades, the importance of dynamic effects as a significant 
sea ice reduction mechanism was noted in recent years [9, 
10, 14].   In the 2000s, a record low of ST first occurred in 
summer 2005, which was broken again in 2007.  While the 
ice extent had been decreasing throughout the summer 2005 

significantly by melting, an important contribution to this 
minimum extent was from dynamic effects due to wind 
forcing.  Data from the National Centers for Environmental 
Prediction/National Center for Atmospheric Research 
(NCEP/NCAR) reanalysis in July-September 2005 reveal a 
dipole anomaly pattern (DAP) of the surface level pressure 
(SLP) with a coexistence of a pronounced atmospheric low 
pressure over the Barents Sea together with a strong high 
pressure over the Canadian Basin.  Clockwise winds around 
the high SLP merged together with counterclockwise winds 
around the low SLP to set up the strong wind anomaly along 
the Transpolar Drift Stream (TDS) that enhanced the ice 
transport out of the Arctic via the Fram Strait [15].   

This phenomenon, called the Polar Express (PE) [10], 
forces the ice extent loss by these processes: (1) compressing 
sea ice from both sides of the TDS, (2) pushing sea ice from 
the Russian Arctic toward Greenland while accelerating the 
TDS, (3) transporting of sea ice by the TDS out of the Arctic, 
and (4) melting of the exported sea ice in the Greenland Sea 
by warm Atlantic waters originated from the south [10, 15].  
It was not until 2007 that the PE occurred again. The 2007 
PE was strong, and together with feedback effects on the 
lighter sea ice cover due to the loss of massive perennial ice 
in 2005, leading to another record low of ST after the 2007 
summer melt, and subsequently contributing to the record 
low of SP in 2008. 

III. IMPACTS OF PERENNIAL ICE LOSS 
The crash of perennial sea ice extent in the 2000s has 

profound impacts on the Arctic environment.  Here, we 
review several results including changes in surface albedo, 
absorbed radiation, Arctic sea routes, and troposheric 
chemical processes. 

The different classes of sea ice partition solar energy 
differently, with the perennial ice having a larger albedo and 
thereby transmitting less solar radiation to the ocean [16]. 
The shift in the Arctic Ocean from perennial to thinner 
seasonal ice thus suggests a coincident decrease in surface 
albedo and more solar energy absorbed in the ice ocean 
system during summer melt [16-17].  To investigate changes 
in albedo and insolation, a synthetic approach was used to 
combine satellite-derived ice concentrations, incident 
irradiances determined from reanalysis products, and field 
observations of ocean albedo over the Arctic Ocean and the 
adjacent seas.  Results show an increase in the solar energy 
deposited in the upper ocean over the past few decades in 
89% of the studied region spanning across Chukchi Sea, 
Beaufort Sea, and East Siberian Sea, and the largest anomaly 
of solar heat input occurred in the 2000s [18].  As the Arctic 
becomes more dominated by seasonal sea ice with a lower 
overall albedo and lower ice mass, melting will become 
much more effective in causing sea ice loss. 

Less perennial sea ice and more seasonal ice, which is 
thinner and requires less energy to melt, may facilitate the 
summer opening of Arctic sea routes such as the Northwest 
Passage (NWP) along the North American side or the 
Northern Sea Route (NSR) along the Siberian side.  In winter 
2007 and 2008, SP loss was driven by winds that compressed 
the ice and transported it out of Fram Strait (east of 
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Greenland) and Nares Strait (west of Greenland) as observed 
by QS [19]. By March 2008, QS sea ice maps revealed that 
seasonal ice occupied the NSR, a vast region from Kara Sea 
and Laptev Sea to the North Pole, and most of two branches 
of the NWP north and south of Victoria Island [19].  In a 
news release in October 2008 [20], the International Ice 
Charting Working Group (IICWG) issued the statement “For 
the first time in recorded history, national ice charts showed 
that both the Northwest Passage and the Northern Sea Route 
were simultaneously open water for a brief period in 
September 2008” and also warned that “At lower 
concentrations, hazardous ice floes and icebergs are more 
mobile and less easily detected by mariners. Sustained 
monitoring with high resolution satellite sensors combined 
with surface and aerial reports is essential for safe 
navigation.”  In 2009, perennial ice remained low [21], and 
the IICWG reported a record number of pleasure craft 
transited the NWP although ice conditions were more 
difficult for shipping than in the three previous years [22].  In 
January 2011, little perennial ice was seen in the NWP and 
seasonal ice dominated the NSR (right panel in Figure 1). 

As perennial sea ice diminished, the Arctic Ocean 
becomes dominated by seasonal ice, consisting of salty ice 
together with more leads, polynyas, and frost flowers.  The 
high salinity in these ice conditions affects the release of 
bromine monoxide (BrO), a catalyst for depletions of ozone 
(O3) [23] and gaseous element mercury (GEM) [24].  These 
changes may have significant implications on chemical 
fluxes in the Arctic biosphere [25-26], where ozone and 
mercury are toxic to people and wildlife.  During polar 
sunrise, oxidation from bromide activates photochemically 
reactive forms, which are photo-disassociated into Br atoms 
that destroy O3 and oxidize GEM.  The Br atoms are 

regenerated to repeat this autocatalytic process. Subsequent 
reactions further multiply available bromine, which is called 
“bromine explosion” [27].  In 2007, the acceleration of the 
Transpolar Drift (TD), due to the Polar Express phenomenon 
excessively transported sea ice toward the Atlantic sector and 
finally out of the Arctic across Fram Strait. The 2007 TD 
acceleration was actually verified by a vessel drift during the 
TARA expedition [28]. Consequently, from QS 
observations, a polynya as large as the country of Austria 
was created with an extensive frost flower cover near the 
Taymyr Peninsula, and ozone depletion events were 
observed far down wind [29].  While SP was low during the 
2008 spring transition, bromine enhancement was observed 
across the Beaufort Sea to the Amundsen Gulf [30].  In 
March-May of 2009 and 2010 with low SP, strong bromine 
explosion events were detected by satellite sensors [31]. 

IV. CONCLUSIONS AND FUTURE PERSPECTIVES 
As observed from decadal satellite and surface data 

across the Arctic, half of the perennial sea ice extent was lost 
in the decade of 2000s when the ice-loss rate was the most 
precipitous in the last half century.  The role of dynamic 
mechanisms, such as the PE, has been identified as an 
important factor in causing the drastic sea ice loss, which is 
accelerated by the combination of dynamic and 
thermodynamic effects. Without appropriately accounting 
for these effects, many projections from IPCC-AR4 climate 
models underestimated the Arctic sea ice loss by far.  
Recently, Zhang et al. [32] conducted a model study to show 
that preconditioning, anomalous wind forcing, and ice-
albedo feedback are the main contributors responsible for sea 
ice loss in 2007, and that the Arctic has become vulnerable to 
the anomalous atmospheric forcing.  Later, Wang et al. [33] 

 
Figure 1.  Comparison of Arctic sea ice maps showing the loss of half of perennial ice extent.  Left panel is QS sea ice map for 6 January 2001: grayish 
white for perennial sea ice, aqua for seasonal ice, cyan for mixed ice, blue for open water, brown for land, and a dark disc around the North Pole for QS 
missing data.  Right panel is QS/MASIE-NH composite sea ice map with bluish white for perennial sea ice from 3 weeks of QS data ending on 6 January 
2011, light blue for non-perennial sea ice consisting of mixed ice and seasonal ice from MASIE-NH on 6 January 2011, and a large blue disc around the 
North Pole for QS missing data.  The QS/MASIE-NH sea ice map is translucently overlaid on a bathymetric chart of the Arctic Ocean. 
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examined the DAP and used a coupled ice-ocean model to 
explain the low extents of sea ice including the records in 
2005 and in 2007.  What causes the change between the 
typical Arctic Oscillation pattern and the anomalous DAP, 
how such change can be related to global temperature 
change, and whether the impacts can be amplified or 
suppressed by positive or negative feedbacks remain to be 
investigated in future research. 

Given the 2000s crash of perennial sea ice, it is critical to 
closely monitor the sea ice change with both surface and 
satellite measurements. For surface measurements, the 
International Arctic Buoy Programme has been enhanced 
with a larger number of buoys during the International Polar 
Years 2007-2008.  The need for the buoy program to sustain 
ocean observations has been articulated [34].  Regarding 
satellite scatterometer observations, QS unfortunately 
suffered from the rotary malfunction that has reduced its 
capability for sea ice mapping.  Sea ice maps derived from 
the limited QS data after the rotary incident still need to be 
improved with better calibration and geolocation efforts.  
Launched in September 2009, the Indian Oceansat-2 satellite 
[35], carrying a sensor similar to QS, is currently operating 
and collecting global Ku-band backscatter data. Access to 
fully calibrated and validated data will be useful.  Planned 
for a launch later in 2011, the Chinese Haiyan-2 satellite [36] 
will also have a Ku-band scatterometer.  The U.S. National 
Research Council Decadal Survey recommends the 
development of another advanced satellite scatterometer 
[37]. All of these international satellite missions will 
potentially contribute to sea ice monitoring in the long term.  

While important advances have been made for 
understanding sea ice changes and environmental impacts, 
many science questions as well as practically issues still need 
to be addressed.  Sea ice-albedo feedback processes are 
complex, which demands interdisciplinary research 
involving all components including air, ice, ocean, and land 
to determine various inter-related positive and negative 
mechanisms in the overall feedback process of the Earth 
system.  Either from satellite and surface observations or 
from model estimates, diverse and extensive temporal and 
spatial scales should be considered since results for a given 
area or a time period will likely lead to inconclusive or even 
erroneous projections from a series of non-physical 
numerical correlations, interpolations, and extrapolations.  In 
any case, reducing potential causes, which would further 
decrease the albedo such as dust or black carbon deposition 
in the Arctic, may help to mitigate albedo feedback effects. 

With the prospect of a more navigable Arctic, new issues 
have emerged and necessitated the need for high-resolution 
operational satellite sensors to monitor ice in polar sea 
routes, more accurate and complete bathymetry 
measurements, and consensus on international agreements 
such as the United Nations Convention on the Law of the 
Sea or the Arctic Council Memorandum on Search and 
Rescue.   New bathymetry data are critical to avoid or reduce 
the threat of navigation hazards that may lead to 
environmental disasters such as oil spills.  Although much 
attention has been paid to Arctic sea-route shortcuts and 
resource exploitation, it is important to consider the impact 

to the Arctic biosphere by changes in chemical processes, 
transport, and distribution that may adversely affect the well 
being of people and wildlife.  There is a general 
understanding that a saltier snow and ice cover may 
exacerbate bromine explosions, ozone depletions, and 
mercury depositions.  Reducing mercury emission into the 
atmosphere, under the auspices of the United Nations 
Environment Programme (UNEP) [38], may diminish the 
mercury source and thus decrease the mercury deposition in 
the Arctic environment. Nevertheless, exact contributions 
from different components such as seasonal ice, snow on sea 
ice, frost flowers in leads and polynyas, high salinity 
expulsion on ice surface, aerosols in the atmosphere, and 
chemical composition and exchange in the troposphere and 
stratosphere are not well understood.  In this respect, more 
intensive interdisciplinary research is underway [31]. 
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Abstract— In the course of oil extracting on oilfield, and 
also at oil transportation inevitably there are oil spills leading 
to ecological balance disruption and bringing a doubtless loss 
to natural ecosystems. Bioremediation is the safest way of 
neutralization of the soils polluted with oil spill products. The 
highest degree of polluted soil clearing is observed while using 
of oil-slime pretreatment and its further additional cleaning by 
a consortium of not pathogenic petrooxidizing 
microorganisms. Complex method of neutralization of spills 
and wastes polluted by oil hydrocarbons allows converting 
more than 85 % of oil hydrocarbons from the initial 
concentration in samples within two weeks. Developed 
scientific and technical production has advantage in 
comparison with analogs and includes the use of ultrasonic 
pretreatment. The basic advantage of ultrasonic processing is 
its sufficient quickness, profitability and ecological 
harmlessness, and possibility to destroy С-С bonds in paraffin 
molecules. 

Keywords-oil spill, ultrasound, pretreatment, biological 
degradation 

I.  INTRODUCTION 
As a result of development of new and operation of 

already functioning oil deposits the environment undergoes 
considerable changes. Owing to emergency oil products 
spill on oilfields a considerable amount of oil hydrocarbons 
and also the chemical reagents used at extraction pollutes 
the environment. 

Oil and oil-slime polluting the environment as a result of 
emergencies at spilling, extraction, transportation, storage 
and treatment, are the reason of numerous environmental 
problems [1, 2]. Unfavorable impact of oil on environment 
and nonrenewaling of hydrocarbonic raw materials make a 
problem of waste treatment a rather actual. 

Applied technologies of soil bioremediation are possible 
to be divided in two groups: methods in situ and methods ex 
situ. Bioremediation in situ is based on clearing of spill from 
pollutants without removal of the polluted soil from pollution 
area. The most perspective is bioremediation ex situ, which 
is based on removal of a layer of the polluted soil and its 
clearing from pollutant outside of a pollution place. 
Technologies of this type have a number of advantages: they 
demand less time and provide complete control of clearing 
process. 

Use of bioreactors is one of the types applied at 
bioremediation ex situ technologies. The polluted soil is 
placed in the bioreactor, necessary nutritious elements and 
microorganisms are loaded. Optimum conditions of 
microorganisms cultivation are provided. After completion 
of the clearing process the soil is dried and returned in 
environment. 

Other approach of bioremediation ex situ consists in 
placement of the removed from a place of pollution soil in 
certain territory, it is provided with aeration, nutrients and 
water for stimulation of microorganism growth and a 
metabolism. In comparison with clearing by means of the 
bioreactors, this technology demands a lot of place and 
longer time. 

The most effective way of oil hydrocarbonic fraction 
biodegradation by microorganisms is the method of the 
continuous cultivation, allowing maintaining a number of 
process parameters at the set level, and simultaneously 
carrying out selection of the most active microorganisms-
destructors. 

The maximal degree of clearing, more than 60-90 %, is 
observed at use of oil-slime pretreatment and the further 
additional cleaning by a consortium of not pathogenic 
petrooxidizing microorganisms [4]. The most perspective 
method is preprocessing by ultrasound which plays a role of 
demulsifying agent and a dispergator. As a result of 
ultrasonic influence in a water solution there is a formation at 
first the emulsion of direct type which is in a condition of 
inversion of phases. 

Then, starting from critical value of acoustic wave sound 
pressure, there is a cavitation in a liquid. С-С bonds in 
paraffin molecules get broken and owing to what there are 
changes of physical and chemical structure (reduction of 
molecular weight, temperatures of crystallization, etc.). After 
ultrasonic pretreatment the steady microemulsion is formed 
and concentration of an accessible source of carbon and 
mineral components increases. 

Preprocessed oil-slime destruction is 10-30 %. 
Thus the aim of this study is development of 

neutralization method of spills and a waste polluted by oil 
hydrocarbons. 

II. EXPERIMENTAL 
Oil of the Caspian deposit has been used as a model in 

this study. Some of the major characteristics of oil are the 
density and viscosity. The density of oil is 860 kg/m3. Oil 
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with relative density 0.86 is called average. Dynamic 
viscosity of oil ranges from 1.4 to 4.5 mP.s and depends on 
chemical and fractional structure, in our case viscosity of oil 
makes 3.39 mP.s. 

Observable oil contains about 10 % of paraffin. Hence, it 
concerns to highwaxy substances. From ecological positions 
components sulfur presented in oil (elementary, 
hydrosulphuric, sulphidic, sour sulfur) are important 
compounds of it. Used oil contains 0.2 % of sulfur, therefore 
is low-sulphur. Mechanical impurity was also defined in the 
oil. Its general maintenance in the investigated sample 
doesn't exceed 0.01 %. 

In experiments the modeling samples of the polluted soils 
consisting of soil and oil were used. The sample contained 
15 % of oil. Combination of oil with soil spent within three 
days. Ultrasonic pretreatment of the modeling sample were 
carried out after that.  

As each solvent possesses the characteristic properties, 
the correct choice of environment is very important for 
definition of optimum conditions of carrying out 
sonochemical processes. Selection of a leach, as a rule, is 
carried out purely empirically; scientific bases of the directed 
selection are developed in small degree because of a lack of 
the information about oil-slime structure and character of its 
interactions with solvents of the various nature. 

After analysis of different methods of solvents activity 
effectiveness research dissolving ability of hydrocarbons 
for maintenance of the maximum accuracy of received 
results and an exception of a making error of the 
experiment caused by possible discrepancy of conditions of 
carrying out of experiences were defined 

Thus for laboratory researches hexane, toluene, 
chloroform, benzene were used. 

Ultrasonic generator IKASONIC U 50 was applied to 
raw materials treatment, working at frequency of 30 kHz. 
The device was completed with a nozzle of updating US 50-
3 Sonotool with a diameter of 3 mm and maintenance of 
intensity to 460 Wt/cm2. 

The quantity of oil products in the modeling sample were 
defined by the gravimetric method. During experiments 
intensity of ultrasonic processing (from 230 Wt/cm2 to 414 
Wt/cm2) and extraction time from 1 till 25 minutes were 
varied. As a control, continuous extraction of hydrocarbons 
of oil from samples under normal conditions in conical flasks 
on a rocking chair of type AVU-1. 

Extraction degree (W, %) of oil hydrocarbons from oil-
slime were defined under the equation: 

 

B
AW 100*

= , 

 
where                                                                    
A – amount of the producing hydrocarbons from 

oil-slime solvent quantity (g); 
B – content (wt.) of oil in oil-slime (g). 
 

Oil qualitative analysis was carried out via GC using 
chromatograph Kristallux-4000 equipped with FID, and 
capillary column Zebron ZB-FFAP 50, and GCMS-QP2010. 

III. RESULTS AND DISCUSSION 
Determination of leach:oil-slime optimum ratio the first 

investigation stage. During the experiments it has been 
established that the fullest extraction of hydrocarbons of oil 
from samples occurred at leach:oil-slime ratio – 4:1 (Figure 
1). Experiments were carried out at all rates (from 230 
Wt/cm2 to 414 Wt/cm2) and in all investigated solvents. 

 

 
Figure 1. – Oil-slime hydrocarbons extraction degree at 

various oil-slime:solvent ratios 
(Solvent is chloroform, intensity of 414 Wt/cm2) 

 
Optimum time of ultrasonic treatment has been also 

chosen, the range varied from 5 till 10 minutes depending on 
solvent (Figure 2). 

 

 
Figure 2. – Time of oil-slime ultrasonic treatment influence 

on degree of oil hydrocarbons extraction in solvent 
 

On the basis of the obtained results it is possible to find 
an optimum range of ultrasonic extraction intensity (414 
Wt/cm2 – 460 Wt/cm2) at which there is the most effective 
extraction of oil hydrocarbons (Figure 3). 

At fractional oil-slime extraction without ultrasonic 
treatment the maximum degree of oil hydrocarbons 
extraction has been reached in 1,5-2 hours and was 46, 48, 
56, 66 % for chloroform, hexane, benzene and toluene, 
correspondingly. Thus it it is possible to conclude that 
ultrasonic treatment intensifies process of oil hydrocarbons 
extraction from model samples. 
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Figure 3. – Time of oil-slime ultrasonic treatment influence 

on degree of oil  hydrocarbons extraction in solvent 
 

It was shown that at ultrasonic influence the mineral oil 
temperature in the reactor increases on 7-10oС, in 
comparison with control. It likely occurs because of the 
acoustic energy dissipation (Figure 4). 

During the sonochemical process particles in oil-slime 
make oscillative motions. Oscillative motion energy 
increases, in particular, at heating. As a result, the bonding 
between sand particles and hydrocarbon molecules is 
destructed, which leads to oil-slime structure weakening, but 
it is not enough for full extraction. 

 

 
Figure 4. – Influence of ultrasonic treatment intensity on 

extraction temperature 
 
However, even at higher temperature changes, limiting 

gradients of pressure can be reduced maximum in two-three 
times [5] (not in degrees, as it is necessary in many cases) 
since during the increase of the amount of free particles the 
probability of its collision and dynamic balance between 
process of hydrocarbons structure destruction and its 
restoration also increases. Thus, temperature rise owing to 
acoustic energy dissipation isn't the basic mechanism of oil-
slime treatment from hydrocarbons though it plays a 
subsidiary role. 

Following stage of the investigation was biodestruction 
of samples, polluted by oil hydrocarbons during 
sonochemical process. Collection cultures and the 
microorganisms secured in «Biotechnologies and chemistry» 
department of Tver Technical University were used in the 

study. The phenotypic characteristic of new isolate was 
studied. It is shown that it concern barmy cultures of 
Candida genus (DK1, DK2, DK3, B3) and bacterial 
microorganisms of Bacillus genus. Oxidizehydrocarbon 
ability of studied microorganisms has been found (Figure 5). 

 

 
Figure 5. – Degree of oil hydrocarbons destruction by pure 

cultures 
 

 Optimum conditions of oil-slime biodestruction 
(temperature; рН; organic solvent, mineral salts and oil 
hydrocarbons concentrations) were chosen. It was shown 
that yeasts are the most effective destructor. 

 Further the consortium from allocated isolate was 
developed (Figure 6). 
 

 
1 – strains DK2, DK 3, Bacillus subtilis in the ratio 

1:1:1, 
2- strains DK2 и DK3 in the ratio 2:1, 
3- strains DK2 и DK3  in the ratio 3:1, 
4- strains DK2 и DK3 in the ratio 1:3, 

5- strains DK2, DK3, Б3 in the ratio 1:1:1, 
6- strains DK2 и DK3 in the ratio 1:1 

Figure 6. – Oil hydrocarbons destruction in 
associations of microorganisms 

 
Chosen consortium (1) is capable to decompose not only 

volatile fractions of oil, such as hexadecane, but also diesel 
fuel and heavier fractions of oil, for example black oil, i.e. 
destruct a wide spectrum of hydrocarbons. And the 
consortium doesn't lose the oxidizing activity at the 
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hexadecane, diesel fuel, oil and black oil maintenance at 5% 
(wt.). 

CONCLUSIONS 
Oil spill is a difficult engineering and microbiological 

problem which demands the complex approach for its 
solution. The developed method of oil spill recycling 
combines mechanical, physicochemical and biological 
methods. 

Mechanical method means removal of oil spill from 
the polluted area and transferring it to the reactor for 
ultrasound extraction. Physicochemical method (ultrasound 
extraction) of oil spill pretreatment allows decreasing 
concentration of oil hydrocarbons up to atoxic level for 
microorganisms.  Biological method allows destruction the 
remaining oil hydrocarbons up to maximum permissible 
concentration. 

On the basis of experimental data optimum 
conditions of oil-slime ultrasonic pretreatment have been 
established: duration of process of 5-10 min, ultrasonic 
influence intensity of 368 Wt/cm2 – 460 Wt/cm2. From all 
studied solvents chloroform possessed the greatest extract 
ability for used samples. Thus the maximum degree of oil 
extraction from oil-slime was 75,9 %, at influence with 
intensity of 414 Wt/cm2 and time of 10 minutes. 

In process of biodestruction of the samples polluted 
by oil hydrocarbons after ultrasonic extraction, destruction 
degree has made more than 80 %. 

Thus, the complex method of spills and a waste 
polluted by oil hydrocarbons neutralization, has allowed 
removing from it more than 85 % of oil hydrocarbons from 
the initial maintenance in samples within two weeks. 

Developed scientific and technical production has 
advantage in comparison with analogs and includes use of 
ultrasonic treatment. The basic advantage of ultrasonic 
treatment consists of its sufficient quickness, profitability 
and ecological harmlessness. Besides, it allows destroying С-
С bonds in paraffin molecules. 

REFERENCES 
[1] M. Kumar, V. Leon, A. Materano, O.A.Ilzins, Enhancement 

of oil Degradation by Cop-Culture of Hydrocarbon degrading 
and Biosurfactant Produciong Bacteria, Polisch Journal of 
Microbiology.-2006.-A(2).-P.139-146. 

[2] G.G. Yagafarova, S.V. Leontjeva, A.H. Safarov, I.R. 
Yagafarov, M.V. Golovtsov, Complex technology of oil-slime 
purification, Oil-treatment-2008: international scientific-
practical conference. – Ufa, 2008. – P. 330-331 (in Russian). 

[3] T.V. Mikhailova, S.V. Leonova, Problems of oil-slime 
treatment, Industrial ecology.-2009.-1. –P.10 (in Russian). 

[4] Isolation of autichthonous non-white rot fungi with potential 
for enzymatic upgrading of Venezuelan extra-heavy crude 
oil./ Naranjo, Urbina H., Leon V// Biocatal 
Biotransformation.-2007.-F(25).-P.341-349 

[5] R. Baldev, V. Randjendran, P. Palanichami, Ultrasound 
application, Moscow: Technosphere.-2006.-576 pp. (in 
Russian). 
 

 
 

46

BIONATURE 2011 :  The Second International Conference on Bioenvironment, Biodiversity and Renewable Energies

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-138-0

                            53 / 61



Glycoside hydrolases of marine bacteria are promising tools in haemotherapy  
 

L.A. Balabanova, I.Y. Bakunina, G.N. Likhatskaya, T.N. Zvyagintseva,  V.A. Rasskazov 
Marine Biochemistry, Enzymatic Chemistry, Bioassay  

Pacific Institute of Bioorganic Chemistry 
Vladivostok, Russian Federation 

balaban@piboc.dvo.ru 
 
 

Abstract— Universal donor blood of group O is widely used 
on an emergency basis when it is impossible to define for some 
reasons a blood type of the recipient, for pediatric transfusions, 
and, especially, in cases when the blood of unusual or rare 
phenotypes. For today in transfusion medicine, still there is a 
problem of production of a qualitative donor blood in 
necessary quantity. Despite occurrence of techniques of 
enzymatic production of a donor blood, it cannot widely be 
applied in clinical practice because the enzymes being used for 
blood groups conversion are isolated from pathogenic 
microbial strains or/and produce up to 70 % injuring 
erythrocytes. Herein, alpha-N-acetylgalactosaminidase and α-
galactosidase of marine bacteria, operating at neutral values of 
рН, have been suggested for conversion of erythrocytes of 
blood group A, B and АВ to O in biotechnological production 
of universal donor blood. Alpha-N-acetylgalactosaminidase 
isolated from marine bacterium Arenibacter latericius has 
found to be uncommon enzyme. It shows the maximum activity 
at рН 7.0-8.0 and remains stable up to 50°С. The enzyme does 
not cause nonspecific agglutination of erythrocytes and their 
hemolysis and unlike known analogs modifies erythrocytes of 
blood subgroup А2 and А1 into erythrocytes of blood group O. 
Characterization of the sequences encoding glycoside 
hydrolases of marine bacteria revealed that they shared about 
20-40% overall amino acid identity with their terrestrial 
counterparts. For further comparison of A. latericius alpha-N-
acetylgalactosaminidase gene family, the gene sequence was 
isolated and characterized. It has a single open-reading frame 
consisting of 1287 base pairs, and the deduced amino acid 
sequence revealed that the mature enzyme consisted of 428 
amino acid residues. The enzyme was estimated to be a 
homodimer with a molecular mass of subunit 48.2 kDa. The 
Arenibacter enzyme has a conserved common gene structure 
with a new glycoside hydrolases family 109. The structure of 
the putative binding sites of A.  latericius alpha-N-
acetylgalactosaminidase with NAD+ and blood group A 
antigen was predicted by molecular docking. 

Keywords- marine bacteria, glycosidase, alpha-N-
acetylgalactosaminidase, homology model, blood group 
conversion, erythrocytes 

I.  INTRODUCTION  
Unlike known analogs, the enzymes from marine bacteria 

seem to be more suitable for use in biotechnology of 
production of a universal blood: a comfortable interval of 
рН for keeping the vital activity of erythrocytes, high 

specific activity and demanded specificity that does a 
transfusion as much as possible effective, safe and 
economic. Recent characterization of alpha-galactosidase 
isolated from marine bacterium Pseudoalteromonas sp. 
KMM701 showed that the enzyme has a maximum activity 
at рН 6.7-7.7 at 22ºC [1]. Alpha-galactosidase splits off 
galactose from melibiose, disaccharide Gala-l,3Gal and 
trisaccharide Galαl, 3(Fucαl,2)Gal that is a terminal 
structural element of the B antigen on erythrocytes of a 
blood type B. The results of immunological investigation of 
erythrocytes have shown that B antigens are completely 
transformed to H antigens in absence of aggregation of 
erythrocytes and their hemolysis. Enzyme does not show 
activity towards antigens A and H that is very important. 
Alpha-N-acetylgalactosaminidases (EC 3.2.49), that is 
capable of removing alpha-1,3-bound residues of N-
acetylgalactosamine from glycoproteins of blood group 
substances and A-erythrocytes at neutral pH, converting 
them into O group substances are of more greater practical 
interest. For example, alpha-N-acetylgalactosaminidase 
from chicken liver carries out conversion only blood 
subgroup А2 that is not a sufficient condition for complete 
conversion of erythrocytes of type A, and the enzyme works 
at value of acidic рН, that in its turn produces 70 % injuring 
erythrocytes [2]. The enzymes from Clostridium perfringens 
and Elisabethkingia meningosepticum recently characterized 
are unsafe for recipients because of their pathogenic 
microbial sources [3, 4].  

We studied the distribution of microbial producers of 
alpha-N-acetylgalactosaminidases among 860 bacterial 
isolates from water, bottom sediment, algae, and animals 
collected in different regions of the Pacific, Indian, and 
Atlantic oceans (Collection of Marine Microorganisms of 
PIBOC FEB RAS). Only nineteen percent of the 
microorganisms tested synthesized the enzyme with the 
different level of activity and specificity towards A-
erythrocytes [5]. In view of this application, we have 
selected N-acetylgalactosaminidase of marine bacterium 
Arenibacter latericius for future characterization [6]. In this 
paper, the molecular structure of A.  latericius alpha-N-
acetylgalactosaminidase and catalytic mechanism of blood 
group A antigen hydrolyzing are suggested.  
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II. MATERIAL AND METHODS  

A. Bacterium characterization and culture conditions  
Arenibacter latericius KMM 426T was isolated from 

sandy sediment sample collected from a depth of 20m 
(salinity, 32; temperature, 18 ºC) in the South China Sea, 
near the island of Ku-Lao-Re (lat152108N, long1090702E). 
The bacterial strain KMM 426T was cultivated on medium 
containing 5.0 g/liter bactopeptone from Difco (USA), 1.0 
g/liter glucose, 0.2 g/liter K2HPO4, 500 ml of distilled 
water, 500 ml of sea water, pH 7.8. Seeding material was 
grown on a shaker (150 rpm) in 250-ml shaker flasks (with 
medium of 50 ml) for 24-30 h at 25°C to the density 109 
cells/ml. The resulting material was inoculated into 1000-ml 
flasks with 500 ml of the same fermentative medium. 

 

B. Alpha-N-acetylgalactosaminidase purification  
The bacterial cells were suspended in 0.01 М Na+-

phosphate buffer, pH 7.2, and sonicated.  Proteins were 
precipitated from the supernatant with 50-70% ammonium 
sulfate, and the resulting pellet was resolved and dialyzed in 
0.01 М Na+-phosphate buffer, pH 7.2. The solution was 
loaded onto DEAE-Sepharose CL-6B (15.0×2.8 cm), and 
then on DEAE-Toyopearl 650 M (Toya Soda) (15.5×2.0 
cm) in the same buffer, рН 7.2. Alpha-N-
acetylgalactosaminidase activity was eluted with gradient of 
0–1 M and 0-0.5 М NaCl, respectively. Active fractions 
were concentrated. 
 

C. Effect of enzyme on erythrocytes blood group-specific 
glycoproteins 
Erythrocytes washed with physiological solution were 

mixed with the enzyme solution 
(2 U/ml) in isotonic phosphate buffer, pH 7.3. After 24 h 
incubation with stirring at 36°C, the erythrocytes were 
washed thrice with physiological solution (pH 7.3) and 
mixed with corresponding sera in a series of double 
dilutions on the plates. Agglutination titer was read after 1 h 
incubation at room temperature. Excision of N-
acetylgalactosamine from BGG A +H was registered by an 
amino acid analyzer after acidic hydrolysis of low-
molecular-weight fraction of the products of fermentolysis 
obtained by gel chromatography on Sephadex G-15. 
 

D. Molecular cloning and sequence analysis 
Recombinant DNA technique was performed using 

Ins T/Aclonetm PCR Product Cloning Kit, restriction 
endonucleases, T4 DNA ligase, Long PCR mix (Fermentas), 
Smart Taq Polymerase (Topotili), automatic amplifier 
(Eppendorf). Two pair of primers (For1 - 5’-GG(G/A/T) 
GC(A/T) AA(A/G) TA(T/C) ATG GGN GGN TT (T/C) 
TC–3’  and Rev1 - 5’-GG (A/G)TG (G/A)TC (G/A)TA 
(C/T)TT N TC–3; For2 - 5’-ATG ATG ATG GA(A/G) 

AA(T/C) GTN AA(T/C) TA–3’ and Rev2 -  5’-GG 
(A/G)TG (G/A)TC (G/A)TA (C/T)TT N TC–3’) were 
synthesized on the base of known alpha-N-
acetylgalactosaminidase homologue sequences to amplify 
the active site region of alpha-N-acetylgalactosaminidase 
using  A. latericius chromosomal DNA as a template. The 
C-termini region coding sequence was determined using 
only forward primers (F1 and F2). PCR products were 
cloned and sequenced using the automated PE/ABI 310 
DNA sequencer and PE/ABI-ABI PRISM BigDye 
Terminator cycle sequencing Ready Reaction Kit (PE 
Applied Biosystems). Escherichia coli strains TOP10 or 
XL1 (Evrogen) were used for standard cloning procedures. 
Nucleotide and amino acid sequences analysis were 
performed with Chromas, GenRunner. Nucleotide and 
amino acid sequences homology and similarity searches and 
alignments were carried out by using the BLAST and 
ClustalW, MUSCLE facilities. The Molecular Operating 
Environment version 2010.10 software [7] was used for 3D-
structure modeling and visualization. The theoretical model 
of A. latericius alpha-N-acetylgalactosaminidase 3D-
structure was constructed with the use of Homology module 
of MOE package on the based of X-ray structure of E. 
meningosepticum alpha-N-acetylgalactosaminidase (PDB 
ID: 2IXB) as template. Molecular docking alpha-N-
acetylgalactosaminidase with blood group A antigen was 
performed with the use of Docking module of MOE. 
 

III. RESULTS AND DISCUSSION 
The distribution of alpha-N-acetylgalactosaminidase 

activity in marine bacteria showed that the enzyme is rare 
and a highest number of its producers occurred as a free-
living or marine animal-associated bacteria in tropical water 
of Pacific Ocean [5]. The extracellular glycosidase activity 
suggests that the bacterium is able to hydrolyze organic 
materials in the marine environment [8]. The enzyme 
exhibiting a high alpha-N-acetylgalactosaminidase activity 
isolated from marine bacterium A. latericius KMM 426T, 
new genus of the family Flavobacteriaceae, was found to be 
unusual alpha-N-acetylgalactosaminidase. After three 
purification stages, the enzyme was homogenous and not 
contaminated with other glycosidase activities. It shows the 
maximum activity at рН 7.0-8.0 and stability up to 50°С 
during 30 min. The enzyme has exogenous mode of action. 
The enzyme does not cause nonspecific agglutination of 
erythrocytes and their hemolysis and unlike known analogs 
completely modifies erythrocytes of both blood subgroup 
А2 and А1 into erythrocytes of blood group O (Fig. 1, Table 
1).  

The enzyme properties provide a significant advantage 
of the enzyme over the alpha-N-acetylgalactosaminidase 
from liver that have optimum activity at pH less than 5.5 
[2]. Characterization of the A. latericius alpha-N-
acetylgalactosaminidase gene sequence (accession 
n.HQ108058) revealed that the enzymes shared about 84% 
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and 70% overall amino acid homology with uncharacterized 
proteins of Flavobacteria bacterium и Akkermansia 
muciniphila, respectively, and 37% identity and 50% 
homology with its terrestrial prototype from E. 
meningosepticum. It has a single open-reading frame 
consisting of 1287 base pairs, and the deduced amino acid 
sequence revealed that the mature enzyme consisted of 428 
amino acid residues. The enzyme was estimated to be a 
homodimer with a molecular mass of subunits 48.2 kDa and 
pI 7.99. A. latericius alpha-N-acetylgalactosaminidase is 
characterized by a high content of Gly (10.51%) Glu 
(7.24%) Leu (7.01%) Ala (6.78%) Lys (6.54%). Polar 
amino acid residues are predominant. A high content of 
glycine residues in the structure can be explained by 
psychrophility of most marine bacteria [8]. Despite the low 
level of identity and homology with the known alpha-N-
acetylgalactosaminidases the tertiary structure analysis of 
the Arenibacter enzyme showed that it has a common 
molecular fold with a new glycosyl hydrolases family 109 
(Fig. 2). It has been found that exogenous NAD+ does not 
influence on the A. latericius alpha-N-
acetylgalactosaminidase activity. The structure 
superposition showed cofactor binding specificity and 
strength similarity to E. meningosepticum alpha-N-
acetylgalactosaminidase, belonging to family 109 (Fig. 2). 
The structure of the putative binding site of blood group A 
antigen trisaccharide with A. latericius alpha-N-
acetylgalactosaminidase was predicted by molecular 
docking (Fig. 3). The trisaccharide moiety was found to be 
close to NAD+ and residues Tyr 178, His 180, Tyr 209 and 
Tyr 292, which were invariant within the GH109 family.  

Structurally functional researches of glycosidases of 
marine bacteria will create a basis for optimal genetic 
construction of recombinant protein for working out of a new 
highly effective and hi-tech method of universal donor blood 
production for a safe and easy accessible transfusion.  

TABLE I.   

           Galβ1-R 
              2        
              1 
       Fucα 

GalNAcα1-3Galβ1-R 
                       2 
                       1 
                Fucα 

H antigen    A antigen 

Agglutination titer of donor A erythrocytes before 
and after  A. latericius enzyme treatment Polyclone-A 

2 4 8 16 32 64 128 256 512 

Anty-A+ 
transformed 
erythrocytes 

- - - - - - - - - 

Anty-A+ non 
transform 
eruthrocytes 

+ + + + + + + + - 

 

Figure 1. H and A antigen structures. 

 

Figure 2. The ribbon diagram of superposition of the homology model of 
alpha-N-acetylgalactosaminidase from Arenibacter latericius KMM 426T 
(magenta) and crystal structure of the complex of alpha-N-
acetylgalactosaminidase from  Flavobacterium meningosepticum (cyan) 
with N-acetyl-2-deoxy-2-amino-galactose (1) and NAD+ (2).  

 

 
Figure 3. The putative binding site of alpha-N-acetylgalactosaminidase 

Arenibacter latericius KMM 426T with blood group A trisaccharide. 
Molecular surface near trisaccharide is shown in magenta for H-binding, 

blue for mild polar and green for hydrofobic.  
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Abstract—The response of calcifying marine organisms, 
especially from corals – arguably among the most 
biologically diverse and ecologically important 
ecosystems on the planet – could have a potential 
mitigating role in buffering atmospheric CO2. Here we 
report that the organic substances that participate in 
biocalcification in coral skeletons contain a carbonic 
anhydrase (CA) enzyme which is a biological catalyst 
responsible for the interconversion of CO2 and 
bicarbonate. Also, it appears that the internal 
physiological condition of the body of corals has 
precisely evolved to respond to external environmental 
conditions. We find that the CA in the organic matrix 
acts as “keys” to control those internal conditions to 
enable a response to external environmental change. 
This study of biocalcification process can be used as a 
tool for understanding coral mineralization in nature 
and global climate change, and also has implications for 
CO2 capture from the atmosphere. 
 

Keywords- biocalcification; coral mineralization; carbonic 
anhydrase ; climate change; organic matrix 

I.  INTRODUCTION  
  Calcifying marine organisms make extensive use of 

calcium carbonate (CaCO3), one of the most abundant 
minerals in nature, as a structural or protective material. 
Biologically formed calcium carbonates are mainly calcite, 
aragonite and vaterite as well as high Mg-calcites. During the 
work on biocalcification, it is seen that morphology, 
mineralogy and chemistry of biologically formed calcium 
carbonate are largely dependent on both biological species 
and physical-chemical environmental conditions. Proteins 
and enzymes may act as “keys” to control internal conditions 
and respond to external environmental change.   
Identification and elucidation of proteins and their enzyme 
activity involved in calcium carbonate skeleton or spicules 
formation in corals are very important to understand the 
calcification process, biodiversity of their ecosystems and 
carbon cycling, along with global environmental change. 
Atmospheric CO2 is expected to reach double the 
preindustrial levels by the year 2065. It is believed that the 

increase in CO2 concentration is responsible for global 
warming. Biological sequestration of carbon dioxide (CO2) 
in geological formations is one of the proposed methods to 
reduce the carbon dioxide released into the atmosphere. 
Mineralization of CO2 can be achieved by direct contact of 
gaseous CO2 with mineral sources of calcium or magnesium 
or by dissolving CO2 in water and then bringing the solution 
into contact with the minerals. Either way will produce 
calcium or magnesium carbonate, which are solids and will 
precipitate [1, 2].  In the present work, the feasibility of 
using CA enzyme as a catalyst for hydration of CO2, as well 
as its precipitation in the form of calcium carbonate, was 
studied. The effects of enzyme concentration and 
temperature on the hydration of CO2 and formation of 
calcium carbonate were investigated. Here we applied CA 
enzyme extracted from the soft coral sclerites, Sinularia 
polydactyla as a model. The information gained from this 
study would be applicable in understanding the 
biomineralization process of corals and their response to 
global climate change. 
 

II.     MATERIALS AND METHODS 

A.   Sample preparation  
     Sclerites were separated from the coral colony (Sinularia 
polydactyla) according to the mechanical and chemical 
treatments followed by Rahman et al., 2006 [3]. Briefly, the 
collected sclerites were stirred vigorously in 1M NaOH for 
2 hours and subsequently in 1% NaClO solution for 2 hours 
to remove the fleshy tissues and debris. Treated samples 
were washed under tap water until the sclerites were 
completely cleaned. Finally, samples were washed with 
distilled water (five times) to remove unwanted substances. 
 
B.  CA assay 
     To examine the CA activity, the chemically treated 
sclerites were decalcified in 0.5 M EDTA (pH 7.8) overnight, 
followed by dialysis against H2O for 48 hours. Proteins 
were separated from the soluble organic matrix of sclerites 
using SDS-polyacrylamide gel electrophoresis according to 
the method of Laemmli [4]. After electrophoresis, the bands 
of interest were excised from the SDS-PAGE and the pure 
proteins were extracted by electro-elution treatment, using 
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the Electro-eluter (Model 422, Bio-Rad) according to the 
procedure of Rahman et al., [5]. The Micron centrifugal 
Filter Devices (Millipore) were used for further purification 
of the sample.  
    The amount of protein concentration in each fraction was 
measured by the method of Lowry et al. [6] using chicken 
ovalbumin (Kanto chemical) as a standard protein followed 
by a spectrophotometric assay of protein. We measured CA 
activity using the CO2-Veronal indicator method [7] as 
follows. Six drops of phenol red, 3 ml of 20mM Veronal 
buffer (Sodium 5, 5-Diethylbarbiturate, pH 8.3), and 0 .5 ml 
of a sample were mixed and placed in ice water; then the 
reaction was started by adding 2 ml of ice-cold water 
saturated with CO2 followed by observation of the time until 
the color changed from red to yellow for a pH drop to 7.3. 
The EU was calculated according to the following equation. 

Activity unit (EU) = (To – T)/ T 
[where T and To are the reaction times required for the pH 
change from 8.3 to 7.3 at 0oC with and without a catalyst, 
respectively].  
C. Enzymatic Hydration of CO2. Carbonic anhydrase 
catalyzes the hydration reaction of CO2, and consequently, 
hydrogen ions are transferred between the active site of the 
enzyme. This results in a change in pH. Therefore, 
measuring pH via the delta pH method is a viable method to 
monitor the progress of this enzymatic reaction [8]  
D.   Enzymatic Precipitation of Calcium Carbonate.   
     The influence of CA enzyme on the precipitation of CO2 
in the form of calcium carbonate (CaCO3) was studied 
according to Mirjafari et al [9] and Rahman et al. [10]  
 

III.      RESULTS AND DISCUSSION  
A.   Biocalcification  
     For understanding biocalcification process in corals and 
their response to climate change, we purified proteins and 
enzyme from a soft coral sclerites, S. polydactyla. The SDS-
PAGE analysis of the preparation showed seven proteins 
with the apparent molecular masses of 109, 83, 70, 63, 41, 
30 and 22 kDa (Fig. 1, lane 2) that we named SP-1 
(Sinularia polydactyla-1), SP-2, SP-3, SP-4, SP-5, SP-6 and 
SP-7 respectively. In the present work, we purified a protein 
with a molecular mass of about 83-kDa  (SP-2) (Fig. 1, lane 
2), which has high CA activity (Fig. 2). We excised the 
protein bands from the SDS-PAGE and extracted the 
purified proteins by electro-elution treatment. We confirmed 
the CA protein (SP-2) followed by the technique as 
indicated above (Fig. 2).  
In order to identify CA activity associated with the purified 
proteins, the samples were assayed independently. Fig. 3 
shows that the SP-2 possessed specific CA activity; where 
other has lower activity. The CA activity of both the matrix 
protein (SP-2) and bovine erythrocyte enzyme (BECA) was 
inactivated by heat treatment at 100oC for 10 min, which 
showed no activity. Since SP-2 showed the highest and most 
significant activity among the seven proteins, we can 

consider only SP-2 to be a CA domain protein in S. 
Polydactyla.  
    Internal and external reactions of coral body including 
hard endoskeleton of sclerites are occurred with 
biocalcification process. In the mineralization of CO2, 
calcium carbonate is produced through a reaction between 
calcium ions and aqueous CO2. The following reactions take 
place in this process:  
(1) First, gaseous CO2 dissolves in water to form aqueous 
CO2.    
         CO2(g) ↔  CO2                                      (1)   
(2) Then, aqueous CO2 reacts with water to form carbonic 
acid:  
         CO2(aq) + H20 ↔ H2CO3                      (2)  
 
(3) In the next step, carbonic acid dissociates to bicarbonate 
and carbonate ions in the presence of CA enzyme: 
 
        H2CO3 ↔ H+  +  HCO3

-                       (3)  
 
        HCO3

-   ↔ H+  +  CO3
2-                        (4) 

 

Reaction 3 is very rapid and is virtually diffusion controlled.  
(4) At the end, in the presence of calcium cations, calcium 
carbonate forms and precipitates:  
 
            Ca2+   +    CO3

2-  →  CaCO3↓              (5) 
 
Among reactions 1−5, reaction 2 is the slowest, and it is the 
rate-limiting step. It is proposed that a biological catalyst be 
used to increase the rate of this reaction.[11-13]. The 
biological catalyst for this reaction is enzyme carbonic 
anhydrase.  
B.  Enzymatic Precipitation of Calcium Carbonate  
     The amount of CaCO3 decreased as the temperature 
increased. The weight of CaCO3 at 0, 30, and 50 °C was 
0.2097, 0.1282, and 0.095 g, respectively. This is because 
the solubility of CO2 in water decreases with increasing 
temperature [14]. This result did not depend on the 
temperature or concentration of the enzyme. When the 
buffer is absent from the reaction mixture, addition of CO2 
to the mixture drives the pH down to low values (near 4). 
The chemistry of CO2 hydration and bicarbonate 
dissociation shows that, in low pH, there is not enough 
carbonate ion present [15]. As a result, the solution does not 
become saturated with CaCO3. This is the reason 
precipitation was not observed in this condition.  
     In the absence of the enzyme, precipitation was observed 
after 2 h. The amount of CaCO3 was almost the same as its 
amount in the presence of the enzyme (Table 1). However, 
Figure 3 indicates that precipitation of calcium carbonate 
was much faster in the presence of CA enzyme. This figure 
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presents a comparison of the precipitation in the presence 
and absence of the enzyme. It is clearly seen that, in the 
presence of the enzyme, CaCO3 reached its maximum value 
in less than 10 min; however, when no enzyme was added to 
the reaction mixture, the formation of calcium carbonate 
took place very slowly.  
     Carbonic anhydrases are very well-known enzymes that 
are ubiquitous in nature. They can be found in animals and 
plants and even in the human erythrocyte. They exist in 
different forms, with different structures and molecular 

weights, and their activities vary from one to another. They 
are among the fastest enzymes known. For instance, each 
molecule of isozyme C from the human body can catalyze 
1.4 × 106 molecules of CO2 in 1 s [16].  
     In the presence of an anhydrase enzyme, the mechanism 
of hydration of CO2 changes completely. The evidence 
suggests that the catalysis of CO2 hydration is initiated by 
the nucleophilic attack on the carbon atom of CO2, by zinc-
bound OH-, to produce bicarbonate, which is then displaced 
from zinc by a water molecule [17].  In this study, the 
Mineralization of carbon dioxide is investigated as a method 
of converting CO2 to mineral carbonates. The slow rate of 
hydration of CO2 has been a limiting factor to make this 

method widely accepted. Carbonic anhydrase enzyme 
isolated from soft corals sclerites has been shown to be 
credible as biological catalysts to overcome this 
shortcoming. The results showed that this enzyme was a 
very effective catalyst for coral mineralization. Overall, it 
promoted the hydration of CO2 and, consequently, the 
precipitation of CaCO3. 
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Figure 1: Identification of proteins.  Lane 1, Protein marker, 
Lane 2, SDS-PAGE separation of the total assemblage of 

soluble matrix proteins.with CBB staining. Arrows indicate 
significant protein bands.  

 

 

Figure 3: Comparison of precipitation with and without enzyme. 

Table 1: Summary of CaCO3 Precipitations

Figure 2: Determination of CA activity with purified matrix proteins. 
Specific activity was measured in the presence of matrix proteins at 

concentration of 1.5 ml (contain 30µg protein) for each protein; SP-2 
showed the highest activity. H2O (control) and bovine erythrocyte CA 

(BECA) was used as a standard in comparing the efficacy of CA 
proteins. Ten experiments were conducted for each protein. The novel 

matrix protein of SP-2 showed significant CA activity. 

C
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Set  Temp 
(°C) 

Enzyme con. 
(µM) 

Wt. of  
precipitate (g) 

No. of 
units 

Error 
(%) 

1 0 3 0.2097  2 0.1
2 0 6 0.2105  4 4.2
3 0 6 0  3 N/A
4 0 No enzyme 0.18  2 1
5 30 3 0.1279  2 o.16
6 30 6 0.1282  4 1.8
7 50 6 0.095  3 1.7
8 50 No enzyme 0.0940  2 1.5

Time/(min) 
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