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The Second International Conference on Big Data, Small Data, Linked Data and Open Data (ALLDATA 2016), held between February 21-25, 2016 in Lisbon, Portugal continued a series of events bridging the concepts and the communities devoted to each of data categories for a better understanding of data semantics and their use, by taking advantage from the development of Semantic Web, Deep Web, Internet, non-SQL and SQL structures, progresses in data processing, and the new tendency for acceptance of open environments.

The volume and the complexity of available information overwhelm human and computing resources. Several approaches, technologies and tools are dealing with different types of data when searching, mining, learning and managing existing and increasingly growing information. From understanding Small data, the academia and industry recently embraced Big data, Linked data, and Open data. Each of these concepts carries specific foundations, algorithms and techniques, and is suitable and successful for different kinds of application. While approaching each concept from a silo point of view allows a better understanding (and potential optimization), no application or service can be developed without considering all data types mentioned above.

The conference had the following tracks:
- Big data
- Linked data

The conference also featured the following symposium:
- KESA 2016, *The International Workshop on Knowledge Extraction and Semantic Annotation*

We take here the opportunity to warmly thank all the members of the ALLDATA 2016 technical program committee, as well as the numerous reviewers. The creation of such a high quality conference program would not have been possible without their involvement. We also kindly thank all the authors that dedicated much of their time and effort to contribute to ALLDATA 2016. We truly believe that, thanks to all these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals, organizations and sponsors. We also gratefully thank the members of the ALLDATA 2016 organizing committee for their help in handling the logistics and for their work that made this professional meeting a success.

We hope ALLDATA 2016 was a successful international forum for the exchange of ideas and results between academia and industry and to promote further progress in the area of all data. We also hope that Lisbon, Portugal, provided a pleasant environment during the conference and everyone saved some time to enjoy the beauty of the city.
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AScale: Simple and fast ETL+Q scaling for small and big data

Pedro Martins, Maryam Abbasi, Pedro Furtado
University of Coimbra
Department of Informatics
Coimbra, Portugal
email: {pmom, maryam, pnf}@dei.uc.pt

Abstract—In this paper, we investigate the problem of providing scalability (out and in) to Extraction, Transformation, Load (ETL) and Querying (Q) (ETL+Q) process of data warehouses. In general, data loading, transformation, and integration are heavy tasks that are performed only periodically, instead of row by row. Parallel architectures and mechanisms are able to optimize the ETL process by speeding up each part of the pipeline process as more performance is needed. We propose parallelization solutions for each part of the ETL+Q, which we integrate into a framework, that is, an approach that enables the automatic scalability and freshness of any data warehouse and ETL+Q process. Our results show that the proposed system algorithms can handle scalability to provide the desired processing speed in big-data and small-data scenarios.

Keywords—Algorithms; architecture; Scalability; ETL; freshness; high-rate; performance; scale; parallel processing.

I. INTRODUCTION

ETL tools are special purpose software used to populate a data warehouse with up-to-date, clean records from one or more sources. The majority of current ETL tools organize such operations as a workflow. At the logical level, the E (extraction) can be considered as a capture of data flow from the sources, normally more than one with high-rate throughput. Then, we have T representing transformation and cleansing of data. This corresponds to modifying data so that it will conform to an analysis schema. The L (load) represents loading the data into the data warehouse, where the data is stored to be queried and analyzed. When implementing these types of systems, besides the necessity to create all these steps, the user is required to be aware of scalability requirements that the ETL+Q (ETL and queries) might raise for this specific scenario.

When defining the ETL+Q the user must have in mind the existence of data sources, where and how the data is extracted to be transformed (e.g., completed, cleaned, validated), the loading into the data warehouse, and finally the data warehouse schema, each of these steps requires different processing capacities, resources, and data treatment. However, in some applications scenarios, (e.g., near-real-time monitoring of telecom, energy distribution or stock market) ETL can be demanding in terms of performance. Most of the time because the data volume is too large and one single, extraction, transform, loading or querying node is not sufficient. Thus, more nodes must be added to extract the data and extraction policies from the sources must be created (e.g., round-robin OR on-demand). The other phases, transformation, and load must also be scaled.

After extraction, data must be re-directed and distributed across the available transformation nodes. Again since transformation involves heavy duty tasks (heavier than extraction), more than one node should be necessary to assure acceptable execution/transformation times.

After the data is transformed and ready to be loaded, the load period must be scheduled (e.g., every night, every hour, every minute) and load time controlled (e.g., maximum load time = 5 hours). This means that, between the transformation and load process, the data must be held somewhere.

Regarding the data warehouse, in some application scenarios the entire data will not fit into a single node, and if it fits, it will not be possible to execute queries within acceptable time ranges. Thus, more than one data warehouse node is necessary with a specific schema which allows distributing, replicate, and finally query the data within an acceptable time frame.

In this paper, we study how to provide ETL+Q scalability with ingress high-data-rate in big and small data warehouses. We propose a set of mechanisms and algorithms, to parallelize and scale each part of the entire ETL+Q process, which is included in an auto-scale (in and out) ETL+Q framework. This framework is based on time bounds for the parts of the ETL+Q and/or the global ETL process, automatically scaling, to assure the desired time bounds.

The presented results prove that the proposed monitoring mechanisms and detection algorithms are able to scale-out when necessary.

In Section II, we present relevant related work in the field. Section III, we describe the architecture of the proposed system. Section IV explains the main algorithms which allow to scale-out when necessary. Section V shows the experimental results obtained when testing the proposed system. Finally, Section VI concludes the paper and discusses future work.

II. RELATED WORK

Works in the area of ETL scheduling include efforts towards the optimization of the entire ETL workflow [6] and of individual operators in terms of algebraic optimization...
Figure 1. Total automatic ETL+Q scalability

(1) Represents the data sources from where data is extracted from the system.
(2) The data distributor(s) is responsible for forwarding or replicating the raw data to the transformer nodes. The distribution algorithm to be used is configured and enforced at this stage. The data distributors (2) should also be parallelizable if needed, for scalability reasons.
(3) In the transformation nodes the data is cleaned and transformed to be loaded into the data warehouse. This might involve data look-ups to in-memory or disk tables and further computation tasks. In Figure 1 the transformation (3) is parallelized for scalability reasons.
(4) The data buffer can be in memory, disk file (batch files) or both. In periodically configured time frames/periods, data is distributed across the data warehouse nodes.
(5) The data switches are responsible for distributing (pop/extract) data from the "Data Buffers" and set it for load into the data warehouse, which can be a single-node or a parallel data warehouse depending on configured parameters (e.g., load time, query performance).
(6) The data warehouse can be in a single node, or parallelized by many nodes. If parallelized, the "Data Switch" nodes will manage data placement according to configurations (e.g., replication and distribution). Each node of the data warehouse loads the data independently from batch files.
(7) Queries (7) are rewritten and submitted to the data warehouse nodes for computation. The results are then merged, computed and returned.

The main concepts, we propose are the individual ETL+Q scalability mechanisms of each part of the ETL+Q pipeline. By offering the solution to scale each part independently, we provide a solution to obtain configurable performance. Then, in future work based on user configuration parameters, a framework using these components, scales automatically the ETL+Q when necessary.

IV. SCALING ALGORITHMS

In this section, we describe the algorithms which allow the framework to scale in and scale-out each part of the ETL and Query process. For each part that we design for later, automatic scale in and out we explain the scaling algorithms.

A. Extraction & data distributors - Scale out

Depending on the number of existing sources and data generation rate and size, the nodes that process the extraction of the data from the sources might need to scale. The addition of more "extraction & data distributors" (2) depends on if the current number of nodes is being able to extract and process the data with the correct period and inside the maximum extraction time (without delays). For instance, if

III. ARCHITECTURE

In this section, we describe the main components of the proposed architecture for ETL+Q scalability.

Figure 1 depicts the main processes needed to support total ETL+Q scalability with specific time bounds.

The work [4] focuses on finding approaches for the automatic code generation of ETL processes which is aligning the modeling of ETL processes in the data warehouse with Model Driven Architecture (MDA) by formally defining a set of QVT (Query, View, Transformation) transformations.

Related problems studied in the past include the scheduling of concurrent updates and queries in real-time warehousing and the scheduling of operators in data streams management systems. However, we argue that a fresher look is needed in the context of ETL technology. The issue is no longer the scalability cost/price, but rather the complexity it adds to the system. Previews presented recent works in the field do not address in detail how to scale each part of the ETL+Q and do not regard the automatic scalability to make ETL scalability easy and automatic. The authors focus on mechanisms to improve scheduling algorithms and optimizing workflow and memory usage. In our work, we assume that scalability in a number of machines and quantity of memory is not the issue. We focus on offering scalability for each part of the ETL pipeline process, without the nightmare of operators relocation and complex execution plans. Thus, in our work, we focus on scalability based on generic ETL process to provide the users desired performance with minimum complexity and implementations. In addition, we also support queries execution.

The work [3] deals with the problem of scheduling ETL workflow at the data level and in particular scheduling protocols and software architecture for an ETL engine in order to minimize the execution time and the allocated memory needed for a given ETL workflow. The second aspect in ETL execution that the authors address is how to schedule flow execution at the operations level (blocking, non-parallelizable operations may exist in the flow) and how can we improve this with pipeline parallelization [2].

(e.g., joins or data sort operations). The work [3] deals with the problem of scheduling ETL workflow at the data level and in particular scheduling protocols and software architecture for an ETL engine in order to minimize the execution time and the allocated memory needed for a given ETL workflow. The second aspect in ETL execution that the authors address is how to schedule flow execution at the operations level (blocking, non-parallelizable operations may exist in the flow) and how can we improve this with pipeline parallelization [2].
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the extraction period is specified as every 5 minutes and the extraction duration is 10 seconds, every 5 minutes the "Extraction & Data distributor" nodes cannot spend more than 10 seconds extracting data, if so, a scale-out is needed. By scaling out the extraction, nodes will have fewer data to extract/process and more concurrent extraction, leading to a performance improvement. Listing 1 pseudo-code describes the algorithm used to scale, independently of the used extraction method.

Listing 1. Extraction scalability

```java
start = getCurrentTime();
source = requestSourceToExtractData();
data = requestSourceExtraction(source, size);
endExtractionTime = getCurrentTime();
extractionTime = add(endExtractionTime - start); for (all in extractionTime)
if (extractionTime > getMaxExtractionTime())
processScaleOut();
break;
for (all in extractionTime)
if (extractionTime > getExtractionPeriod())
processScaleOut();
break;
```

B. Extraction & data distributors - Scale in

To save resources when possible, the nodes that perform the data extraction from the sources can be set in standby or removed. This decision is made based on the last execution times. If previous execution times of at least two or more nodes are less than half of the configured maximum, one of the nodes is set on standby or removed, and the other one takes over. Listing 2 pseudo code describes the used algorithm.

Listing 2. Extraction and data distribution

```java
lowLoadNodes = 0;
nodesID = null;
for (all nodes)
if (processingTime() < getExtractionFrequency() / 2)
lowLoadNodes++;
nodesID.add(nodeID);
if (extractionTime() < getMaxExtractionTime() / 2)
lowLoadNodes++;
nodesID.add(nodeID);
if (lowLoadNodes >= 2)
setNodeToSandBy(nodeID, getFirst());
```

C. Transform - Scale-out

The transformation process is critical. If the transformation is running slow, data extraction at the refereed rate may not be possible, and information will not be available for loading and querying when necessary. The transformation step has an important queue, used to determine when to scale the transformation phase. If this queue reaches a limit size (by default 50%) then it is necessary to scale, because the actual transformer is not being able to process all data that is arriving. Another mechanism used to scale the transformation process is the user-configured maximum transformation execution time. If this time is exceeded then, the transformation must be scaled-out. Listing 3 pseudo code describes the used algorithm.

Listing 3. Transformation scale-out

```java
limitSize = getLimitSize(); // by default 50%;
for (all nodes)
currentQueueSize = queue.getSize();
if (currentQueueSize > limitSize)
addTransformerNode();
break;
if (transformationTime > getMaxTransformTime())
addTransformerNode();
break;
```

D. Transform - Scale in

The size of all queues is analyzed periodically. If this size at a specific moment is less than half of the limit size for at least two nodes and the average transformation time of at least two nodes is half of the specified then, one of those nodes is set on standby or removed, and another one of the low load nodes takes over. Listing 4 pseudo code describes the used algorithm.

Listing 4. Transformation scale-in

```java
limitSize = getLimitSize() / 2; // by default 25%;
maxTransformTime = getMaxTransformTime();
count = 0;
for (all nodes)
currentQueueSize = node.queue.getSize();
if (currentQueueSize <= limitSize &
currentTransformTime <= maxTransformTime/2)
count++;
if (count >= 2)
setNodeToSandBy(nodeID);
break;
```

E. Data buffer - Scale

The data buffer nodes scale-out based on the incoming memory queue size and the storage space available to hold data. Low data warehouse load frequency will require data buffers with storage space to hold the data until the scheduled load time. Thus, the data buffers scale dynamically as more storage space is necessary. Another scale-out situation is when the available incoming memory queue becomes above a certain threshold (by default 50%). This means that the data ingress rate is higher than the data swap speed, thus, nodes must scale-out in order to not lose data. By user request, the data buffers can also scale-in. In this case, the system will allow it if the data from any data buffer can be fitted inside other data buffer.
F. Data switch - Scale

These nodes scale based on configured data rate limits. If after a data load process occurs the average limit extraction data rate is equal or above a certain limit, then these nodes are set to scale. The data switches can also scale-in. In this case, the system will allow it if the average data rate from the previous load period is less than the maximum supported by each data switch.

G. Data Warehouse - Scale

The data warehouse scalability is detected after each load process. The loading process might include among other operations: destroy indexes, load data, update materialized view, and rebuild indexes. The data warehouse load process has a limit time to be executed every time it starts. If that limit time is exceeded then, the data warehouse needs to scale. Listing 5 pseudo code describes the used to scale the data warehouse when the load process occurs.

Listing 5. Data warehouse scale

```java
startTime = getCurrentTime();
data = getData(size);
preLoadTask();
process(data);
posLoadTask();
startLoad();
endTime = getCurrentTime();
if ((endTime - startTime > getMaxLoadTime())
    dataWarehouseScaleOut();
}
```

Because it is a computationally expensive operation, when an alarm is raised (the data warehouse needs to scale) the data warehouse nodes scale-in and scales-out, can only be triggered by user request and if the average query execution time and the average load time respect the conditions 1 and 2 (where $n$ represents the number of nodes):

$$\frac{(n-1) \times \text{avgQueryTime}}{n} \leq \text{desiredQueryTime}$$ (1)

and

$$\frac{(n-1) \times \text{avgLoadTime}}{n} \leq \text{maxLoadTime}$$ (2)

Every time the data warehouse scales-out or scales-in in the data inside the nodes needs to be re-balanced. The default re-balance process to scale-out is based on the phases:

- Replicate dimension tables;
- Extract information from nodes;
- Load the extracted information into the new nodes.

V. EXPERIMENTAL SETUP AND RESULTS

In this section, we test the ability of the proposed auto-scale framework to automatic scale-out the ETL process when more performance is necessary to provide the desired results. For the purpose of these tests, we simulated the launch of an ETL system only concerning a single server machine. In this setup the considered ETL process consists on converting the TPC-H [1] benchmark data generator into the Star Schema Benchmark (SSB) [5], and execute the SSB queries. For all tests, we used equal nodes, with intel i5 3.00GHz, 16 GB of RAM and 1TB of disk. By applying the described algorithms, we observed how it scales to provide the desired performance. In the next sections, we demonstrate how each part of the ETL and Query execution scales-out.

A. Data extraction nodes scalability

Considering that, we have data sources and extraction nodes to extract data. When the data flow is too high a single data node can not handle all ingress data. In this section, we study how the extraction nodes scale to handle different data rates. The extraction process uses an on-demand approach to extract data, where an "automatic scaler" process orders the nodes to extract data from sources. There is a configured maximum allowed extraction time and a extraction frequency, represented by the Equations 3 and 4. If any of them is not respected the system is set to scale-out.

$$\text{max extractionTime} < \text{max desiredExtractionTime}$$ \hspace{1cm} (3)

$$\text{max extractionTime} < \text{ExtractionFrequency}$$ \hspace{1cm} (4)

Figure 2 shows: In the left Y axis is the average extraction time in seconds; In the right Y axis is the number of nodes; The X axis is the data-rate; Black line represents the extraction time; Grey line represents the number of nodes; The maximum allowed extraction time was set to 1 second maximum extraction time, with periodic extraction of 5 seconds.

As we can conclude from Figure 2 experimental results, every time the maximum allowed extraction time has exceeded the system requested an additional extraction node to improve the extraction performance.

B. Transformation scalability

During the ETL process after data extraction, it is set for the transformation. In our tests the transformation consists...
on converting the TPC-H dataset into SSB format. Because this process is computationally heavy it is often required to scale the transformation nodes. Each transformation node has an entrance queue for ingress data and an automatic scale monitors all queues. Once it detects that a queue is full above a certain (configured) threshold it starts the scaling process, this means that $Rate_{extract} \geq Rate_{transform}$.

Figure 3 shows: Y axis, average queue size in number of rows; X axis, the data rate in rows per second; Each plotted bar represents a node queue size, up to 4 nodes; The limit queue size to trigger the scale mechanisms was set at 50MB, approximately 380,000 rows; The maximum transformation time for each row was set to 1 second. Each measure is the average queue size of 60 seconds run.

During the experimental tests, as depicted in Figure 3, the maximum allowed transformation time was never exceeded. However, the queues size increased while increasing the data rate, allowing to show that the proposed approach is efficient to scale the transformation nodes.

C. Data Buffer nodes

These nodes hold the transformed data until it is loaded into the data warehouse. During all our tests, we used a single machine with 16GB memory and 1TB disk, all available to be used. If the available storage space becomes full then, the automatic scale sets the system to scale the Data Buffer node (add one more node). However, during our tests, we never had the necessity to do so since all transformed data could fit into memory until the next load (into the data warehouse) period.

D. Data warehouse scalability

In this section, we test the data warehouse scalability, which can be triggered or by the load process (because it is taking too long), or because of the queries time (they are taking more time than the desired execution time). If the maximum configured load time is exceeded, the data warehouse is set to scale.

Experimental results from Figure 4 show: Left Y axis, average load time in seconds; Right Y-axis, number of data warehouse nodes; X axis, data batch size in MB; The maximum allowed load time, set to 60 seconds; Each time a data warehouse (scales) node is added, we show the data size that was moved into the new node and the required time in seconds (re-balance time).

Based on our experimental results, we conclude that the proposed method to scale the data warehouse when the bottleneck is related to the load time is efficient, improving the overall load performance. Note that, every time a new node was added the data warehouse required to be re-balanced (data distributed by the nodes evenly). This process requires 3 steps, first extract (in parallel) the data from the existent nodes, second load the data into the new node, third load the new data (distributed and parallel) in batch and check if the load time is lower than the maximum allowed load time.

E. Query scalability

When running queries, if the maximum desired query execution time (i.e. configured parameter) is exceeded then,
the data warehouse is set to scale in order to offer more query execution performance. The following workloads were considered to test the proposed system:

- **Workload 1;**
  - 50GB total size;
  - Execute Q1.1, Q2.1, Q3.1, Q4.1 randomly chosen;
  - Desired execution time per query: 5 minutes (300 seconds).
- **Workload 2 (as workload 1 but with more sessions);**
  - 1 to 8 sessions;

Workload 1 studies how the proposed mechanisms scale the data warehouse when running queries. Workload 2 studies the scalability of the system when running queries and the number of simultaneous sessions (e.g., the number of simultaneous users) increases. Both workloads with the objective to deliver the configured execution time per query (300 seconds).

**F. Query scalability - Workload 1**

Figure 5 shows: The experimental results for workload 1; Y axis, average execution time in seconds using a logarithmic scale; X axis the data size per node and the current number of nodes; The horizontal line over 300 seconds represents the desired query execution time;

The results from Figure 5, show that the proposed system can detect and scale the data warehouse nodes until the average query execution time is the desired.

**G. Query scalability - Workload 2**

Figure 6 shows: The experimental results for workload 2; Y axis, average execution time in seconds using a logarithmic scale; X axis the number of sessions, the data size per node and the number of nodes; The horizontal line over 300 seconds represents the desired query execution time; The last result does not respect the desired execution time because of the limited resources for our tests, 12 nodes.

In Figure 6, we show that while the number of simultaneous sessions increases the system scales the number of nodes in order to provide more performance, thus, the query average execution time follows the configured parameters. As our experimental results show the proposed system scales efficiently to provide the desired performance.

**VI. CONCLUSIONS & FUTURE WORK**

In this work, we propose mechanisms and algorithms to achieve automatic scalability for complex ETL+Q, offering the possibility to the users to think solely in the conceptual ETL+Q models and implementations for a single server. The tests demonstrate that the proposed techniques are able to scale-out. Future work will investigate an auto-scale framework for scale-out and scale in any ETL+Q and, at the same time, providing data freshness and support for near-real-time data stream processing.
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Abstract—Advances in bioinformatics and computational genomics necessitate reexamination of the principles of privacy and informed consent. The law of informed consent requires that research subjects give their consent to participation in biomedical research. In the current age of bioinformatics and computational genomics, however, researchers are in many cases able to use genetic and genealogical data from research subjects who did agree to participate in genetic testing, in order to make educated guesses about the genetic profile of the subjects’ relatives, who did not volunteer to participate. The law of informed consent does not address the use of estimated data, given that it was not possible before the advent of computational genomics to conduct “in silico” research. In considering whether to extend informed consent protection to those to whom “estimated data” is extrapolated, it is useful to consider currently proposed changes to the law of informed consent in the U.S. These proposed changes arise from the notion that biospecimens are increasingly considered intrinsically identifiable, and therefore individuals ought to be asked for their informed consent before the use of even de-identified specimens. Moreover, the recently revised Genomic Data Sharing (GDS) Policy of the U.S. National Institutes of Health (NIH) goes even further to require informed consent not only for use of biospecimens and identifiable private information, but also for genomic or other data, even if it is de-identified. It follows logically that those who do not agree to participate in biomedical research, but from whom estimated data are gleaned, ought to be asked for their informed consent.
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I. INTRODUCTION

Advances in bioinformatics and computational genomics necessitate reexamination of the principles of privacy and informed consent. Since the formation of the Nuremberg Code, which developed as a result of the Nazi War Crimes Tribunal and was the first internationally recognized code of research ethics, medical researchers must recognize protections for human research subjects. The primary tenet of the Nuremberg Code is that “The voluntary consent of the human subject is absolutely essential.” In the current age of bioinformatics and computational genomics, however, researchers are in many cases able to use genetic and genealogical data from research subjects who did agree to participate in genetic testing, in order to make educated guesses about the genetic profile of the subjects’ relatives, who did not volunteer to participate. This estimated data can then be combined with health records of the non-volunteers in order to conduct genetic research, often termed “in silico” biology, without their informed consent. Researchers use these technologies to calculate the probability that an individual carries a particular genetic variant, without sequencing that person’s deoxyribonucleic acid (DNA), thereby developing estimated data for inclusion in research databases.

Section II of this paper considers the use of computational genomics in Iceland to conduct research using estimated data from individuals without their informed consent, noting that this conflicts directly with a legal trend toward enhanced recognition of the privacy rights and autonomy of research participants, as reflected in proposed changes to the law and policy of informed consent in the United States. Section III then considers proposed changes in the U.S. enhancing informed consent protection for research with de-identified materials, and advocates for the same level of protection for estimated data, in keeping with traditional norms of informed consent.

II. THE USE OF COMPUTATIONAL GENOMICS IN ICELAND

Controversial methods of computational genomics, particularly the use of estimated genetic data, are particularly effective in Iceland, an island nation with detailed genealogical records and a population of approximately 320,000 citizens who are considered to be genetically homogeneous. The intimacy of this small country is made evident by the existence of a smart-phone app in Iceland that permits individuals to determine whether they are related to another person whom they are considering dating.
In light of Iceland’s genetic homogeneity and the availability of detailed genealogical information, in 1996 Iceland’s government granted deCODE an exclusive 12-year license to build a Health Sector Database to hold centralized health records of its entire population [1]. The plan incited much controversy due to the presumption that citizens of Iceland would be deemed to consent to participate unless they actively opted out. In November 2003, the Supreme Court of Iceland disrupted deCODE’s plans by ruling in favor of Ragnhildur Gudmundsdottir, an eighteen-year-old student, holding that she could prevent the transfer of the database of her deceased father’s health records. The court held that the records in the database might allow her to be identified as an individual at risk of a heritable disease, even though the data would be anonymous and encrypted. The court noted that this risk was heightened by the fact that the Health Sector Database would allow information to be linked with data from other genetic and genealogical databases [1].

DeCODE then pursued another strategy, using estimated data to create a research database to find genetic sequences linked to diseases. Using DNA and clinical data from more than 120,000 research volunteers, deCODE analyzed their DNA sequences for a selection of slight variations called single nucleotide polymorphisms (SNPs), which are the most common genetic variations among individuals and some of which may prove important in the study of human health.

Using a relatively new technique, deCODE geneticists calculate the probability that an individual carries a particular genetic variant without actually sequencing that person’s DNA. For example, deCODE was able to use its whole genome sequencing of the DNA of approximately 2,500 research participants in order to extrapolate the genomes of many more individuals. When deCODE identified a genetic variant of interest among the 2,500 whole genomes, the company used the more limited SNP data that it had amassed from its 120,000 volunteers in order to impute, with 99 per cent accuracy, whether any among the 120,000 also carried the mutations [6]. As noted by one source, “if your mother had been in the hospital for a stroke and agreed to participate in a clinical study, while her brother had volunteered his DNA, deCODE would be able to predict your likelihood of a genetic disposition for stroke [5].”

While other researchers are using the same technique as deCODE, the company’s unique approach is to combine the known and estimated genotypes for its research participants with its genealogical database, thereby permitting deCODE to estimate what it calls the “in silico” genotypes of close relatives of the volunteers whose SNPs were analyzed. This permits deCODE to infer data about 200,000 living and 80,000 deceased Icelanders, who have not consented to participate in deCODE’s studies. Further, it could give the company genotypes for the largely consanguineous population of 320,000 people in its entirety. Researchers can then determine whether a variant in a DNA sequence found by fully sequenc ing the DNA of a small group likewise appears in a larger population in the same proportion [6].

The company has used these estimated genotypes for individuals as controls in its studies and also combined them with health records for patients who were involved in a disease study in Iceland but whose DNA has not been sampled. Using estimated data, deCODE published six papers between 2011 and 2013 in the prestigious journals Nature, Nature Genetics, and the New England Journal of Medicine, linking specific genetic mutations to risks of diseases. DeCODE’s drug discovery efforts were less successful, however, and the company declared bankruptcy in 2009. In December 2012, Amgen purchased the company for $415 million [6].

In 2012, deCODE planned to use its strategy as part of a new study. Having imputed the genotypes of the close relatives of the volunteers whose SNPs had been fully catalogued, deCODE intended to collaborate with Iceland’s National Hospital to link these relatives to certain hospital records for individuals, such as surgery codes and prescriptions. On May 28, 2013, Iceland’s Data Protection Authority (DPA) denied this request, on the grounds that it would violate the relatives’ privacy unless they gave their informed consent. The DPA gave deCODE until November 2013 to demonstrate that it obtained consent [10].

DeCODE ultimately found a means of working around the requirement of informed consent, describing it in a November 5, 2013 letter to the DPA. DeCODE confirmed that it had deleted all data registers containing imputed genotypes for individuals from whom consent was lacking. However, deCODE also presented the DPA with a proposal, according to which genotype data from research participants (who had consented) would be linked with genealogy data in a way that would generate statistical results as strong as those formerly achieved. According to the Iceland DPA, this would entail that a genetic imputation for those who had not consented would be generated “in a split [ ] second in the processing memory of a computer. However, this imputation would then cease to exist and would never be accessible to anyone in any form. The only accessible data would be the aforementioned statistical results, which would not in any way be traceable to individuals [10].” The DPA confirmed in a letter dated 26 November 2013 that this proposal did not give rise to objections if “all the aforementioned prerequisites were met [10].”

Most recently, deCODE published a series of papers in the journal Nature Genetics in March 2015 that described sequencing the genomes of 2,636 Icelanders, the largest collection ever analyzed in a single human population. Using the imputation technique, deCODE claims that it was able to combine the full genomes it has for about 10,000 Icelanders and the partial genetic information on 150,000
more to generate a report for genetic disease on every person in Iceland. For example, the firm can identify every
Icelander with the well-known BRCA2 mutation, which raises the risk of breast and ovarian cancer, even if the
individuals have not submitted to genetic testing themselves.

Dr. Steffánsson of deCODE contends that his company’s
research methods do not violate patient privacy because the
company is not actually sequencing the citizens’ DNA, but
rather devising “conjectures” or “hypotheses” about them,
rather than obtaining personal information. He notes that
estimated DNA sequences, unlike directly measured
sequences, are not very accurate for individuals, though they
are valuable at the group level. Moreover, Steffánsson
emphasizes that, until now, both the DPA and Iceland’s
national bioethics committee have approved the use of
estimated genotypes for the two-thirds of Icelanders who
have not consented to its research [6].

Geneticists disagree as to whether deCODE must obtain
informed consent. Jón Jóhannes Jónsson, a geneticist with
the University of Iceland, observes that deCODE is not truly
doing anything new, given that geneticists routinely infer
whether relatives who are not part of a particular study carry
a genetic mutation. What is different about deCODE’s
strategy is that it invokes the DNA sequences of the entire
Icelandic population. Jónsson concedes that deCODE’s
plan to use estimated data supplemented by hospital records
presents a difficult case. Daniel MacArthur, a geneticist at
Massachusetts General Hospital in the United States,
suggests that although deCODE did not actually violate the
privacy of individuals, from an ethics points of view the
researchers should at least attempt to obtain informed
consent. MacArthur laments that blocking deCODE from
using its estimated data present a “tragedy” not only for the
company, but the wider “complex disease genetics
community [6].”

On the other hand, DeCODE’s promise to delete
individuals’ data once it has calculated statistical results
remains problematic, given the increasing proliferation of
easy, cheap, and powerful reidentification technologies. [8]
Erlich and Narayanan, experts in computational biology and
computer information systems, have deemed deCODE’s
actions a “breach” of “genetic privacy” of the sort
increasingly common in the last few years as the range of
techniques to carry out such privacy breaching “attacks”
has expanded. In particular, they term deCODE’s method a
“completion technique,” meaning the use of known DNA
data “to enable prediction of genomic information when
there is no access to the DNA of the target.” There have
been several high profile breaches of privacy whereby an
“attacker” has been able to infer, from the known genome of
one individual, the genomes of his or her relatives [3].

Erlich and Narayanan note that deCODE’s approach is an
advanced version of the completion technique, given that
deCODE has access to the genealogical and genetic
information of several relatives of the target, and permits

III. PROPOSED CHANGES TO THE LAW AND POLICY OF
INFORMED CONSENT IN THE U.S.

The September 8, 2015 Notice of Proposed Rulemaking (NPRM) published by the U.S. Department of Health and
Human Services in the Federal Register, entitled Human
Subjects Research Protections: Enhancing Protections for
Research Subjects and Reducing Burden, Delay, and
Ambiguity for Researchers, reflects the emerging
recognition of the dangers of re-identification of research
participants [4].

In the summary of its major provisions, the NPRM
provides that “informed consent would generally be required
for secondary research with a biospecimen (for example, part
of a blood sample that is left over after being drawn for
clinical purposes), even if the investigator is not being given
information that would enable him or her to identify whose
biospecimen it is [4].” The NPRM describes the changes in
technology driving this proposed change, noting that “[n]ew
methods, more powerful computers, and easy access to large
administrative datasets produced by local, state, and federal
governments have meant that some types of data that
formerly were treated as non-identified can now be re-
identified through combining large amounts of information
from multiple sources,” including publicly available sources.
In light of this change, “the possibility of fully identifying
biospecimens and some types of data from which direct
identifiers had been stripped or [which] did not originally
include direct identifiers has grown, requiring vigilance to
ensure that such research be subject to appropriate oversight
[4].” “Most importantly,” according to the NPRM, “[a]n
growing body of survey data shows that many prospective
participants want to be asked for their consent before their
biospecimens are used in research [4].” Thus, the NPRM
clearly prioritizes an individual’s right to elect or decline
participation in research. This notion aligns with recognition
of the right of informed consent for individuals who
participate via in silico biology, though the use of their
estimated data.
Moreover, the U.S. National Institutes of Health (NIH) have recently revised their Genomic Data Sharing Policy (GDS) to set forth the expectation that investigators will obtain participants’ consent not only for the use of their biospecimens and identifiable private information, but also for the use of their genomic data. This will be true even if the cell lines or clinical specimens used to generate the data are de-identified [7]. By requiring informed consent for genomic data, the GDS goes even further than the NPRM is recognizing the risks of re-identification and an individual’s right to informed consent for research participation.

There are many reasons that individuals may object to the use of their de-identified information, even if it is estimated data. First, individuals may decline on ethical, religious or other personal grounds to participate in certain controversial forms of research, such as somatic nuclear cell transfer, stem cell research, and germ-line gene therapy. As noted in the Human Subjects Research NPRM, “a more participatory research model is emerging in social, behavioral, and biomedical research, one in which potential research subjects and communities express their views about the value and acceptability of research studies [4].” Second, research participants may object to commercial exploitation of discoveries developed through the use of their de-identified information. Largely in response to some highly publicized lawsuits in which research participants have sued researchers for revenue earned from using their information and biospecimens, it has become common for researchers to present research participants with informed consent documents that disclaim any economic interest in possible commercial applications flowing from the research. Research using de-identified records is highly problematic in that there is no informed consent and therefore no disclaimer.

Just as there are many valid arguments in favor of expanding informed consent protections for research participants, there are numerous reasons why the research community is likely to oppose the extension of research protections, whether for de-identified biospecimens or information, or estimated data. First, it is not feasible to contact each individual from whom materials have been gathered in order to request that person’s informed consent. Even if it were possible, it would be very time-consuming and costly. Each individual’s contribution to the research is so small, perhaps as to be dispensable, yet would require the full process of informed consent. Most importantly, and flowing from these reasons, the necessity of such informed consent might delay and perhaps even preclude altogether the development and introduction of medical advances. Furthermore, it is not only researchers, but also patient advocacy groups, who warn of these dangers. As noted by these critics, in the context of requiring informed consent for the use of de-identified biospecimens and identifiable private information, requiring such consent “might inappropriately give greater weight to the [ ] principle of autonomy over the principle of justice, because requiring consent could result in lower participation rates in research by minority groups and marginalized members of society,” though “most of the comments from individual members of the public strongly supported consent requirements for use of their biospecimens, regardless of identifiability [4].”

Indeed, it can undermine trust in the medical establishment when individuals learn that their biospecimens or information, whether de-identified or estimated, are used without their consent. Indeed, the Human Subjects Research NPRM states that “the failure to acknowledge and give appropriate weight to this distinct autonomy interest in research using biospecimens could, in the end, diminish public support for such research, and ultimately jeopardize our ability to be able to conduct the appropriate amount of future research with biospecimens [4].”

It is clear that the trend, as evidenced by the Human Subjects Research NPRM and the revised NIH GDS, is toward the requirement of informed consent for the use of de-identified biospecimens and genetic information. The question then arises whether there is a meaningful distinction between de-identified biospecimens and information, on the one hand, and estimated data, on the other, in terms of the need for informed consent. It should be noted that neither de-identified information nor estimated data requires any direct interaction with the individual about whom it is gathered. Indeed, the Common Rule specifies that human subject research occurs when an investigator conducting research obtains “data through intervention or interaction with the individual”, or obtains “identifiable private information” from any source [2]. The regulation further provides that “Private information must be individually identifiable (i.e., the identity of the subject is or may readily be ascertained by the investigator or associated with the information) in order for obtaining the information to constitute research involving human subjects [2].” It is this condition of individual identifiability that deCODE Genetics seeks to avoid when it declares to the Icelandic Data Protection Authority that the data will be individually identifiable only for a split second and then deleted from the computer memory. This argument fails, however, if data are as easily identifiable as Yaniv and Erlich have described.

The main difference between de-identified biospecimens and identifiable private information, on the one hand, and estimated data, on the other, is that the latter are not accurate at the individual level, but only at the group level. While this fact may adequately address the privacy issue, it does not resolve the issue of autonomy, meaning individuals’ ability to decline to participate in research, either totally or as a means of rejecting the specific research proposed.

IV. Conclusion and Future Work

Biobiospecimens are increasingly viewed as intrinsically identifiable. What is more, armed with bioinformatics and computational genomics techniques, along with public and private databases, researchers can accurately impute the genetic sequence information of individuals without their informed consent. While this can yield new discoveries and vital data for improving diagnostics, it also raises complex questions regarding the need to obtain informed consent from research participants about whom data is imputed via
in silico research. The law of informed consent, codified before the development of powerful current technologies, does not address issues arising from the use of estimated data.

Proposed changes to U.S. regulations would provide enhanced protection for research subjects by requiring informed consent for the use of their biospecimens and identifiable private information, whether clinical or from prior research. Presently, researchers can use these specimens without consent by stripping them of identifiers. The newly revised NIH GDS goes even further by requiring informed consent for the use of genomic data, even if it derives from de-identified sources. These changes reflect the current view that researchers ought to respect the privacy and autonomy of research participants in an era where re-identification of research subjects has become easier to achieve. While a liberal reading of the proposed federal rule changes and the new NIH policy support the notion that those from whom estimated data is gathered and used are entitled to the same rights of informed consent, privacy, and autonomy as conventional research subjects, the proposed rule changes contemplate for the moment only research subjects who contribute biospecimens or identifiable private information, whether wittingly or not. This article contends that individuals who contribute estimated data are similarly entitled to be asked for their informed consent for their research participation.

The next steps in this research will be an investigation of the “right not to know” the results of one’s genetic risks. Paradoxically, while the law provides increasing protection for the right of informed consent, there is an emerging view that genetic incidental findings ought to be gathered and returned to individuals, even absent their informed consent. Indeed, deCode declares that it ought to be able to contact Icelanders to inform them of the genetic risks of which deCode learned when studying their estimated data. This raises the troubling specter of individuals who have given consent neither for the use of their estimated data, nor the return of incidental findings to them, having their data used for research and then being contacted with researchers’ incidental findings. This paternalistic approach conflicts deeply with the longstanding norms of biomedical ethics.
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Abstract—Social Sentiment Indices powered by X-Scores (SSIX) seeks to address the challenge of extracting relevant and valuable social media signals in a cross-lingual fashion from the vast variety of and increasingly influential social media services, such as Twitter, Google+, Facebook, StockTwits and LinkedIn, and in conjunction with the most reliable and authoritative newswires, online newspapers, financial news networks, trade publications and blogs. A statistical framework of qualitative and quantitative parameters called X-Scores will power SSIX. This framework will interpret financially significant sentiment signals that are disseminated in the social ecosystem. Using X-Scores, SSIX will create commercially viable and exploitable social sentiment indices, regardless of language, locale and data format. SSIX and X-Scores will support research and investment decision making for European SMEs, enabling end users to analyse and leverage real-time social media sentiment data in their domain, creating innovative products and services to support revenue growth with focus on increased alpha generation for investment portfolios.
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I. INTRODUCTION

The emerging use of social media data as part of the investment process has seen a rapid increase in uptake in recent years, as by examined Greenfield [1]. The lag between Social Media Monitoring and Social Media Analytics - “Brand Analytics” and Finance specific applications has narrowed. The Social Finance Analytics sector has built on the base developed by Brand Analytics and has evolved the ecosystem to focus on investment decision-making. The growth of trading specific social networks like StockTwits has also provided highly valuable structured social data on trading discussions, which was not accessible previously on general social media communities. This new data source has provided a vital pipeline of thoughts, words and decisions between people; connecting and interacting as never before. This collective pulse of conversations and emotional attitudes acts as a gauge of opinions and ideas on every aspect of society. Finance specific social media applications provide asset managers, equity analysts and high frequency traders with the ability to research and evaluate subtle real-time signals, such as sentiment volatility changes, discovery of breaking news and macroeconomic trend analysis. These data streams can be incorporated into current operating models as additional attributes for executing investment decision-making, with a goal to increase alpha and manage risk for a portfolio.

The European research project Social Sentiment Indices powered by X-Scores (SSIX - http://ssix-project.eu/), seeks to assist in this challenge of incorporating relevant and valuable social media sentiment data into investment decision making by enabling X-Scores metrics and SSIX indices to act as valid indicators that will help produce increased growth for European Small and Medium-sized Enterprises (SMEs). X-Scores provide actionable analytics in the shape of unique metrics calculated out of the Natural Language Processing (NLP) output. SSIX will extract meaningful social signals in a cross-lingual fashion from a multitude of social network sources, such as Twitter, Google+, Facebook, StockTwits and LinkedIn, and also authoritative news sources, such as Newswire, Bloomberg, Financial Times and CNBC news channel; transforming these signals into clearly quantifiable sentiment metrics and indices regardless of language or locale. Financial services’ SMEs can customise SSIX indices enabling them to provide meaningful domain specific insight to design more efficient systems, test trading and investment strategies, better understand risk and volatility behaviour of social sentiment and identifying new investment opportunities.

Figure 1. SSIX platform architecture

SMEs can exploit the open source SSIX tools and methodologies to provide financial analytics services or alternatively resell custom SSIX Indices as valuable financial data products to third parties, thus leading to growth and increased revenue for SSIX industry partners within the consortium and beyond. Beyond the financial application, the SSIX approach and methodologies can have broader impact across geopolitical and socio-economic domains, generating multifaceted and multi-domain sentiment index data for commercial exploitation. Fig-
Figure 1 presents the overall SSIX platform architecture design.

The objectives of the SSIX project are to:

1) **Develop the “X-Scores” statistical framework**, which will analyse metadata from indexed textual sources to capture the signature of social sentiment, generating a sentiment score. Statistical methods will include regression, covariance and correlation analysis. These X-scores will be used to create the custom SSIX Indices.

2) **Create an open-source template for generating custom SSIX indices** that can be tailor-made with domain specific data parameters for specific analysis objectives, such as Economics, Trading, Investing, Government, Environmental or Risk profiling.

3) **Create a powerful, easy to implement and low latency “X-Scores API”** to distribute the raw sentiment data feed and/or custom SSIX Indices that will allow end users to easily integrate SSIXs sentiment data into their own systems.

4) **Enable end users to do cross-lingual target and aspect oriented sentiment analysis** over any significant social network using user defined dedicated SSIX Index.

5) **Enable various public/private organisations and institutions to create a SSIX Index** and integrate them with their proprietary tools in an easy to use manner.

6) **Explore the domain of SSIX Indices and X-Scores beyond its primary focus of Finance applications**. Research has shown there is a positive correlation between social media sentiment and a financial securities performance, but it is more difficult to measure a broad topic such as, welfare of a region or community. X-Scores will seek to provide metrics which can filter out the noise and provide real quantifiable data, which can give insight via a custom SSIX Index into domains diverse as Education (SSIX-EDU), Media trust (SSIX-MEDIA), Economic sociology (SSIX-ECOSOC), Security (SSIX-SEC) and Health (SSIX-HLTH).

7) **Empower and equip SMEs within the emerging Big Data Financial News sector** to better compete with established industry players via technology transfer involving stable, mature and scalable open source semantic and content analysis technologies.

8) **Trigger, nurture and maintain a SSIX and X-Scores commercial ecosystem within and beyond the project lifecycle.**

9) **Pierce language barriers with respect to untapped and siloed multilingual financial sentiment content** by harvesting cross lingual Big Social Media and News Data.

By number crunching news text and social networks data feeds regarding a company, product or various financial products (such as, stocks, funds, exchange-traded funds (ETFs), bonds etc.) in a mathematical and statistical way, our approach will allow investors and traders to combine SSIX generated indices with their own proprietary tools and methodologies. We envisage empowering the end-user, such as financial data providers, financial, institutions, investment banks, wealth management houses, asset management professionals, online brokers, professional traders and individual investors with the ability to make more informed and better and safer financial decisions. Finally, SSIX could help in identifying unwanted or dangerous trends that could be signalled to financial regulators in advance in order to take appropriate measures, potentially preventing unhealthy and toxic trading behaviour, thereby safeguarding economic growth and prosperity.

The remainder of the paper discusses related work in Section II. Information about SSIX Templates is provided in Section III, whereas Section IV discusses Big Social and News Data Management for SSIX. Details about Natural Language Processing Services and Analysis is presented in Section V. A Business Case Study about Investment and Trading is discussed in Section VI, before providing some concluding remarks in Section VII.

## II. RELATED WORK

### A. Sentiment Analysis on Financial Indices

In [2], Bormann defines several psychological definitions about feelings, in order to explain what might be meant by “market sentiment” in literature on sentiment indices. This study is very relevant to SSIX, since it relates short and long term sentiment indices to two distinct parts of sentiments, namely emotion and mood; and extracts two factors representing investor emotion and mood across all markets in the dataset.

The FIRST project [3] provides sentiment extraction and analysis of market participants from social media networks in near real-time. This is very valuable towards detecting and predicting financial market events. This project is relevant to SSIX, since the tool consists of a decision support model based on Web sentiment as found within textual data extracted from Twitter or blogs, for the financial domain. The relationship between sentiment and trading volume can provide the end-user with important insights about financial market movements. It can also detect financial market abuse, e.g., price manipulation of financial instruments from disinformation. Unlike SSIX, only social networking services are used for extracting and analysing sentiment, whereas the developed tool cannot be easily customised to support media sources, target specific companies or select the required language. In this respect, SSIX provides a template methodology and source code to create in a consistent manner the sentiment index for any type of financial product and financial derivatives. Also the outcome is easily integrated within other analytics tools as a data stream with values between 0 and 100 that will define the ranges of that specific sentiment.

Mirowski et al. [4] presents an algorithm for topic modelling, text classification and retrieval from time-stamped documents. It is trained on each stage of its non-linear multi-layer model in order to produce increasingly more compact representations of bags-of-words at a document or paragraph level, hence performing a semantic analysis. This algorithm has been applied to predict the stock market volatility using financial news from Bloomberg. The volatility considered is estimated from daily stock prices of a particular company. On a similar level, in [5] the authors present StockWatcher through a customised, aggregated view of news categorised by different topics. StockWatcher performs sentiment analysis on a particular news messages. Each message can have either a positive, negative or neutral effect on the company. This
tool enables the extraction of relevant news items from RSS feeds concerning the NASDAQ-100 listed companies. The sentiment of the news messages directly affects a company’s respective stock price. SSIX, will extract meaningful financial signals from multilingual heterogeneous (micro-blogging and conventional) content sources and not just news items.

Gloor et al. introduces a novel set of social network analysis based algorithms for mining unstructured information from the Web to identify trends and the people launching them [6]. This work is relevant, since the result of a three-step process produces a “Web buzz index” for a specific concept that allows for an outlook on how the popularity of the concept might develop in the future. A possible application of this system might be for financial regulators who try to identify micro- and macro-trends in financial markets, e.g., showing the correlation between fluctuations in the Web buzz index for stock titles and stock prices. Similarly, the Financial Semantic Index estimates the probability that on a particular day, an article in the financial press expresses a positive attitude towards financial markets. This is measured through the emotional tone of the mentioned article [7]. It is relevant to SSIX, since it provides a certain viewpoint of the media environment the market participants consume. In the case of SSIX, it targets to transform the extracted information into multiple clearly quantifiable social financial sentiment indices regardless of language and data format. This will improve the trading and investment accuracy through the combination of various fundamental and technical parameters together with sentiment ones.

B. Cross-lingual mining of information

The MONNET project provides a semantics-based solution for integrated information access amongst language barriers [8]. MONNET is relevant for SSIX, since one of its major innovations is the provision of cross-lingual ontology-based information extraction techniques for semantic-level extraction of information for text and (semi) structured data across languages by using multilingual localised ontologies. It provides real-life applications that demonstrate the exploitation potential in several areas, such as financial services. In fact, one of the project’s use-cases deals with searching and querying for financial information in the user’s language of choice. On the other hand, it focused on cross-lingual domain, thus failed to target other important aspects, e.g., mining the extracted information. SSIX will help identify unwanted/dangerous trends that could be signalled to financial regulators in advance, in order to potentially prevent unhealthy trading behaviour. Hence, SSIX indices can be used as ‘early warning’ signals for traders, investors and regulator agencies, such as European Central Bank, EU states national banks and rating agencies.

TrendMiner, another European project [9], presents an innovative and portable open-source real-time method for cross-lingual mining and summarisation of large-scale social media streams, such as weblogs, Twitter, Facebook, etc. One high profile case study was a financial decision support (with analysts, traders, regulators and economists). In terms of novelty, a weakly supervised machine learning algorithm is utilised for automatic discovery of new trends and correlations, whereas a cloud-based infrastructure is used for real-time text mining from stream media. This project is relevant to SSIX given that it provides several multilingual ontology-based sentiment extraction methods.

The main goal of the LIDER project [10] is to create a Linguistic Linked Data (LLD) cloud that is able to support content analytics tasks of unstructured multilingual cross-media content. This will help in providing an ecosystem for a new Linked Open Data based ecosystem of free, interlinked and semantically interoperable language resources (e.g., corpora, dictionaries, etc.) and media resources (e.g., image, video, etc.). It also aims to make an impact on the ease and efficiency with which LLD is exploited in processes related to content analysis with several use cases in multiple industries within the areas of social media, financial services and other multimedia content providers and consumers. One limitation is that LIDER aims to make an impact on the LOD cloud and not to further transform any extracted signals into clearly quantifiable social sentiment indices, as in the case of SSIX. Such indices are targeted to any equities, stock indices or derivatives.

The AnnoMarket project has delivered a cloud-based platform for unstructured data analytics services, in multiple languages [11]. This text annotation market is delivered via annomarket.com and has been in public beta as of April 2014. The services being offered can be adopted and applied for many business applications, e.g., large-volume multi-lingual information management, business intelligence, social media monitoring, customer relations management. It includes several text analytics services that would be of benefit to the SSIX project. Similarly, OpeNER will provide a number of ready to use tools in order to perform some NLP tasks (entity mentions detection and disambiguation, sentiment analysis and opinion detection) that can be freely and easily integrated in the workflow of SMEs [12]. This project aims to have a semi-automatic generation of generic multilingual (initially for the English, French, German, Dutch, Italian and Spanish languages) sentiment lexicons with cultural normalisation and scales through the reuse of existing language resources. SSIX goes beyond text analysis on unstructured data, since an “X-Scores” statistical framework will be implemented to capture the signature of social sentiment from indexed textual sources. These scores will help create custom SSIX Indices that can be tailored for a particular domain depending on specific data parameters. This will provide a meaningful insight to drive trading, investment decisions and strategies, and create new investment opportunities.

III. SSIX TEMPLATES

SSIX templates will empower both the public and private sectors to develop innovative disruption-enabling mobile and cloud services and products, to leverage the massive amount of sentiment data that is constantly produced and published on various social media networks within multiple domains such as Finance, Economy, Government, Politics and Health.

The SSIX templates will be able to gauge the actual voiced sentiment from social media conversations, specifically emotional attributes, such as (but not restricted to) optimism and pessimism. These sentiment signals can be analysed to evaluate their influence on real world financial/economic/social/political outcomes and can act as valid indicators. An ideal paradigm that can benefit from the integration of SSIX templates is the field of investment decisions. Traditionally, research on securities, such as stocks, fixed income and foreign exchange
relied on applying a Fundamental and/or Technical Analysis approach to determine the most efficient and lowest risk investment decision for a given amount of expected return. In this scenario, market sentiment is derived from the aggregation of a variety of these two disciplines (Fundamental and Technical analysis), including attributes, such as price action, price history, economic and financial reports/data, market valuation indicators, fund flows, sentiment surveys (e.g., ZEW Indicator of Economic Sentiment - A Leading Indicator for the German Economy), commitment of traders report analysis, analysis of open interest from the futures market, seasonal factors and national/world events. As a consequence, it is difficult to get a reliable and easy to interpret measure of a securities sentiment score without using a selection bias and almost impossible to measure a niche sector efficiently; this type of sentiment classification tends to be a lagging indicator to price movement but can act as confirmation.

The growth of social media APIs and the application of news analytics has provided a new method allowing sentiment analysis from a social media perspective to be carried out on financial securities, which has been proven to show a positive correlation to price performance (“Twitter is now a leading indicator of movement (up and down) of specific stocks - we can prove it.”, Social Market Analytics). This data can be analysed to gain a greater understanding of sentiment behaviour and its correlation to price volatility for an individual security/sector or the entire market. By using this new sentiment data source, SSIX can deliver unique sentiment indices using X-Scores (a statistical framework of qualitative and quantitative parameters, such as regression, covariance and correlation analysis), such as the ‘Social Sentiment Index for Healthcare’ - SSIX_Health or the ‘Social Sentiment Index for Technology’ - SSIX_Tech, which will show the sentiment levels for their corresponding sectors, quantifying how market participants feel. X-Scores metrics can be used in conjunction with industry standard technical parameters to analyse securities, such as Moving Average Convergence-Divergence (MACD), Relative Strength Index (RSI), Moving Averages (MA), Exponential Moving Average (EVA), Pivots Points, etc. SSIX X-Scores will provide real quantifiable data and tools to anticipate volatility and to analyse past performance, which will help develop alternative and more efficient approaches to reduce risk. SSIX can be used to identify trading signals, helping to make more informed investment decisions, resulting in a more efficient use of capital while reducing any associated risk. SMEs will be able to integrate the SSIX framework data into their own models for use in any area of application where sentiment analysis is used.

A. Big Data Challenges

In SSIX, multiple kinds of data are constantly collected, which process is continuous for the duration of the project. The following are types of data in question:

- Public available data from social networks
- Datasets part of the Linking Open Data (LOD) cloud
- LL2 Cloud resources
- Public data available from domain-specific SMEs
- Survey data collected from independent events, such as technology summits, conferences, etc., or organised events, such as workshops, focus groups, etc.
- Financial and Economic trends outlined by the SSIX framework from analysis/mining of data
- Language Resources (LRs) either automatically acquired or reused from SentiWordNet (LR for opinion mining) and EuroSentiment (EU Project that provides a marketplace for LRs and Services dedicated to Sentiment Analysis).

Several challenges also arise due to the diverse nature of the gathered data. SSIX is able to deal with the three main challenges coming from the big data field namely, high volume, high velocity and high variety.

- High volume: constant growing of the data repository is managed through adoption of scalable technologies and architectures. The space required for the storage can be easily increased on request, while the technologies used are suitable to manage big quantities of data (e.g., Cassandra, Hadoop).
- High velocity: big stream of data is collected and managed with specific technologies and adequate processing capabilities. The project adopts high-performing servers with possibility to scale the computing power.
- High variety: the gathered data comes from multiple sources. In this case, each data source is treated separately. When required, an unstructured data model is implemented, in order to store information that can vary over time.

B. From Big Data to Smart Data

Figure 2 illustrates the flow that all the data will follow before entering the SSIX platform for further NLP and analysis, which process transforms the data retrieved into smart data. Each process is explained in more detail as follows:

- BIG DATA: indicates all the information available on different external platform in form of data sources (e.g., social networks, blogs, news sites, etc.)
- DOWNLOADER: the data are gathered from the different data sources using techniques, such as API usage, CSV download and parsing, web pages scraping, etc.
DATA FILTERING → FILTERED DATA: a first process of noise removal and data processing that will produce a layer of filtered data.

DATA PROCESSING → SMART DATA: in this phase of the process, all the data will be parsed and transformed into smart data.

DATA SAMPLING → SAMPLES FOR NATURAL LANGUAGE PROCESSING: the last step will consist in the extraction of significant data samples destined for NLP.

All the smart data will be archived into a high performing repository. A cluster of servers will produce significant samples retrieved from the smart data repository that will be taken and streamed to the SSIX platform by an End Point component. The first prototype will use three physical servers to implement the architecture presented in Figure 3.

Figure 2. SSIX platform data-flow

The schema defined in Figure 3 illustrates the ideal architecture delegated to retrieve data from the identified data sources, in order to process it and to create data samples for the NLP phase. The business case studies that will be executed in the duration of the project (such as the one discussed in Section VI) will be managed by a cluster of machines that will include: i) a software component that will interface with the different data sources, which will retrieve the data from them; ii) a repository of filtered data; and iii) a software component for data processing.

V. NATURAL LANGUAGE PROCESSING SERVICES AND ANALYSIS

Analysing trends in social media content results in the process of a very large number of comparably short texts in near real-time. Therefore, the major challenge for the implementation of the NLP pipeline is in the orchestration of the different analysis components in a way that is potentially scalable in a cluster of servers that is able to handle hundreds of messages per second. Special care has to be taken to provide the NLP process as a distributed near real-time computation system that can reliably process unbounded streams of data. SSIX implements this process based on Apache Storm. Apache Storm is a framework that offers the foundations of distributed stream processing and is also fault-tolerant. Moreover, SSIX addresses the following major objectives:

- Automatic execution planning of NLP analysis processes: based on the descriptions of existing analysis components, available input and infrastructure, and desired output, SSIX automatically computes an appropriate execution plan (“topology” in Apache Storm);
- Standardised API for analysis components: a common problem in NLP processing is that there are many components for different, but related tasks, but they all implement completely different APIs, making it hard to combine them efficiently in a process. SSIX provides a standardised API and a standardised component description format to simplify integration of existing and additional analysis components.
- Sufficient collection of initial components: a big challenge in building this pipeline is to provide a sufficient collection of initial components so that we can (1) validate our execution model and API, and also provide examples for developers, (2) provide a process for real-time analytics, and (3) integrate with queuing and database technologies provided by SSIX. Figure 4 provides an overview architecture of the NLP pipeline.

A. Multilingual Language Resource Acquisition and Management

The multilingual language resource acquisition and management occurs in two phases:

1) Identification and resource of existing language resources for adaption for SSIX business cases (one business case example is discussed in more detail in Section VI), i.e. exploitation of multilingual sentiment and domain specific lexica from European projects, such as EuroSentiment [13] –which provides a shared language resource pool for fostering sentiment analysis from a multilingual, quality and domain coverage perspective– or the adaptation of
LLD resources and carry out any necessary localisation of monolingual resources where target language equivalents are scarce, such as Asian languages.

2) Exploration of unsupervised and/or semi-automatic corpus based methods for acquisition of multilingual lexica to support entity and sentiment analysis tasks.

Phase 5: Feedback
Based upon Phase 4 tests, feedback will be provided to the performance and changes in results of investment/trading exercise due to using sentiment data.

VII. CONCLUSION
SSIX seeks to extract and measure meaningful financial sentiment signals in a cross-lingual fashion, from a vast multitude of social network sources, such as Twitter, Facebook, StockTwits, LinkedIn and public media outlets, such as Bloomberg, Financial Times and CNBC. It will generate custom X-Scores powered index for a given sentiment target or aspect, i.e. company or financial product. The primary domain is finance although SSIX has scope for Environment, Health, Technology, Geopolitics and beyond. The X-scores will be used by the industrial partners and bundled with their financial analytics, in order to increase the accuracy of their output combined with either end of day financial data or, real time data feeds. SSIX will adapt existing mature, proven and scalable open source text mining tools in order and circumvent language barriers with respect to unexploited multilingual financial sentiment content by harvesting cross lingual Big Social Media and News Data. Semantic Analytics will be employed to generate SSIX indices.
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Abstract—Big data applications have become popular in recent years. Stream mining is one of the major data mining methodologies, which are frequently used in big data applications. Stream mining differentiates itself from the other big data applications for its severe requirement, and is also known for its changing behaviors according to the characteristics of input data. The problem is, however, the parameters, or methodologies for data characterization are not clearly defined yet. There is no study investigating explicit relationships between the characteristics of input data, and the behaviors of stream mining applications. Therefore, the current optimization methodology for stream mining is basically heuristic. This paper provides comprehensive survey on modeling stream mining to seek the strategy for this modeling problem.
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I. INTRODUCTION

Big data applications have become popular in recent years. These big data applications are supposed to collect gigantic amount of data from various data sources, analyze these data from several points of view, uncover new findings, and then provide totally new values. Compared to the conventional applications, big data applications need to handle extremely huge amounts of data, and this situation leads high, and increasing demand for the computational environment, which accelerates, and scales out big data applications. The serious problem here, however, is that the behaviors, or characteristics of big data applications are not clearly defined yet. There is no established model for big data applications.

Big data applications can be classified into several categories depending on the characteristics of data usage. Among these big data applications, this paper has special focus on stream mining applications. A stream mining application is such an application that analyzes data in a line. That is, the target data arrive one after another in chronological order. A stream mining application differentiates itself from the other big data applications for its severe requirement. A stream mining application needs to finish the analysis on the fly. In many cases, there is no chance to save the target data somewhere to revisit the data later. Algorithms specialized for stream mining applications (stream mining algorithms) are intensively studied [1]–[30], and Gaber et al. gave an excellent survey report on these algorithms [31].

High performance computing community has been investigating data intensive applications, which analyze huge amount of data as well. Raicu et al. pointed out that data intensive applications, and stream mining applications are fundamentally different from the viewpoint of data access patterns. Therefore, the strategies for speed-up of data intensive applications, and stream mining applications have to be radically different [32]. Many data intensive applications often reuse input data, and the primary strategy of the speed-up is locating the data close to the target CPUs. Stream mining applications, however, rarely reuse input data, and the strategy for data intensive applications does not work in many cases.

Modern computational environment has been evolving mainly for speed-up of benchmarks such as Linpack [33], or SPEC [34]. These benchmarks are relatively scalable according to the number of CPUs. Stream mining applications are not scalable to the number of CPUs in many cases. Current computational environment is not necessarily ideal for stream mining applications for this reason. Additionally, many researchers from machine learning domain, or data mining domain point out that the behavior, or execution time of a stream mining application varies according to the characteristics, or features of input data. The problem is, however, the parameters, or the methodologies for data characterization are not clearly defined yet. There is no study investigating explicit relationships between characteristics of input data, and behaviors of stream mining applications. Therefore, the current optimization methodology for stream mining is basically heuristic.

The major purpose of this paper is to provide a comprehensive survey on modeling stream mining applications. This paper focuses on generic models for stream mining applications, but does not cover the details of execution models of existing middlewares, or frameworks for stream mining applications. The primary purpose of this paper is to find keys to generalize stream mining applications, and clues to connect characteristics of input data, and behaviors of stream mining applications. This paper also tries to give some considerations on the strategy to address this modeling problem based on the survey. The rest of this paper is organized as follows. Section 2 introduces conventional proposals for stream mining algorithms. Section 3 discusses possible strategies, or directions for a stream mining application model. Section 4 concludes this paper.

II. MODELS OF STREAM MINING ALGORITHMS

A. A Three-layer Model

Junghans et al. proposed a three-layer model, which is illustrated as the shaded part in Figure 1. They argued that most stream mining algorithms follow this three-layer model [35]. First, the filter component filters incoming data as necessary for the purpose of sampling, or load shedding. Secondly, the online mining component analyzes the original incoming data stream, or the filtered stream. Thirdly, the results of the online mining component will be stored in the synopsis, which is the
second layer of the three-layer model. Here, synopsis indicates sketches, windows, or other dedicated data structures such as a pattern tree; those are often utilized in stream mining algorithms. Finally, the offline mining component answers user queries by accessing information stored in the synopsis. Here, the offline mining component does not need to fulfill the one pass requirement of stream mining.

As Junghans et al. developed their stream mining model with a background of embedded devices, they put an assumption that stream mining is conducted on limited available resources, such as limited number of CPUs, or limited amount of memory. Stream mining algorithms are often optimized for the better performance even under these constraints. Junghans et al., therefore, extended their three-layer model to include these optimization functionalities. Junghans et al. also extended the three-layer model for the better quality of the results by stream mining. The principle of this extension is to optimize the influential parameters in stream mining algorithms. This optimization contributes to the relaxed resource requirements, or the better quality of the mining results. Figure 1 illustrates this extended three-layer model. The shaded part of the figure is the original three-layer model as already described above, and the right part of the figure is the extension. The resource monitoring, and the observation assessment component collect information about the current system state. Based on the monitoring by the resource monitoring, and the observation assessment, the parameters are decided whether they should be adapted, or not. Then, the new parameters are set, and the stream mining algorithm run with the updated parameters.

### B. Stream Mining and Data Dependencies

Akioka et al. proposed another stream mining model [36], and the modeling put the focus on data dependencies. Figure 2 illustrates the overall model of stream mining algorithm. The model shown in Figure 2 is quite similar to the model by Junghans et al, while Figure 3 illustrates the detailed model of stream mining algorithms. Figure 3 depicts data dependencies, and control dependencies, and these dependencies lie among threads, or processes in one stream mining algorithm.

In Figure 2, a stream mining algorithm consists of two parts, stream processing part, and query processing part. The stream processing part consists of stream processing modules, sketches, and analysis modules. First, the stream processing module in the stream processing part picks the target data unit, and executes a quick analysis over the data unit. The quick analysis can be a preconditioning process such as a morphological analysis, or a word counting. Second, the stream processing module in stream processing part updates the data in one or more sketches. After this update, the data in the sketch(es) contains the latest results of the execution by the stream processing part. That is, the sketch(es) keeps the intermediate analysis, and the stream processing module updates the analysis incrementally as more data units are processed. Third, the analysis module in stream processing part reads the intermediate analysis from the sketch(es), and extracts the essence of the data in order to complete the quick analysis in the stream processing part. Finally, the query processing part receives this essence for further analysis, and the whole process for the target data unit is completed.

Based on the model shown in Figure 2, the major responsibility of the stream processing part is to preprocess each data unit for the further analysis, and that the stream processing part has the huge impact over the latency of the whole process. Therefore, the stream processing part also needs to finish the preconditioning of the current data unit before the next data unit arrives. Otherwise, the next data unit will be lost as there is no storage for buffering the incoming data. The query processing part takes care of the offline part of the analysis, and does not suffer from the strict requirement of stream mining.

Figure 3 focuses only on stream processing part as this is the part which impacts the overall performance. The figure illustrates data dependencies between two processes analyzing data units in line, and data dependencies inside each process. The assumption is that each process analyzes its own (different) data unit. The left top flow represents the stream processing part of the preceding process, and the right bottom flow represents the stream processing part of the successive process. Each flow consists of six stages; read from sketch(es), read from input, stream processing, update sketch(es), read from sketch(es), and analysis. An arrow represents a control flow, and a dashed arrow represents a data dependency. There are three data dependencies in total. These data dependencies are introduced by control flow for the correct executions, and the summary for these dependencies is as follows.
• The processing module in the preceding process should finish updating the sketch(es) before the processing module in the successive process starts reading the sketch(es) (Dep.1 in Figure 3).

• The processing module should finish updating the sketch(es) before the analysis module in the same process starts reading the sketch(es) (Dep.2 in Figure 3).

• The analysis module in the preceding process should finish reading the sketch(es) in the successive process starts updating the sketch(es) (Dep.3 in Figure 3).

C. Stream Mining with Multiple Data Streams

Wu et al. pointed out that many of the existing researches on stream mining assume that there is one data stream, and they proposed formal definition of mining over multiple data streams [37]. In actual situations, the assumption with multiple data streams is more realistic than the single data stream. Therefore, the formal definition of the problems with multiple data streams is more practical, and reasonable.

According to Wu et al., multiple data stream mining should be approached in a separate way from the way for the single data stream mining. First, multiple data streams are from many local data sources to generate distributed data streams independently. These data sources are not capable of processing more than simple data preconditioning, or saving all the generated data. Second, multiple data stream mining is supposed to process the mining across the data streams, not only on one single data stream. Third, these multiple data streams are not modeled as one single huge data stream with different attributes. Timestamp on each data is not under uniform criteria in many cases. Sampling rate of the data is different. The format of the generated data, or privacy concern is not controlled. There is no reason to handle these data streams as if one single data stream.

Wu et al. represent each data in a data flow as a quadruple of the form \((s, t, f, v)\), where \(s\) is the identification of the place, \(t\) is the time or sequence number identifying the event, \(f\) is a function, and \(v\) is a value vector of the output. Here, event refers whether data generation, or some other data processing. Each flow is a set of the quadruples, and fulfills the following properties.

• Each source specifies a single function to generate a single flow;

• For any pair of events, \(e_1\) and \(e_2\), that occur at the same source, if the two events have the same function invocation, and \(e_1\) occurs before \(e_2\), the value \(t\) of \(e_1\) is smaller than that of \(e_2\);

• For any pair of events, \(e_1\) and \(e_2\), that occur at different sources, there is no function or rule between \(e_1\) and \(e_2\).

In addition to these properties, flows can have some additional properties:

• Homogeneous or heterogeneous: A pair of flows is said to be homogeneous (or heterogeneous) if the respective sources at which the two flows generate specify the same (or different) function(s), which are checked in terms of initial conditions and output domain;

• Relational: A pair of flows, indicated by \(f_1\) and \(f_2\), is said to be relational if the value vectors of \(f_1\) and value vectors of \(f_2\) satisfy some relationship \(r\) (the relationship refers to values; events are independent).

Wu et al. also gave some considerations comparing multiple data streams, and other data stream models.

• Single stream with one dimension: This is the simplest model, and usually generated at a simple data stream application.

• Single stream with multiple dimensions: This applies to the applications in which there are multiple parameters, or attributes to be collected, and observed for each event occurring at a single source. The main difference between this model and multiple data streams is that single stream with multiple dimensions handles events of the same function invocation at a single source basically, while multiple data streams can invoke multiple functions distributed on different sources.

• Multiple data streams: This model is applicable to many real applications with multiple sources. These sources can be the same kind of devices, which are distributed at geometrically scattered locations. Basically, the multiple data sources can be viewed as a set of one or more dimensional single data streams.

III. DISCUSSIONS

A. Comparison of the Three Models

Wu et al. defined multiple data streams, and mining multiple data mining (we refer to their model as MDS). The definition itself is beneficial in order to clarify the problem. Considering multiple data streams is more realistic as well. The point is, however, multiple data streams are still a set of single data streams as pointed out in their paper. Therefore, the priority for addressing this modeling problem should be the solid methodology for modeling the stream mining with one single data stream. How to superpose several models of stream mining models of a single data stream will be the next step.

Junghans et al. proposed their stream mining model in the context of embedded devices, such as sensors activated by batteries, and connected to the network by wireless (we refer to their model as Three-layer model). On the other hand, Akioka et al. proposed their stream mining model in the context of high performance computing (we refer to their model as DAP). Both of them proposed quite similar generic models for stream mining algorithms, and the discussions for the restrictions, and requirements for general stream mining are also in the same direction. These approximate models, however, do not deeply contribute for the strategy of scaling out stream mining algorithms. For the better choice of computational environment, size, allocations, preliminary estimations for resource requirements are indispensable. In this context, Akioka et al. proposed a model with data dependencies, and control dependencies. This model is quite similar to a task
graph, which often used to solve scheduling problems. The problem is, however, there is no model for estimations of resources, or durations.

Junghans et al. put monitoring, and parameter update functionality into their model. They also picked up main memory, CPU cycles, bandwidth, and battery power as resources, and discussed stream properties (the stream rate, and characteristics of its individual elements such as value range, distribution, and size), input parameters, and query parameters influence the resource requirements of any stream mining algorithms. The solid models for these resources, or elements mentioned above are not proposed, however. The actual estimations are based on heuristics.

Table I summarizes the discussions in this section comparing the three models. As summarized in the table, there is no solid model proposal to fulfill the requirements for solving the load balancing problem, or scheduling problem of general stream mining applications. Here, we would like to remind you that a stream mining application changes its behavior according to the characteristics of input data, and that there is no model for input data. That is, everything is heuristic now for stream mining applications. Table I clearly shows that there is no successful project to give a solution on input data problem, and behavior characterization. These left problems are unavoidable for a direct solution for optimum execution of stream mining applications. We also need to be careful on the blanks regarding resource estimation. Currently, all of the modelings here heavily rely on a heuristic way to estimate the required resource, including the number of CPUs, or the duration of each stage of a stream mining application. There is no model here as well. Of course, as the application changes its behavior with input data, this problem is heavily connected to the input data problem. We still need to remember, however, that we have to prepare task graphs for all the stream mining applications without resource estimation models.

### B. Things to be Considered

We discussed how to understand, and model stream mining applications above. Here, another option for the optimum execution of stream mining applications would be a large-scaled cloud computing environment. If there is a good way to migrate whole, or some parts of running stream mining applications from one cloud environment to another environment, the restriction for the resource environment becomes loose. The challenges for this option will include the following items.

#### TABLE I. COMPARISON OF THE THREE MODELS.

<table>
<thead>
<tr>
<th></th>
<th>MDS</th>
<th>Three-layer model</th>
<th>DAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>generic model (single stream)</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>data/control dependencies</td>
<td></td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>resource estimation</td>
<td></td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>input data characterization</td>
<td></td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>input/behavior characterization</td>
<td></td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>generic model (multiple streams)</td>
<td>yes</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>data/control dependencies</td>
<td>no</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>resource estimation</td>
<td>no</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>input data characterization</td>
<td>no</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>input/behavior characterization</td>
<td>no</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

- Practical cloud computing environment with task migrations: This option requires any part of the implementation of stream mining to be ready for migration on the fly. Although there are many researchers, or products that enable task migrations, however, the question is how much they are practically usable. The time when these migration techniques are intensively studied, applications with migrations were implemented by people with background of computer architecture, parallel computing, or optimization techniques of programs. On the contrary, the major implementers of big data applications are more various. They are not necessarily with the detailed background of computer science. The point is how much those implementers accept, and happily utilize the migration techniques.

- Consistency and preservation of the data and results: As repeated in this paper, stream mining is a continuous, one-way, one-pass application. There is no way to save input data, or intermediate output without stopping the current execution. Once you stop the execution, you will lose both the input data, and the expected results while you are suspending the problem. Even if you resume the program, you will not be able to acquire intrinsic results for a while, as many of stream mining algorithms rely on the results from the previous data input. How to preserve the whole flow of stream mining should be an inescapable problem.

- Migration management: Even if a good methodology for migration is established to solve the problem mentioned above, there is another problem. The problem is the strategy for migration. There should be an
algorithm to decide which part of the whole program should be where, and when. This is basically load balancing problem, or scheduling problem. Therefore, we face the same modeling problem again. This time, we need to model both the behavior of stream mining applications, and current computational environment.

- Geographical placement: Except the case when the whole process (collection of input data, analysis with stream mining algorithms, and acquisition of the results) is performed in house, data source, and the actual computational environment are geographically scattered. Actually, this situation is quite common. Additionally, many of the current cloud computing services are employed in one place, or similar. This situation means that only a few points in the Internet accept almost all the input data collected all over the world. The inbound network load will be immeasurable, and have serious impact over performance of each of stream mining applications.

- Data privacy: Data privacy is one of the serious problems in recent concerns. Once you start migrating the whole, or some parts of stream mining applications, they will hop around with the data. One of the reasons why big data applications have become attractive rapidly is that many organizations have their own huge data without significance. The big data boom suggested that there is possible value in the huge sleeping data. The story will be different, however, once the data start moving around in the cloud, and it is difficult to protect the data from sniffing. People will become more conscious, and the boom will shrink.

IV. CONCLUSIONS
This paper provided a survey on generic modeling of stream mining. The results of the survey suggested that there is no successful solid modeling to address the problems surrounding stream mining applications. Even though there are several research projects sharing the same problem, however, the level of modeling is more abstract than the level for practical use. Currently, no project is free from heuristic.

The last half of the discussion in this paper argued another possible approach for the better environment for stream mining applications, beside direct modeling of stream mining. Although the discussion part might show some other directions, however, we could not find a brilliant strategy to solve the problem. We keep seeking the solution with a broader view.
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I. INTRODUCTION

Big Data, which has emerged in the last five years, has wide ranging implications for the society at large as well as individuals at a personal level. It has the potential for groundbreaking scientific discoveries and power for misuse and violation of personal privacy. Big Data poses research challenges and exacerbates data quality problems [1][2].

Though it is difficult to precisely define Big Data, it is often described in terms of five Vs - Volume, Velocity, Variety, Veracity, and Value. Volume refers to the unprecedented scale and velocity refers to the speed at which the data is being generated. The heterogeneous nature of data - unstructured, semi-structured, and structured - and associated data formats refers to the variety dimension. Typically Big Data goes through several data transformations from its inception before reaching the consumers. Veracity refers to data trustworthiness and data provenance is one way to specify veracity. Finally, the value dimension refers to unusual insights and actionable plans that are derived from Big Data through analytic processes.

A. Apache Hadoop Ecosystem

Currently, most of Big Data research is focused on issues related to volume, velocity, and value. These investigations primarily use the Hadoop Ecosystem which encompasses Hadoop Distributed File System (HDFS), a high-performance parallel data processing engine called Hadoop MapReduce, and various tools for specific tasks. For example, Pig is a declarative language for ad hoc analysis. It is used to specify dataflows to extract, transform, and load (ETL) process and analyze large datasets. Pig generates MapReduce jobs that perform the dataflows and thus provides a high level abstract interface to MapReduce. The Pig Latin enhances the Pig through a programming language extension. It provides common data manipulation operations such as grouping, joining, and filtering. Hive is a tool for enabling data summarization, ad hoc query execution, and analysis of large datasets stored in HDFS-compatible file systems. In other words, Hive serves as a SQL-based data warehouse for the Hadoop Ecosystem.

The other widely used tools in the Hadoop Ecosystem include Cascading, Scalding, and Cascalog. Cascading is a popular high-level Java API that hides many of the complexities of MapReduce programming. Scalding and Cascalog are even higher level and concise APIs to Cascading, accessible from Scala and Clojure, respectively. While Scalding enhances Cascading with matrix algebra libraries, Cascalog adds logic programming constructs.

Hadoop Ecosystem tools for the velocity dimension are the Storm and Spark. Storm provides a distributed computational framework for event stream processing. It features an array of spouts specialized for receiving streaming data form disparate data sources, incremental computation, and computing metrics on rolling data windows in real-time. Like Storm, Spark supports real-time stream data processing and provides several additional libraries for database access, graph algorithms, and machine learning.

Amazon Web Services (AWS) Elastic MapReduce (EMR) is a cloud-hosted commercial offering of the Hadoop Ecosystem from Amazon. Microsoft’s StreamInsight is a commercial product for stream data processing with focus on complex event processing applications.

B. Industry Driven Big Data Research

Big Data research is primarily industry driven. Naturally, the focus is on the proverbial harvesting of the low-hanging fruit due to economic considerations. Research investigations in variety (aka data heterogeneity) and veracity dimensions are in the initial phases and tools are yet to emerge. However, data heterogeneity has been studied since 1980s in the database context,
where the focus has been on database schema integration and distributed query processing. These investigations assumed that the data is structured and all the component databases use one of the three data models – relational, network, and hierarchical. However, in the Big Data context, the data is predominantly unstructured, and semi-structured and structured data is derived using a processing framework such as the Hadoop MapReduce.

Typically Big Data is obtained from multiple vendor sources. Maintaining data provenance [3] – record of original data sources and subsequent transformations applied to the data – plays a central role in data quality assurance. Veracity investigations are beginning to appear under the umbrella term data provenance [4][5].

C. Data Quality Issues in Big Data

The value facet of Big Data critically depends on upstream data acquisition, cleaning, and transformation (ACT) tasks. Especially with the emerging Internet of Things (IoT) technologies, more and more data is machine generated. While some of the IoT data is generated under controlled conditions, most of it is created in environments which are subjected to fluctuations and thereby the quality of data can vary in an unpredictable manner. For example, the operating environment of wireless sensor and smart camera networks is subject to weather.

Data quality in ACT tasks has a direct bearing on volume, velocity, variety, and veracity facets of Big Data. Though data quality has been studied for over two decades, these investigations focused on database and information systems. Data quality assurance is the ultimate biggest challenge for Big Data management. Currently, data quality assurance requires intensive manual cleaning efforts. This is neither feasible nor economically viable.

In this paper, we discuss data quality issues in the Big Data context. We propose a data quality centric reference framework for developing Big Data applications. We also describe how this framework can be implemented using open source tools.

The remainder of the paper is structured as follows. Risks and implications of data quality are discussed in Section II. Data quality centric application framework for Big Data is described in Section III. Considerations for implementing this framework are discussed in Section IV. Finally, Section V concludes the paper.

II. DATA SCIENCE, RISKS AND IMPLICATIONS OF DATA QUALITY

The ability to effectively process massive datasets has become integral to a broad range of scientific investigations. Data Science is a new interdisciplinary academic area with data driven approaches to problem solving as the foundation. Big Data has the potential to fundamentally affect all walks of life.

A. Data Science

Big Data is a double-edged sword. On the one hand, it enables scientists to overcome problems associated with small data samples. For example, it enables relaxing the assumptions of theoretical models, avoids over-fitting of models to training data, effectively deals with noisy training data, and provides ample test data to validate models.

Halevy, Norvig and Pereira [6] argue that the accurate selection of a mathematical model ceases its importance when compensated by big enough data. This insight is particularly important for tasks that are ill-posed for mathematically precise algorithmic solutions. Such tasks abound in natural language processing including language modeling, part-of-speech tagging, named entity recognition, and parsing. Ill-posed tasks also occur in applications such as computer vision, autonomous vehicle navigation, image and video processing.

Big Data enables a new paradigm for solving ill-posed problems by managing the complexity of the problem domain through building simple but high quality models by harnessing the power of massive data. For example, in the imaging domain, an image can be recovered by simply averaging successive image frames that are highly corrupted by a normally distributed Gaussian noise.

B. Big Data Risks

On the flip side, Big Data poses several challenges for personal privacy. It provides opportunities for using it in ways that are different from the original intention [7]. Cases of Big Data misuse abound. González et al. [8] describe how individual human mobility patterns can be accurately predicted. Their study tracked position history of 100,000 anonymized mobile phone users over a six-month period. Contrary to the existing theories, this study found that human trajectories show a high degree of temporal and spatial regularity and individual travel patterns collapse into a single spatial probability distribution. They conclude that despite the diversity of peoples’ travel history, they follow simple reproducible travel patterns. In other words, there is a correlation between spatio-temporal history and a person’s identity.

Another case in point is how the retailer Target used its customers’ purchase history and other information to accurately predict their shopping needs. This information is used to issue relevant coupons and improve sales [9]. Davis describes how to balance the benefits of big data innovation with the risk of harm from unintended consequences in [10].

Big Data also entails negative and in some cases even disastrous results, if the insights discovered are based on poor quality data. As we go about performing our daily activities, we are inevitably generating a data trail – for example, location tracking through GPS in mobile phones. This data is captured and stored persistently
along with meta data, such as temporal information. It is possible to reconstruct a person’s life history by fusing together seemingly disparate data acquired from multiple sources. This information can be further enhanced to gain insight into the behavior and activities of people, which in turn can be used to create new products and services. With only a little effort, personal data can be acquired, cleaned, aggregated, analyzed, sold, and repurposed [10].

C. Data Quality Issues

As indicated earlier, data quality issues have been studied for over two decades in the context of corporate data governance, enterprise data warehousing, and the Web. However, in the Big Data context, the following issues are either unique to Big Data or their severity is more pronounced: streaming data, disparate data types and multiple data vendors, preponderance of machine generated unstructured data, and integration difficulties. The problem of flight delay prediction illustrates the case in point. Solutions to this problem consider historical data, current weather, departure time, departing city, and other concurrent flights. These data can be obtained from multiple sources including FlightView Flight Tracker, Flight Aware, Flightwise Tracker Pro, and Orbitz. These sources use different terminology and their data conflicts with each other. Data quality issues that arise in Web data in the context of two applications – Stock Markets and Airline Flights – is investigated in [7].

Many organizations acquire massive datasets from diverse data vendors to complement their internally generated data. Usually, the data acquired from the vendors is produced without any specific application or analysis context. Therefore, the perceived meaning of the data varies with the intended purpose [11]. This necessitates defining data validity and consistency in the context of intended use. Big Data life cycle is relatively long. Another issue raised by this is the inconsistency between the recent copy of the vendor supplied data and the previous version copy of the same data. The latter has been modified to conform to intended use-specific validity and consistency checks.

In summary, the grand challenge for Big Data applications is developing automated tools for resolving data quality issues. Currently, Big Data analysis requires significant manual cleansing of input data.

III. DATA QUALITY-CENTRIC FRAMEWORK FOR BIG DATA APPLICATIONS

We have investigated the requirements of telemedicine, environmental monitoring, and agriculture domains to help us define the data quality-centric framework for extracting value from Big Data. These requirements necessitate the framework to feature high performance computing cluster driven data analytics and knowledge extraction capabilities to harvest value from data. Data analytics and knowledge extraction involves managing complex and heterogeneous data and using advanced data fusion and information extraction algorithms. More specifically, automated tools are needed for processing and analyzing structured, semi-structured, unstructured data.

The structure of the framework is shaped by the tasks that are canonical across Big Data applications. Figure 1 shows canonical activities. We refer to this structure as Data Quality-centric Framework (DQF).

---

A. Data Acquisition

Data acquisition devices can vary across the spectrum ranging from IoT, to wireless camera and sensor networks. Some of these devices are very simple in that they simply transmit the quantized data from the sensors. In addition to the sensed data, some devices will add meta data such as spatio-temporal and provenance data. Other devices may be much more sophisticated in that they employ sampling at Nyquist rate or variable sampling depending on the environmental conditions. Some devices may even apply real-time in-situ processing to detect anomalies and outliers and transmit only that data that has significance for intended data use.
Some data capture devices compress and transmit data using lossy or lossless data compression algorithms. Another important aspect of data acquisition is the scale dimension. Measurement theory specifies four levels or scales for assigning values to variables – nominal, ordinal, interval, and ratio. The chosen scale determines the type of processing that can be performed on the data.

B. Data Cleaning

This is one of the most investigated areas of data quality and provides approaches and algorithms for inferring missing data, resolving conflicting and inconsistent data, detecting integrity constraint violations, and detecting and resolving outliers. Duplicate detection and elimination are also important data cleaning tasks.

Ganti and Sarma [12] describe a set of data cleaning tasks in an abstract manner to enable developing solutions for the common data cleaning tasks. They also discuss a few popular approaches for developing such solutions. They take an operator-centric approach for developing a data cleaning platform. The operators are customizable and serve as building blocks for data cleaning solutions. Other works in this direction include [13], [14].

C. Semantics and Meta Data Generation

Bulk of the Big Data is unstructured in the form of video, images, audio, graphics, tweets, blogs, and natural language text. Information extraction techniques are used to turn unstructured data into semi- and structured data. For example, word boundary and sentence detection in spoken text, parts-of-speech tagging, parsing, named entity recognition, and coreference resolution are fundamental tasks in generating semi-structured representation from spoken and written text [15], [16].

D. Data Transformations and Integration

Once the unstructured data is transformed into semi- and structured representations, associated data from multiple sources is fused to link related data. This task is referred to by various names including record linking, entity resolution, and data matching. For example, recognizing various pictures of the same person generated under different conditions as one and the same is entity resolution in image data. Record linking may lead to unexpected privacy violations. For example, various pieces of information about an individual viewed in isolation may not entail privacy violation. However, if these pieces are fused together using record linking techniques, this may lead to serious privacy violations.

Traditionally, Extract, Transform, and Load (ETL) tools [17] have been used for transformations task that involve structured data. ETL tools enable rule-based data transformations in batch processing mode and are capable of transforming data formats and detecting anomalies and outliers.

E. Data Modeling and Storage

In relational database systems, data is uniformly modeled as relations. However, in the Big Data context, such a simple data model does not suffice. An assortment of new data models are used for Big Data and solutions based on such models are named NoSQL systems [18]. These systems can be grouped into classes, and each one meets the needs of a Big Data application category. Several data models for NoSQL systems have emerged during the last few years [19][20]. The new data models include key-value [21], column-oriented relational [22], column-family [23], document-oriented [24], and graph-based [25] [26]. The data modeling challenge in Big Data context is how to model heterogeneous data which requires multiple data models. It is more natural and practical to model the heterogeneous data using a collection of data models. Database-as-a-Service model [27] integrates a collection of data models and provides a unified interface.

Of late, the concept of data lakes is gaining popularity. A data lake is a storage repository that holds a vast amount of raw data in their native formats. Hadoop HDFS is often used for implementing data lakes since it is inherently better suited for storing large volumes of heterogeneous data with varying data formats.

F. Query Processing and Workflows

This component of the DQF addresses query processing and optimization, programmatic interfaces, and defining and executing workflows. MapReduce and distributed computing principles are used in realizing this component.

NoSQL databases for Big Data are expected to provide five basic operations: Create (insert), Read (retrieve), Update (modify), Delete, and Search (CRUDS). The read operation retrieves data based on a precise match as in relational databases. In contrast, the search operation provides functionality similar to a Web search engine — the query is often imprecise and incomplete and the retrieved results are based on similarity measures and full-text search. For example, document data model based NoSQL systems provide full-text search by integrating with search engines and libraries such as Solr, Lucene, and ElasticSearch.

NoSQL systems’ query languages vary a spectrum from procedural to declarative. Query languages and client interfaces are influenced by the data model and underlying storage engine. For example, ad hoc queries in MongoDB (a document-oriented NoSQL system) are expressed as map and reduce functions written in Javascript. On the other hand, Cassandra (a column family NoSQL system) provides a SQL-like query language called Cassandra Query Language (CQL).

Big Data workflows are similar to the conventional workflows. However, Big Data workflows introduce additional complexity which arises from disparate data types, semi-structured and unstructured data, and dramatic
increase in storage and processing capacities. Given the volume and velocity of data, it should be possible to resume a failed workflow rather than starting all over.

G. Analytics, Visualization, and Interpretation

This is the final component of the DQF and features functionality for Big Data analytics to discover and visualize actionable insights. It involves automatic hypothesis generation and testing and visual analytics. The latter facilitates analytical reasoning through interactive exploration using visual interfaces with human in the loop.

Big Data analytics enables several functions including hypothesis testing, population inferencing, inferencing about individuals in the population, profile construction, and outlier discovery. Hypotheses are statements that need validation. Hypotheses are formulated based on predictions from theory, heuristics, or hunches. In some cases, though controversial, hypotheses are automatically generated. The goal of hypothesis testing is to determine whether a hypothesis is supported by the available data.

Attributes characterize entities in the population. Population inferencing determines whether or not correlations exist between certain attributes among entities in the population. Inferencing about individuals may reveal, for example, whether or not an individual has been exhibiting consistent behavior over a period of time.

Profile construction is used to identify key characteristics that describe population classes. For example, what are the key characteristics of impulsive buyers?

Outliers are those entities in the population whose characteristics are drastically different from rest of the population. One may simply discard outliers assuming that they have risen due to data quality errors, or they may signify a new trend. Explaining an outlier often leads to valuable insights into the problem domain.

In all of the above tasks, data quality plays a critical role. The quality of inferences obtained is affected by the upstream activities - data acquisition, cleaning, semantics and meta data generation, transformations and integration.

H. Privacy, Security, Data Quality and Provenance

These four facets pervade all the components of the DQF. Differential privacy is essential for Big Data. Just like authorization of entitlements in an application, differential privacy provides user access to data based on their job roles. Protecting the rights of privacy is a tremendous challenge. In 2013 alone, there were more than 13 million identity thefts in the United States [28]. Encryption in both hardware and software, and round the clock monitoring of security infrastructure are critical to protecting privacy.

A related issue is the notion of personally identifiable information, which is difficult to define precisely. Furthermore, as data goes through various transformations, it becomes even more difficult to identify and tag personally identifiable data elements. It has been shown that even anonymized data can often be re-identified and attributed to specific individuals [29].

Data perturbation is a technique for privacy preservation mainly used for electronic health records (EHR). It enables data analytics without compromising privacy requirements. It is considered as a more effective approach for privacy preservation of EHR compared to de-identification and re-identification procedures.

Two types of data perturbation methods are suitable for EHR - probability distribution and value distortion approaches. In the first approach, the original data is replaced by data which is taken from the same distribution sample or from the distribution itself. In the second approach, the data is perturbed by adding randomly generated multiplicative or additive noise.

Security is implemented using access control and authorization mechanisms. Access control refers to ways in which user access to applications and databases is controlled. Databases limit access to those users who have been authenticated by the database itself or through an external authentication service, such as Kerberos [30]. Authorization controls what types of operations an authenticated user can perform. Access control and authorization capabilities of relational database systems have evolved over four decades. In contrast, data management for Big Data applications is provided by NoSQL systems [18]. Some systems provide limited security capabilities and others assume that the application is operating in a trusted environment and provide none.

As data goes through various processing steps, provenance is tracked and managed. Data provenance [31] is an issue that has received little or no attention from a security standpoint. As various transformations are applied to the data, metadata associated with provenance grows in complexity. The size of provenance graphs increases rapidly which makes analyzing them computationally expensive [4].

IV. IMPLEMENTING THE FRAMEWORK

Shown in Figure 2 is a reference architecture for implementing the DQF of Figure 1. This modular architecture enables mix and match best of the breed components for its implementation. The architecture is generic, configurable, and lends itself for implementation using stable and field-tested open source software components. We refer to this as Data Quality-centric Framework Architecture (DQFA).

A. Remotely Deployed Wireless Sensor and Camera Networks

These are input capture devices which are connected though a wireless network. They are deployed in remote rural and mountainous communities that are not served by broadband networks. Wireless networks data is
transmitted to the cloud-hosted cluster computers using a dynamically allocated unused spectrum.

Innovative uses of unused spectrum (aka white spaces) is gaining momentum in the US [32]–[34]. In addition to its current primary use as rural broadband, other uses of white spaces include connectivity Web for IoT, monitoring of oil and gas exploration and drilling, utilities monitoring [35], and smart grids [36], [37].

B. Cloud-hosted Cluster Computer

Because of huge data volumes and the need for both batch and interactive processing, a cloud-hosted cluster computing platform will be used for implementing the DQFA. Each node in the cluster is self-contained and acts independently to remove single point of resource contention or failure. In this shared-nothing architecture, nodes share neither memory nor disk storage.

C. SQL, NoSQL, and NewSQL Databases

Until recently, Relational Database Management Systems (RDBMS) were the mainstay for managing all types of data. Underlying the RDBMS is the relational model for structuring data and SQL query language for data manipulation and retrieval. Though RDBMS are a perfect
fit for many applications, they maybe less suitable or an expensive for certain applications. An array of new systems for data management have emerged in recent years to address the needs of such applications.

Currently there are over 300 systems for data management and new ones are introduced routinely. They are referred to by various names including NoSQL, NewSQL, Not Only SQL, and non-RDBMS. By design, these new database systems do not provide all the RDBMS features. They principally focus on providing near real-time reads and writes in the order of billions and millions, respectively. The DQFA will leverage these advances for data storage and processing.

D. MapReduce Framework

MapReduce is computational paradigm for computing arbitrary functions on massive datasets in parallel if the computation fits a three-step pattern: map, shard and reduce. The map process is a highly parallel one comprised of several processes. Each one processes a different segment of data and produces (key, value) pairs. The shard process collects the generated pairs, sorts and partitions them. Each partition is assigned to a different reduce process, which produces one result. The DQFA infrastructure will feature MapReduce framework to speed up both batch and interactive jobs.

E. Compression and Encryption

Massive data volumes require compression as a means to reduce storage requirements. Encryption converts data into unreadable form to ensure data integrity and confidentiality. Some DQFA-driven applications require compression and encryption to meet regulatory compliance enforced by government and industry standards organizations. Tools we will consider for this task include Basic Compression Library, Google’s Zopfli Compression Algorithm, LZ4, and LZ4_HC.

F. Stream Data Processing

The ubiquity of networked sensors is leading to sensorization of the real world. For example, some environmental monitoring applications generate streaming data. A concomitant effect is the emergence of many novel monitoring and control applications that require high-volume and low-latency processing.

Due to tremendous data volume, stream data is not stored in its entirety. First, the data is analyzed to determine which subset of it meets specified patterns and anomalies. Only such data is stored and processed further. The DQFA will provide an engine for stream data processing. Open source software to consider for this task include Apache Storm and Apache Spark.

G. Image/Video Processing and Analysis

Smart camera networks generate image and video data streams. It is not practical to store all streaming data. Techniques such as statistical sampling and abnormal event detection are required to identify image and video data that has informational value. Open source libraries to consider for this task include NIH’s ImageJ, OpenCV, ImageMagick, CImg, Scipy, and Java Advanced Imaging (JAI).

H. Data Analytics

The set of tools required for data analytics is vast and varied. They encompass domain-independent descriptive and inferential statistics, as well as domain-specific processes and tools. Open source libraries to consider for this task include GNU Scientific Library (GSL), Computational Geometry Algorithms Library (CGAL), NumPy and SciPy.

I. Visual Analytics

Visual Analytics is an emerging area which integrates the analytic capabilities of the computer and the abilities of the human analyst [38], [39]. It is the science of analytical reasoning facilitated by visual interactive interfaces. High performance computing is the backbone of Visual Analytics.

Visual Analytics offers great potential for uncovering unexpected and hidden insights in heterogeneous healthcare data, which may lead to ground-breaking discoveries and profitable innovation [40]–[42]. Open source libraries to consider for this task include Flare, Gephi, Google Vis, Graph Vis, IVTK, D3.js, and JGraph.

J. Information Retrieval

Information Retrieval (IR) deals with modeling and retrieving of information from semi-structured and unstructured documents [43]. They provide full-text indexing and support various types of search including Boolean search and document-structure based search. They also rank the search results.

IR capability is essential for the DQFA to enable information fusion for knowledge extraction. Open source libraries to consider for this task include Apache OpenNLP, Stanford NLP, NLTK, Apache Lucene, Apache Solr, ElasticSearch, and Splunk.

K. Natural Language Processing

Natural Language Processing (NLP) based querying complements IR search [16]. NLP tools are available for part-of-speech tagging, named entity recognition, parsing, abstracting and summarization, text and speech generation, and machine translation.

NLP tools will be used in DQFA to extract information from unstructured documents and to enable knowledge extraction. These tools will also be used for providing flexible and natural interfaces for user interaction. Open source libraries to consider for this task include Natural Language Toolkit (NLTK), Stanford CoreNLP, WordNet, SRILM, Apache Lucene, MontyLingua, and tm.
L. Machine Learning

Machine learning algorithms are central to knowledge extraction. They include algorithms for basic statistics, feature extraction and transformation, classification and regression, clustering, dimensionality reduction, and optimization [44]. Machine learning libraries that we will consider include PyML, Apache Mahout, MLlib, dlibml, WEKA, and scikit-learn.

M. Knowledge Extraction

Knowledge extraction is a domain-dependent task [45]. It involves creating knowledge from disparate sources of data and information represented in forms such as structured relational databases, semi-structured document databases, text corpora, image and video collections, semantic annotations, XML, RDF, and ontologies. Open source tools that we will consider for this task include AIDA, AlchemyAPI, Apache Stanbol, DBPedia Spotlight, FOX, FRED, and NERD.

N. Data Provenance

As computing has become distributed, the need to ensure security and privacy of data has increased greatly. In the proposed DQFA, data is created, processed, propagated, and consumed by diverse domain scientists, belonging to different security domains.

Secure data provenance is a key technology to ensure analysis results are reproducible by recording the lineage of data and information transformation processes. Tools that we will consider for this task are Pentaho Kettle, eBioFlow, PLIER, and SPADE.

O. Access Control

This component is used for user rights management. Access control provides two important functions. First, the identity of entities accessing the DQFA is confirmed. This step is referred to as authentication. Second, the confirmed entities are restricted to perform only those functions that are authorized. This step is referred to as authorization. We will consider tools such as OpenDJ, OpenIDM, OpenAM, DACS, and Shibboleth for implementation of this component.

P. Interfaces, Application Programming and User Access

We envision DQFA to provide several interfaces to promote flexible access to its services.

1) Interactive Users: Interactive users engage in exploratory style interaction with the system and expect real-time response. For example, visual analytics requires active participation of the domain scientists to discover patterns and formulate hypotheses.

2) Web Services API: This API will be designed to expose DQFA services to other applications. It enables applications to communicate and exchange data without concern for programming language, operating system, and network protocol issues.

3) REST API: Representational State Transfer (REST) is a minimal overhead Hypertext Transfer Protocol (HTTP) API for interacting with DAIS infrastructure. REST uses four HTTP methods – GET (for reading data), POST (for writing data), PUT (for updating data) and DELETE (for removing data).

4) XQuery and XSLT API: XQuery provides a declarative means for querying, updating, and transforming semi-structured and unstructured data mostly in the form of hierarchically structured XML documents. XQuery contains a superset of XPath expression syntax to address specific parts of an XML document. An extension to the XQuery/XPath language specifies how full-text search queries be specified as XQuery functions. XSLT is another declarative language for specifying how to transform an XML document into another.

XPath, XQuery, XQuery/XPath Full-text Search are all W3C standards. XSLT 3.0 has W3C Last Call Working Draft status. XQuery and XSLT API entail several advantages to the DAIS infrastructure. They include reduced applications development time through the use of standards, performance gain through elimination of data mappings between application layers by using the same data model, and enabling nontechnical staff to perform development and maintenance work.

V. CONCLUSIONS

Data quality plays a critical role in Big Data applications. As data goes through various transformations and meanders from upstream to downstream applications, data quality errors propagate and accumulate. These errors have the potential to cause detrimental consequences for an organization or individual. The data quality centric application framework model we proposed is intended to serve as a reference model to promote data quality research in Big Data context. Our future research direction is to implement this framework.
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Abstract— Running experiments while logging detailed user actions has become the standard way of testing product features at Pinterest, as at many other Internet companies. While this technique offers plenty of statistical power to assess the effects of product changes on behavioral metrics, it does not often give us much insight into why users respond the way they do. By combining at-scale experiments with smaller surveys of users in each experimental condition, we have developed a unique approach for measuring the impact of our product and communication treatments on user sentiment, attitudes, and comprehension.
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I. EXPERIMENTS AT PINTEREST

The foundation for our mixed methodology research at Pinterest is a solid experimental framework and process that we have adapted from our forerunners like Google [1], Yahoo! [2], and Facebook [3]. Due to our smaller size and capacity, though, Pinterest experiments do not aim to study generic individual or social decision-making, but rather the context-dependent decisions of our users. The product variations we test via experimentation can be as imperceptible to users as the re-ranking of recommended Pins, or as major as a complete redesign of the Pin close-up view. The unique challenges we face, distinct from those of more established companies, are in helping users to understand the value propositions of the service (discovering and saving personally relevant content) despite lower awareness in both the U.S. and globally.

Our experiments – as at other technology companies – aim to measure the impacts of product changes on the user experience before launching these changes to everyone. An experiment will usually be exposed to around 1% of users for a period of several weeks. Of course, there are experiments where only particular subsets of the user population are even eligible, such as restricting tooltips about search to those who have never searched on the site before. On the other hand, there are features with network effects (e.g., communication tools) that cannot be captured unless they are rolled out to a broader set of users at once. We try to clearly define our criteria for success prior to running an experiment so that the point at which to end the experiment and what action to take (usually, “launch” or “do not launch”) are straightforward.

II. SURVEYS AT PINTEREST

One shortcoming of a purely experimental approach, however, is that we often want to learn something more broadly about our product and users than just about the specific experimental arms tested. Since we clearly cannot run every variation on the seemingly infinite set of possible conditions, we need alternative means to discover the fundamental reasons for observable behavioral differences. Surveys provide some of this insight, and enable us to include the quality of user experience – as opposed to behavioral metrics alone – in our launch criteria. In these surveys, we simply ask users what their perceptions are about some aspect of their experience on Pinterest. From their responses, we aim to extrapolate the underlying causes of behavioral differences across experimental arms that will then suggest the most promising future iterations of the same experiment, and in some cases, even unrelated experiments.

We typically survey just a relatively small subset of users pulled randomly from each experimental arm since detecting differences in multiple-choice responses requires a much lower sample size than detecting very subtle behavioral changes, such as propensity to click-through to the origin website of a Pin. The rule of thumb we employ is to survey as few users as possible to discern the distribution of responses and correlate them with behavior. Although the primary goal of a survey is not to provide a feedback forum, we do attempt to be minimally disruptive and retain the Pinterest “voice” by avoiding tedious or robotic questions, as well as following all of the other best practices for running surveys.

III. MERGING “BIG” AND “SMALL” DATA

Until recently, we operationalized surveys as emails to users and panel samples that select for Pinterest usage, and sometimes this is still the best way of reaching those who rarely visit the site. As an alternative, we have created a set of technical tools and documented guidelines for inviting
users to surveys directly within the Pinterest product. The benefits of in-product invites are multifaceted: (1) accessing a more representative set of users, including those who are less likely to respond to email surveys, as evidenced by far higher response rates for in-product survey invites, (2) providing context to respondents about the parts of Pinterest we reference in our questions, and (3) tracking user actions immediately preceding and following survey responses. Despite these benefits, it is worth noting that there are some inherent complexities involved with running surveys in conjunction with experiments. Aside from the engineering challenge of ensuring that surveys trigger for the intended users, we need to take into account any systematic biases in that sample. For example, if a survey invite appeared only the fifth time a user landed on their Pinterest home feed, it would clearly be skewed toward a more active sample. In addition, the wording of questions needs to be as specific as possible while still making sense for users in different experimental arms. If some of these users have recently experienced a change in the product due to the experimental treatment, we want to ensure that they understand the version to which we refer. On the other hand, for more subtle experiments, we cannot expect users to have noticed any difference at all.

Thus, our combined experimental and survey approach should be employed only in consideration of the research questions at hand and the users being targeted. One instance where the benefits outweighed the drawbacks was a study of the new user signup flow. The experimental arms varied in the education users received about Pinterest as they created an account. The survey they received immediately following asked where they first heard about Pinterest, what prompted them to sign up, their perceived relevance of content on the site (previewed to them in the education), and expected future use. We then correlated these responses with first-day actions so that we could draw inferences about the attitudes of new users outside of the survey sample solely from their logged actions as a means of segmentation. We also measured interactions between attitudes and experimental treatment in predicting engagement over time to assess which signup conditions increased retention for different segments of users. This type of analysis allows us to customize the product to accommodate distinct groups of users, or in some cases, to keep the product homogeneous yet better understand how changes impact different groups of users.

While the effort of such surveys is not justified for all research questions we wish to answer, they help us to better understand user self-reported satisfaction and comprehension in instances where an experiment’s behavioral findings could be attributed not only to the functionality of a feature, but to some combination of other explanations such as awareness, understanding, or privacy concerns. Teasing these apart via surveys then guides not only the actions we take directly as a result of the experiment, but also our design of future experiments and product iterations.
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Abstract—Clustering is a common operation in statistics. When data considered are functional in nature, like curves, dedicated algorithms exist, mostly based on truncated expansions on Hilbert basis. When additional constraints are put on the curves, like in applications related to air traffic where operational considerations are to be taken into account, usual procedures are no longer applicable. A new approach based on entropy minimization and Lie group modeling is presented here, yielding an efficient unsupervised algorithm suitable for automated traffic analysis. It outputs cluster centroids with low curvature, making it a valuable tool in airspace design applications or route planning.
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I. INTRODUCTION

Clustering aircraft trajectories is an important problem in Air Traffic Management (ATM). It is a central question in the design of procedures at take-off and landing, the so called sid-star (Standard Instrument Departure and Standard Terminal Arrival Routes). In such a case, one wants to minimize the noise and pollutants exposure of nearby residents while ensuring runway efficiency in terms of the number of aircraft managed per time unit.

The same question arises with cruising aircraft, this time the mean flight path in each cluster being used to optimally design the airspace elements (sectors and airways). This information is also crucial in the context of future air traffic management systems where reference trajectories will be negotiated in advance so as to reduce congestion. A special instance of this problem is the automatic generation of safe and efficient trajectories, but in such a way that the resulting flight paths are still manageable by human operators. Clustering is a key component for such tools: major traffic flows must be organized in such a way that the overall pattern is not too far from the current organization, with aircraft flying along airways. The classification algorithm has thus not only to cluster similar trajectories but at the same time make them as close as possible to operational trajectories. In particular, straightness of the flight segments must be enforced, along with a global structure close to a graph with nodes corresponding to merging/splitting points and edges the airways.

II. PREVIOUS RELATED WORK

Several well established algorithms may be used for performing clustering on a set of trajectories, although only a few of them were eventually applied in the context of air traffic. The spectral approach relies on trajectories modeling as vectors of samples in a high dimensional space, and uses random projections as a mean of reducing the dimensionality. The huge computational cost of the required singular values decomposition is thus alleviated, allowing use on real recorded traffic over several months. It was applied in a study conducted by the Mitre corporation on behalf of the Federal Aviation Authority (FAA) [1]. The most important limitation of this approach is that the shape of the trajectories is not taken into account when applying the clustering procedure unless a resampling procedure based on arclength is applied: changing the time parametrization of the flight paths will induce a change in the classification. Furthermore, there is no mean to put a constraint on the mean trajectory produced in each cluster: curvature may be quite arbitrary even if samples individually comply with flight dynamics.

Another approach is taken in [2], with an explicit use of an underlying graph structure. It is well adapted to road traffic as vehicles are bound to follow predetermined segments. A spatial segment density is computed then used to gather trajectories sharing common parts. For air traffic applications, it may be of interest for investigating present situations, using the airways and beacons as a structure graph, but will misclassify aircraft following direct routes which is quite a common situation, and is unable to work on an unknown airspace organization. This point is very important in applications since trajectory datamining tools are mainly used in airspace redesign. A similar approach is taken in [3] with a different measure of similarity. It has to be noted that many graph-based algorithms are derived from the original work presented in [4], and exhibit the aforementioned drawbacks for air traffic analysis applications.

An interesting vector field based algorithm is presented in [5]. A salient feature is the ability to distinguish between close trajectories with opposite orientations. Nevertheless, putting constraints on the geometry of the mean path in a cluster is quite awkward, making the method unsuitable for our application.

Due to the functional nature of trajectories, that are basically mappings defined on a time interval, it seems more appropriate to resort to techniques based on times series, as surveyed in [6], [7] or functional data statistics, with standard references [8], [9]. In both approaches, a distance between pairs of trajectories or, in a weaker form, a measure of similarity must be available. The algorithms of the first category are based on sequences, possibly in conjunction with dynamic time warping [10] while in the second samples are assumed to come
from an unknown underlying function belonging to a given Hilbert space. However, it has to be noticed that apart from this last assumption, both approaches yield similar end algorithms, since functional data revert for implementation to usual finite dimensional vectors of expansion coefficients on a suitable truncated basis. For the same reason, model-based clustering may be used in the context of functional data even if no notion of probability density exists in the original infinite dimensional Hilbert space as mentioned in [11]. A nice example of a model-based approach working on functional data is funHDDC [12].

III. DEALING WITH CURVE SYSTEMS: A PARADIGM CHANGE

When working with aircraft trajectories, some specific characteristics must be taken into account. First of all, flight paths consist mainly of straight segments connected by arcs of circles, with transitions that may be assumed smooth up to at least the second derivative. This last property comes from the fact that pilot’s actions result in changes on aerodynamic forces and torques and a straightforward application of the equations of motion. When dealing with sampled trajectories, this induces a huge level of redundancy within the data, the relevant information being concentrated around the transitions. Second, flight paths must be modeled as functions from a time interval \([a, b]\) to \(\mathbb{R}^3\) which is not the usual setting for functional data statistics: most of the work is dedicated to real valued mappings and not vector ones. A simple approach will be to assume independence between coordinates, so that the problem falls within the standard case. However, even with this simplifying hypothesis, vertical dimension must be treated in a special way as both the separation norms and the aircraft maneuverability are different from those in the horizontal plane.

Finally, being able to cope with the initial requirement of compliance with the current airspace structure in airways is not addressed by general algorithms. In the present work, a new kind of functional unsupervised classifier is introduced, that has in common with graph-based algorithms an estimation of traffic density but works in a continuous setting. For operational applications, a major benefit is the automatic building of a route-like structure that may be used to infer new airspace designs. Furthermore, smoothness of the mean cluster trajectory, especially low curvature, is guaranteed by design. Such a feature is unique among existing clustering procedures. Finally, our Lie group approach makes easy the separation between neighboring flows oriented in opposite directions. Once again, it is mandatory in air traffic analysis where such a situation is common.

In the first section the notion of entropy of a curve system is introduced. The modeling of trajectories with a Lie group approach is then presented. The next two sections will show how to estimate Lie group densities and to cluster curves in this new setting. Finally, results on a synthetic example are briefly given and a conclusion is drawn.

IV. THE ENTROPY OF A SYSTEM OF CURVES

Considering trajectories as mappings \(\gamma : [t_0, t_1] \to \mathbb{R}^3\) induces a notion of spatial density as presented in [13]. Assuming that after a suitable registration process all flight paths \(\gamma_i, i = 1, \ldots, N\) are defined on the same time interval \([0, 1]\) to \(\Omega\) a domain of \(\mathbb{R}^3\), one can compute an entropy associated with the system of curves using the approach presented in [14]. Let a system of curves \(\gamma_1, \ldots, \gamma_N\) be given, its entropy is defined to be:

\[
E(\gamma_1, \ldots, \gamma_N) = - \int_{\Omega} \hat{d}(x) \log(\hat{d}(x)) \, dx,
\]

where the spatial density \(\hat{d}\) is computed according to:

\[
\hat{d}: x \mapsto \frac{\sum_{i=1}^{N} l_i}{\sum_{i=1}^{N} l_i} K(\Vert x - \gamma_i(t) \Vert) \Vert \gamma_i'(t) \Vert \, dt.
\]

In the last expression, \(l_i\) is the length of the curve \(\gamma_i\) and \(K\) is a kernel function similar to those used in nonparametric estimation. A standard choice is the Epanechnikov kernel:

\[
K: x \mapsto C \left(1 - x^2\right)(1[[-1,1])(x),
\]

with a normalizing constant \(C\) chosen so as to have a unit integral of \(K\) on \(\Omega\).

Since the entropy is minimal for concentrated distributions, it is quite intuitive to figure out that seeking for a curve system \((\gamma_1, \ldots, \gamma_N)\) giving a minimum value for \(E(\gamma_1, \ldots, \gamma_N)\) will induce the following properties:

- The images of the curves tend to get close one to another.
- The individual lengths will be minimized: it is a direct consequence of the fact that the density has a term in \(\gamma'\) within the integral that will favor short trajectories.

Using a standard gradient descent algorithm on the entropy produces an optimally concentrated curve system, suitable for use as a basis for a route network. Figure 2 illustrates this effect on an initial situation given in Figure 1.

The displacement field for trajectory \(j\) is oriented at each point along the normal vector to the trajectory, with norm given by:

\[
\int_{\Omega} \frac{\gamma_j(t) - x}{\Vert \gamma_j(t) - x \Vert} K' \left(\Vert \gamma_j(t) - x \Vert\right) \log(\hat{d}(x)) \, dx \| \gamma_j'(t) \|\]  \quad \text{(2)}
\]

\[
- \left(\int_{\Omega} K \left(\Vert \gamma_j(t) - x \Vert\right) \log(\hat{d}(x)) \, dx\right) \frac{\gamma_j''(t)}{\Vert \gamma_j'(t) \Vert}\]  \quad \text{(3)}
\]

\[
+ \left(\int_{\Omega} \hat{d}(x) \log(\hat{d}(x)) \, dx\right) \frac{\gamma_j''(t)}{\Vert \gamma_j'(t) \Vert}\]  \quad \text{(4)}

Figure 1. Initial flight plan.
where the notation \( v_i v^t \) stands for the projection of the vector \( v \) onto the normal vector to the trajectory. An overall scaling constant of:

\[
\frac{1}{\sum_{i=1}^{N} l_i},
\]

where \( l_i \) is the length of trajectory \( i \), has to be put in front of the expression to get the true gradient of the entropy. In practice, it is not needed since algorithms will adjust the size of the step taken in the gradient direction.

V. A LIE GROUP MODELING

While satisfactory in terms of traffic flows, the previous approach suffers from a severe flaw when one considers flight paths that are very similar in shape but are oriented in opposite directions. Since the density is insensitive to direction reversal, flight paths will tend to aggregate while the correct behavior will be to ensure a sufficient separation in order to prevent hazardous encounters. Taking aircraft headings into account in flight paths will tend to aggregate while the correct behavior directions. Since the density is insensitive to direction reversal, paths that are very similar in shape but are oriented in opposite directions. This issue can be addressed by adding a penalty term to neighboring trajectories with different headings but the important theoretical property of entropy minimization will be lost in the process. A more satisfactory approach will be to take heading information directly into account and to introduce a notion of density based on position and velocity.

Since the aircraft dynamics is governed by a second order equation of motion of the form:

\[
\begin{pmatrix}
\gamma(t) \\
\gamma' (t)
\end{pmatrix} = F \begin{pmatrix} t; \gamma(t); \gamma'(t) \end{pmatrix},
\]

it is natural to take as state vector:

\[
\begin{pmatrix}
\gamma(t) \\
\gamma' (t)
\end{pmatrix}.
\]

The initial state is chosen here to be:

\[
\begin{pmatrix}
0_d \\
e_1
\end{pmatrix},
\]

with \( e_1 \) the first basis vector, and \( 0_d \) the origin in \( \mathbb{R}^d \). It is equivalent to model the state as a linear transformation:

\[ 0_d \otimes e_1 \mapsto T(t) \otimes A(t)(0_d \otimes e_1) = \gamma(t) \otimes \gamma'(t), \]

where \( T(t) \) is the translation mapping \( 0_d \) to \( \gamma(t) \) and \( A(t) \) is the composite of a scaling and a rotation mapping \( e_1 \) to \( \gamma'(t) \). Considering the vector \( (\gamma(t), 1) \) instead of \( \gamma(t) \) allows a matrix representation of the translation \( T(t) \):

\[
\begin{pmatrix}
\gamma(t) \\
1
\end{pmatrix} = \begin{pmatrix} I_d & \gamma(t) \\
0 & 1 \end{pmatrix} \begin{pmatrix} 0_d \\
e_1 \end{pmatrix}.
\]

From now on, all points will be implicitly considered as having an extra last coordinate with value 1, so that translations are expressed using matrices. The origin \( 0_d \) will thus stand for the vector \((0, \ldots, 0, 1)\) in \( \mathbb{R}^{d+1} \). Gathering things yields:

\[
\begin{pmatrix}
\gamma(t) \\
\gamma'(t)
\end{pmatrix} = \begin{pmatrix}
T(t) & 0 \\
0 & A(t)
\end{pmatrix} \begin{pmatrix} 0_d \\
e_1 \end{pmatrix}.
\]

The previous expression makes it possible to represent a trajectory as a mapping from a time interval to the matrix Lie group \( G = \mathbb{R}^d \times \Sigma \times SO(d) \), where \( \Sigma \) is the group of multiples of the identity, \( SO(d) \) the group of rotations and \( \mathbb{R}^d \) the group of translations. Please note that all the products are direct. The \( A(t) \) term in the expression (5) can be written as an element of \( \Sigma \otimes SO(d) \). Starting with the defining property \( A(t) e_1 = \gamma(t) \), one can write \( A(t) = |\gamma'(t)| U(t) \) with \( U(t) \) a rotation mapping \( e_1 \in S^{d-1} \) to the unit vector \( \gamma'(t)/|\gamma'(t)| \in S^{d-1} \). For arbitrary dimension \( d \), \( U(t) \) is not uniquely defined, as it can be written as a rotation in the plane \( P = \text{span}(e_1, \gamma'(t)) \) and a rotation in its orthogonal complement \( P_\perp \). A common choice is to let \( U(t) \) be the identity in \( P_\perp \) which corresponds to a move along a geodesic (great circle) in \( S^{d-1} \). This will be assumed implicitly in the sequel, so that the representation \( A(t) = \Lambda(t) U(t) \) with \( \Lambda(t) = |\gamma'(t)| I_d \) becomes unique.

The Lie algebra \( \mathfrak{g} \) of \( G \) is easily seen to be \( \mathbb{R}^d \times \mathbb{R} \times \text{Asym}(d) \) with \( \text{Asym}(d) \) is the space of skew-symmetric \( d \times d \) matrices. An element from \( \mathfrak{g} \) is a triple \((u, \lambda, A)\) with an associated matrix form:

\[
M(u, \lambda, A) = \begin{pmatrix}
0 & u & 0 \\
0 & 0 & \lambda d + A \\
0 & 0 & \lambda I_d
\end{pmatrix}.
\]

The exponential mapping from \( \mathfrak{g} \) to \( G \) can be obtained in a straightforward manner using the usual matrix exponential:

\[
\exp((u, \lambda, A)) = \exp(M(u, \lambda, A)).
\]

The matrix representation of \( g \) may be used to derive a metric:

\[
\langle(u, \lambda, A), (v, \mu, B)\rangle_g = \text{Tr} \left( M(u, \lambda, A)^T M(v, \mu, B) \right).
\]

Using routine matrix computations and the fact that \( A, B \) being skew-symmetric have vanishing trace, it can be expressed as:

\[
\langle(u, \lambda, A), (v, \mu, B)\rangle_g = n \lambda \mu + \langle u, v \rangle + \text{Tr}(A^T B).
\]

A left invariant metric on the tangent space \( T_g G \) at \( g \in G \) is derived from (7) as:

\[
\langle X, Y \rangle_g = \langle g^{-1} X, g^{-1} Y \rangle_g,
\]

with \( X, Y \in T_g G \). Please note that \( G \) is a matrix group acting linearly so that the mapping \( g^{-1} \) is well defined from \( T_g G \) to \( g \). Using the fact that the metric (7) splits, one can check that geodesics in the group are given by straight segments in \( g \): if
If \( g_1, g_2 \) are two elements from \( G \), then the geodesic connecting them is:

\[
t \in [0, 1] \rightarrow g_1 \exp \left( t \log \left( g^{-1}_2 \right) \right).
\]

where \( \log \) is a determination of the matrix logarithm. Finally, the geodesic length is used to compute the distance \( d(g_1, g_2) \) between two elements \( g_1, g_2 \) in \( G \). Assuming that the translation parts of \( g_1, g_2 \) are respectively \( u_1, u_2 \), the rotations \( U_1, U_2 \) and the scalings \( \exp(\lambda_1), \exp(\lambda_2) \) then:

\[
d(g_1, g_2)^2 = (\lambda_1 - \lambda_2)^2 + \text{Tr} \left( \log \left( U_1^T U_2 \right) \log \left( U_1^T U_2 \right)^T \right) + ||u_1 - u_2||^2. \tag{9}
\]

An important point to note is that the scaling part of an element \( g \in G \) will contribute to the distance by its logarithm.

Based on the above derivation, a flight path \( \gamma \) with state vector \( (\gamma(t), \gamma'(t)) \) will be modeled in the sequel as a curve with values in the Lie group \( G \):

\[
\Gamma: t \in [0, 1] \rightarrow \Gamma(t) \in G,
\]

with:

\[
\Gamma(t) \cdot (0, e_1) = (\gamma(t), \gamma'(t)).
\]

In order to make the Lie group representation amenable to statistical thinking, we need to define probability densities on the translation, scaling and rotation components that are invariant under the action of the corresponding factor of \( G \).

VI. NONPARAMETRIC ESTIMATION ON \( G \)

Since the translation factor in \( G \) is the additive group \( \mathbb{R}^d \), a standard nonparametric kernel estimator can be used. It turns out that it is equivalent to the spatial density estimate of (1), so that no extra work is needed for this component. As for the rotation component, a standard parametrization is obtained recursively starting with the image of the canonical basis of \( \mathbb{R}^d \) under the rotation. If \( R \) is an arbitrary rotation and \( e_1, \ldots, e_d \) is the canonical basis, there is a unique rotation \( R_{e_i} \) mapping \( e_1 \) to \( R e_1 \) and fixing \( e_2, \ldots, d \). It can be represented by the point \( R e_1 = r_i \) on the sphere \( S^{d-1} \). Proceeding the same way for \( R e_2, \ldots, R e_d \), it is finally possible to completely parametrized \( R \) by a \((d - 1)\)-uple \((r_1, r_2, \ldots, r_{d-1}) \) where \( r_i \in S^{d-1}, i = 1, \ldots, d \). Finding a rotation invariant distribution amounts thus to construct such a distribution on the sphere.

In directional statistics, when we consider the spherical polar coordinates of a random unit vector \( u \in S^{d-1} \), we deal with spherical data (also called circular data or directional data) distributed on the unit sphere. For \( d = 3 \), a unit vector may be described by means of two random variables \( \theta \) and \( \varphi \) which respectively represent the co-latitude (the zenith angle) and the longitude (the azimuth angle) of the points on the sphere. Nonparametric procedures, such as the kernel density estimation methods are sometimes convenient to estimate the probability distribution function (p.d.f.) of such kind of data but they require an appropriate choice of kernel functions.

Let \( X_1, \ldots, X_n \) be a sequence of random vectors taking values in \( \mathbb{R}^d \). The density function \( f \) of a random \( d \)-vector may be estimated by the kernel density estimator [15] as follows:

\[
\hat{f}(x) = \frac{1}{n} \sum_{i=1}^{n} K_H \left( x - X_i \right), x \in \mathbb{R}^d,
\]

where \( K_H(x) = | H |^{-1} K \left( H^{-1} x \right) \), \( K \) denotes a multivariate kernel function and \( H \) represents a \( d \)-dimensional smoothing matrix, called bandwidth matrix. The kernel function \( K \) is a \( d \)-dimensional p.d.f. such as the standard multivariate Gaussian density \( K(x) = \left(2\pi\right)^{d/2} \exp \left(-\frac{1}{2} x^T x \right) \) or the multivariate Epanechnikov kernel. The resulting estimation will be the sum of “bumps” above each observation, the observations closed to \( x \) giving more important weights to the density estimate.

The kernel function \( K \) determines the form of the bumps whereas the bandwidth matrix \( H \) determines their width and their orientation. Thereby, bandwidth matrices can be used to adjust for correlation between the components of the data. Usually, an equal bandwidth \( h \) in all dimensions is chosen, corresponding to \( H = h I_d \) where \( I_d \) denotes the \( d \times d \) identity matrix. The kernel density estimator then becomes:

\[
\hat{f}(x) = \frac{1}{nh^d} \sum_{i=1}^{n} K \left( h^{-1} \left( x - X_i \right) \right), x \in \mathbb{R}^d.
\]

In certain cases when the spread of data is different in each coordinate direction, it may be more appropriate to use different bandwidths in each dimension. The bandwidth matrix \( H \) is given by the diagonal matrix in which the diagonal entries are the bandwidths \( h_1, \ldots, h_d \).

In directional statistics, a kernel density estimate on \( S^{d-1} \) is given by adopting appropriate circular symmetric kernel functions such as von Mises-Fisher, wrapped Gaussian and wrapped Cauchy distributions. A commonly used choice is the von Mises-Fisher (vMF) distribution on \( S^{d-1} \) which is denoted \( \mathcal{M}(m, \kappa) \) and given by the following density expression [16]:

\[
K_{VMF}(x; m, \kappa) = c_d(\kappa) e^{\kappa m^T x}, \kappa > 0, x \in S^{d-1},
\]

where

\[
c_d(\kappa) = \frac{\kappa^{d/2 - 1}}{(2\pi)^{d/2} I_{d/2 - 1}(\kappa)}
\]

is a normalization constant with \( I_{d/2}(\kappa) \) denoting the modified Bessel function of the first kind at order \( r \). The vMF kernel function is an unimodal p.d.f. parametrized by the mean direction vector \( m \) and the concentration parameter \( \kappa \) that controls the concentration of the distribution around the mean direction vector. The vMF distribution may be expressed by means of the spherical polar coordinates of \( x \in S^{d-1} \) [17].

Given the random vectors \( X_i, i = 1, \ldots, n, \) in \( S^{d-1} \), the estimator of the spherical distribution is given by:

\[
\hat{f}(x) = \frac{1}{n} \sum_{i=1}^{n} K_{VMF}(x; X_i)
\]

\[
= \frac{c_d(\kappa)}{n} \sum_{i=1}^{n} e^{\kappa X_i^T x}, \kappa > 0, x \in S^{d-1}.
\]

Please, note that the quantity \( x - X_i \), which appears in the linear kernel density estimator is replaced by \( X_i^T x \) which is the cosine of the angles between \( x \) and \( X_i \), so that more important weights are given on observations close to \( x \) on the sphere. The concentration parameter \( \kappa \) is a smoothing parameter that plays the role of the inverse of the bandwidth parameter as defined in the linear kernel density estimation. Large values of \( \kappa \) imply greater concentration around the mean direction and lead to undersmoothed estimators whereas small values provide oversmoothed circular densities [18]. Indeed,
if \( \kappa = 0 \), the vMF kernel function reduces to the uniform circular distribution on the hypersphere. Note that the vMF kernel function is convenient when the data is rotationally symmetric.

The vMF kernel function is a convenient choice for our problem because this p.d.f. is invariant under the action on the sphere of the rotation component of the Lie group \( G \). Moreover, this distribution has properties analogous to those of multivariate Gaussian distribution and is the limiting case of a limit central theorem for directional statistics. Other multidimensional distributions might be envisaged, such as the bivariate von Mises, the Bingham or the Kent distributions [16]. However, the bivariate von Mises distribution being a product kernel of two univariate von Mises kernels, this is more appropriate for modeling density distributions on the torus and product kernel of two univariate von Mises kernels, this is more appropriate for modeling density distributions on the torus and not on the sphere. The Bingham distribution is bimodal and appropriate for modeling density distributions on the torus and product kernel of two univariate von Mises kernels, this is more appropriate for modeling density distributions on the torus and not on the sphere. The Bingham distribution is bimodal and appropriate for modeling density distributions on the torus.

Moreover, this distribution has properties analogous to those of log-normal kernel functions as follows:

\[
\hat{g}(r) = \frac{1}{n} \sum_{i=1}^{n} K_{LN}(r; \ln R_i, h), r \geq 0, h > 0, \]

where

\[
K_{LN}(x; \mu, \sigma) = \frac{1}{2 \sqrt{2 \pi \sigma}} e^{-\frac{(\ln x - \mu)^2}{2 \sigma^2}}
\]

is the log-normal kernel function and \( h \) is the bandwidth parameter. The resulting estimate is the sum of bumps defined by log-normal kernels with medians \( R_i \) and variances \((e^{h^2} - 1)e^{h^2}R_i^2\). Note that the log-normal (asymmetric) kernel density estimation is similar to the kernel density estimation based on a log-transformation of the data with the Gaussian kernel function. Although the scale-change component of \( G \) is the multiplicative group \( \mathbb{R}^+ \), we can use the standard Gaussian kernel estimator and the metric on \( \mathbb{R} \).

VII. UNSUPERVISED ENTROPY CLUSTERING

The first thing to be considered is the extension of the entropy definition to curve systems with values in \( G \). Starting with expression from (1), the most important point is the choice of the kernel involved in the computation. As the group \( G \) is a direct product, choosing \( K = K_t K_s K_o \) with \( K_t, K_s, K_o \) functions respectively the translation, scaling and rotation part will yield a \( G \)-invariant kernel provided the \( K_t, K_s, K_o \) are invariant on their respective components. Since the translation part of \( G \) is modeled after \( \mathbb{R}^n \), the epanechnikov kernel is a suitable choice. As for the scaling and rotation, the choice made follows the conclusion of section VI: a log-normal kernel and a von-Mises one will be used respectively. Finally, the term \( \|\gamma'(t)\| \) in the original expression of the density, that is required to ensure invariance under re-parametrization of the curve, has to be changed according to the metric in \( G \) and is replaced by \( \langle\langle \gamma'(t), \gamma'(t)\rangle\rangle^{1/2} \). The density at \( x \in G \) is thus:

\[
d_\phi(x) = \frac{\sum_{i=1}^{N} \int_{0}^{1} K(x, \gamma_i(t)) \langle\langle \gamma_i'(t), \gamma_i'(t)\rangle\rangle^{1/2} dt}{\sum_{i=1}^{N} l_i}
\]

where \( l_i \) is the length of the curve in \( G \), that is:

\[
l_i = \int_{0}^{1} \langle\langle \gamma_i'(t), \gamma_i'(t)\rangle\rangle^{1/2} dt
\]

The expression of the kernel evaluation \( K(x, \gamma_i(t)) \) is split into three terms. In order to ease the writing, a point \( x \) in \( G \) will be split into \( x^t, x^s, x^o \) components where the exponent \( r, s, t \) stands respectively for translation, scaling and rotation. Given the fact that \( K \) is a product of component-wise independent kernels it comes:

\[
K(x, \gamma_i(t)) = K_t(x^t, \gamma_i^t(t)) K_s(x^s, \gamma_i^s(t)) K_o(x^o, \gamma_i^o(t))
\]

where:

\[
K_t(x^t, \gamma_i^t(t)) = \exp \left( \frac{\|x^t - \gamma_i^t(t)\|^2}{2\sigma^2} \right) \quad (14)
\]

\[
K_s(x^s, \gamma_i^s(t)) = \frac{1}{x^s \sigma \sqrt{2 \pi}} e^{-\frac{(\log x^s - \log \gamma_i^s(t))^2}{2\sigma^2}} \quad (15)
\]

\[
K_o(x^o, \gamma_i^o(t)) = C(\kappa) \exp \left( \kappa \text{Tr} \left( x^o t \gamma_i^o(t) \right) \right) \quad (16)
\]

with \( C(\kappa) \) the normalizing constant making the kernel of unit integral. Please note that the expression given here is valid for arbitrary rotations, but for the application targeted by the work presented here, it boils down to a standard von-mises distributions on \( \mathbb{S}^{d-1} \):

\[
K_o(x^o, \gamma_i^o(t)) = C(\kappa) \exp \left( \kappa x^o t \gamma_i^o(t) \right)
\]

with normalizing constant as given in (11). In the general case, it is also possible, writing the rotation as a sequence of moves on spheres \( \mathbb{S}^{d-1}, \mathbb{S}^{d-2}, \ldots \) and the distribution as a product of von-Mises on each of them, to have a vector of parameters \( \kappa \); it is the approach taken in [19] and it may be applied verbatim here if needed.

The entropy of the system of curves is obtained from the density in \( G \):

\[
E(d_\phi) = -\int_G d_\phi(x) \log d_\phi(x) d\mu_G(x)
\]

with \( d\mu_G \) the left Haar measure. Using again the fact that \( G \) is a direct product group, \( d\mu \) is easily seen to be a project measure, with \( dx^t \), the usual Lebesgue measure on the translation part, \( dx^s/x^s \) on the scaling part and the lebesgue measure \( dx^o \) on \( \mathbb{S}^{d-1} \) for the rotation part. It turns out that the \( 1/x^s \) term in the expression of \( dx^s/x^s \) is already taken into account in the kernel definition, due to the fact that it is expressed...
in logarithmic coordinates. The same is true for the Von-Mises kernel, so that in the sequel only the (product) lebesgue measure will appear in the integrals.

Finding the system of curves with minimum entropy requires a displacement field computation as detailed in [14]. For each curve \( \gamma_i \), such a field is a mapping \( \eta_t : [0,1] \rightarrow TG \) where at each \( t \in [0,1] \), \( \eta_t(t) \in TG_{\gamma_i(t)} \). Compare to the original situation where only spatial density was considered, the computation must now be conducted in the tangent space to \( G \). Even for small problems, the effort needed becomes prohibitive. The structure of the kernel involved in the density can help in cutting the overall computations needed. Since it is a product, and the translation part is compactly supported, being an epanechnikov kernel, one can restrict the evaluation to points belonging to its support. Density computation will thus be made only in tubes around the trajectories.

Second, for the target application that is to cluster the flight paths into a route network and is of pure spatial nature, there is no point in updating the rotation and scaling part when performing the moves: only the translation part must change, the other two being computed from the trajectory. The initial optimization problem in \( G \) may thus be greatly simplified.

Let \( \epsilon \) be an admissible variation of curve \( \gamma_i \), that is a smooth mapping from \( [0,1] \) to \( TG \) with \( \epsilon(t) \in T_{\gamma_i(t)}G \) and \( \epsilon(0) = \epsilon(1) = 0 \). We assume furthermore that \( \epsilon \) has only a translation component. The derivative of the entropy \( E(dG) \) the t curve \( \gamma_i \) is obtained from the first order term when \( \gamma_i \) is replaced by \( \gamma_i + \epsilon \). First of all, it has to be noted that \( d_G \) is a density and thus has unit integral regardless of the curve system. When computing the derivative of \( E(dG) \), the term

\[
- \int_G d_G(x) \frac{\partial_n d_G(x)}{d_G(x)} d\mu_G(x) = - \int_G \partial_n d_G(x) d\mu_G(x)
\]

will thus vanish. It remains:

\[
- \int_G \partial_n d_G(x) \log d_G(x) d\mu_G(x)
\]

The density \( d_G \) is a sum on the curves, and only the \( i \)-th term has to be considered. Starting with the expression from (12), one term in the derivative will come from the denominator. It computes the same way as in [14] to yield:

\[
\frac{\gamma_i''(t)}{\langle \gamma_i'(t), \gamma_i'(t) \rangle^2} E(d_G) \quad (18)
\]

Please note that the second derivative of \( \gamma_i \) is considered only on its translation component, but the first derivative makes use of the complete expression. As before, the notation \( |\rangle \) stands for the projection onto the normal component to the curve.

The second term comes from the variation of the numerator. Using the fact that the kernel is a product \( K^t K^t K^t \) and that all individual terms have a unit integral on their respective components, the expression becomes very similar to the case of spatial density only and is:

\[
- \left( \int_G K(x, \gamma_i(t)) \log d_G(x) d\mu_G(x) \right) \frac{\gamma_i''(t)}{\langle \gamma_i'(t), \gamma_i'(t) \rangle^2} \mid_{\gamma_i'} \quad (19)
\]

\[
+ \int_{\mathbb{R}^d} e(t) K''(x^t, \gamma_i'(t)) \log d_G(x) \langle \gamma_i'(t), \gamma_i'(t) \rangle^2 dx^t 
\]

\[
(20)
\]

with:

\[
e(t) = \frac{\gamma_i'(t)^t - x^t}{\| \gamma_i'(t)^t - x^t \|} \mid_{\mathbb{R}^n}
\]

**VIII. Results**

Only partial results are available for the moment and several traffic situations are still to be considered. On simple synthetic examples, the algorithm works as expected, avoiding going to close to trajectories with opposite directions as indicated on Figure 3.

**Figure 3. Clustering using the Lie approach**

In a more realistic setting, the arrivals and departures at Toulouse Blagnac airport were analyzed. The algorithm performs well as indicated on Figure 4. Four clusters are identified, with mean lines represented through a spline smoothing between landmarks. It is quite remarkable that all density based algorithms were unable to separate the two clusters located at the right side of the picture, while the present one clearly show a standard approach procedure and a short departure one.

**Figure 4. Bundling trajectories at Toulouse airport**

An important issue still to be addressed with the extended algorithm is the increase in computation time that reaches 20 times compared to the appoach using only spatial density entropy. In the current implementation, the time needed to cluster the traffic presented in Figure 3 is in the order of 0.01s on a XEON 3Ghz machine and with a pure java implementation. For the case of Figure 4, 5 minutes are needed on the same machine for dealing with the set of 1784 trajectories.
The entropy associated with a system of curves has proved itself efficient in unsupervised clustering application where shape constraints must be taken into account. For using it in aircraft route design, heading and velocity information must be added to the state vector, inducing an extra level of complexity. The present work relies on a Lie group modeling as an unifying approach to state representation. It has successfully extended the notion of curve system entropy to this setting, allowing the heading/velocity to be added in a intrinsic way. The method seems promising, as indicated by the results obtained on simple synthetic situations, but extra work needs to be dedicated to algorithmic efficiency in order to deal with the operational traffic datasets, in the order of tens of thousand of trajectories.

Generally speaking, introducing a Lie group approach to data description paves the way to new algorithms dedicated to data with a high level of internal structuring. Studies are initiated to address several issues in high dimensional data analysis using this framework.
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I. INTRODUCTION

Over last few decades, the ongoing trend of adopting the Model-Driven Engineering (MDE) approach to product development promised an improvement in the quality and efficient access to product and process information, given that such information becomes managed through explicitly defined meta-models. However, the heterogeneity and complexity of modern industrial products requires the use of many engineering software tools, needed by the different engineering disciplines (such as mechanical, electrical, embedded systems and software engineering), and throughout the entire development life cycle (requirements analysis, design, validation, and correct throughout the development phases, disciplines and tools).

So, while MDE is a step in the right direction, unless interoperability mechanisms are developed to connect information across the model-based engineering tools, MDE may lead to isolated “islands of information”, given the natural distribution of information across the many tools and data sources involved.

As an example from the automotive industry, the functional safety standard ISO 26262:2011 [1] mandates that requirements and design components are developed at several levels of abstraction; and that a clear traceability exists between requirements from the different levels, as well as between requirements and system components. The earlier practice, in which development artefacts are handled as text-based documentation, rendered such traceability ineffective—if not impossible. Even with the adoption of model-driven engineering, it remains a challenge to trace between the artefacts being created by the various engineering tools, in order to comply with the standard.

In summary, current development practices need a faster shift from the localized document-based handling of artefacts, towards a Federated Information-based Development Environment (F-IDE), where the information from all development artefacts is made accessible, consistent and correct throughout the development phases, disciplines and tools.

In this paper, we advocate the use of the Linked Data principles as a basis for such an F-IDE (See [4] for Tim Berners-Lee’s four principles of Linked Data.). Yet, when applying these principles for parts of the development environment at the truck manufacturer Scania AB, certain challenges were encountered that needed to be addressed. We here describe our approach on how these challenges were tackled. In the next section, after a short motivation for adopting the Linked Data principles, we present a case study that will be used in the remaining paper. We then further elaborate on the challenges experienced during our case study. In Section III, we describe the overall modelling approach taken to solve these challenges, followed in Section IV by detailed descriptions of the supporting models. Reflections on applying the modelling approach on the case study are then discussed in Section V.

II. PROBLEM FORMULATION

A. Background

One can avoid the need to integrate the information islands, by adopting a single platform (such as PTC Integrity [2] or MSR-Backbone [3]) through which product data is centrally managed. However, large organizations have specific development needs and approaches (processes, tools, workflow, in-house tools, etc.), which lead to a wide landscape of organization-specific and customized development environments. This landscape moreover needs to organically evolve over time, in order to adjust to future unpredictable needs of the industry. Contemporary platforms, however, offer limited customization capabilities to tailor for the organization-specific needs, requiring instead the organization to adjust itself to suite the platform. So, while they might be suitable at a smaller scale, such centralized platforms cannot scale to handle the complete
A heterogeneous set of data sources normally found in a large organization. A more promising approach to deal with this challenge is to adopt the concepts of Linked Data to integrate the information from the different engineering tools - without relying on a centralized integration platform. To this end, OASIS OSLC [5] is an emerging interoperability open standard that adopts the architecture of the Internet to achieve massive scalability and flexibility. OASIS OSLC is based on the W3C Linked Data initiative and follows the Representational State Transfer (REST) architectural pattern. It provides for tool- and platform-neutral usage of these web technologies to create high cohesion between tools, while reducing the need for one tool to understand the deep data of another (low coupling). This lends itself well to the distributed and organic nature of the F-IDE being desired.

When developing such a federated OSLC-based F-IDE, there is however an increased risk that one loses control over the overall product data structure that is now distributed and interrelated across the many tools. This risk is particularly aggravated if one needs to maintain changes in the F-IDE over time. In this paper, we present a modelling approach to F-IDE development that tries to deal with this risk. That is, how can a distributed architecture – as promoted by the Linked Data approach - be realized, while maintaining a somewhat centralized understanding and management of the overall information model handled within the F-IDE?

B. Case Study Description

Typical of many industrial organizations, the development environment at the truck manufacturer Scania consists of standard engineering tools, such as Jira and CAD drawing tools; as well as a range of propriety tools that cater for specific needs in the organization. Moreover, much product information is managed as generic content in office productivity tools, such as Microsoft Word and Excel.

As a subset of a larger case study, five propriety tools and data sources were to be integrated using OSLC:

1. Code Repository – A version-control system in which all software code resides, and from which parsers reconstruct the vehicle software architecture, based on an analysis of source code.
2. CommunicationSpecifier – A tool that centrally defines the communication network of all vehicle architectures.
3. ModArc – A database that defines all hardware entities and their interfaces.
4. Diagnostics Tool - A tool that specifies the diagnostics functionality of all vehicle architectures.
5. Requirements Specifier – A propriety tool that allows for the semi-formal specification of system requirements.

As a first step, the data that needed to be communicated between the tools was analyzed. This was captured using a Class Diagram (Figure 1), as is the current state-of-practice at Scania for specifying a data model. For the purpose of this paper, it is not necessary to have full understanding of the data artefacts. It is worth highlighting that color-codes were used to define which tool managed which data artefact. Also, it is important to note that the model focuses on the data that needs to be communicated between the tools, and not necessarily all data available internally within each tool.

![Figure 1. A UML class diagram of the resources shared in the F-IDE.](image)

C. Identified Needs and Shortcomings

In this paper, we focus on the initial stages of specifying and architecting the desired OSLC-based F-IDE. We elaborate on the needs and shortcomings experienced by an architect during these stages:

**Information specification** – there is a need to specify the information to be communicated between the tools. For pragmatic reasons, a UML class diagram was adopted to define the entities being communicated and their relationships. Clearly, the created model does not comply with the semantics of the class diagram, since the entities being models are not objects in the object-oriented paradigm, but resources according to the Resource Description Framework (RDF) graph data model. Since the information model is to be maintained over time, and is also intended for communication among developers, using a class diagram - while implying another set of semantics – may lead to misunderstandings. A specification that is semantically compatible with the intended implementation technology (of Linked Data, and specifically the OSLC standard) is necessary.

**Tool ownership** – For any given resource being shared in the F-IDE, it is necessary to clearly identify the data source (or authoring tool) that is expected to manage that resource. That is, while representations of a resource may be freely shared between the tools, changes or creations of such a resource can only occur via its owning tool. Assuming a Linked Data approach also implies that a resource is owned
by a single source, to which other resources link. In practice, it is not uncommon for data to be duplicated in multiple sources, and hence mechanisms to synchronize data between tools are needed. For example, resources of type Communication Interface may be used in both Communication Specifier and ModArc, with no explicit decision on which of the tools defines it. To simplify the case study, we chose to ignore the ModArc source, but in reality one needs to synchronize between the two sources, as long as it is not possible to make one of them redundant.

**Domain ownership** – Orthogonal to tool ownership, it is also necessary to group resource definitions into domains (such as requirements engineering, software, testing, etc.). Domains can be generic in nature. Alternatively, such domain grouping can reflect the organization units that are responsible to manage specific parts of the information model. For example, the testing department may be responsible to define and maintain the testing-related resources, while the requirements department manages the definition of the requirements resources. Dependencies between the responsible departments can then be easily identified through the dependencies in the information models.

Avoid mega-meta-modelling – Information specifications originate from various development phases and/or development units in the organization. The resulting information models may well overlap, and would hence need to be harmonized. Hence, there is a need to harmonize the information models – while avoiding a central information model. Earlier attempts at information modeling normally resulted in large models that can easily become harder to maintain over time. The research project CESAR presents in [6] a typical interoperability approach in which such a large common meta-model is proposed. It is anticipated that the Linked Data approach would reduce the need to have such a single centralized mega information model. The correct handling of information through Domain and Tool Ownership (see above) ought to also help in that direction.

In summary, in architecting an F-IDE, there is a need to support the data specification using Linked Data semantics, while covering the two ownership aspects of tools (ownership from the tool deployment perspective) and domains (ownership from the organizational perspective).

### III. APPROACH

We take an MDE approach to F-IDE development, in which we define models that support the architect with the needs identified in the previous section. Concretely, we present a modelling tool for the graphical definition of Linked Data resource types, based on the Linked Data constraint language of Resource Shapes [15]. Resource Shapes is a mechanism to define the constraints on RDF resources, whereby a Resource Shape defines the properties that are allowed and/or required of a type of resource; as well as each property’s cardinality, range, etc.

We define the model using two views: (1) domain ownership and (2) tool ownership; with each view covering the corresponding ownership needs identified in the previous subsection.

Even though our current case study focuses on the specification and architectural design phases of F-IDE development – and in particular on information specification – we aim for an approach that can be seamlessly extended to cover the complete F-IDE life cycle, and include additional integration aspects, such as control and presentation integration [7]. Towards this, we introduce a third modelling view that supports the detailed design phase of each tool interface in the F-IDE. This view definition is made compliant with an existing code generator of tool interfaces [8]. Besides being a practical feature for the developers of tool interfaces, by ensuring that the specification model (with its three views) can lead to the generation of working code, one can validate the model’s completeness and correctness with respect to the Resource Shape constraints.

The Eclipse-based modelling prototype is developed based on the Ecore meta-model of the EMF [9] project. It is important to note that adopting the close-world metamodeling approach of Ecore does not necessarily contradict the open-world view of Linked Data. The information being shared across the F-IDE remains loyal to the open-world view, within the constraints specified through the Resource Shapes mechanism. Ecore is only necessary to develop the supporting tool to define these mechanisms.

### IV. THE MODEL

In this section, we present the F-IDE specification model and its three views.

**Domain Specification View** From this perspective, the architect defines the types of resources, their properties and relationships, using mechanisms compliant with the OSLC Core Specification [10] and the Resource Shape constraint language [15].

Figure 2 shows the Domain Specification diagram for the resources needed in our case study. The top-level container, Domain Specification, groups related Resources and Resource Properties. Such grouping can be associated with a common topic (such as requirements or test management), or reflects the structure of the organization managing the F-IDE. This view ought to support standard specifications, such as Friend of a Friend (FOAF) [11] and RDF Schema (RDFS) [12], as well as propriety ones. In Figure 2, three domain specifications are defined: Software, Communication and Variability, together with a subset of the standard domains of Dublin Core and RDF.

As required by the OSLC Core, a specification of a Resource type must provide a name and a Type URI. The Resource type can then also be associated with its allowed and/or required properties. These properties could belong to the same or any other Domain Specification. A Resource Property is in turn defined by specifying its cardinality, optionality, value-type, allowed-values, etc. Figure 3 illustrates an example property specification highlighting the available constraints that can be defined. A Literal Property is one whose value-type is set to one of the predefined literal types (such as string or integer); while a Reference Property is one whose value-type is set to either “resource” or “local resource”. In the latter case, the range property can then be
used to suggest the set of resource types the Property can refer to.

Figure 2. Domain Specification View

Borrowing from the typical notation used to represent RDF graphs, Resource types are represented as ellipses, while Properties are represented as rectangles (A Reference Property is represented with an ellipse within the rectangle.). In addition, Resource Properties are represented as first-class elements in the diagram.

Figure 3. The specification of the rdf:type predicate, in the Domain Specification View

The association between a Resource type and its corresponding Properties is represented by arrows. However, in many cases, it becomes inconvenient to view all relationships from Resources to Properties. This is particularly the case for common Literal Properties, such as dcterms:subject, which can be associated to many resources across many domains. As a convenience, one can choose to hide Resource to Literals associations, and instead list Literal Properties within the Resource ellipse representation. It is this latter alternative that is being presented in Figure 2.

Resource Allocation View is where architect allocates resources to data sources. It gives the architect an overview of where the resources are available in the F-IDE, and where they are consumed. For each data source, the architect defines the set of resources it exposes; as well as those it consumes. These resources are graphically represented as “provided” (outwards arrows) and “required” (inwards arrows) ports on the edge of the Tool element, as illustrated in Figure 4. For example, the Communication Specifier tool exposes the Message resource, which is then consumed by the Requirements Specifier tool.

Figure 4. Resource Allocation View

In the Resource Allocation view, the interaction between a provider and consumer of a given resource is presented as a solid edge between the corresponding ports. In addition, any dependencies between resources that are managed by two different data sources are also represented in this model – as a dotted edge. For example, the resource ECUSoftware, managed by the Code Repository, has a property has_io_port that is a reference to resource IO_port; which is in turn managed through the data source Modarc. Hence, for a consumer of ECUSoftware, it is beneficial to identify the indirect dependency on the Modarc tool, since any consumption of an ECUSoftware resource, is likely to lead to the need to communicate with Modarc in order to obtain further information about the property has_io_port.

Adapter Design View is where the architect (or tool interface developer) designs the internal details of the tool interface – according to the OSLC standard. This can be performed for any of the Tool entities in the Resource Allocation view. Sufficient information is captured in this
view, so that an almost complete interface code, which is compliant with the OSLC4J software development kit (SDK) can be generated, based on the Lyo code generator [8].

The OSLC Core Specification defines the set of resource services that can be offered by a tool. As illustrated in Figure 5, “OSLC Services are accessible via a Service Provider that describes the Services offered. Each Service can provide Creation Factories for resource creation, Query Capabilities for resource query and Delegated UI Dialogs to enable clients to create and select resources via a web UI.”[10]. The Adaptor Design view is a realization of the OSLC concepts in Figure 5. An example from our case study is presented in Figure 6, in which the Core Repository provides query capabilities and creation factories on all three resources.

![Figure 5. OSLC Core Specification concepts and relationships [10]](image)

The Adaptor Design view also models its consumed resources (In Figure 6 no consumed resources are defined.). Note that the provided and required resources - as defined in this view - remain synchronized with those at the interface of the Tool entity in the Resource Allocation view.

![Figure 6. Adaptor Design View](image)

There is no particular ordering of the above views, and in practice, the three views can be developed in parallel. Consistency between the views is maintained since they all refer to the same model. For example, if the architect removes a resource from the Adaptor Design view, the same resource is also removed from the Resource Allocation view.

V. REFLECTIONS

Compared to the original approach of using a UML class diagram (See Figure 1) to represent the F-IDE resources, the proposed model may seem to add a level of complexity by distributing the model information into three views. However, upon further investigation, it becomes clear that the class diagram was actually used to superimpose information for both the Domain Specification and Resource Allocation views into the same diagram. For example, classes were initially color-coded to classify them according to their owning tool. However, the semantics and intentions behind this classification soon become ambiguous, since the distinction between tool and domain ownership is not identified explicitly. In the original approach, different viewers of the same model could hence draw different conclusions when analyzing the model, depending on their implicit understanding of the color codes.

Moreover, the usage of a class diagram is not compatible with the open-world view of Linked Data, nor is it suitable to specify all necessary information according to the OSLC standard. This became apparent when the detailed specification and design of a tool’s interface needed to be defined. No complements to the UML class diagram can provide such support. Instead, a dedicated domain-specific language (DSL) that follows the expected semantics can be better used uniformly across the whole organization. We here illustrate two examples where our DSL helped communicate the correct semantics, which were previously misinterpreted or not used:

- A Resource Property is a first-class element that can be associated with multiple Resource types. For example, the same allowedValues property (with range $KeyValuePair$) is a property used for both the $CalibrationParameter$ & $RdbVariable$ resources. Previously, two independent properties were unnecessarily defined.

- Certain resources (such as $Range$) can only exist within the context of another parent resource, and hence ought not to have their own URI. Our DSL helped communicate the capability of defining Local Resources.

By breaking the model into two views, and by structuring each view along the managing domains and tools respectively, the information model is not expected to be developed in a top-down and centralized manner. Instead, a more distributed process is envisaged, in which resources are defined within a specific domain and/or tool. Only when necessary, such sub-models can then be integrated, avoiding the need to manage a single centralized information model.

Finally, the two orthogonal views of the F-IDE allow the architect to identify dependencies within the F-IDE, form both the organizational as well as the deployment perspective:

- In the Resource Allocation View of the model, the architect can obtain an overview of the coupling/cohesion of the tools of the F-IDE. One could directly identify the direct producer/consumer relations, as well as the indirect dependencies, as detailed in Section IV.

- In the Domain Specification view, the architect views the dependencies between the different domains (irrespective of how the resources are deployed across tools). Such dependencies reveal the relationship between the organizational entities involved in maintaining the overall information model. This explicit modelling of domain
ownership helps lift important organizational decisions, which otherwise remain implicit.

While the need for a dedicated DSL is convincing, the proposed views are not necessarily final, and there remains room for improvements. For example, while the possibility to represent Properties as first-class elements was appreciated, it was experienced that they (The squares in Figure 2) cluttered the overall model, and did not make efficient usage of the available modeling space. Similarly, the relationships between Resources and their associated Literal Properties (not shown in Figure 2) cluttered the model. Currently, filtering mechanisms are available to support different representations that suit different users, while maintaining the same underlying model. In Figure 2, the filter that hides the arrows representing relationships between Resources and Literal Properties is activated. However, the filter that hides all Property elements is not activated. This makes the view seem almost similar – visually - to the class diagram of Figure 1, yet the more appropriate Linked Data semantics lie behind this view.

VI. RELATED WORK

There exists a large body of research that in various ways touches upon information modeling and model integration. (See for example [13] and [14]). Our work - and the related work of this section - is delimited to the Linked Data paradigm. The work in this paper builds upon the Resource Shape constraint language suggested in [15], by providing a graphical model to specify such constraints on RDF resources. The most relevant work found in this area is the Ontology Definition Metamodel (ODM) [16]. ODM is an OMG specification that defines a family of Meta-Object Facility (MOF) metamodels for the modelling of ontologies. ODM also specifies a UML Profile for RDFS [12] and the Web Ontology Language (OWL) [17], which can be realized by UML-based tools, such as Enterprise Architect’s ODM diagrams [18]. However, as argued in [15], OWL and RDFS are not suitable candidates to define and validate constraints, given that they are designed for another purpose - namely for reasoning engines that can infer new knowledge.

Earlier work by the authors has also resulted in a modelling approach to tool-chain development [19]. In this earlier work, even though the information was modelled targeting an OSLC implementation, the models were directly embedded in the specific tool adaptors, and no overall information model is readily available. The models did not support the tool and domain ownership perspectives identified in this paper.

VII. CONCLUSION

In this paper, an MDE approach to F-IDE development based on the Linked Data principles is presented. A prototype modelling tool has been developed that allows for the modelling of the information model for a complete F-IDE, based on the Resource Shapes constraint language [15]. The model is defined through three views focusing on the specification and design stages of F-IDE development. It is envisaged however that the modelling support will be extended to cover the complete development life-cycle, specifically supporting the requirements analysis phase, as well as automated testing. The current focus on data integration needs to be also extended to cover others other aspects of integration, in particular control integration [7].

The Eclipse-based prototype is to be released as an open-source contribution, yet this has not been done at the time of writing this article.
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I. INTRODUCTION

One of the ‘Linked Data Principles’[1] is to include links to connect the data to allow the discovery of related things. However, identifying links between data items remains a considerable challenge that needs to be addressed [2]. A key research task in this respect is identity resolution, i.e., to recognise when two things denoted by two URIs are the same and when they are not. Automatic linking can easily create inadequate links, and manual linking is often too time consuming [3]. Geo-referencing data on the LDW can address this problem [4], whereby links can be inferred between data items by tracing their spatial (and temporal) footprints. For example, the BBC uses RDF place gazetteers as an anchor to relate information on weather, travel and local news [5].

Yet, for geospatial linked data to serve its purpose, links within and amongst the geographic RDF resources need themselves to be resolved. That is to allow place resources to be uniquely identified and thus a place description in one dataset can be matched to another describing the same place in a different dataset. A scheme that allows such links between place resources to be discovered would be a valuable step towards the realisation of the LDW as a whole.

In this paper, location is used as a key identifier for place resources and the question to be addressed is how location can be used to define a linked place model that is sufficient to enable place resources to be uniquely identified on the LDW. Several challenges need to be addressed, namely, 1) location representation of RDF place resources is simple; defined as point coordinates in some resources, detailed; defined with extended geometries in others, and sometimes missing all together, 2) coordinates of locations may not match exactly across data sources, where volunteered data mapped by individuals is mashed up with authoritative map datasets, 3) non-standardised vocabularies for expressing relative location is used in most datasets, e.g., in DBpedia, properties such as dbp:location, dbp-ont:region and dbp-ont:principalarea are used to indicate that the subject place lies inside the object place.

Towards addressing this problem, a linked place model is proposed that uses qualitative spatial relationships to describe unique place location profiles. The profiles don’t rely on the provision of exact geometries and hence can be used homogeneously with different types of place resources. They can be expressed as RDF statements and can thus be integrated directly with the resource descriptions. The rationale behind the choice of links to be modelled is primarily twofold: to allow for a sensible unique description of place location and to support qualitative spatial reasoning over place resources. The value of the linked place model is illustrated by measuring its ability to make the underlying RDF graph of geographic place resources browsable. Samples of realistic geographic linked datasets are used in the experiments presented and results demonstrate significant potential value of the methods proposed.

The paper is structured as follows. An overview of related work on the representation and manipulation of place resources on the LDW is given in section II. In section III the proposed relative location model is presented and in section IV, its application on two different realistic datasets is evaluated. Conclusions and an overview of future work is given in section V.

II. RELATED WORK

Here related work on the topics of representing place resources and reasoning with them on the LDW are reviewed.

A. Representing RDF place Resources on the LDW

Sources of geographic data on the LDW are either volunteered (crowdsourced) resources, henceforth denoted Volunteered Geographic Information (VGI), created by individuals with only informal procedures for validating the content, or authoritative resources produced by mapping...
organizations, henceforth denoted Authoritative Geographic Information (AGI). Example of VGIs are DBpedia (dbpedia.org), GeoNames (geonames.org), and OpenStreetMaps (linkedgeodata.org) [6] and examples of AGIs are the Ordnance Survey linked data [7] and the Spanish linked data [8].

The volume of VGI resources is increasing steadily, providing a wealth of information on geographic places and creating detailed maps of the world. DBpedia contains hundreds of thousands of place entities, whose locations are represented as point geometry. GeoNames is a gazetteer that collects both spatial and thematic information for various place names around the world. In both datasets, place location is represented by a single point coordinates. While DBpedia does not enforce any constraints on the definition of place location (e.g., coordinates may be missing in place resources), reference to some relative spatial relationships, and in particular to represent containment within a geographic region, is normally maintained. GeoNames places are also interlinked with each other by defining associated parent places.

In [9], the LinkedGeoData effort is described where OSM data is transformed into RDF and made available on the Web. OSM data is represented with a relatively simple data model that captures the underlying geometry of the features. It comprises three basic types, nodes (representing points on Earth and have longitude and latitude values), ways (ordered sequences of nodes that form a polyline or a polygon) and relations (groupings of multiple nodes and/or ways). Furthermore, [10] presented methods to determine links between map features in OSM and equivalent instances documented in DBpedia, as well as between OSM and GeoNames. Their matching is based on a combination of the Jaro-Winkler string distance between the text of the respective place names and the geographic distance between the entities. Example of other work on linking geodata on the Semantic Web is [11], which employs the Hausdorff distance to establish similarity between spatially extensive linear or polygonal features.

In contrast to VGI resources that manages geographic resource as points (represented by a coordinate of latitude and longitude), AGI resources deal with more complex geometries as well, such as line strings. AGIs tend to utilise well-defined standards and ontologies for representing geographic features and geometries. Ordnance Survey linked data also demonstrates the use of qualitative spatial relations to describe spatial relationships in its datasets. Two ontologies, the Geometry Ontology and the Spatial Relations Ontology, are used to provide geospatial vocabulary. These ontologies describe abstract geometries and topological relations (equivalent to RCC8 [12]) respectively.

In summary, the spatial representation of place resources in VGI datasets is generally limited to point representation, and is managed within simple ontologies that encode non-spatial semantics and in some cases limited spatial relationships. On the other hand, place data provided as AGI tend to present more structured and detailed spatial representations, but is also limited to specific types and scales of representation. Use of some qualitative spatial relationships has been demonstrated for capturing the spatial structure in some example datasets. The model proposed in this paper offers a systematic and homogenous representation of place location that can be consistently applied to VGIs or AGIs and demonstrates the value of heterogenous qualitative spatial relations in representing place information on the LDW.

B. Manipulating and Querying RDF place resources on the LDW

Recently, much work has been done on extending RDF for representing geospatial information through defining and utilising appropriate vocabularies encoded in ontologies to represent space and time. The work capitalises on specification of standards, defined by the Open Geospatial Consortium (OGC)(opengeospatial.org), for modeling core concepts related to geospatial data. Prominent examples are GeoSPARQL, an OGC standard [13] and stRDF/stSPARQL [14]. Both proposals provide vocabulary (classes, properties, and functions) that can be used in RDF graphs and SPARQL queries to represent and query geospatial data, for example geo: SpatialObject, which has as instances everything that can have a spatial representation and geo:Geometry as the superclass of all geometry classes. In addition, geometric functions and topological functions are offered for performing computations, such as geo:distance and for asserting topological relations between spatial objects, e.g., dbpedia:Cardiff geo:sfWithin dbpedia:Wales.

Qualitative spatial representation and reasoning (QSRR) are established areas of research [15], whose results have influenced the definition of models of spatial relationships in international standards, e.g., the OGC models, and commercial spatial database systems (for example, in the Oracle DB system). RCC8, a QSRR model, has been recently adopted by GeoSPARQL [13], and there is an ever increasing interest in coupling QSR techniques with Linked Geospatial Data that are constantly being made available [14]. On the other hand, Semantic Web reasoning engines have been extended to support qualitative spatial relations, e.g., Racerpro [16] and PelletSpatial [17]. Scalability of the spatial reasoning is recognised and reported challenge. Scalable implementations of constraint network algorithms for qualitative and quantitative spatial constraints are needed, as RDF stores supporting Linked Geospatial Data are expected to scale to billions of triples [14]. Lately, promising results have been reported by [18], who proposed an approach for removing redundancy in RCC8 networks and by [19], who examined graph-partitioning techniques as a method for coping with large networks; in both cases leading to more effective application of spatial reasoning mechanisms. Finally, qualitative methods were used to complement existing quantitative methods for representing the geometry of spatial locations. In [20], heterogenous reasoning methods are proposed that combine calls between a spatial database system and a spatial reasoning engine implemented in OWL2 RL to check the consistency of place ontologies. In [21], Younis et al described query plans that make use of a combination of qualitative spatial relationships associated with place resources in DBpedia and detailed representations of geometry maintained in a spatially indexed database for answering complex queries. In both cases, qualitative reasoning was limited by the fragmented and scarce availability of spatial relationships to work on. The qualitative scheme of representation of place location proposed in this paper addresses this issue and provides a novel method for defining spatial relationships that is designed to support and facilitate the effective use of qualitative spatial reasoning on the LDW.
III. A LINKED PLACE MODEL FOR THE LINKED DATA WEB

A Relative Location model (RelLoc) is proposed here to capture a qualitative representation of the spatial structure of place location. Two types of spatial relations are used as follows.

1) Containment relationships, to record that a parent place directly contains a child place; i.e., one step hierarchy. For example, for three places representing a district, a city and a country, the model will explicitly record the relationships: inside(district, city) and inside(city, country), but not inside(district, country).

2) Direction-proximity relationships, to record for every place the relative direction location of its nearest neighbour places. The direction frame of reference can be selected as appropriate. For example, for a 4-cardinal direction frame of reference, a place will record its relative direction relation with its nearest neighbour in four directions.

For a given set of places \( Pl \), let \( DirPr \) be the set of all direction-proximity relations between instances of places in \( Pl \) as defined above, and let \( Con \) be the set of containment relations between instances of places in \( Pl \) as defined above. Then, \( RelLoc(Pl) \) is defined as a tuple \( RelLoc(Pl) := (Pl, D, C) \), where: \( D \in DirPr \) and \( C \in Con \). \( R_{nn}(x, y) \) is used to denote that \( x \) is the nearest neighbour from the direction \( R \) to object \( y \). For example, \( R_{nn}(pl_1, pl_2) \) indicates that \( pl_1 \) is the nearest neighbour from the north direction to \( pl_2 \), etc.

To illustrate the model, consider the scene in Figure 1 that consists of a set of places, \( a \) to \( f \), with a 4-cardinal direction frame of reference overlaid for some places in the scene. A representative point is used to define the place location. It is further known that places represented as points \( a, b, c, e \) are inside \( d \) and places \( f, d \) are inside \( g \). The full set of relationships used to model the scene are given in the table in Figure 1(b). Note that in some cases, no relation can be found, e.g., there are no neighbours for object \( c \) from the west direction in Figure 1(a).

A. Spatial Reasoning with the Relative Location Model

We can reason over the relative location model to infer more of the implicit spatial structure of place location. Qualitative spatial reasoning (QSR) tools can be utilised to propagate the defined relationships and derive new ones between places in the scene. QSR takes advantage of the transitive nature of the partial or total ordering of the quantity space in order to infer new information from the raw information presented. In particular, the transitive nature of some spatial relationships can be used to directly infer spatial hierarchies, for example, containment and cardinal direction relations. The scope of the model is deliberately focussed on general containment relationships and ignores other possible topological relations, such as overlap or touch. Hence, building containment hierarchies is straightforward using the transitivity rules: \( inside(a, b) \land inside(b, c) \rightarrow inside(a, c) \) and \( contains(a, b) \land contains(b, c) \rightarrow contains(a, c) \).

In the case of direction relationships, more detailed spatial reasoning can be applied using composition tables. Table I shows the composition table for a 4-cardinal direction frame of reference between point representations of spatial objects.

In considering the entries of the composition tables, some of those entries provide definite conclusions of the composition operation, i.e., the composition result is only one relationship (emboldened in table), other entries are indefinite and result in a disjunctive set of possible relationships, e.g., the composition: \( N(a, b) \land E(b, c) \rightarrow N(a, c) \lor E(a, c) \).

Spatial reasoning can be applied on the linked place model using different strategies. The most straightforward is through deriving the algebraic closure, i.e., completing the scene by deriving all possible missing relationships between objects. Path-consistency algorithms for deriving the algebraic closure has been implemented in various tools, e.g., in the SparQ spatial reasoning engine [22]. Table II shows the result of this operation for the example scene in Figure 1. Explicit relations are shown in bold and the remaining relation are inferred by spatial reasoning. As can be seen in the table, using the 19 relationships defined for the model in Figure 1(b), reasoning was able to derive a further 19 definite relationships, completing over 90% of the possible relations in the scene.
TABLE II. RESULT OF REASONING WITH CARDINAL RELATIONS
FOR THE PLACE MODEL IN FIGURE 1.

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
<th>f</th>
<th>g</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>-</td>
<td>N</td>
<td>E</td>
<td>S</td>
<td>W</td>
<td>N</td>
<td>S</td>
</tr>
<tr>
<td>b</td>
<td>S</td>
<td>-</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>W</td>
<td>S</td>
</tr>
<tr>
<td>c</td>
<td>W</td>
<td>W</td>
<td>-</td>
<td>W</td>
<td>N ∨ W</td>
<td>S ∨ W</td>
<td></td>
</tr>
<tr>
<td>d</td>
<td>N</td>
<td>N</td>
<td>E</td>
<td>-</td>
<td>W</td>
<td>N</td>
<td>S</td>
</tr>
<tr>
<td>e</td>
<td>E</td>
<td>N</td>
<td>E</td>
<td>-</td>
<td>N</td>
<td>S</td>
<td></td>
</tr>
<tr>
<td>f</td>
<td>S</td>
<td>E</td>
<td>S ∨ E</td>
<td>S</td>
<td>S</td>
<td>-</td>
<td>S</td>
</tr>
<tr>
<td>g</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>-</td>
</tr>
</tbody>
</table>

B. Applying the Relative Location Place Model on the LDW

The underlying structure of any expression in RDF is a collection of triples, each consisting of a subject, a predicate and an object. A set of such triples is called an RDF graph, in which each triple is represented as a node-arc-node link and each triple represents a statement of a relationship between the subjects and objects, denoted by the nodes, that it links. The meaning of an RDF graph is the conjunction (logical AND) of the statements corresponding to all the triples it contains.

The RelLoc place model can be interpreted as a simple connected graph with nodes representing place resources and edges representing the spatial relationships between places. Thus a realisation of the place model for a specific RDF document of place resources is a subgraph of the RDF graph of the document. The RelLoc RDF graph is completely defined if RDF statements are used to represent all spatial relationships defined in the model, e.g., for the scene in Figure 1, 25 RDF statements are needed to encode the cardinal (19) and containment (6) relationships in the table in Figure 1(b).

Let \( Pl \) be a finite set of place class resources defined in an RDF data store and \( DirPr(Pl) \) defines cardinal direction relations between members of \( Pl \) and \( Con(Pl) \) describes the containment relations between members of \( Pl \) as defined by the relative location model above.

A RelLoc subgraph \( G_L = (V_L, E_L) \) is a simple connected graph that models \( Pl \), where: \( V_L = Pl \) is the set of nodes, \( E_L = \{ DirPr(Pl) \cup Con(Pl) \} \) is the set of edges labelled with the corresponding direction and containment relationships.

Note that there exists a subgraph of \( G_L \) for every place \( pl \in Pl \), which represents the subset of direction-proximity and containment relationships that completely define the relative location of \( pl \). Thus, a location profile for a particular place \( pl \in Pl \) can be defined as \( L_{PL} = \{ (DirPr_{PL}, Con_{PL}) \} \). \( L_{PL} \) is the restriction of \( L \) to \( pl \), where \( DirPr_{PL} \) and \( Con_{PL} \) defines direction proximity and containment relations respectively between \( pl \) and other places in \( Pl \), as specified by our model.

For example the location profile for place \( a \) in Figure 1 is the set of statements describing the relations: \( N(a, b), S(b, a), W(c, a), E(e, a), in(a, d) \).

The RelLoc graph can be represented by a matrix to register the adjacency relationship between the place and its nearest neighbours. The scene in Figure 1 is shown as a graph with nodes and edges in Figure 2(a) and its corresponding adjacency matrix is shown in (b). The fact that two places are neighbours is represented by a value (1) in the matrix and by a value (0) otherwise. Values of (1) in the matrix can be replaced by the relative orientation relationship between the corresponding places as shown in Figure 2(c) and the resulting structure is denoted Adjacency-Orientation Matrix.

IV. APPLICATION AND EVALUATION

The main goals of the Linked Place model is to provide a representation of place location on the LDW that allows for place information to be linked effectively and consistently. The effectiveness of the proposed model can be evaluated with respect to two main aspects; whether it provides a sound definition of place location, that is to test the correctness of the place location profiles, and whether it provides a complete definition of place location, that is whether a complete relative location graph can be derived using the individual place location profiles.

The soundness of the location profiles is assumed as it essentially relies on the validity of the computation of the spatial relationships. Issues related to the complexity of this process are discussed in the next section.

Here, we evaluate the completeness aspect of the model. An individual place location profile defined using the model
prefix d: <http://dbpedia.org/ontology/>
prefix :<http://dbpedia.org/resource/>
prefix prop: <http://dbpedia.org/property/>
prefix geo: <http://www.w3.org/2003/01/geo/wgs84_pos#>

select ?place (MAX(?lat) as ?lat)(MAX(?long) as ?long)
where{
?place a d:Place.
?place geo:lat ?lat.
filter ( ?resource = :Wales or ?resource = "Wales"@en )
}
group by ?place
order by ?place

represents a finite set of spatial relationships between a place and its nearest neighbours and direct parent. Completeness of the model can be defined as the degree to which these individual profiles can be used to derive implicit links between places not defined by the model. The model is entirely complete if a full set of links between places can be derived using automatic spatial reasoning, i.e., the model can produce a complete graph, where there is a defined spatial relationship between every place in the dataset and every other place.

A system was developed that implements the Linked Place model and further builds an enriched model using spatial reasoning for evaluation purposes as shown in Figure 3. Two datasets were used in this experiment, DBPedia and the Ordnance Survey open data [7]. These were chosen as they exhibit different representations of place resources on the LDW and are typical of VGIs and AGIs respectively. A description of the datasets used is presented below, along with the results of the application of spatial reasoning over the constructed linked place models.

**DBpedia DataSet**

A sample dataset containing all Places in Wales, UK, has been downloaded from DBpedia using the sparQL query in Figure 4.

A total of 489 places were used, for which a relative location graph of 2751 direction-proximity relations was constructed. Completing the graph resulted in 116403 total number of relations, out of which 50340 relations are definite (defining only one possible relationship).

Note that of the indefinite relationships some are a disjunction of 2 relations, e.g., \{N, NW\} or \{E, SE\} and some are a disjunction of 3 relations, e.g., \{N, NE, NW\} or \{NE, E, SE\}. In both cases, relations can be generalised to a “coarser” direction relation, for example, \{NE, E, SE\} can be generalised to general East relationship. These results are considered useful and thus are filtered out in the presentation.

<table>
<thead>
<tr>
<th>Defined</th>
<th>Definite 2 Relations</th>
<th>3 Relations</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>489</td>
<td>50340</td>
<td>63148</td>
<td>28</td>
</tr>
<tr>
<td>2.36%</td>
<td>43.24%</td>
<td>54.22%</td>
<td>0.02%</td>
</tr>
</tbody>
</table>

**Ordnance Survey DataSet**

The Boundary-line RDF dataset for Wales was downloaded from the Ordnance Survey open data web site [7]. The data gives a range of local government administrative and electoral boundaries.

Figure 5 shows the relative location graph constructed for the Unitary Authority dataset for Wales. Dashed edges are used to indicate that relationships (and inverses) are defined both ways between the respective nodes, but only one relation is used to label the edge in the Linked Place model. The set contains 22 regions, for which 73 direction-proximity relations were computed. Reasoning applied on this set of relations produces the results shown in Table IV.

We can use the above results to describe the effectiveness of the Linked Place model. The remaining results are disjunctions of unrelated directions, e.g., \{N, NE, E\}, and are thus considered to be ambiguous. A summary of the results is shown in table III. Using the Linked Place model we are able to describe nearly half the possible relations precisely (45.6%), as well as almost all of the rest of the scene (54.22%) with some useful generalised direction relations.

**TABLE III. RESULTS OF REASONING APPLIED ON THE DBPEDIA DATASET.**

<table>
<thead>
<tr>
<th>Defined</th>
<th>Definite 2 Relations</th>
<th>3 Relations</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>2751</td>
<td>50340</td>
<td>63148</td>
<td>28</td>
</tr>
<tr>
<td>2.36%</td>
<td>43.24%</td>
<td>54.22%</td>
<td>0.02%</td>
</tr>
</tbody>
</table>

**TABLE IV. RESULTS OF REASONING APPLIED ON THE ORDNANCE SURVEY DATASET.**

<table>
<thead>
<tr>
<th>Defined</th>
<th>Definite 2 Relations</th>
<th>3 Relations</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>73</td>
<td>74</td>
<td>64</td>
<td>0</td>
</tr>
<tr>
<td>31.6%</td>
<td>40.69%</td>
<td>27.7%</td>
<td>0</td>
</tr>
</tbody>
</table>
of the linked place model in terms of the information content it was able to deduce using the ratio of the number of defined relations to the number of defined relations. A summary is presented in Table V.

V. DISCUSSION AND CONCLUSIONS

Data on geographic places are considered to be very useful on the LDW. Individuals and organisations are volunteering data to build global base maps enriched with different types of traditional and non-traditional semantics reflecting people’s views of geographic space and place. In addition, geographic references to place can be used to link different types of datasets, thus enhancing the utility of these datasets on the LDW. This work explores the challenges introduced when representing place data using the simple model of RDF, with different geometries to represent location and different non-standardised vocabularies to represent spatial relationships between locations.

A linked place model is proposed that injects certain types of spatial semantics into the RDF graph underlying the place data. Specific types of spatial relationships between place nodes are added to the graph to allow the creation of individual place location profiles that fully describe the relative spatial location of a place. It is further shown how the enriched relative location graph can allow spatial reasoning to be applied to derive implicit spatial links to produce even more richer place descriptions.

The results obtained from the initial evaluation experiments demonstrate possible significant value in the proposed model. Further work needs to be done to explore the potential utility of the proposal. Some of the interesting issues that we aim to explore in the future are described below.

- Simple methods and assumptions were used to compute the direction relationships between places. Further study needs to be carried out to evaluate whether more involved representations are useful.
- No distinction between the types of place nodes are made when creating the graph. Can place semantics be utilised to guide this process further?
- Applications of spatial reasoning need to be considered further. Describing the complete graph is not a practical (nor a useful) option. Can spatial reasoning be selectively applied, for example, as part of query processing on the location graph?
- Further evaluation is required to understand the scalability of the proposals to much larger RDF triple stores.
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Abstract—European Data Infrastructure (EUDAT) is a distributed research infrastructure offering generic data management services to the research communities. The services deal with different phases of the data life cycle, some of them are tailored to account for special needs of the individual communities or replicated to increase the availability and resilience. All that leads to scattering of the large and heterogeneous data across service landscape limiting discoverability, openness, and data reuse. In this paper, we show how graph database technology can be leveraged to integrated the data across service boundaries. Such an integration will facilitate better cooperation among the researchers, improve searching and increase the openness of the infrastructure. We report on our work in progress, to show how better user experience and enhancement of the services can be achieved by using graph algorithms.
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I. INTRODUCTION

Nowadays, it is widely accepted that public data, and in particular research results, should be made accessible to society, facilitating better, more efficient science and innovation. In line with the open data and open access movements, EUDAT [1] is a pan-European initiative building a sustainable cross-disciplinary and cross-national data infrastructure providing a set of shared services for accessing and preserving research data. The EUDAT services work with digital collections comprised of data objects. The term data object in EUDAT is pretty broad and encompasses structured data, text, multimedia binaries, binary output of scientific simulations, and much more. In this paper, we will use terms data object, digital object, and object interchangeably. EUDAT's vision is to enable European researchers and practitioners from any research discipline to preserve, find, access, and process data in a trusted environment, as part of a Collaborative Data Infrastructure (CDI).

The problem with a generic infrastructure like EUDAT is that it must fulfill a lot of expectations at the same time. The expectations come from different communities or usage scenarios. The usual way of dealing with different community requirements is to add new services to the infrastructure portfolio or tailor the existing ones accordingly. It is a strength and weakness at the same moment. The cost of the flexibility is the complexity of the service landscape. It is further amplified by the geographical distribution used to increase the scalability and resilience of the infrastructure. There are many instances of the same service created at different locations to serve different groups of users. Users use different services to tackle different problems or phases of data life-cycle. Altogether, this leads to fragmentation of the content: some data objects are uploaded to one service, others to other service. In extreme cases, it can even happen that the same data object is uploaded to many services as there is no way of finding out if and where it was previously stored. External identifiers as used by some services, for instance in form of handles (like [2]), do not necessary help. They are opaque, hash-based values generated independently of the content of the object. To cope with this heterogeneity a much more expressive model of the data stored in the infrastructure is required.

In computer science, every decent software design starts with an analysis of the domain model [3]. This approach is not directly applicable to the EUDAT’s case. The reason for that is the heterogeneity the project has to deal with. As a resource and service provider it is not in the position to define a common domain model to account for all the special use cases originating from the communities. It rather tries to account for the domain models coming from different communities and map them on services in generic CDI. In this paper, we show how we provide the communities with a unified view of the infrastructure and the data that are already stored in the existing EUDAT services. Such integrated view will enable better understanding of the data, make a first step towards data interoperability, increasing openness, and potentially facilitate data reuse. We show how we plan to establish and store such integrated model of the different data sources, and how it allows for new features and service extensions.
It is good to offer tailored services to attract users but it is at least equally important to use content collected in the infrastructure as an attractor. Researchers can be interested in using the CDI solely based on the content it stores. The abundance of content might lead to a situation where it is hard to find or even be aware of all the data objects relevant for given scientific endeavor. The challenge, which is not unique to EUDAT, is to make the collected content visible, and searchable in ways going far beyond the currently supported keyword-based searches or faceted searches. Application of graph-based algorithms [4] revolutionized the way the Internet search engines work and how people engage in social interactions [5]. We believe that such algorithms might not be directly applicable for the scientific communities and data (e.g., most popular data set might not be the most attractive for the researchers). It would be, however, beneficial to offer graph-based descriptions of the content so that individual users can work on their own searching algorithms or just explore the content in an interactive way. The graph abstraction is already used to successfully tackle Big Data challenges [6].

Our goal is to create a generic infrastructure service to integrate the content gathered from different sources. As a service provider we are not in a position to impose a common domain model on all the communities we serve. Therefore, we provide a flexible service to describe single use cases or domains as interactive graphs. This is an abstraction that is well tested, easy understandable and quite powerful at the same time.

The rest of the paper is structured as follows. We present our design in Section II. We proceed with a short description of the implementation approach. Subsequently, an overview of the use cases currently worked on is given. We conclude this work with a summary and a list of future challenges in Section V.

II. DESIGN

The core services offered by EUDAT CDI are shown in Figure 1. B2DROP is a service for storing, synchronizing, and exchanging dynamic research data with colleagues or team members. B2SHARE provides an easy way to upload, tag and share research data, which is made citable via persistent identifiers (PID). B2SAFE enables an automatic, rule, and policy-driven replication of data across a federation of data centres. B2STAGE allows data to be staged into and out of the CDI to, for instance, external high-performance computing services to process the data. Finally, B2FIND exposes a metadata catalog through a user-friendly, web-based search portal and a standard API. The authentication and authorization infrastructure (AAI) is orthogonal to all these services, and controls access to the infrastructure.

To improve the discoverability of the content scattered across different services and locations, we aim at providing a unified, expressive view of all the data items collected. We decided to include relations between objects to add flexibility to the model and allow for exploration of the content by just following those links. In other words, we create a graph describing the infrastructure and integrating the content collected across many services.

A valid approach for data integration and an often prerequisite for further analysis are so called “data lakes”. They are collections populated by the data extracted from all the services in an infrastructure. Although the approach is valid it is also controversial. Especially the need for replicating the data might render it prohibitively expensive. Therefore, we decided not to duplicate the content but just include the metadata representation of data objects. In our graph, we model them as nodes with properties describing details like object name, creation date, etc. Graph nodes are also used to model further entities like service instances, people, or metadata objects. To model all kinds of dependencies between digital objects we use relations (edges in graph).

When tackling data integration one can follow bottom-up or top-down approach. In case of bottom-up, the data are gathered from services with help of specialized spiders, cleansed (if required), and then uploaded to a common repository to provide complementary, integrated view of the content. Top-down approach, on the other hand, promotes the repository to the single user-facing service with just one view of the data. During the upload of the data, the individual users describe the object with help of graph semantics. From there, the data are propagated to individual back end services. Both approaches have their advantages and drawbacks. Since we are still in an exploratory phase of implementing the service, we decided to follow the bottom-up approach: Gather as much data as possible, provide alternative view of the infrastructure and data, evaluate the benefits of such data integration and (in case of positive result) promote the service. At least for some services also an intermediate step would be possible: Graph database could be used to substitute the existing relational back end.

The bottom-up approach produces graphs describing domains of single services or domains of single communities. In the process of data integration, those graphs shall be merged together. To this end, integration points (graph overlaps) have to be identified. In general, there are two kinds of graph overlaps: common nodes in two or more graphs and relations connecting nodes originating from different graphs. An obvious candidate for a common node is a person: the same user can own data objects across multiple services. Also, metadata nodes describing people like affiliation, community, or research
interests can constitute good integration points. Another type of graph overlaps are the digital objects. It is, for instance, possible to have replicas of an object stored in different places or a set of objects derived from a given root object. Some EUDAT services assign external persistent identifiers to the managed object, so this could be clearly used to identify the same object across services. As stated above we are not storing the actual content of the digital objects, thus it is not possible to define content-based identity of any given objects. We do, however, store metadata describing objects. This metadata are either technical metadata (like checksum), or community- provided semantic metadata like provenance description or keywords. Some of the metadata will create common nodes across services but metadata can be used to identify similar objects across service boundaries. Such a similarity can be modeled as a relation (graph edge) crossing service boundaries. In the future, we plan to incorporate new services for extracting even more features from digital objects and store those features in the common graph. This can be based for instance on Linked Data AppStore [7] and would certainly help to identify commonalities between different domains.

The high-level goal of our design is “about making links, so that a person or machine can explore the web of data”, which is a quote from the seminal Tim Berners-Lees note on Linked Data [8]. We try to incorporate as many good design principles from the world of linked data as possible. There are, however, some implementation details which differ from the usual way in which linked data is implemented. First of all, some of the services in EUDAT CDI do not offer HTTP(S) URIs for accessing the data. Secondly, we are in sought of benefits from exploring the graph and applying graph algorithms. Therefore, we decided not to use the RDF [9] end point but rather upload the data to a graph database where people can interact with it. In other words, we squashed together the steps of collecting the data and exploring the data. In the future we can expose the collected data as RDF and SPARQL interface to account for more sophisticated use cases and enable better integration with other infrastructures.

III. IMPLEMENTATION

In this section, we describe some of the implementation details of our work in progress on graph-based data integration. As already explained we follow a bottom-up approach and in the first step extract data from different EUDAT services to create distinct graph models in those bounded contexts. In the next step we integrate the data by connecting the single graphs. To manage graphs we use graph database neo4j [10], a native graph database available under GPLv3 license. It supports full Atomicity, Consistency, Isolation, Durability (ACID) consistency model, and it offers an interactive graphical interface, clients in many different programming languages, and a ReST API, leaving us with many options with regard to integration with other services as well as offering access to end users. neo4j uses property graph as internal graph model. It means that nodes in the graph can have properties and each node can be labeled with (multiple) labels. Labels can be used to divide the entities in the graph into different “abstraction classes”. Properties, on the other hand, describe particular entities. Relations in property graph can have properties and names, they are also directed. neo4j offers quite a flexibility with respect to properties. It is not required that all the nodes have the same properties. Even if they share the same label it is still possible to introduce the heterogeneity. An example would be a graph with nodes representing people where some of the nodes have a property called address (if people decided to share their address) while others do not. This kind of flexibility in the graph model is really useful for evolving the model over time, e.g., when new features are added or more data are collected we can simply add properties to newly created nodes while keeping old nodes valid and potentially update them later. This kind of evolution is proven to be hard in relational databases. For an extensible explanation and comparison of current graph data models we refer the reader to [11].

IV. USE CASES

This section describes the use cases we are currently implementing to showcase the advantages and possibilities that arise from the graph representation of the EUDAT’s data.

B2FIND stores metadata about the digital objects, including their authors, language, and discipline, among others. By structuring this information as a graph, it is easy to infer new relationships from the already existing ones. For instance, if two persons are authors of the same object, then we can assume that they know each other. And if a person recently created objects belonging to a discipline, we can infer that this person works in this discipline. This information can be used, for instance, to look for collaborators with a particular expertise, as well as how to reach them through co-authorship relationships by means of a shortest path query. We plan to further integrate this information with the data coming from the authentication and authorization service, which also stores affiliation of the users. In this way, we can restrict the searches, for instance by finding only experts from a given institution or country. A clear application of this use case is to propel collaboration between researchers based on the identified social-network-like links. But also more technical benefits can be obtained, for instance the location of the data object can be changed based on the expected usage to optimize the access times.

A rather more technical than social use case is fed with the data from the B2SAFE service. There the data objects are registered, replicated to avoid data lost, and made referencable via globally unique persistent identifiers managed by the corresponding administrative domains. The PID can be also used to locate the copies (replica) of data objects across
different federations. A graph database is used to model the ownership of the data, actual replication paths of data objects, and store technical metadata describing the objects. The model also include collections (with metadata descriptions) to extend the limited functionality of the actual B2SAFE back end. There are at least two benefits of this data. First of all, it gives the data owner a good view of the infrastructure and status of their data and thus improve the trust in the CDI. Secondly, the graph database could relate a person to all of its PID and replicas across all federations allowing for better data accessibility.

Both aforementioned use cases can be used to understand the actual data integration we are sought after. Let us consider a graph as the one shown in Figure 2, where the digital objects, identified by their persistent identifiers (12345 and 23456), are gathered from the different EUDAT services. The resources in which an object is replicated, as well as the zones in which a resource is available, are obtained from the B2SAFE service. The authors of a digital object and the discipline related to it can be collected from B2FIND.

The B2SHARE use case is pretty close to the B2SAFE case. There are, however, two important differences. The content in B2SHARE is currently not replicated and there are community-provided metadata descriptions available. The model we are currently using to store this information is pretty straight-forward. For each data object we have an uploader, set of metadata (currently modeled as a single graph node) and set of keywords (each keyword is a separate node). An interesting application of this model is to provide the users with their individual “universe” composed of data objects, keywords, and people. The universe is generated with a breadth-first search of given depth and includes the “most important” objects from the domain. This feature can be incorporated into B2SHARE in the future, combined with the social-like features described in the first use case.

A different kind of use case is implemented by a representative of European Network for Earth System Modeling (ENES), which is one of the EUDAT communities. This climate research community is developing comprehensive Earth system models capable of simulating natural climate variability and human-induced climate change. The use case concentrates on modeling the distributed ENES data federation: the organization of datasets in collections served by data services hosted by data servers. The services come both from ENES community and EUDAT. The sole existence of such an overview contributes to better mutual understanding between a community (ENES) and provider of generic services (EUDAT), potentially resulting in a better usage of services. Since the model includes information about data objects harvested from EUDAT and ENES worldwide data collections, there are some interesting overlaps. EUDAT cataloged data collections are from a later phase of the data life cycle (published archived objects with a DOI assigned). The data are still worked on, thus newer versions of the same collections (or subparts of the collections) are accessible in the ENES data federation. By connecting those two worlds an integrated view of a life cycle of a digital object can be derived and the provenance of single objects and collections can be better tracked and understood.

Finally, the semantic annotations service developed in EUDAT, called B2NOTE is yet another use case for the graph database integration. The goal of B2NOTE is to provide a plug-in to the graphic interfaces of other EUDAT services for human annotation, as well as text mining tools for the automated annotation in the back end. So, the graph database could successfully address and handle the annotation provenance records: who, when, in what EUDAT service and by what tool or machine agent has produced the annotation. The annotations will be then available across all services.

V. CONCLUSION AND FUTURE WORK

In this paper, we reported on our work in progress showing how the graph database technology allows EUDAT to integrate the data across services boundaries to provide features originally missing. We are still in a preliminary phase but the first use cases implementation already lead to some improvements, for example an easier way to walk through relations inside and across the separate services. We design our experiment in such a way that the main focus was laid on the use cases and not on, e.g., selecting the best graph database or best service and data integration scenario. This later subjects remain open until the potential of the approach is positively verified.

In our work, we have identified some challenges. Some of them will follow from our decision not to clone content inside the graph database, but only include metadata. We will have to provide a means to keep the metadata up-to-date and efficiently retrieve the data from all services from all federations. On the higher abstraction layer, we will have to work on identifying integration points between services. Such points will have to be non-intrusive, as we are not going to impose anything on the data models of single services nor communities. To this end, more effort will be made in the data cleansing process. Lastly, although this is not yet a formal requirement, we are considering an offering of an RDF endpoint, for instance, to facilitate data exchange with other infrastructures.

Among the most promising improvements identified so far, is the potential to offer better user experience by making the borders between services less visible and less relevant to the users. After a successful integration of the data, all the information will be available in all the services. The better user experience is also given by the possibility to add social-network-like features to the existing services and offer links to explore the data domain of EUDAT. In particular, a much more powerful and customizable searching functionality can be implemented based on the data collected in the graph database. Finally, the integrated information can be used to better understand the community domains, access patterns and use cases, and the EUDAT CDI itself to tune it accordingly.
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Abstract—Data exchange systems have made it possible to link platforms, apps, wearables and share the users’ data. Apart from personal data, collected by the platforms, also user generated content may be shared. However, sharing the content brings various intellectual property (IP) issues into play — on top of privacy matters. So, sharing creative content requires authorization from the content owner. But who is the content owner in respect of content shared online? From whom and how can a service provider obtain rights on use of the content? In this article, we explore some legal issues associated with content sharing and provide solutions on how these issues may be resolved.
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I. INTRODUCTION

Many platforms, like Facebook, Fitbit and Twitter, release their application programming interfaces (API) for the purposes of data sharing. By doing so, they offer third party service providers a technical possibility to access and share users’ data. Through a platform API, a third party service can connect to the platform and exchange data with it. Apart from the user’s personal data, such as name, date of birth, etc., the platform may also store content generated by the user. Such content, if produced by intellectual creation, may be protected by intellectual property rights (IPR).

While processing and sharing the users’ personal data is subject to the law on data protection and may require consent of the user, the processing of IP protected content will be subject to intellectual property law and, unless exceptions apply, require authorization of the right holder (who is not necessarily the user). In the case of personal data, the user behind the data is normally identified or at least identifiable. Hence, the user to whom the data relate has the right to decide with whom and how to share his data. However, in the case of user-generated content, which is freely shared among the networks, the question about who is the right holder and may decide on its exploitation is often complicated by the unclear origin of the work. Creative content may be produced by a user who uploads such content, or it may also be created by a group of users (who would share copyright in it together), or it may be a result of post-processing of someone else work (requiring permission by the latter), etc. When a user posts some creative content to the platform services, it does not mean that the user is the copyright owner or even has the right to upload such content and share it with the public. On the other hand, almost all forms of online communication require copying and distributing creative content, thus becoming copyright-related [1]. This makes it necessary for service providers, engaged in spreading user generated content, to obtain a copyright license. However, a problem arises when the holder of rights in creative content is not that easy to identify. In such a case, how should the service provider go about obtaining the relevant license?

In this paper, we explore legal issues such as these, associated with content sharing and content licensing and suggest some options as to how service providers may get rights in order to carry creative content and provide their services to their users.

This paper is organized as follows. Section II provides insight into data sharing in clinical research. Section III describes the types of data collected by the platforms. Section IV then deals with IP rights in content and IPR implications by content sharing. Data sharing via API exchange systems follows in Section V. Section VI deals with licensing implications. The overall findings are summarized in Section VII.

II. DATA SHARING IN CLINICAL RESEARCH

Data sharing is widely used now as a way to increase service functionality. Many service providers offer an option to share content via Facebook, Twitter, etc. Increasingly, too, the research community is looking into data sharing as a potential resource for expanding research.

One such ICT research project funded under the EU 7th Framework Program is ‘MyHealthAvatar’ (full name “A Demonstration of 4D Digital Avatar Infrastructure for Access of Complete Patient Information”, abbreviated to “MHA”) This aims at creating a platform, “…that offers access, collection and sharing of long term and consistent personal health status data through an integrated digital representation of an in silico environment, which helps to deliver clinical analysis, prediction, prevention and treatment tailored to the individual citizen” [2]. Various possibilities are being investigated to allow, inter alia, connecting the avatar to hospital records, and to third party social networks (e.g. Facebook, Twitter, etc.), to extend the population of medical data within the platform.

III. PLATFORM DATA

Because the MHA project is engaged in clinical research, lifestyle platforms Fitbit [3], Withings [4] and Moves [5] are the primary sources for data sharing. Also, the social platform Twitter is being explored for linking, but rather because of the role of Twitter in spreading the content, than the nature of the data, which Twitter stores.
The information stored on these platforms may have different value and quality in terms of the law. Personal data and user-generated content are the two major categories of information processed by the service providers. The processing of these two types of information is subject to different legal rules.

A. Personal Data

Most social platforms collect in one way or another data related to the user. Usually, platforms ask the user to provide some personal information, such as name, date of birth, e-mail, etc., when creating a user account.

Data, which may be associated to a particular user, who is identified or may be identified by some parameters or features, will qualify as personal data. Personal data comprises “any information relating to an identified or identifiable natural person ('data subject'); an identifiable person is one who can be identified, directly or indirectly, in particular by reference to an identification number or to one or more factors specific to his physical, physiological, mental, economic, cultural or social identity” [6]. Processing of personal data is subject to the law on data protection.

Data collected by wearable devices, such as Moves, Fitbit and Withings, would normally have the status of personal data. Moves collects data from a mobile application (Moves App), which records walking, cycling and running, which the user does while the application is on [5]. The major part of Fitbit data also comes from wearables, which track the physical activity of the user. The collected data may include the number of steps taken by the user, heart rate, calories burnt, etc. “Every time Fitbit owners walk by their wireless base station (Bluetooth dongle and computer), data from their Fitbit device is silently uploaded in the background to fitbit.com.” [7]. The user can also enter certain data to fitbit.com manually, such as sleep logs, food logs, other activity logs.

According to European data protection law, data concerning the user’s health falls into a special category of sensitive personal data. Processing of sensitive data has to comply with more stringent legal requirements than those applicable to processing of personal data as such [6]. The sharing of sensitive health related data among the platforms raises multiple legal issues and privacy concerns, which have been described elsewhere [8], [9] and are outside the scope of the present paper.

The data recorded by the tracking devices or data entered by the user manually, which does not involve any creative input would normally qualify as personal data (with a higher or lower degree of sensitivity). Another quality may be attributed to data generated by the user himself, such as comments or images taken by the user. These types of data may expose certain parameters relating to a particular user (such as when a user is marked as the author), thus falling into the category of personal data. At the same time, this data may comprise creative input invested by the user (or another person), thus qualifying as a copyright work. Creative content, related to a particular person, such as marked as author or captured on a picture, would be subject to both legal regimes: the law of copyright and data protection at once.

B. User Generated Content

Most online platforms, either lifestyle or social, allow their users to submit their own content, like text, photographs or other data and information. Any data, which is produced and supplied to service providers in digital form constitutes “digital content” [10]. Such content may include “computer programs, applications, games, music, videos or texts, irrespective of whether they are accessed through downloading or streaming, from a tangible medium or through any other means.” [10]. Digital content created and provided to the online services by the users and made by such means accessible directly to the public is commonly referred to as “user generated content” [1]. If produced by intellectual effort, such content may be protected by IP rights (IP protected content).

C. Copyrighted Content

A number of items uploaded to the platform services, including images, melodies, videos, commentaries, etc., by showing a certain degree of creativity may relate to original intellectual creations in the literary or artistic domain and constitute works protected by copyright [11]. A comment where the user “through the choice, sequence and combination of those words ... may express his creativity in an original manner and achieve a result which is an intellectual creation” [12] would qualify as a copyright work and be protected as such. Also, a picture taken by a user exercising free and creative choices thus stamping a picture with his personal touch [13] should be copyright protected.

However, just as data protection law has certain requirements for processing of personal data, so too will the use of copyrighted content on the digital services need to comply with the rules of copyright law. We look further at the substance of these rules below.

IV. IPR Issues in Content Sharing

A. Protected Rights

Whereas reading a book or listening to music does not create a copyright relevant action, the upload of a photo to online services, sharing music online or streaming may produce a copyright relevant action. The reason is that, in contrast with the case in which there is simple perception of the work by a viewer or hearer, technical actions of this kind involve a degree of copying or communication to the public.

Reproduction and communication to the public may also be carried out by service providers in the course of providing their services. Thus, transmission of content items between and/or on behalf of the user, the upload and hosting of content items on the platform facilities, or making the content items available to the others may qualify as one or another copyright relevant action and, unless exceptions apply, require authorization by the right owner.

Because the “fair use” doctrine [1] and exhaustion of copyright do not apply to the digital content commonly shared via online services [15], service providers who deal
with the user generated content would normally require a copyright license from the user.

B. Content License

Platforms usually obtain such a license on use of IP protected content when the user registers for a platform account and agrees to the platform terms. As a rule, a content license is incorporated into the platform terms of use and constitutes part of the agreement between the provider and the user.

Normally, platforms acquire a complete copyright license, which allows them to perform any actions with the user’s content as required to provide their services. A typical content license is granted on a royalty-free, non-exclusive, perpetual, worldwide basis and includes the sublicensable right of reproduction, modification, distribution, communication and making the content available to the public. For instance, Fitbit users grant Fitbit a “perpetual, irrevocable, non-exclusive, worldwide, royalty-free license, with the right to sublicense, to reproduce, distribute, transmit, publicly perform, publicly display, digitally perform, modify, create derivative works of, and otherwise use and commercially exploit any text, photographs or other data and information you submit to the Fitbit Services (collectively, “User Generated Content”) in any media now existing or hereafter developed, including without limitation on websites, in audio format, and in any print media format.” [16]. Similar content license conditions may be found in the terms of other platforms, like Twitter and Withings.

V. Data Sharing via API Exchange Systems

As mentioned, most platforms, which collect information from their users, be it personal data or digital content, allow the sharing of such information via API exchange systems. However, in allowing third party services to use an API, platforms normally do not allow the use of creative content, which they store.

A. API Exchange Systems

API stands for application programming interface and is an element through which software interact and exchange information with each other. The use of a platform API allows external applications to communicate with the platform and access the platform data (if a platform allows this). In legal terms, an API can be defined as an element of a computer program, which provides for “a logical and, where appropriate, physical interconnection and interaction ... to permit all elements of software and hardware to work with other software and hardware and with users in all the ways in which they are intended to function.” [17]. For example, when a word processor sends a document to a printer, the word processor talks to the printer driver via API [18]. Although an element necessary for interoperability, API is a constituent part of a platform and usually released into use under an API license. This then allows software developers to use platform APIs in order to develop compatible apps designed to interact with a platform and exchange users data.

B. API License

As may be observed, when platform operators release platform APIs, they enable third party services to connect to the platform and share the data. Therefore, a typical API license is generally limited to the purpose of data sharing. For instance, Fitbit allows use of Fitbit API “to develop Applications designed to interact with and enhance the Fitbit Platform, to retrieve or post Fitbit Data, subscribe to User Data-feeds and render and display information in external applications according to these Terms of Service” [19]. As a rule, a personal, non-exclusive, non-transferrable license is granted.

Whereas an API license allows use of API for data sharing, it is, as previously noted, mostly the case that rights on the use of content itself are not included, unless such rights are expressly granted. In these circumstances, third party service providers, who intend to carry user generated content on their services, need to get the content license by themselves. The ways in which service providers may do this are described below.

VI. Licensing Implications

There are several options how a service provider may obtain rights on use of content. One is to get the rights from the platform. Another possibility is to obtain a content license directly from the user himself. However, both of these options carry further legal implications. These implications can relate to copyright ownership, validity and survival of rights, applicable contract type, form requirements, etc, and may vary from jurisdiction to jurisdiction. Some key points in this respect, which are relevant to cases of content licensing by linking, are discussed below.

A. Content Sublicense from the Platform

Platforms, which have a sublicensable content license, have a right to sublicense their rights, which, however, they rarely make use of.

In fact, out of the considered platforms, it appears that only Twitter, when licensing its API, grants developers rights to use the content. In particular, Twitter accords the developer “a non-exclusive, royalty free, non-transferable, non-sublicensable, revocable license...to...Copy a reasonable amount of and display the Content on and through your Services to End Users...; Modify Content only to format it for display on your Services” [20].

First, Twitter has the right to sublicense its rights in content because the user grants to Twitter “a worldwide, non-exclusive, royalty-free license (with the right to sublicense) to use, copy, reproduce, process, adapt, modify, publish, transmit, display and distribute such Content in any and all media or distribution methods (now known or later developed).” [21]. As explained by Twitter, the user authorizes not only Twitter to make the user’s Tweets available to the public, but also “let others do the same.” [21]. Second, the user generated content is included into the term “Content”, which may be shared via Twitter API. In the Twitter API license agreement, the term “Content” covers
“Tweets, Tweet IDs, Twitter end user profile information, and any other data and information made available to you through the Twitter API or by any other means authorized by Twitter, and any copies and derivative works thereof.” [20].

In contrast, as follows from the API license terms of other platforms, in particular Fitbit and Withings (which also carry some user generated content), express grant of rights on use of the content is not included. If we consider Fitbit, and also Withings, it is rather unclear whether they allow connecting services to use and re-post the user’s content on their services or not.

Thus, dealing with Fitbit first, it also hosts some user generated content and has a sublicensable content license [16]. Fitbit allows data sharing via its API, but ‘User Generated Content’, as defined in the Fitbit Terms of Use [16], is not included in the scope of Fitbit Data, which may be shared via Fitbit API. The Fitbit Data, as defined in the Fitbit API license agreement, covers “the user data collected from the Fitbit Tracker and made available to you through the API” [19]. Fitbit allows a third party service provider to “use the API to retrieve or post Fitbit Data, subscribe to User Data-feeds and render and display information in external applications” [19], but Fitbit is silent on the rights to re-post the User Generated Content. At the same time, Fitbit is rather clear in not allowing developers to “upload or otherwise transmit any content that you do not have a right to transmit under any law or under contractual relationships” [19]. However, whether the term “content”, as used in the Fitbit API license agreement, covers also “User Generated Content”, as defined in the Fitbit Terms of Use (and which a third party service provider may not transmit on its services) is for Fitbit to answer.

A similarly unclear content licensing practice is pursued by the lifestyle platform Withings. Withings also provides a function to submit users’ comments and opinions to Withings website. Withings also obtains “a sub licensable, right on a worldwide basis to represent and reproduce your commentary and/or opinion in whole or in part, in a linear manner or not on any media, such as the Website, press review or advertising, presentation or any physical or digital media as long as the rights shall enjoy legal protection” [22]. By licensing its API for data sharing, Withings allows use of API to “exchange data concerning you, Withings or Withings’ Products and Services Users” [23]. As long as a commentary or opinion can be related to a Withings user (for instance, when the user is marked as the author), then the user’s comments may be considered as relating to the user and included into the scope of data, which may be shared via Withings API. On the other hand, if Withings expects to make use of the user’s comments or opinion, such as in an advertisement or third party website, Withings should contact the user. In cases where it is unable to reach the user, or upon the user’s request, it also reserves the right to use the user’s commentary or opinion without identifying the user as the author [22]. At the same time, this wording and practice of Withings makes it questionable whether a third party service designed to interact and share data with Withings may re-post the user’s comments on its services or not.

In the absence of an express term, an implied license on use of copyrighted content may be presumed. However, an implied license may not be regarded as a reliable instrument for getting the rights because of varying interpretation rules and the copyright licensing implications, which we consider next.

B. Impressed Copyright License

The legal strength of an implied license as a basis for using copyrighted content is relative and depends on the rules on interpretation of agreements and court practice. The rules on interpretation of agreements vary from jurisdiction to jurisdiction and relevant domestic case law is rather scarce. If an agreement is to be interpreted by purpose, as is typically the case under the German or English law, then in the absence of an express term an implied license may be presumed. Hence, a UK court might depending on the facts of the case accept an implied copyright license where such license is “necessary to give business efficacy to the contract” [24]. If accepted, an implied license would be limited to the purpose of contract. In the context of an API license agreement limited to the purpose of data sharing, it may be argued that a developer might be entitled to an implied personal, non-assignable and non-sublicensable, royalty free copyright license to access, copy and re-display the user’s content on its service as necessary to provide a service to the user. Such implied copyright license might be considered as justifiable for data sharing with a platform whose data assets subsist for the most part in the user generated content, like Twitter, for example. Otherwise, i.e. in the absence of such an express content license, the principal goal of using the API for data sharing would be lost.

In contrast, most data assets of lifestyle platforms Fitbit or Withings come from the tracking devices. It is obvious that exactly such lifestyle data is a target for data sharing. Some smaller part of Fitbit and Withings data may comprise creative content produced by the users, such as comments, opinions or photographs. But, in comparison to the volume and value of the lifestyle data, it is hardly arguable that such user generated content would constitute the primary goal for data sharing. Under these circumstances, it is doubtful how far a content license in the Fitbit or Withings API license agreement is “necessary to give business efficacy to the contract”. Hence, the chance that an implied content license as granted by Withings or Fitbit under an API license agreement would be accepted by the court is arguably fairly low. Under the rules of verbal interpretation of agreements (as may be the case under the Russian law [25], for example), the prospects for an implied content license may also be assessed as negative. According to oral interpretation, a right, which is not expressly granted is to be considered as not granted at all.

C. Content License from the User

Alternatively, as noted, a service provider may get a license on use of the content from the user. The core legal issue here is that the user, who introduces creative content to
the platform, is not necessarily the author with the right to make such content available to the public.

According to the rule of first ownership in copyright, it is the original author, who created a work and who owns copyright in it [26]. Creative content may be generated by a group of people, sharing co-authorship and copyright respectively. Such content may also be produced by re-using and/or transforming pre-existing copyright works [1]. The latter type of content might fall into the category of derivative works. The use and sharing of such derived content would be legitimate if permission on transformation of the prior work and making such derivative work available to the public is obtained from the original copyright owner.

Some platforms try to address this situation by making the user guarantee that he has the rights to share the content, which he introduces. Such a provision, by which a user represents and warrants that he has obtained all necessary rights and licenses required to allow posting of any content posted by the user [16], may be found in the terms of some platforms. However, though such clause may have effect and be enforceable under the US law, it may not survive the control of general terms and conditions provided for under the German law [27]. Instead, the inclusion of such a clause into the terms of a service provider established in Germany (or also in other jurisdictions) needs to be considered on a case-by-case basis.

As noted earlier, platform operators usually get a content license from the user by incorporation of such content license into the platform terms. The user, at the time of registering an account or using the platform services, accepts the terms - and by so doing grants rights on use of his content to the platform - [16]. In the absence of other plausible options, this approach may also be extended to other service providers who intend to carry the user’s content on their services.

Regarding the scope of the license, as we saw, platform operators typically acquire the rights, which they consider necessary to provide their services. As a rule, a non-exclusive, royalty free, worldwide, non-assignable license to copy, reproduce, display, transmit, distribute, post, publish, modify, produce derivative works, make the content available to the public in the media, in the form and via distribution methods, known and later developed is specified [16]. Such scope of rights may also be considered as sufficient for third party services.

However, it is not advisable to copy this scope of license verbatim, because a license term, which can have validity for the US based platform, may have no legal effect for a service provider established elsewhere. It may be noted, that the terms of most platforms, including Twitter, Fitbit and Withings, are governed by US law. Whereas the content license, which allows exploitation of content “in any media now existing or hereafter developed” [16] granted in this form, i.e. via clicking the “Accept” button, may have effect and be enforceable under the US law, this may not be the case under the national law of some EU member states. Thus, the German Copyright Act, Article 31a, requires that contracts concerning unknown types of exploitation be made in writing [28]. Also, under UK copyright law agreements as to future ownership of copyright would only be enforceable if evidenced in writing [24]. In this regard, the UK Copyright, Designs and Patents Act, section 91 (1), provides that agreements in relation to future copyright be made in writing. “Future copyright” in this context means “copyright which will or may come into existence in respect of a future work or class of works or on the occurrence of a future event” [29]. Thus, for such a license to be enforceable in Germany or the UK, it would need to be signed via handwritten or e-signature by authorized representatives of the parties, which can hardly be expected in a license agreement concluded online.

From this observation, it may be noted, that a form, in which one or another type of copyright license needs to be obtained in order to have legal effect, should be considered on a case-by-case basis and depending on the jurisdiction where the service provider is established.

VII. SUMMARY AND RECOMMENDATIONS

In this paper, we have described some core legal issues associated with content sharing on digital services and by linking the platforms and apps, in particular.

To summarize the main points, a service provider carrying some user-generated content on its platform needs to have an IP license to do so. Platform operators, who host and transmit user-generated content, typically acquire a copyright license from the user who uploads the content. Such a content license is normally included into the platform terms, which the user accepts (and thereby grants a content license to the platform) when the user signs up for the platform services. Normally, it is non-exclusive, non-assignable, worldwide royalty free license with the right to sublicense. The scope of rights normally covers the whole spectrum of copyright relevant actions, which a platform may need to perform for providing its services. The basic rights of reproduction, distribution and communication to the public are typically included.

Third party service providers who intend to exchange data with social platforms via API exchange systems, such as via apps designed to communicate with a platform via API, may obtain the rights on use of the content from the platform or from the user. In cases where the rights on use of the user generated content are incorporated into and granted under the API license agreement (such as is done by Twitter), an external service provider may rely on the content license from the platform (subject to its validity) and does not necessarily have to obtain a separate content license from the user.

In the absence of content license from the platform (and due to the absence or weak legal strength of other alternatives), the remaining option would be to obtain a license on use of the content from the user himself. In this case, a service provider may follow the practice of platform operators, i.e. include the content license into the service terms and make acceptance of the terms by the user a prerequisite of using the service. However, when following this practice, re-use of the content license verbatim is not encouraged. First, the terms in question may themselves be copyrighted and not be reproduced without authorization of
the right holder. Second, a license granted on the terms and in the form, which have legal effect in one jurisdiction may be challengeable and subject to the risk of being declared invalid by the court in another.

As we have seen, there are multiple copyright issues, which are inherent to the sharing of creative content and which service providers need to handle. However, as is also apparent, the methods and means of dealing with such issues may vary depending on the legal and technical background. The issues, which need to be looked at include the following: what type of data is stored and is to be shared with the platform? Will the user generated content be stored by the platform? Does the platform grant the rights on use of the content via API license agreement or not? What scope of rights is needed for provision of the service? And in what jurisdiction is the service provider established? Therefore, there is no hard rule, which may be considered as applicable and advisable to all service providers. Rather, these matters will need to be assessed as part of arriving at a satisfactory legal solution in each particular case.
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**Abstract**—The basic principle of Open Data is that data should be freely available to the public to use it without restrictions from copyright or other mechanisms of control. Open Data has benefits including improvements in transparency, productivity, integrity, and accountability. However, at what cost do these benefits come? Relatively little work has been done in quantifying the costs of Open Data in comparison to quantifying the benefits. In this paper we provide a case study on the Open Data initiatives within the City of Gold Coast council. We provide a detailed analysis and description of the processes and people involved in opening data sets and provide estimates for the time involved for each participant in the process. We also explore methods to reduce the time and costs involved through the use of automation. By providing cost models for the Open Data process, organisations will be better equipped to formulate and budget for Open Data strategies.
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I. INTRODUCTION

Open Data is a broad term that has been described by the Open Data Institute as “accessible at marginal cost and without discrimination, available in digital and machine-readable format, and provided free of restrictions on use or redistribution” [1]. Even though the term, Open Data, is used to describe all forms of Open Data, it is commonly associated with Government Open Data [2].

Open Data provides both economic and non-economic benefits. By making data openly available to the public, there is more transparency within the government providing the potential for reduced levels of corruption [3]. In 2007, $3.2 billion of misused funds were detected in Canada through the use of Open Data [4].

A report by McKinsey Global Institute [5] found that Open Data can unlock $3 trillion in economic value annually across seven sectors including: education, transportation, consumer products, electricity, oil and gas, health care, and consumer finance. In the United Kingdom, publishing data on cardiac arrests has estimated to have reduced mortality rates, which in turn has an economic value of £400 million per annum, an example of both economic and non-economic benefits [6].

Despite the many benefits of Open Data, the processes involved in making data openly available come at a cost. Given the recentness of Open Data, little work has been done in capturing the cost. However, it is important for organisations to understand the costs involved to make strategic decisions in their Open Data strategies in terms of what data will be made available, how it will be published, and how frequently it will be updated.

In this paper, based on an ongoing collaboration between Griffith University and the City of Gold Coast, we investigate the processes involved in opening data and provide a model for estimating the costs involved.

In Section II, we describe the requirements of Open Data in more detail providing an understanding of the deliverables of an Open Data process. We also explore existing attempts at quantifying the cost of Open Data. In Section III, we specifically focus on the City of Gold Coast’s Open Data strategies which we have been working closely with since its inception. In Section IV, we consider the drivers generating demand for Open Data. In Section V, we describe the current process used by the City of Gold Coast to make its data open. In Section VI, we attempt to capture the costs involved in activities, actors, and time in the Open Data process. In Section VII, we look at ways to reduce the cost of the Open Data process through automation. In Section VIII, we discuss the results from our investigation into the cost of Open Data. In Section IX, we provide conclusions and directions for future work as a result of this study.

II. BACKGROUND

In this section, we describe state-of-the-art definitions and standards of Open Data. The requirements of Open Data have an impact on the processes involved in producing it, and hence the cost. The definition of Open Data first begins with the definition of ‘Open’.

A. Open Definition

The Open Knowledge Foundation provides the Open Definition, now at version 2, as “Knowledge is open if anyone is free to access, use, modify, and share it subject, at most, to measures that preserve provenance and openness” [7]. The Open Definition does not describe how the data is to be made available, but focuses on the policies of the availability of the data. Existing organisations often have a culture where data is not open by default. Therefore, part of the Open Data process is to adopt new policies around openness and educating data custodians to adopt a new culture around Open Data.

B. Sunlight Foundation Open Data Principles

In 2010, the Sunlight Foundation defined 10 principles of Open Data (extending the previous 8 Sebastopol Principles): Completeness, Primacy, Timeliness, Ease of Physical and
Electronic Access, Machine readability, Non-discrimination, Use of commonly Owned Standards, Licensing, Permanence, and Usage costs [8].

Many of the Sunlight Foundation principles are now covered in the Open Definition 2.0, specifically the last five principles listed above. The first five principles however introduce a burden on the data custodians to ensure that the data they provide is in formats that machines can understand. Providing data in raw, primal, machine-readable form may at first appear simple, however rarely do organisations simply export their data in raw format. For example, much data today is stored in relational tables and simply exporting it would introduce problems such as interpreting the internal schema and exposing private fields. In reality database views must be constructed to produce the Open Data. However, if the data is already made available publicly, for example in PDF form, it is possible that the database views used to generate the data in the PDF will already exist and can be used for the export.

C. 5-Star Linked Data

Based on our experience, raw, unprocessed data can make Open Data less accessible [9]. Tim Berners-Lee introduced the 5-star Linked Open Data framework with an emphasis on technical accessibility [10]. Each level makes the data more accessible to applications. The five levels of the Linked Open Data framework are shown below:

1) Make the data available on the web in any format with an open license.
2) Make it available as structured, computer-readable data (not in image or PDF formats).
3) Use non-proprietary formats such as CSV and XML.
4) Use URIs within data so that other websites can point to resources
5) Link data to other data to provide context.

Berners-Lee’s focus on linked data is related to his work on the semantic web [11]. The requirement to provide URIs within data which point to other resources and provide context creates another burden for Open Data providers.

D. Open Data Accessibility Framework

Based on their work with the City of Gold Coast, Faichney and Stantic [9] proposed the Open Data Accessibility Framework (ODAF), which can be seen as an expansion of the third level of the 5-star Linked Data. In our experience it is more useful for Open Data consumers to improve the technical accessibility of Open Data than providing linked data. The ODAF is described using the following six criteria:

1) Resource Naming.
2) Data Coalescing.
3) Data Filtering.
4) Data Consistency.
5) Data Formats.
6) API Accessibility.

The above criteria improve usability of the Open Data for Open Data consumers but places an extra burden on the Open Data providers.

E. ODI Certificates

The Open Data Institute (ODI) has developed the Open Data Certificates [12] which combine the Sunlight Foundation Principles and 5-star Linked Data frameworks into four levels of Open Data access, which are:

- **Raw** – A great start at the basics of publishing open data.
- **Pilot** – Data users receive extra support from, and can provide feedback to the publisher.
- **Standard** – Regularly published open data with robust support that people can rely on.
- **Expert** – An exceptional example of information infrastructure.

The Expert level technical requirements can be summarised as follows:

- Provide database dumps at dated URLs,
- provide a list of the available database dumps in a machine readable feed,
- statistical data must be published in a statistical data format,
- geographical data must be published in a geographical data format,
- URLs as identifiers must be used within data,
- a machine-readable provenance trail must be provided that describes how the data was created and processed.

F. Quantifying the Cost of Open Data

As can be seen in the previous subsections a lot of work has been done in determining the requirements of Open Data, and providing mechanisms to evaluate and rate the quality of Open Data, primarily with the Open Data consumer in mind. However, how much will it cost the Open Data producers to fulfil the preceding requirements?

The Open Data Institute has identified that there are costs associated with technical work, administration and governance, and building skills capacity [13]. However, no attempts were made at quantifying the costs.

The Transit Co-operative Research Program (TCRP) conducted a survey of 60 respondents working with transit data and reported a broad range of hours required to work on Open Data [14]. The survey identified the following types of costs associated with Open Data:

- Staff time to update, fix, and maintain data as needed
- Internal staff time to convert data to an open format
- Staff time needed to validate and monitor the data for accuracy
- Staff time to liaise with data users/developers
- Web service for hosting data
- Publicity/marketing
- Consultant time to convert data to an open format
III. CASE STUDY: CITY OF GOLD COAST

In this paper we investigate the costs of opening data through a case study with the City of Gold Coast Council, located within the state of Queensland, Australia. The City of Gold Coast is the second largest council in Australia. In this section we provide an overview of the City of Gold Coast's Open Data strategy.

In 2013, the City of Gold Coast appointed an Enterprise Architect with the purpose of implementing an Open Data strategy. Their commitment to Open Data was also demonstrated by sponsoring the GovHack Gold Coast competition in 2013. GovHack is a national hackathon organised by the federal government. The City of Gold Coast have since sponsored GovHack in 2014 and 2015.

In addition to implementing an Open Data strategy the City of Gold Coast supported and sponsored three apps developed by Griffith University which utilise Open Data: Access GC, GC Dog Parks, and GC Heritage. The three apps all utilise geospatial Open Data integrated with other data sets. Griffith University’s work with City of Gold Coast Open Data led to the development of the ODAF presented in the previous section.

In 2015 a new Enterprise Architect for Open Data was appointed initiating increased collaboration with external organisations. For example they are active participants of the ODI Queensland branch and hold regular Open Data Working Groups for the Gold Coast region. The City of Gold Coast’s philosophy is Open by Default, a concept promoted by ODI. The work in Open Data is broadening to now include Smart Cities, recently signing a Letter of Intent with the Open and Agile Smart Cities initiative.

The City of Gold Coast Open Data is published on the data.gov.au national data portal hosted by the federal government. The City of Gold Coast has published 61 data sets and is ranked 5th in Australia according to the Open Data Census [15].

In the following sections we detail the processes involved to make a data set open and then identify the costs associated with the process.

IV. SOURCES OF DEMAND

The concept of Demand-Driven Open Data (DDOD) has recently been promoted by the US Department of Health and Human Services (HHS) as the main driver for opening data [16]. The purpose of DDOD is to create value for the ‘customer’. The process is managed with use cases, which define a clear and concise definition of a desired outcome.

In the City of Gold Coast, three sources of demand for Open Data have been identified, as shown in Figure 1:

1) External Entities
2) Business Users
3) Open Data Team

As in DDOD, external entities may make requests for Open Data. However, so far this has represented only a small portion of requests for Open Data. The majority of requests have come from the Open Data Team themselves. The Open Data Team conducted a survey where participants indicated their interest in data sets listed in the information register of publicly available data sets and ranked the data sets by interest. The information register of publicly available assets existed before the Open Data initiative within the council, however it is worth noting that even though the data was ‘publicly’ available, it was not necessarily ‘open data’ in terms of being available electronically and in a machine readable formats. The Open Data Team has been progressively releasing data based on the demand indicated from the survey.

Finally the Business Users, i.e., people within a Business Unit within the organisation, may make a request for Open Data themselves. This may be motivated by a reduction in costs associated with the existing process of other entities requesting data. By making the data open, the costs of managing that process will reduce.

V. HIGH-LEVEL OPEN DATA PROCESS

The process for opening data is outlined in Figure 2. The Open Data process begins with the Business User making a request for a data set to be opened. Note that the Business User’s request may have been initiated by one of the three sources of demand in the previous section. It is also important to note that the Business User is the custodian of the data.

A. Request Data Publication

The Business User begins by making a request for a data set to be opened. This may either occur electronically via email to the Open Data Team or may involve interaction with a Business Relationship Officer. It is important to capture the possible interaction of the Business Relationship Officer in the request process in terms of determining the cost of Open Data.

The Open Data Team receives a request for Open Data which includes details on the types and forms of data required. After reviewing the data set the Open Data Team may elect to agree to publish the data.

The remaining flow is determined by how the data is stored:

1) Relational Database
2) Geospatial Information System
3) Spreadsheet or other file format

B. Opening Relational Data

Data in relational databases is relatively easy to publish once a database view has been created. Creating the database view however may be challenging as it can involve complex SQL queries that may cross multiple tables and databases. In the City of Gold Coast a large portion of the business data is stored within SAP databases.

C. Opening GIS Data

In the City of Gold Coast there currently isn’t a mechanism to create a ‘view’ of GIS data in the same way as relational databases. As a result the data must be exported from the GIS system as a file in a common GIS format such as KML, SHP, or GeoJSON.

D. Opening File Data

Other data may be stored in individual files, such as spreadsheets. These files can be published as is. However, if they need to be modified this will be a resource intensive phase, generally more so than the publication of database or GIS data.
E. Privacy Concerns

Data may need to be de-identified to ensure privacy policies are not breached. This may involve the removal of columns or tags from data sets, or only releasing aggregate data views.

F. Test Data Review

Before publication the Business User is sent a sample extract of data to be published. The Business User confirms whether the extracted data is correct.

G. Automation

If data is to be released periodically, an automation process can be established. Currently in the City of Gold Coast data publication is only automated if it is updated more frequently than yearly. Database views are relatively simple to automate. GIS and file-based data currently still involves human intervention. Automation is discussed in more detail in Section VII.

H. Approve for Publishing

Once the automation process is implemented, the Business User may approve the data for publishing. Data is currently published to the national Open Data portal data.gov.au. It is made available on data.gov.au initially with private access to ensure the processes are working correctly. Once the Business User approves the publication of data, the data set is made public by the Open Data Team.

VI. Cost of Open Data

In this section we aim to model the cost of the Open Data process. The main cost in the Open Data process is staff time. Since the cost of staff time varies between organisations, cities, and countries, we will model our costs as a proportion of a staff member’s time. Table I shows our estimate for the number of full-time equivalent (FTE) days spent for a single data set. Note that the total of 6.5-16 days is not the wall clock time required to release a data set as some work can be performed in parallel and multiple data sets can be released simultaneously if multiple staff members exist on the team, likewise the wall clock time may be longer if there are delays in the process such as organising meetings at a future date.

The City of Gold Coast has one member in the Open Data Team being the Enterprise Architect for Open Data. The Enterprise Architect has other responsibilities, such as developing strategies and policies for Open Data and engaging with the community. This limits the amount of time dedicated to releasing new data sets. Approximately 40% of the Enterprise Architect’s time is dedicated to releasing data sets. The above table indicates that 1-3 days are required to release a data set, which approximately correlates with the current output of around 40 data sets a year by the City of Gold Coast.

The ranges provided indicate variations in complexity. Data sets which involve more files will take longer to publish. Each data set published to the data portal requires the data set to be registered and a unique key provided which is used for subsequent updates to the file. The complexity will also depend on the data. Database views are generally the most complex to formulate. GIS data exports are often simpler as the required

<table>
<thead>
<tr>
<th>Actor</th>
<th>FTE Days/Data Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open Data Team</td>
<td>1-3 days</td>
</tr>
<tr>
<td>Business Users</td>
<td>2-5 days</td>
</tr>
<tr>
<td>Business Relationship Officer</td>
<td>0.5-1 day</td>
</tr>
<tr>
<td>Analyst</td>
<td>2-5 days</td>
</tr>
<tr>
<td>Integration Analyst</td>
<td>1-2 days</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>6.5-16 days</strong></td>
</tr>
</tbody>
</table>
VII. AUTOMATION

Automation can be utilised to reduce the cost of releasing periodic data and can also reduce human errors that can be introduced when repeatedly releasing data. The City of Gold Coast has two primary mechanisms for automating the release of data:

1) Database Views
2) Automatic File Upload

Both approaches upload data to the data portal at regular intervals. The data portal utilises the CKAN content management system. The first approach is completely automated. Database views are generated and the results uploaded to the data portal via a script. GIS and other file data is currently produced manually resulting in a file to be uploaded to the data portal. To simplify this process, a network directory is monitored, when a file is copied to the network directory it is automatically uploaded to the respective section of the data portal. This reduces the time required by the staff that administer the data portal.

Automation is able to reduce the cost of releasing data on an ongoing basis. However it will require further time upfront to establish the automation process. This additional time requires the Integration Analyst to implement and test the automation procedure and the Business User to confirm that it is working.

Some of the automation procedures can be reduced across data sets. The City of Gold Coast spent 20 days building their current automation system.

VIII. DISCUSSION

As can be seen in the previous sections, Open Data has a cost. Do the benefits of releasing Open Data outweigh the costs? The literature so far indicate that the benefits of Open Data outweigh the costs, this conclusion has been determined by estimating the overwhelming benefits without providing finer grained analysis of the processes and costs involved in releasing Open Data. In this paper, we have looked at staff time which correlates with a financial cost and can be evaluated against a financial benefit. However there are other non-financial benefits to releasing Open Data such as transparency and social benefit. Can we evaluate the non-financial benefits against the financial costs? We don’t think it is necessary to draw a connection between the financial cost of Open Data and the non-financial benefits. Modelling the cost of Open Data is
sufficiently important for organisations to help plan their Open Data strategies.

IX. CONCLUSIONS AND FUTURE WORK

In this paper we have reported our collaboration with the City of Gold Coast in capturing the costs involved with releasing Open Data. Some studies have reported the macro-economic benefits of Open Data, but relatively little has been done in capturing the cost. In this paper we report the processes currently used by the City of Gold Coast and estimate the roles involved in opening data and the FTE time required by staff. This will help organisations budget and plan for Open Data rollouts and transitions.

Further work will investigate in greater detail the causes of variations in complexity in releasing Open Data, such as the type of data (database, GIS, file), the number of files within the data set, additional data processing, and the time required to deal with cultural resistance to releasing data openly.

Additional work will also investigate how various automation techniques can be used to further reduce the cost of Open Data, particularly in the cases of GIS and spreadsheet-based data.
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Abstract—In this study, we investigate the influence of Named Entities (NEs) on the task of Story Link Detection (SLD), which is one of the important subtasks in Topic Detection and Tracking (TDT). TDT aims at developing algorithms for either clustering documents, e.g., online news, and then tracking new ones with respect to a predetermined topic or otherwise detecting a new topic. Furthermore, SLD focuses on determining whether the stories are about the same topic. Vector Space Model (VSM) was used as a base method in this work for “All-words” and Named Entities (NE) separately. We also investigated the effect of controlled entity intersection on the performance of previous VSM based methods. Combining these methods provided improvement in correctly estimating whether the stories are linked or not.
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I. INTRODUCTION

In recent years, there have been a growing number of online news sources. Having many options might be attractive for the user, but, on the other hand, the user might spend a substantial amount of time surfing the Internet in search for the needed information. If proper information retrieval (IR) techniques are used, helping the user reach the needed information becomes an easier task. So, in order to manage the huge increase in news articles, grouping similar articles and linking similar stories are indispensable steps for IR tasks.

An information retrieval system is composed of a corpus of documents, and access functions with capability of comparing the words of the query terms in user queries, and the terms of the documents in the corpus to determine the relevant documents. At this point, the basic function of information retrieval systems is to access all relevant documents in the corpus and comb out non-relevant ones in order to meet the information needs of users [1]. TDT is one of the most important tasks in the study of IR. Hence, recent academic studies on the Web IR systems mainly focus on the TDT program.

TDT studies aim to organize, identify and follow all kinds of stories published on the Web [2]. To accomplish this goal, TDT studies are divided into five main tasks: story segmentation, topic detection, topic tracking, first story detection and story link detection:

- Story Segmentation: determines story boundaries,
- Topic Detection: determines the subject of the story,
- Topic Tracking: follows a pre-determined story,
- First Story Detection: identifies stories not encountered previously,
- Story Link Detection: determines if two stories are linked or not,

SLD tasks are reported as the most important sub-tasks of TDT studies [3]. The purpose of SLD is to determine whether two independent stories are on the same subject or not [4]. “Story” in this paper is defined as a piece of news about a single “topic” in TDT problems. “Topic” is a seminal event or an activity along with all directly related events and activities. [2]. “Event” is a specific thing that happens at a specific time and place.

In this paper, we analyze story link detection and investigate word based and named entity based techniques. Our purpose is to detect whether two documents are linked or not. We present the performance of two techniques and show the improvement in the performance of a link detection system using a combination of these techniques. After performing the SLD task, the results of this sub-task can be applicable to other sub-tasks of TDT. In this respect, successful determination of whether two stories are on the same topic or not by using SLD, is expected to solve many problems for TDT [5].

This paper presents a combination of different techniques to improve the performance of link detection. A combination of methods in some cases provides an improvement in estimating whether two stories are linked or not. The work is evaluated on the Turkish news corpus, and the experimental results indicate that story link detection using a combination of methods can help obtain a better performance.

We used VSM as the base model in this work. Our experimental results indicate the result of VSM which is inspired by the co-sine similarity concept, is better than alternatives. Word-based (WB) and entity-based (EB) tests of this method are carried out separately.

We also control the intersection of named entities between two stories. Intersection checking is used in order to determine
which two different news are on the same topic. Experiments are designed to assess how VSM performance is affected when entity intersection checking is used. We analyzed OR and AND logical combination of VSM with the Named Entity Intersection (NEI) method. Word-based and entity-based scenarios of VSM, OR/AND-logical combination with NEI are carried out separately.

Inspired by the study presented in [6], we defined a simple Named Entity Resemblance Function (NERF) in order to give more importance to the named entities between two stories. To enhance the effectiveness of named entities by simple normalization on naming entities between news articles, the similarity score between two news stories is calculated using the function in [6]. This method was not successful in Turkish news tasks, but it was successful in a Chinese study.

This paper is organized as follows. In Section 2, we give an outline of the related work within the topic. In Section 3, we talk about the methodology used in the paper. In Section 4, we give details of the tests carried out during our experiments and present their results. In Section 5, we present the conclusion by summarizing our contribution. In Section 6, we briefly note future studies that can be carried out as a follow-up for this work.

II. RELATED WORK

Academic studies in the field of TDT story link detection task require identifying pairs of linked stories. In the story link detection systems which have been developed so far, the best technology for link detection relies on the use of cosine similarity between document terms vectors with Term Frequency - Inverse Document Frequency (TF-IDF) term weighting.

Some academic studies in the SLD field show that relevance models (RM) produce better results than other IR methods [7]. Some works on SLD based on VSM use the cosine similarity measurement between the data streams [8] [9] [10]. UMass has examined a number of similar measures in the link detection task, such as weighted sum and language modeling, and found that the cosine similarity produced the best results [10]. Additionally, a different study by the same authors showed that VSM performed better on the SLD task based on Turkish news [4].

Another point that information retrieval researchers focus on is how to select terms representing documents and weight them effectively. Document representation is an extremely important step in traditional IR systems as well as in TDT studies [11]. Depending on the study areas, word-based and entity-based methods are usually used for the representation of the documents [6] [12] [13].

In SLD task, many methods are used to compare the quantity of the overlapping words within two stories. Large numbers of overlapping words between two stories means there is a higher probability that they discuss the same topic. This approach formed the basis of all the methods that use vector space models [14].

Some studies on TDT task also claim that document representation using only words is not enough [15]. Experiments reported in [16] compared two different stories using named entities taking into account: person (who), location (where), time (when) and action (what) words. In a similar study, name, location and time information in the news are expressed in separate vectors and named entities such as name, place and time are extracted by automatic inference methods. Using the named entities to identify the most recent (newest) news provides a significant performance increase [6]. Researchers in both of these studies proposed similarity metrics based on intersection, especially while comparing the time and place [17].

The use of entity names on the Turkish corpus in order to improve SLD performance was not studied so far. Literature emphasizes that more in-depth studies should be done in this regard [18].

In some studies, a combination of different methods provides improvement for estimating whether two stories are linked. Furthermore, it is also reported in the literature that access performance is increased by using a combination of different methods [4] [6] [19].

Named entities are also used in determining news similarity in order to perform SLD task [18]. Similar studies for Turkish corpus, mainly by using machine-learning methods, that extract named entities (name, place, organization e.g.) automatically from texts are reported in [20] [21].

III. METHODOLOGY

A. TDT Test Collection

We used new event detection and topic tracking test collection (BilCol-2005), which was developed by the information retrieval group at Bilkent University. The Bilkent information retrieval group aims to develop effective and efficient information retrieval tools, with an emphasis on the Turkish language. The BilCol-2005 test collection comprises news stories from five different Turkish news sources on the Web (both broadcast news and daily news articles): CNN Turk, Haber 7, Milliyet, TRT, and Zaman. More information about BilCol-2005 is provided in [18].

In the BilCol-2005 corpus, 5,883 news stories were classified under 80 different topic titles, while the rest (203,442) has yet to be classified. In this study, tests were carried on the classified news stories.

Most of the studies on Named Entity Recognition (NER) subfield have been done for English, Chinese and Spanish texts. Studies for Turkish language texts have only started recently. Thereby, automatic NER methods in Turkish are still immature. So, in the preparation phase of the dataset, tagging of named entities was carried out manually. As in many IR systems, most studies focus on which words to select as named entities or keywords and how weighting of these keywords has to be done as well as how these weighted keyword will most effectively be compared [22] [23]. In this context, named entities in the dataset are tagged with the following labels: “Person”, “Location”, “Organization”, “Time”, “Date”, “Percentage”, “Money”, “Unknown”. The
label “unknown” is used for tagging all entities in the text when tagging with the other labels above was not possible.

Here is an example of a labeled entity:

\[<\text{Person}>Shakespeare<\text{Person}>\]
\[<\text{Location}>Ankara<\text{Location}>\]
\[<\text{Organization}>Galatasaray<\text{Organization}>\]
\[<\text{Date}>1992<\text{Date}>\]

**B. Evaluation Methodology**

The performance is measured by obtaining precision, recall and F-measure values for each test. **Recall** is the proportion of retrieved relevant documents to total related documents and **precision** is the proportion of accessed relevant documents to total accessed documents. **F-measure** identifies the harmonic mean of precision and recall [24]. These three values are expressed mathematically in the following equations:

\[
\text{Precision} = \frac{\text{number of accessed relevant document}}{\text{number of accessed document}} \tag{1}
\]

\[
\text{Recall} = \frac{\text{number of accessed relevant document}}{\text{total number of relevant document}} \tag{2}
\]

\[
F - \text{Measure} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{3}
\]

In this paper, we assumed that high precision and high recall or higher F-measure values represent better results.

Studies on the combination of different methods generally increases the values of recall, yet, at the same time, retrieves a lot of unrelated documents, thereby decreasing precision values and degrading the overall system performance. Therefore, it is extremely important to develop combined models that would provide the best possible values for both precision and recall.

**C. SLD Methods Used In The Study**

Different types of documents may have different retrieval characteristics. Text retrieval methods are typically designed to find documents relevant to a query based on some criterion, such as cosine similarity. We used vector space model (VSM) as a base method for the Turkish corpus. The vector space model developed in the late 1960s is still a very popular approach and is commonly used in IR systems as a retrieval function [25]. Although this method has been widely used for SLD task of TDT studies, there is, to the best of our knowledge, no study that was carried out to apply it on a Turkish corpus [2][3].

VSM calculates the similarity between compared documents based on common term conflicts. So, we analyze the word-based and entity-based approaches in the first two steps of the experiments.

The steps used in our experiment are:

1. VSM Word Based (WB)
2. VSM Entity Based (EB)
3. Named Entity Intersection (NEI)
4. VSM (WB) OR NEI
5. VSM (WB) AND NEI
6. VSM (EB) OR NEI
7. VSM (EB) OR NEI
8. Named Entity Resemblance Function (NERF)

VSM is used with words and entity based approach as an access function. In information retrieval systems, which use this method, each document is shown as a vector of a collection of \(t_1, t_2, \ldots, t_n\) single words. Coefficient values of \(t_i\), \(t_2, \ldots, t_n\) are determined based on the number of times that related word appears in the collection \(t_i\).

In traditional IR methods, a general approach for representing the vector coefficients is identified as the \(idf\)-weighted cosine coefficient and is shown as \(tf.idf\) (term frequency, inverse document frequency). Similarity between the two vectors \((a, b)\) is calculated by applying Equation 1 where \(tf_a(w)\) represents the frequency of word \(w\) in the document \(a\), \(tf_b(w)\) represents the frequency of word \(w\) in document \(b\), and \(idf(w)\) represents the frequency of word \(w\) in all documents in the corpus.

\[
sim(a,b) = \frac{\sum_{w=1}^{n} \frac{tf_a(w) \cdot tf_b(w) \cdot idf(w)}{\sqrt{\sum_{w=1}^{n} tf_a(w)^2} \cdot \sqrt{\sum_{w=1}^{n} tf_b(w)^2}}} \tag{4}
\]

In the second step, by using the determined entity names, we created entity vectors for each article document. By applying Equation 4, we can calculate the similarity between the entity vectors. With this method, the biggest challenge is that some documents may not have enough named entities for creating a good quality entity vector. If the vector created is very sparse, it will not be good enough to make comparisons.

To resolve this problem, in the third step, we controlled the named entity intersection between the stories. When two news stories are compared and even if only one entity intersection is found, then these two news stories were determined as linked. In this step, the entity intersection control is examined by determining whether these two news stories are on the same topic or in different topics.

In the first three steps of the experiments, we illustrated the realization task of SLD with independent decisions of these methods separately. However, in the next four steps (4,5,6,7) we made judgments using the OR-AND logical operators to obtain combined decision results for these methods. Thus, we had the chance to catch the relevant missed documents with
VSM by using the Named Entities methods [34]. So, in the fourth step, independent decisions about VSM word-based and NE intersection were carried out and coupling was done with OR logical operator. Following this, in the next step (fifth) we performed AND-logical combination of VSM (WB) and NE intersection methods. In the sixth and seventh steps, similar to two previous steps (4,5) experimental tests were carried out between entity-based VSM and NE intersection checking method.

In the final step, we used a resemblance function to calculate the similarity between two news stories using only named entity. Actually, by normalizing common entities between the stories, this function calculates the similarity score between news stories based on named entities. In order to reach the similarity score between news stories based on named entities, and also to emphasize the importance of the named entities in comparison, we used the resemblance function [5]. The resemblance function between two documents \( a \) and \( b \) is defined as follows:

\[
f(a, b) = \frac{|a \cap b|}{|a \cup b|}
\]

In Equation 5, the numerator is the number of entities common in \( a \) and \( b \) and the denominator is the number of all entities in \( a \) and \( b \).

IV. TESTING AND RESULTS

The dataset is divided into training (one third of the news stories) and test (two thirds of news stories) sets. The news stories in the training set are used to determine the threshold parameter value. In this respect, the threshold value of the VSM method was defined as the optimum point where recall and precision become equal. Tests were carried on the corpus which includes 3,922 news stories with known topic titles that were not used in the training set. During testing, news stories with known topic titles were compared with the rest of the news stories in the test set. Furthermore, logical OR/AND operators were applied to the results obtained using VSM and NE methods so that the effects of OR/AND operators on precision and recall could be evaluated. To determine the overall performance, precision, recall and F-measure values were also calculated. In the course of testing, Turkish stop-words were removed and also stemming was applied.

V. DISCUSSION AND CONCLUSION

This paper analyzes how well the performance of the VSM is in the SLD task. Our purpose in this work was to detect whether two documents are linked or not. This paper presents a combination of different word-based and entity-based techniques to improve the performance of link detection. A combination of methods is shown to provide improved estimation performance in some cases.

The findings obtained using all methods are presented in Table I (\( P: \) Precision, \( R: \) Recall, \( F: \) F-Measure, \( T: \) Threshold). As the results indicate, the combinations using Boolean OR operator of VSM word-based and VSM entity-based with Named Entities intersection methods resulted in substantial improvements in performance.

The highest performance is obtained using the OR combination of VSM entity-based and NE intersection which was obtained with an F-measure value of 0.90 (recall: 0.84 and precision: 0.98). This combination achieved a substantial 30% increase in performance compared to the best case with VSM which resulted in an F-measure value of 0.60 (recall: 0.56 and precision: 0.65).

In this work we aimed at developing methods that provide higher precision and recall simultaneously. So, when we analyze the results of Named Entity Intersection (NEI) with a precision value of 0.13 and recall value of 0.81, we understand that this method was not very successful for the SLD task. But, these results can also be interpreted differently as it is possible to conclude that this method is able to determine that two articles are on different topics with a rate of 81%.

In this work, SLD that drew special attention within the TDT research is applied for the first time on a Turkish corpus using Named Entities method using named entities extracted from the text manually. The results clearly show that the VSM performance is substantially affected by the combination of NE methods, in identifying the similarities of news stories.

VI. FUTURE WORK

Further studies should investigate the effect of Named Entities individually and in different combinations on the retrieval performance for identification. Actually, controlling named entities and identifying individual intersection in order to determine which named entities lead to better performances are two different approaches that can be investigated.

Furthermore, named entities with binary (person and location), triple (person, location, and date) or quad (person, location, date and organization) combination intersections between news can be analyzed. By analyzing these named entities, we were able to detect which combination of named entities is better for the SLD task. In some studies, event based methods are used for SLD detection. “Date” and “Location” named entities are used to extract events. Extraction of events will enable the use of event word-based methods.
In this study, we do not use “query expansion” which is a well-established technique in IR. An important performance parameter in IR applications is the query length, i.e., the number of words used in queries. The effect of query length on retrieval performance based on named entities can also be analyzed for IR application environments. "Query expansion" technique based on non-entity words (all-words) was carried out by the same authors previously in [26] and [27].
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Abstract—The work presented in this paper addresses the problem of interpretation and semantic classification of documents. One of the issues faced by natural languages is related to the presence, in glossaries, of words with similar morphologies and different meanings. Our approach is based on the use of domain ontologies for nouns disambiguation. We begin our process with a global disambiguation, by linking the considered document to a semantic domain (represented by an ontology) which we select among several candidate ones. We define a candidate domain as any domain in which at least one significant word of the text can be considered and makes sense. We then perform a local disambiguation by using the selected ontology and finally build a semantic representation of the content of the document as a conceptual graph.
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I. INTRODUCTION

A document is represented by a set of words that expresses its global meaning. In conventional approaches, a document is represented by the lemmas of words describing its contents. To these lemmas is assigned a weight indicating their importance in the document. This weight combines local weighting linked to the document itself and a global weighting based on the considered corpus.

Semantic approaches aim to give meaning to the terms of the document to address the shortcomings of conventional indexing based on single words.

The issue of words with similar morphologies and different meanings is faced in all languages. If the assignment of adequate meaning to a word is easily done by a human being, because he uses his knowledge, this process is made difficult for an application using the textual content of the documents based on the morphological appearance of words.

Our approach aims to achieve an interpretation and semantic classification of textual content of documents. We propose to use the knowledge represented by domain ontologies as a basis for our process. In fact, we consider that concepts of an ontology can allow to give the appropriate meaning to the words of the document. We first perform a global disambiguation through a classification process. This is to determine, among several domain ontologies, which one is the best to be considered, in order to obtain the correct semantic of document content; it is determined by the overall context of the document. In the second step, a local disambiguation is performed if some of the terms can be associated to several concepts within the retained ontology. The process, thus defined, allows to respond to the problem of polysemy and synonymy.

Our approach allows to thematically group the documents and to obtain a semantic representation of their content. A document can then be represented by a conceptual graph extracted from the ontology to which the document has been attached.

This paper is organized as follows. First, in Section II and Section III, we present a brief state of the art by introducing some works related to our problem. Then, in Section IV, we focus on the different steps of our process. In Section V, we present some examples to illustrate our approach. In the last Section, we conclude on the usefulness of our approach and give the prospects for its use and evolution.

II. SEMANTIC INDEXING, CONCEPTUAL INDEXING

To represent the meaning conveyed by the textual content of a document, several approaches use thesauri or ontologies to annotate the document. The semantic annotation is usually accompanied by a disambiguation process.

In order to find the appropriate meaning of an ambiguous word occurrence, endogenous approaches use its context in the document and all the documents of the corpus [1]. Exogenous approaches exploit external linguistic resources such as digital dictionaries or Machine
Readable Dictionary (MRD) [2], thesauri [3], or ontologies [4].

WordNet [5] is a linguistic resource. Its lexical database covers almost the entire English language. A concept in WordNet, which is called a synset, is represented by a set of synonyms. Synsets are connected by hyponym - hypernym (specialization - generalization) relations and meronymy - holonymy (part - all) relations. WordNet is a widely used resource, particularly in information retrieval. To represent a document, Baziz [6] defines a semantic core. The semantic content of a document is obtained by projecting the terms of the document on WordNet to extract the most representative synsets. The links between these synsets are weighted based on the semantic proximity (semantic similarity) between these synsets. The choice of synsets is based on two criteria: the co-occurrence called $tf.idf$ and the semantic similarity used to disambiguate the synsets. Kolte [7] also uses WordNet to find the synsets corresponding to content of a document. He uses the various relationships defined in WordNet, as well as links, such as “ability link”, “function link” and “capability link” to disambiguate the ambiguous words. For each word or group of words in a document $d$, Wang [8] constructs a matrix $Uc$ for each candidate synset $c$, extracted from WordNet, corresponding to $d$. The rows and columns of $Uc$ represent the words, $di$ ($i=1,n$) forming $c$. The row $i$ of $Uc$ gives the probability that a word $di$ and a word $dj$ ($j=1,n$) appear simultaneously in $d$. The matrix $Uc$ denotes the relevance of $d$ with a synset $c$. In WordNet, domains are assigned to synsets to define the different meanings they may have. Kolte [9] uses these domains to find the correct meaning of a synset depending on other terms appearing together with it in the same sentence. Fauceglia [10] disambiguates verbs by exploiting information about the verbs that appear in similar contexts. His approach is applied in the Event Mention Detection task (EMD) to classify event types. He uses a database of the meaning of the verbs and no structure highlighting a relationship between the meanings of the verbs is used as it is the case in WordNet.

III. AUTOMATIC CLASSIFICATION OF DOCUMENTS

The automatic text classification aims to organize documents into categories. One or more labels (classes, categories) are thus assigned to a document according to its text content.

Approaches dealing with supervised classification assign documents to predefined classes [11][12][13] while unsupervised classification approaches automatically define classes, called clusters [14].

In supervised classification, classifiers use two collections of documents: A collection containing learning documents to determine the features (terms) for each category and a collection containing new documents to be automatically classified. The classification of a new document depends on features retained for each category. A document is represented by a vector whose dimension is equal to the number of features selected to represent the different categories and no relationship between these features is highlighted. The vector document is then represented as a "bag of words".

Some classifiers create a "prototype" class from the learning collection [11]. This class is represented by the average vector of all vectors of the documents in the collection. Only certain features are retained, which represents a loss of information.

Other approaches replace the learning collection composed of selected documents for each category, by data extracted from the "world knowledge" as Open Directory Project (ODP) [15]. Other approaches use thesauri [16] and domain ontologies [17] with conventional classifiers such as Support Vector Machine (SVM), Naïve Bayes, K-means, etc.) and represent a document by a vector of features represented by concepts or by a combination of terms and concepts.

The representation of the features by a vector assumes their independence from one another. The different approaches face the problem caused by the large size of the document vector, which reduces their performance. A step for restricting the features is thus performed.

IV. PROPOSED APPROACH

Our approach aims to build, for a document, a graph whose nodes and arcs are respectively represented by concepts and relations between concepts. Our process is based on a global disambiguation step based on a classification of documents using several domain ontologies and a local disambiguation based on a domain ontology.

The documents classification allows grouping documents according to the knowledge domain defined by their content. This grouping identifies a global similarity expressed by the context in which the document has a coherent sense. This classification determines the concepts to retain for the document through its global context.

The classification that we implement is a semantic classification because unlike conventional approaches, we take into account the link between terms with their context of appearance in the document and we extract concepts corresponding to these terms from domain ontologies.

The classification allows to project the content of a document on several domain ontologies to determine which one best expresses its content. Synonyms and polysemic terms are assigned to concepts representing their appropriate sense. We consider the following facts:

- Someone can use the same terms to describe different knowledge. Thus, a term may have several meanings depending on the context in which it is used. The same term $ti$ extracted from a document $d$ can then be assigned to several concepts which belong to different ontologies.

$$t_i^d = \{c_{\theta_1}, c_{\theta_2}, \ldots\}$$

- A term can match with several concepts of the same ontology.
- The theme discussed in a document depends on the terms used in its content and the way these terms are grouped together in sentences and paragraphs.
A. Projection, extraction of terms and candidate concepts.

The “projection” of a document on different ontologies allows to associate meaning to the terms of the document with respect to concepts belonging to these ontologies, and to select the candidate concepts. The notion of concept gives a meaning to a term relative to the domain in which this concept is defined.

We divide the whole document into sentences. Each sentence is browsed from left to right from the first word. We project the words of each sentence on different domain ontologies to extract the longer phrases (groups of words called "terms") that denote concepts. This choice is determined by: 1) the concepts are often represented by labels consisting of several words, 2) long terms are less ambiguous.

Several concepts belonging to the same domain ontology may be candidates for a given term.

B. Local disambiguation.

The disambiguation process is used to select for a term \(t\) the most appropriate concept among several candidates belonging to the same ontology. To do this, we consider the context of occurrence of the term \(t\) in the document.

We consider the following assumptions:

- We assume that the semantic link between the terms depends on the distance between these terms within the document. The shorter the distance, the greater the semantic link. The semantic link decreases when passing from sentence to paragraph and also from one paragraph to another.

- We choose the appropriate concept for the term \(t\), taking into account both the semantic distance between the term \(t\) with neighboring terms, (i.e. which occur in its context), and the semantic distance between concepts associated with the term \(t\) and the concepts corresponding to the neighboring terms in the ontology considered.

- The meaning of a term \(t\) in a document is determined by its nearest neighbors terms. \(t\) will then be disambiguated by its nearest neighbor on the left or by its nearest neighbor on the right. In case the left and right neighbors exist simultaneously, they will both be taken into consideration.

The disambiguation process is then done in three levels, starting at the sentence level. For each sentence, the ambiguous terms are disambiguated considering their left and right neighbors in the sentence. Any disambiguated term helps to move forward in the process of disambiguation of next terms. This process is repeated in case ambiguous terms still remain, considering in a second step the paragraph level, and finally, if necessary, the document level.

The disambiguation of a term \(t\) at sentence level is represented in Figure 1.

The disambiguation process at sentence level considers neighboring terms, unambiguous, that have associated concepts in the ontology considered, surrounding \(t\): it retrieves \(C_{v_{l}}\) and \(C_{v_{r}}\), corresponding respectively to \(v_{l}\), the nearest neighbor on the left of \(t\) and \(v_{r}\), the nearest neighbor on the right of \(t\).

The appropriate concept for the term \(t\) among candidate concepts is the semantically nearest concept of \(C_{v_{l}}\) or \(C_{v_{r}}\). This amounts to browsing the ontology and calculating the minimum distance between each concept associated with \(t\) and candidate concepts \(C_{v_{l}}, C_{v_{r}}\). Several existing metrics in the literature are used to calculate this minimum distance.

C. Classification: global disambiguation

While Kolt [9] determines the meaning of an ambiguous word with the most represented domain identified by the terms appearing with it in the same sentence, we seek to determine the context defined by a document. We propose to represent it not by words but by a set of concepts.

We rely on Wang’s approach [8] which operates the occurrence of words within paragraphs to determine which concept to assign to a term of a document. We extend the process to the classification in order to determine the importance of all concepts extracted from different ontologies relative to the terms of the document.

At the end of the preceding steps, a document \(d\) is represented by several set of concepts extracted from domain ontologies \(\theta_i\) on which it has been projected.

\[
\theta_i^d = \{c_{i1}, c_{i2}, \ldots, c_{ni}\}
\]

\[
d = \left[\theta_i^d = \{c_{i1}, c_{i2}, \ldots, c_{ni}\}\right]
\]

The classifier needs to conclude the relevance of a document relative to a given context and to choose among the different ontological representations, which one best corresponds to its context. To do this, associating different domain ontologies to classes, the classifier will make the classification of a document relative to a single domain ontology.

The words used to describe a particular idea are not arbitrarily chosen. They are semantically related and are chosen with a common sense guided by this idea. However, it is almost impossible to find a document or a
text in which all used terms refer exclusively to a same domain.

Recall that the previous steps are used to extract the concepts corresponding to the terms in the document. The extracted concepts can be related to multiple ontologies.

The classification we define in this work aims to determine, for each ontology \( \theta_i \), the semantic weight of each concept extracted for the document \( d \). This determines the importance of a concept relative to a document. The evaluation of this weight is performed at two levels: paragraph level and document level.

**Paragraph level:** We calculate the weight of each concept \( C_i \) based on the other concepts appearing with it in a paragraph.

**Document level:** We calculate the total weight of each concept \( C_i \) throughout the document. This weight is obtained by adding the weights obtained for the concept \( C_i \) in the various paragraphs of the document.

For each ontology and for each document we associate a matrix such as (3).

\[
M_{\theta i}^d = \begin{pmatrix}
    l_{c_1}c_1 & l_{c_1}c_2 \ldots & l_{c_1}c_n \\
    l_{c_n}c_1 & l_{c_n}c_2 \ldots & l_{c_n}c_n
\end{pmatrix}
\]

The rows and columns of this matrix represent all concepts extracted from ontology \( \theta_i \) for the document \( d \).

\( C_i \) is any concept extracted from the ontology \( \theta_i \) after the projection of the document \( d \) on \( \theta_i \); \( l_{ci}c_j \) represents the weight of the link between the concept \( C_i \) and the concept \( C_j \) \((\neq j)\). This weight is calculated as follows:

- The matrix is initialized to zero
- If a term \( ti \) and a term \( tj \) appear together within the same paragraph of the document \( d \) and concepts \( C_i \) and \( C_j \) correspond to terms \( ti \) and \( tj \) respectively, then the weight \( l_{ci}c_j = 1 \).
- The weight \( l_{ci}c_j \) is updated each time terms \( ti \) and \( tj \) appear together in the same paragraph.
- The weight \( l_{ci}c_i \) corresponds to the appearance of term \( ti \) in the paragraph. It is equal to 1.
- The weight \( l_{ci}c_j \) is updated for all paragraphs in the document.

Each row of the matrix represents the total weight of a concept extracted from the ontology \( \theta_i \) relative to a document \( d \). This weight assesses the importance of the concept \( C_i \) in \( d \).

The total weight of all the extracted concepts of an ontology relative to document \( d \), measures how well each ontology represents this document. The highest score will determine the ontology candidate which will be chosen to represent the document \( d \).

V. IMPLEMENTATION AND EXAMPLES

We implemented our approach using both WordNet and WordNet Domains resources. In WordNet Domains, several knowledge domains are used, such as medicine, computer science, economy etc, and each synset is annotated with one or more domains in which it has a meaning.

To achieve our classification, we have assimilated these domains to domain ontologies. To evaluate the distance between two synsets in WordNet we used Rista similarity metric [18].

The words within sentences are tagged with their type (noun, verb, adverb, adjective, etc.) by Stanford Part-Of-Speech Tagger (POS Tagger) [19].

To illustrate our approach, we apply it on the three following examples:

- **Txt1:** The role of banks in the economy was clear and well established as the financial markets were underdeveloped because they were the only ones to provide liquidity and credit to businesses and households. The unprecedented development of financial markets, driven by the late 1970s in the Anglo-Saxon countries, has led some economists to question the specificity of bank financing compared with direct funding and the survival of traditional banks. Several arguments have been advanced.

  - S1: Banks use their networks to exploit economies of scale between activities (collection of savings, management of means of payment, exchange, offer insurance products, securities investment services…).
  - S2: The player throws the baseball and he improves the score...

A. Example 1: the Txt1 case

1) **Global disambiguation:** We consider four domains and we apply the classification process to determine the domain that represents best the content of the text **Txt1**. It determines the synsets to retain for the text through its global context. Table I shows the result of the projection of **Txt1** on four ontologies and the score obtained by each ontology.

The selected domain is **Economy** because it has obtained the highest score.

2) **Local disambiguation, sentence level:** In the domain retained, the term **economy** has two synsets. So this is an ambiguous term. A local disambiguation is performed to determine what synset to retain for this term. It is performed at sentence level. The nearest unambiguous neighbor of the term **economy** is only on the right: it is the term **credit**. There is no path between **economy** and **credit** in WordNet. Another nearest neighbor is sought in the sentence. This is the term **business** that is on the right of **economy**.

The distance between **business** 07485368- n and **economy** 00182005-n is: 1.0.

The distance between **business** 07485368- n and **economy** 07857433- n is: 0.8333333.

The synset retained for **economy** is 07857433-n.

The text **Txt1** is represented by the following synsets (**economy** 07857433- n, **credit** 12616435- n, **business** 07485368- n, **economist** 09401295-n).
TABLE I. BREAKDOWN BY ONTOLOGIES OF SYNSETS ASSOCIATED TO TERMS OF TXT1.

<table>
<thead>
<tr>
<th>Ontologies</th>
<th>Terms</th>
<th>Synsets</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>economy</td>
<td>economy</td>
<td>00182005-n</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>credit</td>
<td>12616435-n</td>
<td></td>
</tr>
<tr>
<td></td>
<td>business</td>
<td>07485368-n</td>
<td></td>
</tr>
<tr>
<td></td>
<td>economist</td>
<td>09401295-n</td>
<td></td>
</tr>
<tr>
<td>finance</td>
<td>bank</td>
<td>12599211-n</td>
<td>1</td>
</tr>
<tr>
<td>enterprise</td>
<td>business</td>
<td>01033295-n</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>01031794-n</td>
<td>07571175-n</td>
<td></td>
</tr>
<tr>
<td></td>
<td>financing</td>
<td>01036077-n</td>
<td></td>
</tr>
<tr>
<td></td>
<td>funding</td>
<td>01036077-n</td>
<td></td>
</tr>
<tr>
<td>banking</td>
<td>bank</td>
<td>02690337-n</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>credit</td>
<td>12620638-n</td>
<td></td>
</tr>
<tr>
<td>Synsets</td>
<td>Definitions</td>
<td>(Glosses of WordNet)</td>
<td></td>
</tr>
<tr>
<td>00182005-n</td>
<td>an act of economizing; reduction in cost.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>07857433-n</td>
<td>the system of production and distribution and consumption.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>07485368-n</td>
<td>business concerns collectively. “Government and business could not agree”</td>
<td></td>
<td></td>
</tr>
<tr>
<td>01033295-n</td>
<td>the volume of business activity; “business is good today.”</td>
<td></td>
<td></td>
</tr>
<tr>
<td>01031794-n</td>
<td>commercial_enterprise, business_enterprise the activity of providing goods and services involving financial and commercial and industrial aspects.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>07571175-n</td>
<td>business, organisation a commercial or industrial enterprise and the people who constitute it.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

B. Example 2: the S1 case

S1 is an extract of a sentence belonging to a text classified in the domain Economy. Table II summarizes the synsets associated with its terms.

Payment is an ambiguous term since it has two synsets. A local disambiguation is realized at sentence level. The nearest unambiguous neighbors for payment are means, which is on the left and exchange which is on the right.

The distance between exchange 01045967-n and payment 01056649-n is: 0.4.

The distance between exchange 01045967-n and payment 12522505-n is: 1.0.

The distance between means 12596703-n and payment 01056649-n is: 1.0.

The distance between means 12596703-n and payment 12522505-n is: 0.85714287.

The shortest distance is given by the term exchange that is on the right of payment. The synset retained for payment is 01056649-n.

C. Example 3: the S2 case

We consider an extract from the sentence S2 belonging to a text classified in the domain Play. Table III summarizes the synsets associated with its terms.

Baseball is ambiguous. It has two neighbors but only one is unambiguous. This is the term player that is on the left. So Player disambiguates baseball.

The distance between player 09762180-n and baseball 02701461-n is: 0.75.

TABLE II. SYNSETS ASSOCIATED TO TERMS OF S1

<table>
<thead>
<tr>
<th>Terms</th>
<th>Synsets</th>
<th>Definitions (Glosses of WordNet)</th>
</tr>
</thead>
<tbody>
<tr>
<td>economy_of_scale</td>
<td>00182453-n</td>
<td></td>
</tr>
<tr>
<td>saving</td>
<td>00182005-n</td>
<td></td>
</tr>
<tr>
<td>means</td>
<td>12596703-n</td>
<td></td>
</tr>
<tr>
<td>payment</td>
<td>01056649-n</td>
<td>the act of paying money.</td>
</tr>
<tr>
<td>exchange</td>
<td>01045967-n</td>
<td>a sum of money paid.</td>
</tr>
<tr>
<td>security</td>
<td>12592487-n</td>
<td></td>
</tr>
<tr>
<td>investment</td>
<td>12576508-n</td>
<td></td>
</tr>
</tbody>
</table>

The distance between player 09762180-n and baseball 00447188-n is: 1.0

The synset retained for baseball is: 02701461-n.

VI. CONCLUSION

In this paper, we proposed an approach to extract semantics from documents by using domain ontologies with a disambiguation process. This process combines local and global disambiguation. The first one finds an appropriate concept for a term with several meanings in a single domain ontology, the second one retrieves the appropriate concept for a term that has multiple meanings in different knowledge domains. Throughout the disambiguation process, we took into account the context of appearance of the ambiguous terms in the document. The quality of the disambiguation process of course depends on domain ontologies, since they must cover the entire vocabulary of the represented domain.

The major problem conventional classifiers suffer from is the vector representation of a document in a high dimensional space. Indeed, the size of the vector equals the number of features that represent all classes used by the classifier. This dimension, very large, lowers the performance of classifiers. Moreover, characteristics representing a document are independent of each other.

Our approach has the advantage of responding to the problem of polysemy and synonymy engendered by the terms of the document. The document is not represented by a vector of high dimension but by a conceptual graph where concepts correspond only to the terms describing its contents. We believe that the use of ontologies in our classification process is a more stable base that the use of a set of learning documents, in which the choice of such learning documents affects the result of the classification.

We have conducted tests on a first set of short documents. Even if the obtained results are very encouraging, we have obviously to confirm the interest of our approach by considering larger collections, with more candidate domains. This is what we plan to do in order to
assess the effectiveness of our approach in comparison to the existing ones.
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Abstract—Searching information about local businesses is not a trivial problem to address. Most of existing services are supplied with manually recorded data. Based on the observation that more and more businesses are referenced on the web, we propose a new approach, which consists to extract companies’ targeted information (addresses, activities, jobs, products, emails, fax, phone numbers) from websites, to supply a local business search service. The information retrieval module combines thematic, spatial and full-text criteria.
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I. INTRODUCTION

Identifying specific information on the web according to a spatial localization is a topic increasingly explored. For example, a geolocated search service dedicated to emergency facilities is presented in [1]. Our research goal is to crawl the web and extract data in order to build specific geolocated entities, like businesses, events or persons.

This contribution presents the architecture of a service dedicated to local business search. As opposed to traditional search engines that rely on full document indexation, businesses local search services, mostly relies on companies descriptors provided by some specialized organisations. Far from adequate to build efficient systems, the basic descriptors must be supplemented by new ones. Therefore, we propose a service crawling the web, extracting information about companies (activity fields, practised jobs, commercialized or manufactured products, postal addresses, emails, phone and fax numbers) and storing them in indexes. The ultimate goal is to process a user need containing a thematic part (jobs, activities or products) and a spatial one, in order to query the indices and to get relevant results according to such different criteria.

The proposal relies on a model of business entity that is composed of two different parts. The first one is constituted of business basic data (official name, registration category, identifier, etc.) collected by crawling some specific administrative directories. The second part is composed of extended data extracted from companies’ websites by using knowledge resource and pattern based extraction approaches. The retrieval system relies on the corresponding business entities and geolocated data.

The rest of this paper is organized as follow. Section II presents some related work; Section III describes the architecture of the proposed approach used to build our service; Section IV presents the implementation of a first version of a prototype and Section V concludes the paper and presents some prospects.

II. RELATED WORK

Some research works focus on the extraction of information related to businesses on the web. For example, Ahlers [2] develops a system which analyses web pages content in other to enrich a Yellow Pages [3] data provider. Analysed web pages are identified using Directory Mozilla (DMOZ) [4]. Extracted data here is addresses, phone numbers, emails, commercial and tax information of businesses. This data is used to consolidate and enrich the one contained in the Yellow Pages database. It is important to note that, in the French context in particular, the proportion of businesses registered in DMOZ remains very slight. Thus enriched data will also be limited.

Bootstrapping targeted data from Internet is a topic increasingly explored by several research works. Rae and al. [5] propose an approach for bootstrapping the web in order to identify Points Of Interest (POIs) websites. Their proposal uses Wikipedia data to list a POI information which is used to query Bing API as to retrieve the most relevant website corresponding to this POI.

Furthermore, many services dedicated to business information retrieval are available on the web. We organize these services into three main categories: (i) data providers like Factual [6] which collect and commercialize business data; (ii) directories like Yellow Pages, Google Maps [7] which contain a database of business information available online; (iii) social networks like Yelp [8] or Foursquare [9], which are services used in information sharing and reviews about businesses, places or events. Data supplying these services mostly come from manual recordings (users and employees), partners companies and open data. Thereby, if a company is not registered in the databases supplying those services or if its data is not updated frequently, it will lead us to have missing or out of date information.

Extraction of geographical information in web pages is a well-explored area of research. Some specific works focus on automatic extraction of addresses in unstructured web pages. An ontology-based approach for recognizing, extracting and geocoding Brazilian addresses in web pages is presented in [10]. A pattern-based approach [11] is used by Ahlers and Bool in [12] to present a technique of extraction and validation of
German addresses from web pages. City name or ZIP code are the two entry points of the extraction process. Moreover, [12] uses a street extraction process based on a gazetteer containing all the German street names.

Exploitation of knowledge resources is also a technique increasingly used for the extraction of thematic information in text, especially with significant progress in semantic web field these last years. Structuring and formalizing the knowledge of a specific domain in an ontology allows to annotate concepts [13] and semantic relations [14] in the text. Therefore, it is possible to perform semantic reasoning on the extracted information.

III. PROPOSITION

We propose an architecture of a local business search service, supplied with web data. Indeed, the contribution describes an approach that aims companies’ websites identification on the web, and extraction of location and thematic information from these websites by combining some information extraction techniques. This proposal improves the existing services named in the state of the art, because it aims construction of low cost and up to date data. Differently from [2], we extract data in a web pages corpus constituted by filtering companies websites based on a heuristic. Besides of contact information and location data, we also extract activities, products and jobs in companies’ web pages, using knowledge resources. The process flow of our service is composed of four main steps (Figure 1).

A. Preprocessing

In this first step, one of our goals is to constitute the corpus of companies’ websites in which we want to extract information. For this purpose, we have to bootstrap the web in order to filter those websites. We use a similar approach to the one described in [5] for our corpus constitution task. In fact, a directory containing license information of companies [15] is crawled to collect business basic data. These basic data, especially the name of the company and its localization, are used to query automatically Google and identify company website when it exists (Figure 1, Process 1). Business directories, social and professional networks are stored into a stop list in order to be filtered during the website search process. This helps to reduce not relevant results in the filtering process. Websites list identified during this step constitutes the input data to the extraction process.

Besides, we have constructed three core knowledge resources describing business activities, products and job positions respectively. These resources are based on hierarchical organisations defined by the French National Statistics Institute called INSEE [16] for the first two ones and by the French organisation for work, Pole Emploi [17] for the third one. We transformed all these resources in order to represent them as OWL ontologies. Furthermore, the Latent Dirichlet Allocation (LDA) clustering algorithm [18] is applied to companies’ websites of each activity group, in order to extract the corresponding vocabulary. Indeed, this learning algorithm enriches our core knowledge resources (Figure 1, Process 3).

B. Information extraction in websites

One of the most difficult challenges in web pages analysis is that information on Internet is mostly unstructured. Indeed, only few websites use metadata or microformats to publish structured information. In our proposal, we want to analyse companies’ websites and extract thematic and spatial information in order to fill in business extended data.

1) Thematic information extraction: Extraction of activities, jobs and products relies on an ontology-based approach. The three knowledge resources built and enriched in the preprocessing step, are used to automatically annotate the website corpus (Figure 1, process 4). Each term or phrase in pages content which corresponds to a resource category is tagged with the corresponding identifier.

Emails, phone and fax numbers are extracted by using a pattern-based approach. We wrote extraction rules by observing patterns used for the writing of the targeted information in a sample of French companies’ websites. Phone numbers follow a specific pattern, depending if it has a country telephone code or not. Our proposal makes a distinction between mobile and landline phone numbers based on French standards. Fax number are landline phone numbers introduced by special keywords ("Tacopie", "Telecopieur", "Fax", etc.). An email is a phrase which follows this pattern (Table I corresponds to the legend of extraction patterns):

email → Login ("@" | "(at)") Domain_Name ("." | "(dot)") Domain_Extension

The entry point of the extractor is the identification of a domain extension (Domain_Extension) and "@" or "(at)" symbol. We use a gazetteer of domain extensions for this purpose.

2) Spatial information extraction: In the literature, models are proposed to represent entities like addresses. Schema.org has a module dedicated to address modelling. In our business model, location representation is based on the one defined by the French governmental data lab named Etalab [19]. Our goal is to extract addresses in web pages up to the street number granularity level according to the Etalab addresses model.
We also want to extract information like address supplements (building name, floor number, etc.), postal boxes numbers and letter numbers (it is a number used by postal services to facilitate postal mail transmission, e.g., "CEDEX 07").

Several difficulties are related to addresses extraction from text in general and French ones in particular. In fact, there are many address formats used and standards about the order of the various components of an address do not exist (a council name is not always following a ZIP code). Besides, just a few web publishers use address keyword introducer or specific tag to facilitate address automatic identification. Furthermore, in the French context, there is no a complete and available gazetteer containing all street names. Thereby, the approach proposed by [12] has to be adapted in our study case.

We propose an approach to automatically extract French addresses in web pages. The observation of a sample of 160 companies’ websites allowed us to identify some frequent patterns of addresses formats in French companies’ websites. In this sample, the ZIP code was always present in the identified addresses. Table II describes the different components used in the expression of a French address. Each one is extracted using gazetteers or specific rules. For example, ZIP Code is extracted using the following rules:

\[
\begin{align*}
ZC & \rightarrow "F - " \ [0-9]\{5\} \\
ZC & \rightarrow [0-9]\{5\} \\
ZC & \rightarrow [0-9]\{2\} [0-9]\{3\}
\end{align*}
\]

Priorities are associated to each of these rules. The rule (1) has the highest invocation priority, rule (2) afterwards. More complex rules are used to extract fields like street name (SNa) and address supplement (AS).

The address extraction patterns observed have been summarized into three main rules. They are described below:

**Extraction rule 1**

\[
\begin{align*}
\text{Address} \rightarrow \text{AS?} & \ ((PB \ SC) | (SC \ PB) | PB | SC)? \\
\text{SNu?} & \ SNa \ AS? \ ((PB \ SC) | (SC \ PB)) \\
\text{PB} | SC)? & \ ((ZC C) | (C ZC)) \\
\text{LN?} & \ D? \ Co?
\end{align*}
\]

**Extraction rule 2**

\[
\begin{align*}
\text{Address} \rightarrow \text{AS?} & \ ((PB \ SC) | (SC \ PB) | PB | SC)? \\
((ZC C) | (C ZC)) & \ LN? \ D? \ Co?
\end{align*}
\]

**Extraction rule 3**

In the first pattern, the street name, ZIP code and city name are required (e.g., "10 Rue du Maréchal Foch 49000 Angers"). This pattern represents about 75% of the addresses of our dataset. In the second pattern, only the ZIP code and city name are required, street name must be omitted. (e.g., "Résidence Rigaud 33350 Mouliets-et-Villemartin"). This pattern represents about 14% of the observed addresses. In the third pattern, street name and ZIP code are required and the city name must be omitted (e.g., "10 rue du Maréchal Foch F-33500"). This last case represents less than 4% of the detected addresses. Others components like the address supplement and postal box might complete the extracted addresses.

Algorithm 1 details the conditions of the different address extraction rules triggering. The entry point of the algorithm is the ZIP Code which is identified by using rules defined previously. For each sentence in which a potential ZIP Code is identified, if a council name and a street introducer are detected, pattern 1 is triggered. Otherwise, if a country name only is detected, pattern 2 is triggered. Finally if a street introducer only is detected, pattern 3 is triggered. In all the other cases, there is no address in the sentence. Let us note that SI detection is identified using a gazetteer.

**Algorithm 1 Address Extraction Algorithm**

\[
\begin{align*}
\text{for each sentence do} \\
\quad \text{if (ZC & C & SI) then} \\
\quad \quad \text{trigger extraction rule 1} \\
\quad \text{else} \\
\quad \quad \text{if (ZC & C) then} \\
\quad \quad \quad \text{trigger extraction rule 2} \\
\quad \quad \text{else} \\
\quad \quad \quad \text{if (ZC & SI) then} \\
\quad \quad \quad \quad \text{trigger extraction rule 3} \\
\quad \quad \text{else} \\
\quad \quad \quad \quad \text{No Address} \\
\quad \quad \quad \text{end if} \\
\quad \text{end if} \\
\text{end for}
\end{align*}
\]
3) Full-text extraction. The content of each web page of the corpus is processed by eliminating all the HTML tags in page content as well as metadata. JavaScript scripts and CSS code are also removed. Only the full-text is kept.

C. Indexation

For each company, basic and extended data are merged to build a complete business entity according to the proposed model. Every extracted address is geocoded using Etalab tool. The business entities so constructed are stored in an index. In parallel, the full-text corresponding to each web page is stored in another index (Figure 1, process 6).

D. Information Retrieval

The indices built in the previous stage are used to answer user needs (Figure 1, process 7). The information retrieval process analyses each query to handle separately or accordingly its spatial and thematic parts. Furthermore, the retrieval process integrates the querying of the web pages whole content. This retrieval stage combines spatial, thematic and full-text querying criteria.

IV. IMPLEMENTATION

A first prototype of our approach has been implemented, dealing with companies of the South West region of France. We worked on 22,000 companies websites representing 212 business activity fields defined by INSEE. The related corpus is constituted by crawling all these websites with Apache Nutch [20] framework. This generates a corpus of 550,000 web pages. Both of the pattern-based and the ontology-based extraction approaches, described in the extraction process, are performed on this corpus using GATE [21] platform. We connected GATE with Apache HADOOP [22] framework in order to process the large volume of web pages. The use of HADOOP Map Reduce framework with two machines working in parallel, has reduced by more than 50% the time of web pages annotation. The information extracted in these web pages has been indexed using Elasticsearch [23]. The business entity and full-text indices have a total size of 3 GB.

"Oak beams in south of Bordeaux" is an example of user need. The system has to return business entities of the "carpentry work" activity located in the south of Bordeaux. This information need is processed according to the Elasticsearch syntax and submitted to our prototype. The execution of the preview query retrieves a list of relevant business entities (the first one is http://www.belles-toitures-girondines.com).

V. CONCLUSION

Our service uses a modular structure. It combines several research areas and techniques, which become complementary in the construction of business entities. This solution leverages learning techniques to enrich knowledge resources. It also performs information extraction (spatial and thematic) using a pattern based approach and knowledge resources. Moreover, our service relies on a new model of business entities, combining administrative data and those extracted from websites. Finally, the service addresses spatial, thematic and full-text information retrieval.

Future work will focus on the evaluation of website filtering and information extraction processes. A definition of an efficient information retrieval model to combine such criteria and support natural language queries will also be carried out in future research. Moreover, an evaluation of the entire architecture with a representative set of queries will also be performed in future work.
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I. INTRODUCTION

Semantic annotation process of sentence structures is one of the most challenging Natural Language Processing (NLP) tasks. Usually, applied techniques may be distinguished by the use of shallow or deep semantic analysis [1]. Besides, some recent approaches apply hybrid methods [1], in order to exploit the benefits derived from both for each step of the process. Shallow linguistic processing concerns the achievement of specific NLP tasks, even if it does not aim at accomplishing an exhaustive linguistic analysis. Systems based on a shallow approach are generally oriented to tokenization, part-of-speech tagging, chunking, named entity recognition, and shallow sentence parsing. Due to the improvement of such systems, in the last years the capability of text analysis achieved by shallow techniques has increased. Still, in terms of efficiency and robustness, shallow technique results are not comparable to deep system ones.

On the other hand, deep linguistic processing mainly refers to approaches, which apply linguistic knowledge to analyze natural languages. Such linguistic knowledge is encoded in a declarative way, namely in formal grammars, yet neither in algorithms nor in simple database. Thus, a formal grammar becomes an expression of both a certain linguistic theory and some operations, which are used to check consistence and to define information fusing. For this reason, deep linguistic processing is usually defined as a rule-based approach. Due to the fact that statistical methods may also be applied to deep grammars and systems, this does not mean that rule-based approaches are opposite to statistical methods. In deep linguistic processing, rules state constraints, based on a linguistic theory, which drives correct syntax of linguistic entities, while words are encoded in a specific lexicon. Syntax rules are not only related to grammatical correctness, on the basis of which a sentence is grammatically approved or rejected, but they may also describe semantic representations. Thus, syntax seems to be able to express both linguistic levels, namely the grammatical level and the meaning one.

The rest of the paper is structured as follows. In Section II, we present the most widely used annotated corpora, the Penn TreeBank and the PropBank. Then, in Section III, we introduce the main goals of OL, highlighting the challenging aspects in the achievement of such task. Consequently, in Section IV, we propose our framework to develop a system for syntactic parsing. Finally, in Section V, we analyze the proposed annotation process, which is based on a semantic tagging.

II. RELATED WORKS

The most well-known annotated corpora are the Penn TreeBank [2] and the PropBank [3].

The Penn TreeBank (1989-1996), is a parsed corpus, syntactically and semantically annotated, which produces:

- 7 million words of part-of-speech tagged text,
- 3 million words of skeletal parsed text,
- over 2 million words of text parsed for predicate-argument structure,
- and 1.6 million words of transcribed spoken text annotated for speech disfluencies [2].

Its corpus is composed of texts, derived from different sources, e.g., Wall Street Journal articles, IBM computer manuals, etc., and also from transcribed telephone conversations. Data produced by the Treebank are released through the Linguistic Data Consortium (LDC)\(^1\). The annotation process is achieved through a two-step procedure, which involves an automatic tagging and a human correction.

PropBank (Proposition Bank) is a project of Automatic Content Extraction (ACE), which aims at creating a text corpus annotated with information on basic semantic propositions. Predicate-argument relations were added to the syntactic trees of the Penn Treebank. Thus, PropBank offers

\(^1\)https://www.ldc.upenn.edu/.
predicate-argument annotations, presenting a single instance, which contains information about the location of each verb, and the location and identity of its arguments [3].

III. LINGUISTIC ANALYSIS AND ONTOLOGY LEARNING

The main aim of ontology learning is retrieving from the knowledge extracted concepts and relationships among concepts. To develop adequate tools for this task, shallow and deep semantic analysis approaches are used.

Generally speaking, “the shallow semantic analysis measures only word overlap between text and hypothesis” [4]. Starting from tokenization and lemmatization of text and hypothesis, this analysis uses Web documents as a corpus and assigns to each entry inverse document frequency as a weight in the hypothesis. Thus, we have a higher score for less occurring words, which means that we assign more importance to less frequent words. Shallow analysis needs tagged corpora as training resources. This technique may be applied at both syntactic and semantic level. Shallow approach is largely used in various tasks of ontology learning:

• Term Extraction: terms are extracted using chunkers. Outputs, as nominal phrases, may be included in the basic vocabulary of the domain. Usually, in order to evaluate weight of extracted terms with respect to the corpus, statistical measures of Information Extraction (IE), such as Term Frequency for Inverse Document Frequency (TF-IDF) algorithm [5], are applied.

• Taxonomy Extraction: this task is related to the extraction of hierarchical relations among ontology classes or individuals [6] [7]. The hierarchy is usually extracted using lexical and syntactic patterns, expressed by means of regular expressions.

• Relation Extraction: using shallow parsing, it is possible to extract only limited reliable relations, i.e., simple patterns such as Noun Phrase + Verb Phrase + Noun Phrase. This analysis does not address complex sentence structures in which there are discontinued dependencies or other language ambiguities. Obviously, this limit does not allow axiom learning, obtainable only with deeper syntactic methods.

While shallow NLP covers syntactic steps as for the learning process, various methods are also applied to generate a shallow semantic parsing (semantic tagging). These methods are more useful in ontology population procedure than in learning tasks, because they govern an extraction approach relied on conceptual structures. Such approach is extremely different from the one based only on texts and syntactic NLP. Indeed, to extract entities and semantic relationships, semantic parsing requires the identification of the structures presented in the corpus. Thus, in order to discover instances of these resources, population process relies on a set of knowledge resources, such as frame, templates or roles [8]. According to [9], these resources may include role taxonomies, lists of named entities and also lexicons and dictionaries. For these reasons, shallow semantic parsing necessitates word sense disambiguation process, useful to assign to a given word the correct meaning or concept. This procedure is also applied to recognize particular semantic relationships, such as synonyms, meronyms, or antonyms using predefined patterns.

While shallow semantics may adequately respond to some ontology learning steps, the results are inadequate for more complex tasks. Shallow methods do not guarantee a fine-grained linguistic analysis. For instance, as for anaphora resolution, or quantifier scope resolution, extracting rich domain ontologies requires text processing. Considering that deep NLP allows to work not only on concepts and relations but also on axioms, such approach seems more appropriate for understanding the meaning of sentences and discourses. Indeed, if shallow methods focus only on text portions, deep ones reach a fine-grained analysis working on the whole meaning of a sentence or a discourse.

Deep methods represent a useful approach to extract representations and to infer on the basis of such representations. It means that this kind of analysis may contribute to inferencing and reasoning capabilities of machines through textual Web resources representation based on a machine-readable standard ontological language. Due to the need of applying an ontological language, in order to process textual resources, it is necessary to use grammar rules. Such set of grammar rules may be applied by a syntactic parser, “the first essential component for a deep analysis of texts” [8]. Indeed, syntactic parsing uses a set of grammar rules, known as syntactic grammars, in order to assign parse trees to sentences.

A formal language and its syntactic grammar rely also on a vocabulary, which includes all the acceptable combinations of characters of a specific alphabet. Such predefined vocabulary may be used in parsing sentences. Another way to create the lexical knowledge base useful to parse a sentence is based on training sets of hand-labeled sentences. This methodology represents the foundation of statistical parsers [10].

Parsing produces outputs represented in the form of phrase structure trees or dependency parses. “Phrase structure parses associates a syntactic parse in the form of a tree to a sentence, while dependency parses creates grammatical links between each pair of words in the sentence” [8]. By most syntactic theories, both formalizing methods are applied as complementary and not as opposite approaches. Many scholars [11] [12], also in shared tasks in Conference on Natural Language Learning (CoNLL), apply dependency parsing because it allows to model predicate-argument structures in a more intuitive way. Indeed, using predicate-argument structures for IE paradigms enables high quality IE results.

Various researches aim at establishing a correspondence between predicate-argument structure and first order predicate logic, even if this goal seems problematic. Also, according to [13], “the predicate/argument system of natural language is more complex than that of first order predicate logic”.

IV. FRAMEWORK

Most of ontology learning methodologies apply syntactic parsing, based on patterns or machine learning, to improve
extraction of relevant structures. It means that syntactic parsing may allow a fine-grained analysis, guaranteeing also the extraction both of Atomic Linguistic Units (ALUs) and relations and axioms learning. The method applied must be adequate to the particular task we want to perform: extracting a whole ontology or only a constituents of such ontology, i.e., classes, relations or axioms.

Actually, various methodologies have been applied to increase retrieval and extraction system performance in different knowledge domains. The common aim is to process unstructured texts and, through semantic annotation procedures, formalize them in a structured representation. This step of converting texts represents the way in which we move to machine-readable language to systemize, manage and extract knowledge from the amount of data. Subtasks, involved in the formalizing process, concern entities and relations between them and their attributes. It means that in a text we have to analyze not only subjects and objects, which take part in a specific situation, that is discourse and sentence contexts, but also identify which kind of relation exists among them. Reconstructing the network of relations and attributes among entities lead us to reconstruct Aristotelian definition process of a concept. Thus, we get close to understand the meaning expressed in a text, which may be analyzed through a precise formalization of natural language, based on linguistic studies rather than on the development of stochastic algorithms. Due to such considerations, we apply Lexicon-Grammar (LG) methodologies in order to create Linguistic Resources (LRs) semantically annotated. LG, set up by Maurice Gross [14] during the ‘60s, is based on a language formalization achieved through a deep lexical analysis.

V. SEMANTIC TAGGING

As presented in [15], our semantic annotation process is structured into a two-step procedure: first, we tag electronic dictionary entries, and then we develop Finite State Automata/Transducers (FSA/FSTs) in order to recognize and annotate predicate-argument structures. The utility of assigning semantic labels to words is strictly linked both to the definition of semantic predicates, and to the creation of FSA/FSTs for coherent text processing. Gross’ definition starts from the fact that, for each given language analyzed, LG can establish sets of lexical-syntactic structures, on the basis of the semantic features of each verb. These features are made explicit directly by the application of the rules of co-occurrence and selection restriction, through which verbs semantically select their arguments to construct acceptable simple sentences. Also, the arguments selected by each verb are given the value of attants (subjects included). Therefore, we may have semantic predicates expressing the intuitive notion of “exchange” (i.e., “Transfer Predicates” as “to give” or “to receive”), “motion” (“Movement Predicates” as “to go” or “to move”) or “production” (“Creation Predicates” as “to build”, “to assemble”). Each set of semantic predicates will select only and exclusively those arguments, which have with them compatible semantic roles. For instance, “Transfer Predicates” will select a “giver”, an “object to transfer” and a “receiver”, as in:

\[ \text{Max}_{\text{given}} \text{ gives a present}_{\text{object to transfer}} \text{ to John}_{\text{receiver}} \]
\[ \text{John}_{\text{receiver}} \text{ receives a present}_{\text{object to transfer}} \text{ from Max}_{\text{given}} \]

“Movement Predicates” will select an “agent of motion”, eventually an “object to move”, and a “locative name”, as in:

\[ \text{Max}_{\text{agent of motion}} \text{ goes to Rome}_{\text{locative name}} \]
\[ \text{Max}_{\text{agent of motion}} \text{ moves the table}_{\text{object to move}} \text{ from the living room to the kitchen}_{\text{locative name}} \]

On such basis, electronic dictionary nouns may also be labeled predicting their likelihood of becoming arguments of (a specific set of) semantic predicates. However, the list of semantic tags likely to be used is not easily identifiable, due to the polysemic of simple nouns. In fact, from the above examples, it can be seen that “agent of motion” and “creator” are sub-classes of the class “Hum”, and that “object to move”, and “creation” are sub-classes of the class “Conc” (concrete objects). Moreover, the words abyss and train can be selected by both “Motion” and “Creation”:

\[ \text{Max} \text{ (entered + built) the (abyss + train) } \]

and also occur as human nouns:

\[ \text{The (abyss + train) laughed at Max’s joke} \]

On this basis, ‘abyss’ and ‘train’ could be labelled as follows:

| abbey,N+FLX=APPLE+Conc |
| train,N+FLX=APPLE+Loc |

An attempt to define a comprehensive set of semantic tags is currently in progress for the Italian DELAS-DELAF and has produced the list, presented in Table I.

| NAbb: clothing article    | NLud: game/sport |
| NAlimE: edible substance  | NMal: illness/disease |
| NAlimP: potable substance | NMass: mass |
| NAnim: animal/animate    | NMat: material |
| NArr: (piece of) furniture | NMecc: object with parts to assemble |
| NAst: abstract           | NMeta: non-physical/metaphysical |
| NAtmo: weather event     | NMeas: unit of measure |
| NBot: botanical          | NMon: currency |
| NChem: chemical          | NMus: musical instrument |
| NColl: collective human  | NNum: numeric |
| NConc: concrete          | NPc: body-part |
| NCosm: cosmetic          | NPcOrg: human and/or |

TABEL I. LIST OF SEMANTIC CATEGORIES AND LABELS.
In terms of sets, the semantic features specified in this list overlap to a variable extent, especially with regard to all the possible subclasses of concrete nouns. For this reason, during the labeling of nouns, it will be possible to assign more than one tag to a single name.

VI. CONCLUSIONS AND FUTURE WORKS

This system of semantic classification is still in an embryonic state, but it could simplify and make even more efficient the building of NooJ FSA/FST grammars [16], allowing for verbs and nouns the insertion into nodes of one or more tags, which could be used to identify classes of words instead of single words. In this sense, it could also be possible to build large-coverage grammars for single sets of semantic predicates, as the one presented in Figure 1, which accounts for 105 simple sentences of the following kind:

(He + Max) (draws + is drawing) (a picture + pictures) (7)

(We + Paul and John) (outline + are outlining) (a drawing + drawings) (8).
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I. INTRODUCTION

The proposal put forth in this paper was developed and refined during a case study carried out in the energy field and aims at analyzing the processes of any type of domain-specific company (e.g., companies working in the energy, manufacturing, industrial sector etc.) that needs to organize their working group, maximize task efficiency and minimize production costs. This kind of company has to solve many types of alert situations where it is necessary to be ready to act promptly to avoid negative consequences for both people and the environment.

Usually, this kind of company has to manage important problems (manual intervention, ordinary and extraordinary maintenance of technological machines) where an optimal resources intervention schedule is necessary. The experts need to be aware of all the information regarding activity sequence and the specific competences of the people involved in the process. The experts have to take decisions in a very short period of time and an error could bring negative consequences for company activities. It is necessary to explicate all knowledge typologies (structured, unstructured and semi-structured knowledge) to make information available when a particular situation is verified.

One of the most important activities for the experts is to build the entire history for each event. In domain-specific organizations, this need is stronger since there are many situations in which people have to promptly take a decision. When the experts have to analyze particular situations they need all the information about process activities and the people that are working on them. Often, a large part of information is stored in documents or reports and experts spend a lot of time looking for the relevant parts.

In particular, we consider the experts’ need to rebuild the history of events in order to analyze or to find similar situations that have already been solved. This means that they have to search for both the same subject and a similar event that occurred for similar machines. This aspect is important in deciding on the significance for each domain entity to extract from texts.

The methodology proposed in this paper presents an approach to improve the search of relevant documents involved in the management of alert situations through textual semantic annotation techniques. It goes on to explain how this improvement can support decision makers and enrich the global performance of processes. It illustrates how an optimal document organization can support the experts during their analysis and how semantic annotation techniques could explicate a relevant part of important process knowledge contained in the text. The aim is to present a methodological approach usable for all kinds of texts and specific domains where analysis of the entities’ semantic relatedness plays an important role.

This paper is structured as follows. Section II presents the state of art of related works. Section III describes the context and the problem statement of the methodological proposal. Section IV illustrates the aim and steps of the proposed methodology. Section V discusses future work and presents concluding observations.

II. STATE OF ART

Text linguistic annotation consists in coding the linguistic information associated to textual data. In computational linguistics, text annotation has an important role that has been consolidated over the years. It allows computers or machines to
extract, interpret and explore the linguistic structure of texts and gives an added value to single terms. From a linguistic point of view, textual data are arranged in different levels through a hierarchical organization that is often partially defined. As a consequence, text annotation is a delicate process as it gives different interpretations of the phenomena that have to be annotated based on annotation levels applied to the texts [1].

The proposed methodology uses semantic annotation techniques to extract concepts from the specific domain texts where the general meaning within a specific domain is important to explicate linguistic entities.

This section shows a short overview of the related work. In particular, let us refer to the semantic annotation techniques applied in different domains, for different aims and on different types of texts.

Due to the large amount of literature concerning Natural Language Processing (NLP) techniques, this section is focused on a representative set for the presented work. The aim is showing how NLP is used in different specific domains, mainly referring to the medical diagnosis and business processes. Concerning the methodology presented in this paper, this section aims at illustrating how it was defined and also how, with examples of NLP applications in other domains, the guidelines and criteria to follow were identified.

For example, in the medical domain NLP techniques have had a large application in structuring clinical information and making available codified diagnosis information so as to understand a natural specific domain language used in the text [2]. In another application in the medical domain, an annotated corpus (PhenoCHF) was created to better understand the medical sub-domain of congestive heart failure (CHF) [3]. The corpus focuses on the identification of phenotype information for a specific clinical sub-domain, congestive heart failure (CHF) and the annotation scheme, whose design was guided by a domain expert, includes both entities and relations pertinent to CHF. Extracting phenotype information can have a major impact on our deeper understanding of disease etiology, treatment and prevention. This is a case in which a corpus is annotated in order to complete the domain-specific vocabulary and to understand a possible evolution of the phenomena.

In general, there are a large number of NLP medical domain applications as the language and the context are more difficult to understand; there are linguistic and contextual factors to consider and language is subject to continuous evolution. Such as in the domain presented in this paper, the medical domain is an interesting similar application that offers an important starting point to reflect on the diagnostic processes analyzed in this paper. The diagnostics process for technological machines could be compared to the patients' disease diagnosis in the medical domain. The problems list is important also in the technical domain (such as the energy domain) and the same concept can be expressed in different linguistic forms. It is not sufficient to identify the specific entities but it is necessary to analyze their context in the sentences. This application on the texts in the specific domain could be an important starting point for improving technical vocabulary that often, mainly in the free texts (such e-mails, narrative description etc.), is not used in their typical forms. In addition, these NLP techniques in the medical domain play an important role also in clinical decision making support such as explained in [6].

As already noted, NLP techniques have a wide variety of domain applications. In the business intelligence domain, the enterprise can use these textual techniques to capture information and opinions contained in different kinds of sources. An experiment to identify lexical, morpho-syntactic, and sentiment-based features derived from web sources is presented in [7]. The aim was to collect all opinions about the company and analyze what has been said about company. To do that, business analysts need to analyze textual sources and accordingly make decisions about business actions. The experiments use NLP techniques to identify if the sentences refer to positive or negative opinions. These techniques are inserted in the business lifecycle as a strategic monitoring phase.

Another example of NLP techniques applied to Business Intelligence is described in [8]. A system which allows extracting relevant information to be fed into models for analysis of financial and operational risk and other business intelligence applications is described.

Let us consider that NLP techniques and information extraction from texts have a strategic role in making textual knowledge available. This kind of knowledge is often important to understand domain evolution (in terms of vocabulary used, opinions, contexts), support the decision-
makers that need to have available and formalized all kinds of knowledge, and also to predict future actions and strategies.

These examples are aimed at giving a general idea on NLP applications inserted in specific domains and useful for specific processes and objectives.

The proposal presented was inspired by this kind of experiences but with the consequence to optimize classification documents crucial for the diagnostic processes carried out in a specific domain. The methodology proposed in this paper refers to specific domains in which textual information has to be inserted in diagnostic process as the guidelines to promptly find relevant documents. It considers not only the domain specific entities present in the text and their relevance but also the relatedness within them (e.g., temperature – pressure, plant n°1- plant n°2, etc.). In this way, people involved in diagnostic processes can find the correct information and the information related with their initial searches in the shortest time.

III. METHODOLOGICAL PROPOSAL

A. Context

The work proposed in this paper has an important application in domain-specific organizations. The proposed methodology can be applied in domain-specific organizations due to the important role that technological capital plays for these enterprises. In particular, this assumption is based on the diagnostic process provided in companies operating in the energy sector.

The present methodological proposal concentrates on diagnostic problem processes that require a strong expertise exchange within the experts involved and where there is a large part of textual knowledge to explicate. The diagnostic activities represent all operations carried out by experts to determine the main causes and the nature of defects verified in technological machines or other support. Let us consider the diagnostic processes where there are two main typologies of human resources that communicate with each other: the technicians for the manual intervention and maintenance, and the experts with specific competences that have to analyze monitoring data and parameters (Fig. 1).

Fig. 1: Diagnostic process

With their expertise exchange, they produce unstructured information sources (e.g., e-mails, graphs, images) that have to be analyzed for formulating precise diagnosis quickly. In order to carry out these analyses and search for solutions, an optimal text classification could be an important aspect to improve complex diagnostic processes. The assumption is that document classification plays a fundamental role in experts’ activities while searching for relevant information that sometimes is unstructured and difficult to obtain.

B. Problems Statement

This section illustrates the problem statement and outlines the kind of processes in which the proposed methodology can be applied. Let us consider the diagnostic process to identify problems on technological machines and equipment or the maintenance process carried out to repair defects or malfunctions. They are two different kinds of processes; however, both impose the analytical phases.

Let us take, for example, the problems that may occur in a power plant or nuclear power plant where an in depth analysis is needed and a solution must be found quickly.

All pieces of these plants are controlled with specific monitoring tools and all particular situations are reported in specific documents (e.g., maintenance report, check-ups). The experts’ activities concern the examination of monitoring values and the diagnostic problems after consulting with other actors involved in the process. When the experts verify alert situations in the parameters concerning the technological pieces of the energy plants, they begin an information exchange using specific information support (databases, e-mail exchange, documents, images etc.) and creating different kinds of information sources.

The methodology presented here concentrates solely on the textual information concerning particular events which is sometimes unstructured and difficult to find.

The semantic annotation approach presented in this paper gives a significance value to each domain-specific entity. In this way, the document classification labels will be formed of relevant domain entities and will better represent the texts’ content. The general concept consists in assigning a significance indicator to each entity, consequently building the classification labels considering these criteria. The aim is to create a representative label with the entities based on a relevant importance indicator and not only on frequency.

Let us remember that the methodological aim is to create document classification labels to allow finding relevant documents for alert situations that could be verified in a specific domain. This relevance indicator could be established a-priori considering specific domain language and the specific aims, which will be explained in the next section.

To sum up, the assumed diagnostic processes are structured as follows:

1) All pieces of energy plants or technological machines are always monitored. People with special competences have the role to verify potential anomalies.

2) Monitoring tools show the anomalies in the values of parameters or that machines do not function properly.

3) The experts begin the information exchange using specific information support. They produce specific documents such as reports or write e-mails to consult other actors involved in the process.
This textual information is capitalized in specific document bases that should facilitate the users’ search for relevant documents. In particular, documents are organized according to specific classification schema that has to explicit the real content of the texts.

When a particular situation is verified, the experts have to search relevant documents to rebuild the history of events.

Therefore, the proposal outlined here, has the aim to improve document classification in order to find relevant documents in less time. In order to do so, the methodology proposes to use semantic annotation techniques to explicate the real contents of the texts with a domain-specific language.

IV. METHODOLOGICAL APPROACH

Let us imagine a sample of documents (structured or unstructured texts) that need to be classified based on their content, and suppose that such documents are composed of terms used in a specific domain. Let us consider also that a part of these documents already have a classification and are already organized with the appropriate metadata. Let us consider also that the terminology that has to be found in the documents is composed of single and composite terms and an associated importance indicator has to be determined for each entity.

In this paper, the list of domain vocabulary is referred to as “domain-specific terminology” and it is searched for in each text included in the corpus. The paper proposes an application of semantic annotation techniques to detect representative features for each document and optimize their classification where their consultation is a deal of expertise exchange and fundamental rules to solve particular situations.

Features Selection

The identified terms represent the features for each document that are subsequently used to form the classification label formed by terms having greater significance. A selection from the word vector associated to each document is carried out according to domain and entities relatedness. Let us suppose that the list of terms to find in the documents is searched for in the documents regardless if they are unstructured or structured. Hence, the proposed method allows the possibility to classify all kinds of textual information involved in processes with an important analytical phase. For each document, a word vector characterizing the texts’ content is identified.

B. Features Selection

The corpus is annotated according to Part-of-speech techniques and specific annotation rules are created in order to find all the elements in the domain-specific terminology list. In particular, in a first phase the methodological proposal consists in applying semantic annotation techniques using Part-of-speech tagging tools.

Part-of-speech (POS) tagging is one of the most popular and thoroughly researched tasks in the field of natural language processing, particularly since it is a prerequisite for a wide variety of more complex tasks [12].

This analysis gives the grammatical category for each term contained in the texts based on the text language. Subsequently, the methodology provides the construction of a set of semantic annotation rules to identify word features of the specific domain.

Each term contained in the domain-specific terminology is searched for in the documents regardless if they are unstructured or structured. Hence, the proposed method allows the possibility to classify all kinds of textual information involved in processes with an important analytical phase. For each document, a word vector characterizing the texts’ content is identified.

A. Text pre-processing

In a first phase, it is necessary to identify a “bag of words” characterizing the domain-specific terminology. Let us consider that any structured language is used and any domain ontology is built for the analyzed domain. Let us suppose that a specific enterprise has a proper vocabulary (ex. particular name for machines and pieces) that sometimes is difficult to explicate for
connected events.

The classification labels built with this methodological approach could help event trend analysis and explicate the important knowledge contained in the texts.

C. Example Case Study

What follows is an illustration of an example case study in which the proposed methodology is being applied. A corpus of e-mails exchanged among the different actors involved in diagnostic or maintenance processes in a domain-specific organization has been analyzed. In particular, approximately 2000 e-mail conversations are considered; the POS tagging has been applied and the specific domain entities are in part identified.

This organization, just like many others, has a technological capital that has to be constantly monitored to repair defects and avoid serious damages.

Each e-mail text has to be classified based on its content so as to facilitate future access to information. In these unstructured texts, they explain particular situations that require a diagnostic analysis and how they solved past problems; this however, is not the only content. As already mentioned, the experts control the values of parameters of the technological machines through specific monitoring tools. When they verify a particular situation that requires a discussion, they start an information exchange via e-mail to find a correct diagnosis. During this phase they have to study the history of the event in question searching in previous documents or e-mails related to this event.

This expertise exchange is capitalized in a document base and each conversation (a set of e-mails that should be referred to the same subject) is classified with a label and metadata. Sometimes the e-mail content was not compatible with the metadata associated to the specific conversation because relevant elements could appear successively.

These e-mail texts already have a classification schema based on the e-mail subject or experts’ personal evaluation that often do not represent the real content of the messages. Let us take into consideration the particular situations described in the texts with the widest variety of terms possible that could be found within them.

Consequently, the actors involved spend a lot of time searching for pertinent documents and a reduction in the time spent could bring an important improvement to the general diagnostic process. In particular, they have to find similar events in the past related on the same machine, all events concerning the particular piece analyzed or similar events concerning the same piece but belonging to another machine with the same technological structure.

Considering this example case study, the methodology proposed aims at creating a classification schema that allows to explicate the real contents and that considers all important elements in the text. For this reason, it is extremely important to determine the list of domain-specific terminology and their significance: to capture as many domain-specific terms as possible in the text Compound terms are identified subsequent to POS tagging and the parsing techniques [13] and through the automatic rules used in GATE (General Architecture for Text Engineering) software with the JAPE language [14]. With this platform it is possible to build specific rules starting from general categorization obtained with POS tagging. The JAPE language allows to determine a grammar for GATE to annotate not only the named entities but also the domain-specific items.

The extracted terms represent the candidates in setting classification labels. The label associated to each text will be formed considering the term frequency but also the importance indicators associated to each term.

To sum up, the main methodological steps are structured as follows:

1) Identifying a process where documents search and consulting have a crucial role.
2) Determining the aims for semantic annotation and the relevant aspects to search in the documents
3) Structuring the set of specific domain items (with typical vocabulary used in the specific company) to search in the texts and determining for each of these a significance indicator for selecting the representative features.
4) Applying the POS tagging technique.
5) Building the specific rules to annotate the texts and find specific domain entities.
6) Verifying for each document the vector of words associated and selecting the entities with the greatest significance indicator.
7) Determining for each document the classification label sorted by their significance indicator and their respective class.

V. CONCLUSIONS AND PERSPECTIVES

This paper has outlined the most important aspects of semantic annotation techniques applied in a specific domain. In particular, it has presented the use of semantic annotation to support decision making within processes that require important analytical phases and where document consulting plays an important role in specific processes. The presented annotation method aims to improve document classification in order to help experts who need to find relevant information in a relatively short period of time. It has explained how this could be an important contribution in improving the global process that is being analyzed. In particular, it has based its assumption on the real need identified after an experience in a domain-specific organization.

In this work it would be worthwhile to use specific optimization algorithms in order to evaluate the classification schema found through semantic annotation techniques. The futures goals will be to test the classification quality using semi-supervised classification algorithms. In particular, the aim is to represent each document in the n-dimensional space where n is the dimension of bag of words. For each text, a vector of n elements will be created. It represents the absence or presence in the text of each word contained in the bag of words. Subsequently, the proposal is to verify the classification with a semi-supervised algorithm.
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I. INTRODUCTION

A lot of information is accessible over the Internet but discovering relevant information for users still poses today research challenges. This is mostly caused by heterogeneity in user’s queries and in data sources. In this paper, we address this issue when data sources are unstructured documents describing individuals only by their key characteristics and when keywords in user’s queries are customized concepts. We have to handle format heterogeneity but, most of all, content heterogeneity. One frequently used approach to semantic heterogeneity is to rely on Semantic Web techniques, particularly on ontologies. We are adopting this direction of research.

Ontologies, which are formal specifications of a domain of interest, specify the meaning of concepts in a semantically well-founded way and can be processed by machines. They are a key component to address our problem, which can be defined this way: "Given a customized concept \( C \) only defined as being a specific concept of \( C \), and given a set of individuals \( I \) instances of \( C \), find the subset of \( I \) that fulfills only partial properties of \( C \).". Solving this problem requires knowing definitions, i.e., the property restrictions of each customized concept and the property assertions for each considered individual. There are two reasons explaining the need for discovering precise definitions of customized concepts. The first is that it will find out individuals satisfying the definitions by exploiting the values of their properties. Secondly, definitions can be used by reasoning to provide users with partial satisfactory proposals. This point is crucial in our work. Consequently, the approach presented in the paper aims at enriching/populating a domain ontology both with formal definitions of concepts and with property assertions, which can be solved by ontology learning techniques at first glance.

However, no single approach in the ontology learning state-of-the-art addresses our problem. First, approaches dealing with generating formal definitions of concepts from texts describing generic domains [1] are not applicable because the content of our texts is not adapted. Second, property assertions in our texts are incomplete with respect to those required for defining customized concepts. Thus, extraction of property assertions from given texts only would not be enough to apply an approach at the instance level as in [2][3]. Third, the majority of ontology learning tools aiming at building a lightweight ontology extract only ontological elements [4] recognized by terms in texts. These techniques are inapplicable too. Our texts do not include names of concepts or instances. Finally, some ontology learning work deals with texts close to ours [5][6].

In this paper, we investigate how several approaches can be combined in order to jointly contribute to address our problem. The proposed approach, called SAUPODOC, relies on a domain ontology relative to the field under study, which has a pivotal role, on its population by property assertions, and on automatic generation of formal concept definitions from the enhanced ontology. Our contributions are the following. We first design the SAUPODOC approach combining various tasks. Second, as property assertions extracted from texts are incomplete with respect to those required for defining customized concepts, we propose techniques to exploit LOD datasets in order to obtain further property assertions, which deal in particular with missing and multiple values. Obtaining appropriate values for all properties required to define customized concepts is indeed a critical issue solved in SAUPODOC. Finally, we experiment our approach in two application domains. We analyze the results and demonstrate the relevance of such a combined approach compared to well-known classifiers.

The remainder of the paper is organized as follows. Section II presents a motivating example of the approach. Section III exposes some related work. Section IV describes our approach. Section V presents experiments to evaluate the approach. Section VI concludes and outlines future work.

II. A MOTIVATING EXAMPLE

Let us consider a Business to Consumer (B2C) company in the holiday destination domain, accepting products from several suppliers and proposing to users the most appropriate products according to their needs. Usually, the needs are expressed from a point of view significantly different from that
of product suppliers and change over time. These companies must design applications making searching products easy, i.e., offering totally satisfactory products or, if that is impossible, partially satisfactory products. Such applications have to be designed for a wide range of products. These application requirements have motivated our work in the context of a collaboration with the Wepingo start-up.

In this settings, textual documents are descriptions of destinations extracted from advertising catalogs or websites. They describe the main features of destinations, praise their virtues and include hardly any negative expressions. Users may be interested in destinations where they can do water sports during winter (DWW), with nightlife (DWN), or in cultural destinations (CD). DWW, DWN and CD are what we call customized concepts. They are specific in regard to the general concept Destination. There is no in-line travel catalogs, or knowledge bases indexing Dominican Republic as DWW. As an illustration, here are two excerpts of the description of Dominican Republic coming from Thomas Cook website: "[...] especially loved by scuba divers. Over 20 existing diving sites and 3 old shipwrecks are waiting to be discovered" and "[...] get active with a range of water sports". These two description parts do not reveal whether Dominican Republic is a DWW or not. One part includes the terms "scuba divers" and "diving", the other one mentions the term "water sport" but is it possible to practise water sport during winter? What is the weather in winter? There is nothing about that. Information in these texts is incomplete and can not be used to infer if the described entities are instances of DWW.

The SAUPODOC approach aims at discovering the specific concepts whose instances are described in textual documents. It requires property assertions, pa, for all considered individuals. Some pa as practised activities can be extracted from textual documents and other required pa as temperatures or precipitations about which the texts are silent will be extracted from another source. Based on the enhanced ontology, definitions of specific concepts can be then discovered. An example of definition for DWW is "a destination hot enough in winter (a mean temperature exceeding 23°C) and with little precipitation (less than 70 mm) to practise water sport activities". Dominican Republic totally satisfies that definition. More generally, all destinations satisfying the formal DWW definition will be part of the answer to a query with the keyword DWW. By contrast, Bali, which does not satisfy the constraint about precipitations, will be a partial satisfactory proposal delivered in the absence of totally satisfactory answers.

III. RELATED WORK

We distinguish three categories of work focusing mainly on semantic knowledge extraction from unstructured texts.

The first addresses learning expressive ontologies in favor of applications based on ontology reasoning. Some work in this category applies on texts containing concepts but not instances. For instance, LexO [1] applies syntactic transformation rules to generate DL axioms from definitory natural language sentences. Ma and Distel investigate a way to learn concept definitions via a relation extraction based approach [7] and propose formal constraints in [8] to ensure the quality of the definitions. It is not appropriate to apply those approaches in our work because the content of the texts is not adapted. By contrast, two research works [2][3] seek to generate a logical description from instances. They rely on the inductive logic programming technique to find a new concept description from assertions of an ontology. [3] applies to expressive DL ontologies, where [2] propose a system for light-weight DL ontologies. The main drawback of those approaches is that they require a large amount of facts about individual entities when applying to real world ontologies. Compared to [2][3], our inputs are texts, not assertions in an ontology about individuals. Needed assertions are expressed in unstructured texts but incompletely.

The second category addresses generating lightweight ontologies limited in their expressiveness, which often consists of taxonomies. Research work investigates how to extract various ontological elements that are learned from textual resources [4]. In regards to concept extraction, a main step is extracting the relevant domain terminology [9] using different term weighting measures. Clustering techniques can then be applied to detect synonyms. An ontological class can be derived from each group of similar terms. Researchers have also investigated learning concept hierarchies from texts. They mainly apply unsupervised hierarchical clustering techniques in order to learn subclass relations and concepts at the same time [4]. Approaches where patterns are identified in the texts are other applied techniques [10] although they discover lexical relations between terms, not between concepts. Finally, when the ontology has not to be built from scratch and when a concept hierarchy already exists and has to be extended with new concepts, supervised methods become possible as well. Classifiers need to be trained for each concept in the existing ontology. The number of those concepts cannot be very large. Unsupervised approaches applied in this settings use an appropriate similarity measure to compare a new concept with those already in the ontology [11]. All these research work seeks to recognise terms denoting concepts (or instances) in texts, and then extract them. However, sometimes texts involve properties of instances without naming the underlying concept, as in our work. Other approaches (3rd category) are then necessary.

The third category includes work using reasoning as a partial replacement of the traditional techniques of information extraction. In the BOEMIE system [5], concepts are divided into primitive and composite concepts. Primitive concepts are populated by classical extraction tools. Instances of composite concepts can not be found in texts but rather their properties. Consequently, composite concepts, defined in terms of primitive ones in the ontology, are populated by reasoning over primitive instances. In [6], the authors extract facts from texts thanks to an ontology and natural language processing tasks. New facts, not explicitly mentioned in texts, are then derived from extracted facts and ontology knowledge. Reasoning is based on background knowledge and inference rules given in advance. Compared to [5][6], we work on texts with a close content but the point is that we have no definitions of concepts that have to be populated.

This state-of-the-art shows that none of these approaches taken in isolation is the solution. However, some can help provided they are adapted to our requirements as outlined in the following section.

IV. THE SAUPODOC APPROACH

The tasks performed in SAUPODOC cooperate via an ontology defining the domain knowledge and populated/enriched little by little by property assertions, definitions and then individuals of customized concepts. As textual descriptions of
entities are often incomplete in regards to required property assertions, collected data has to be complemented. We propose to exploit LOD datasets. The knowledge engineer has in charge to choose which properties can be populated from texts and those which can be populated from other sources. Definitions of customized concepts are then derived based on the populated ontology and applied to obtain their individuals. We present the general approach and each of the tasks that it comprises.

A. An ontology-based approach

The ontology, an input of SAUPODOC, contains all elements defining entities in the application field. It is domain specific but approach independent. Indeed, the only constraints imposed by the approach are described in this subsection. The ontology can therefore be largely reused, or (semi-) automatically built, its creation is not the focus of the paper. More formally, the ontology $O$ is an OWL ontology defined as a tuple $(C, P, I, A)$ where $C$ is a set of classes, $P$ a set of (datatype, object and annotation) properties characterizing the classes, $I$ a set of individuals and property assertions, and $A$ a set of axioms including constraints on classes and properties: subsumption, equivalence, type, domain/range, characteristics (functional, transitive, etc.), disjunction. Figure 1 shows an excerpt of an ontology in the holiday destination domain. The classes Activity, Environment, FamilyType and Season are respectively the roots of a hierarchy, e.g., Environment expresses the natural environment (Aquatic, Desert, etc.) or its quality (Beauty, View). Some object properties represented on the figure have subproperties. Datatype properties are represented under their domain class. Individuals are not represented on the figure.

Our approach is based on the fact that the names of customized concepts are known by the knowledge engineer but he has no precise definitions. The only thing that he knows is that they are more specific than more general ones including numerous individuals. What we are proposing in our approach is to introduce that knowledge in the ontology. Classes in the ontology are then distinguished as follows:

- **the main class** ($MC$) corresponds to the general type of entity considered.
- **the target classes** ($TC$) represent customized concepts. They have a name but no definition.
- **the descriptive classes** ($DC$) are all the other classes included in the ontology.

We add a subclass relationship between each $TC$ and $MC$. Initially contains individuals being instances of $DC$, and annotation property assertions.

The SAUPODOC approach will gradually complete the ontology as follows (cf. activity diagram Figure 2):

- by individuals of $MC$ representing the entities in the corpus, an individual being created for each considered document.
- by property assertions: either properties of individuals extracted from texts or from other (possibly several) sources;
- by definitions of $TC$ specifying their specificities in regard to all the properties of $MC$, this step being only necessary the first time documents of a given domain are addressed;

- by individuals of $TC$.

B. Extraction of property assertions from texts

This step consists in annotating texts given $O$ where all concerned properties are represented and then in representing those annotations in $O$ as property assertions. We assume that texts do not include negative expressions that could disrupt the process. Thus, a simple information extraction system is appropriate provided the system can take $O$ as input.

A property assertion states that an individual is connected by a property to another individual or a literal. Property assertions added in $O$ have to follow this format. The extraction step is guided by $O$, which includes terms corresponding to labels of individuals and allows extraction of property assertions related to individuals. For instance, property assertions connected to "snorkeling" can be added because "snorkeling" is an individual in $O$, associated with labels that are used in texts to refer to it. The introduction of property assertions into $O$ is guided by object properties and their associated range constraints expressed in $O$. For example, based on the statement <Destination, hasActivity, Activity>, which asserts that the range values of the property hasActivity must belong to the extension of the class Activity, if the description of an entity $e$ contains a match with an individual $a$ instance of Activity, then $e$, hasActivity, $a$ is introduced in $O$.

In our work, we use GATE [12], an open source software performing a lot of text processing tasks. The GATE resource OntoRoot Gazetteer can produce annotations over textual documents w.r.t. an ontology given as input, in combination with other generic GATE resources. The JAPE transducer applies JAPE rules in order to transform annotations to property assertions. Rules are automatically created from one pattern, a rule per object property having to be populated. The same pattern is used whatever the ontology.

C. Extraction of property assertions from the LOD

Exploiting datasets coming from the LOD is interesting because number of those datasets can easily be queried thanks to SPARQL endpoints. Our goal is to build Construct SPARQL queries to get data from the LOD and add property assertions in our ontology. At first, the knowledge engineer has to find the most relevant datasets including information relative to the entities in the corpus. Then he has to recognize within those datasets data that corresponds to what is required. As the
number of concerned properties is not too large, this task can
be done manually. However, vocabularies differ in \( O \) and in the
LOD datasets and correspondences may be very complex. We
analyze this mapping process by giving first a few examples.

The first example illustrates a \( 1:n \) correspondence. A
property \( \text{prop} \) characterizing \( c \) in \( O \) may be associated to
several equivalent properties but with a different syntax and
having possibly a value expressed with a different unit of
measurement. For example, the property "precipitationMm"
for January in a given place in \( O \) is represented in DBpedia
amongst others by dbp:janPrecipitationMm, dbp:janRainMm,
dbp:janRainInch. The second example is also a \( 1:n \) correspond-
ence but the properties are not equivalent to each other and
are all needed for calculating the value of \( \text{prop} \). For example,
the temperature for any month in a given location can be
obtained in DBpedia with the average between the highest and
the lowest temperatures during that month. The third example
is about missing values. While DBpedia is a huge knowledge
base, it is also incomplete. A lot of property assertions are
missing. For example, a given destination may have no value
for the highest temperature during a given month.

We have to consider all these various situations including
multiple properties, missing values together with multivalued
properties, i.e., one property with possibly different values.
Although incompleteness is not a problem in Linked Data
under assumptions of many research works, having complete
information is essential in our case in order to achieve the best
results as output of the entire process. Consequently, we define
a model to specify all the possible correspondences between a
property \( \text{prop} \) characterizing \( c \) in \( O \) and related properties in
a RDF dataset. We define also a model to specify alternative
access paths to properties in case of missing values.

1) Specification of correspondences between properties:
The correspondences are the result of a matching process
between a source ontology \( O_s \) and a target ontology \( O_t \), more
precisely between an OWL ontology and another one provid-
ing access to a RDF data source. The correspondences are
relationships between Property Expressions (\( PE \)) expressed
as triples \((id, PE_s, PE_t)\) where \( id \) is the correspondence
identifier, \( PE_s \) is a property expression in \( O_s \) and \( PE_t \) is a
property expression in \( O_t \).

A property expression in \( O_s \) (\( PE_s \)) is either an object
property (\( op \)) or a datatpe property (\( dp \)) possibly including
restriction constraints on its domain (\( PE_s,\text{Constr}(d) \)) using
any ontological constraint from the time it can be expressed
in OWL DL, cf definition 1.

**Definition 1.** \( PE_s = \text{op} \mid \text{dp} \mid PE_s,\text{Constr}(d) \)

**Example** The datatpe property "precipitationMm" with
its domain "Weather" constrained by \&lt;Weather concern-
Month January\&gt; is a \( PE_s \) that matches the property
dbp:janPrecipitationMm in \( O_t \), i.e., precipitationMm.&lt;Weather
comcernMonth January\&gt; \( \in PE_s \).

A property expression in \( O_t \) (\( PE_t \) cf definition 3) is
either an elementary property (\( p_e \)) in \( O_t \), a mathematical, set-
theoretic, transformation or aggregation expression (\( f \)) using
property expressions in \( O_t \). A \( PE_t \) can include domain or
range typing constraints (\( PE_t,\text{Constr} \)). An elementary
property \( p_e \) (cf definition 2) is either a property in \( O_t \) or its inverse.

**Definition 2.** \( p_e = \text{op} \mid \text{dp} \mid \text{op}^{-1} \)

**Definition 3.** \( PE_t = p_e \mid f(PE_t) \mid \text{f}(PE_t, PE_t) \mid PE_t,\text{Constr} \)

**Example** \( \text{AVG(UNION(dbp:janPrecipitationMm,}
\text{dbp:janRainMm))} \) is a \( PE_t \) whose value is the average of all
the values of dbp:janPrecipitationMm and dbp:janRainMm.

The knowledge engineer defines correspondences between
properties in \( O_s \) and \( O_t \) based on this model and on knowledge
in \( O_s \). That way, if \( PE_t \) in \( O_s \) is related to a functional
property and its correspondence \( PE_t \) in \( O_t \) is multivalued,
an aggregation function is applied to obtain a single value.

2) Specification of access paths: The correspondence
model requires access to \( p_e \) values in the target dataset but
some of them may be missing. For instance, no precipitation
data exists in the Kefalonia page. To solve this problem, we
define the notion of \( i^{th} \)-Order property (cf definition 4).

**Definition 4.** An \( i^{th} \)-Order property \( (p_i, p_i^{i-1} \ldots p_1) \) is a property
that can be reached from the initial page through a path of
length \( i \) in the data graph.

**Example** "janPrecipitationMm", a property of Abu Dhabi
with the value 7, is a \( 1^{st} \)-Order property (\( p_1 \)) w.r.t. Abu Dhabi.

**Example** "country.capital.janRainMm" with "janRainMm" a
property of Athens with the value 56.9, Athens being the
capital of Greece, which is the country of Kefalonia, is a \( 3^{rd} \)-
Order property (\( p_3, p_2, p_1 \)) with respect to Kefalonia.

Based on this notion, we define two kinds of access paths for
\( p_e \) w.r.t. a \( PE_t \): direct if \( p_e \) is accessed by a \( 1^{st} \)-Order property,
combined if \( p_e \) is accessed by a \( n^{th} \)-Order property (\( n>1 \)).

Combined access paths are alternatives to access to property
values. They allow to obtain approximate values, which are
more or less good values obtained by composing properties.
The knowledge engineer has to define all access paths (a
maximum) for each \( p_e \) involved in correspondences with
properties in \( O_s \). In case of multiple paths of a given order,
they must be ordered w.r.t. their relevance. Parts of combined
access paths independent of \( p^l \) can be reused.

In our work, we chose to work with DBpedia. We applied
DBpedia Spotlight [13] on each document of the corpus to
have an access to the DBpedia page corresponding to the
described entity. Then, the model of correspondences and the
specification of access paths are used as a support to write
SPARQL queries in order to access DBpedia.

D. Deriving definitions of target concepts

Discovering \( target \) definitions of \( TC \) is a reasoning task
based on the populated ontology, i.e., on all property assertions
of individuals of \( MC \). The knowledge engineer may not be
able to express precise definitions of \( TC \) but we assume that he
is able to manually annotate a subset of documents describing
instances as positive and negative examples of each class from
\( TC \). Manual annotations of entity descriptions can therefore be
used by Machine Learning (ML) tools as positive and negative
eamples for each \( TC \), in order to induce their definition. This
will allow us to get an explicit formal definition for all \( TC \).
These definitions are then applied to get instances of \( TC \).

We need ML tools capable of learning definitions of
classes expressed in Description Logics from expert-provided
examples. Specifically, definitions of \( TC \) must be learned
from (i) a populated OWL ontology including all the property
assertions of all individuals of \( MC \) and from (ii) positive
and negative examples. Moreover, explicit specifications of
relations (subsumption, object/datatype properties) between
features as it is expressed in an OWL ontology have to be taken into account. For example, it could be able to learn what a DW is, given which destinations from the corpus are one (e.g., Dominican Republic) and which are not (e.g., Alaska).

We chose to use DL-Learner [14], an open source tool using inductive logic programming on Description Logics. The DL-Learner definitions are conjunctions and disjunctions of elements. An element can be a class (Destination) or an expression using object properties (hasActivity some Nightlife), numerical datatype properties (avgTemperatureC some double[>= 23.0]), or cardinality constraints (hasCulture min 3 Culture). Ranges are conjunctions and disjunctions of elements. For example, (Destination and (hasActivity some Watersport) and (hasWeather min 2 ((cernMonth some (hasSeason some MidWinter)) and (avgTemperatureC some double[>= 23.0]) and (precipitationMm some double[< 70.0]))) is a definition for DW that can be learned by DL-Learner.

We developed a methodology from the conducted experiments. For each TC, 10 configurations are tested, each one with a different set of parameters, tuned using test experiments. For each test, we keep the highest ranked solution, which is the best one in terms of Accuracy and length. For each TC, we then choose the best definition from the 10 tests.

E. Ontology enrichment with individuals of target classes

The discovered definitions are applied to retrieve all individuals that instantiate TC. This task has to be performed any time new entity descriptions are provided. We use FaCT++ [15], an efficient OWL-DL reasoner applicable to a large number of individuals unlike HermiT [16] and Pellet [17], according to our experiments. If there is no instances for a TC, some restrictions in the definition can be relaxed so that we obtain partial satisfactory proposals.

In conclusion to this section, it may be noted that adjustments simulating the Closed-World Assumption (CWA) were made for ensuring all tasks cooperate with each other. As the open world assumption is made for OWL ontologies, we disabled negation (NOT) and universal restrictions (ONLY) in the definition learning task. We adopted the Unique Name Assumption (UNA) in the ontology specifying that all individuals are different from each other. Otherwise, they are supposed to be possibly connected by owl:sameAs links and this can lead to problems when reasoning with definitions containing minimum cardinality restrictions generated by learning methods under a CWA. Furthermore, as inferences cannot be made on OWL with a definition having a maximum cardinality restriction, this type of restriction is ignored, i.e., we keep the highest ranked definition such that it does not contain a maximum cardinality restriction. The extraction tasks have also been adjusted. If one property assertion is not extracted, we presume that it is unlikely. For example, if a document about a destination does not mention beaches, it is assumed that there are no beaches, as documents are supposed to describe all the assets of destinations. Conversely, if properties are relevant for some types of individuals, values must be found for each of them. This explains why techniques presented in Section IV-C complete the missing property assertions in RDF data sources.

V. EXPERIMENTAL EVALUATION

We compare SAUPODOC with classification approaches, which are tools to discover concepts from texts even if they do not generate any definitions.

A. Materials

We experiment our approach in two application domains chosen for their different characteristics.

1) The holiday destinations field: The corpus of holiday destinations is small (80 documents), which makes it possible to manually verify collected assertions. Each document has been automatically extracted from the Thomas Cook catalog (http://www.thomascook.com/) and describes a specific place (country, region, island or city). The documents are promotional, i.e., describe the qualities of destinations on a comprehensive basis and have hardly any negative expressions. The ontology includes one main class, Destination. Descriptive classes (161) characterize the nature of the environment (46 classes), the activities that can be done (102 classes), the kind of family that should go there, e.g., people with kids, couples, etc. (6 classes) and classes to define the weather like the seasons (7 classes). These descriptive classes contain individuals associated with terminological forms for facilitating their identification in texts. For example, the terms "archaeology, archaeological, acropolis, roman villa, excavation site, mosaic" are associated to the individual archaeology. 39 TC are addressed.

2) The film field: The film corpus contains 10,000 documents, a significant number in order to check the applicability of the learning step with many individuals. It has been automatically built using DBpedia. Each document corresponds to a DBpedia page about a film. A document contains the DBpedia URI (no need to use DBpedia Spotlight to get the page) and its abstract describing the film (with hardly any negative expressions). The film ontology is basic (5 descriptive classes). It only contains the needed classes w.r.t. TC of our experiments. 12 TC corresponding to DBpedia categories (values of the property dcterms:subject) are addressed.

B. Evaluation of the SAUPODOC approach

1) Experimental scenario: Positive and negative examples for each TC have to be given as input for all tested approaches. They are manually given by the knowledge engineer for destinations and automatically generated for films: a film f is a positive example for a TC corresponding to a category c if f dcterms:subject c, otherwise it is a negative example.

SAUPODOC relies on an ontology but classifiers do not. The idea is then to consider the domain terminology given by the knowledge engineer as a domain dictionary. Each document is represented as a vector (Vector Space Model). We use a bag-of-words method, where each element of the vector represents a word in the dictionary, which can be one or several keywords or keyphrases. Basically, if a document contains a word (lemmatization is performed), the value for its element is TF-IDF, otherwise 0. These vector representations are used as input of (i) a SVM classifier and (ii) a decision tree classifier. Both classifiers are tested with several parameters. We keep the best results.

For evaluation, documents are split into 2/3 for the training set and 1/3 for the test set. This means that learning is performed on 2/3 of data and that results are given on the rest of data. Several metrics are computed.

2) Results: First, we observe (see Table I) that the three approaches give satisfactory results in terms of Accuracy although slightly better results are obtained with ours. However, Accuracy is not the measure the best appropriate to our
problem because each TC has lots of negative examples and few positive ones: if a classifier predicts negative on all inputs (no instances of TC found) then Accuracy is high (91.76% on average for film TC). True negatives and true positives are not of equal importance. Alternative metrics such as Precision, Recall and F-measure are needed to evaluate the prediction of positives, which is central in our problem. Table I shows the results with respect to those metrics. We can observe that our approach is the best in terms of Precision, Recall and F-measure on both domains.

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + FN + TN} \\
\text{Precision} = \frac{TP}{TP + FP} \\
\text{Recall} = \frac{TP}{TP + FN} \\
\text{F-measure} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

<table>
<thead>
<tr>
<th>Metric (%)</th>
<th>Accuracy</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Corpus</td>
<td>SVM</td>
</tr>
<tr>
<td>Destination (39 TC)</td>
<td>95.89</td>
<td>84.52</td>
</tr>
<tr>
<td>Film (12 TC)</td>
<td>95.86</td>
<td>93.41</td>
</tr>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td></td>
<td>Corpus</td>
<td>SVM</td>
</tr>
<tr>
<td>Destination (39 TC)</td>
<td>73.95</td>
<td>58.10</td>
</tr>
<tr>
<td>Film (12 TC)</td>
<td>76.27</td>
<td>69.90</td>
</tr>
</tbody>
</table>

TABLE I. Average results for TC

These results evaluate the combined performance of the various tasks performed by SAUPODOC. The definition learning task allows a good classification but the tasks upstream of the learning process have an impact on the results too in the sense that they affect the quality of data used to learn definitions. In the following, we analyze the two extraction tasks on the destination domain. The corpus contains few documents. A manual validation can be conducted.

We analyze first the extraction of property assertions from texts. We notice 52 wrong property assertions (false positives) out of 2,375 (2.19% of noise). Precision reaches 97.81%. Recall is assumed to be close to 1. Indeed, if a property assertion is not mentioned in a text, then that property does not characterize the described individual since all main features are supposed to be given in textual descriptions. This way, the number of false negative assertions (missing assertions) should be extremely limited. This clearly shows that the quality of the extraction task from texts is good. Relevant assertions are introduced in the ontology with minimal noise.

With respect to the extraction task from the LOD, the proposed techniques dealing with multiple or multivaluated properties and missing values proved to be very useful. Only 29 from 80 destinations have weather data (tested on DBpedia 2014). Specification of access paths provided approximated values. For example, the weather for Boston has been given from the page Quincy_Massachusetts. Moreover, complex correspondences have been defined for all properties (26) having to be valued from DBpedia. Property expressions in DBpedia corresponding to properties in the ontology were quite complex, never elementary properties.

Finally, let us note that well-known classifiers do not result in explicit definitions. SVM classifiers create a model, which is not comprehensive for human. Decision tree classifiers are a bit more intelligible since trees can be seen as sets of rules. However, these rules deal with the TF-IDF number associated with a dictionary word, which is hard to interpret by humans. In SAUPODOC, definitions are comprehensive and could be refined if needed.

VI. CONCLUSION AND FUTURE WORK

We proposed an ontology-based approach, SAUPODOC, to solve an issue of heterogeneity between customized concepts without a priori definitions and unstructured documents describing individuals in an incomplete way. The approach combines several tasks operating at different abstraction levels and exploits the LOD. We also proposed a model to specify complex correspondences between an ontology and LOD data sources and mechanisms to deal with incompleteness and multiple properties or values. Finally, experiments have been carried out. Results show the relevance of SAUPODOC and a better Precision, Recall and F-measure than well-known classifiers. Future work will address automatic generation of SPARQL construct queries to query the LOD based on the two models described in Section IV-C.
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Abstract— In this article, we will analyze the effect of different retirement satisfaction predictors on each other and the retirement satisfaction level among men and women. The following factors will be used as predictors of retirement satisfaction: health; wealth; smoking and drinking habits; education; faith; income; impact of health on activities of daily living (ADL); frequency of activities; and the number of people in a household. A set of 858 retired men and 1179 retired women from a 2012 Health and Retirement Study database have been chosen and analyzed. A neural network was trained for each gender in order to predict retirement satisfaction; it also generated a decision tree that symbolizes the retirement satisfaction and its predictors. The results demonstrate that health, age, smoking habits, income, and wealth are the most significant predictors for both genders, while for men, education also plays an important role in retirement satisfaction.
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I. INTRODUCTION

As the population of retired people is growing, retirement satisfaction has become a significant issue in aging and retirement research. It is predicted that around 24 percent of the United States' workforce in 2018 will be at least 55 years old [1]. In addition to positive changes in lifestyle, retirement—as a major alteration in life for the elderly—can be the source of many negative experiences, such as loneliness, anxiety, and sometimes even psychological disorders [2].

There is a large body of research on factors which may have an effect on retirement satisfaction—among which health and wealth, as the two most important predictors, have been shown to have a positive correlation with this kind of satisfaction [3-8]. A positive psychological condition is also shown to have a positive correlation with retirement satisfaction [6].

Sexuality is also another analyzed factor in literature. Although there are many studies focusing only on men or women in terms of retirement satisfaction, the studies show that there is no significant difference among men and women in this category [6, 9-15].

Voluntary retirement, engagement in social activities, higher educational level, and having a spousal partner also can have a positive effect on retirement satisfaction [8, 12, 15-21].

Although the retirement satisfaction factors have been analyzed extensively in literature, the inter-relational effect of these factors remains an unchallenged problem. For example, we know that wealth and health have a positive correlation with retirement satisfaction [5], but how will a high level of wealth and a low level of health affect retirement satisfaction simultaneously? Additionally, what level of each factor is the threshold at which retirement satisfaction may be altered?

In this paper, using the data of 858 retired men and 1179 retired women from the 2012 Health and Retirement Study database, we predict the retirement satisfaction level as a dependent variable and the health, wealth, smoking and drinking habits, education, faith, income, impact of health on instrumental and regular ADLs, frequency of activities, and number of people in a household as independent variables by using a multi-layer perceptron neural network. We then try to illustrate the effect of different levels of independent variables on retirement satisfaction simultaneously by using a decision tree for both men and women.

In Section 2, we explain the method and data we use for analysis. In Section 3, the results of analyzing retirement satisfaction as an outcome of predictor variables are presented for both men and women. In Section 4, the overall conclusion is stated.

II. DATA AND METHODOLOGY

A. Health and Retirement Study

The data for this research came from the 2012 Health and Retirement Study (HRS), which was launched in 1992. The total number of randomly considered retired people chosen from HRS for this study was 2037, which consisted of 858 men and 1179 women. Notice that only the respondents with no missing values in both dependent and independent variables were considered in this study.

The dependent variable is considered to be retirement satisfaction. If a person is reported to be retired in 2012 he/she is asked the G136 question, “All in all, would you say that your retirement has turned out to be very satisfying, moderately satisfying, or not at all satisfying?” The answer to this question is supposed to capture the retirement satisfaction level for retirees.

The independent variables in this research are the age (in months); years of education; belief in a higher power; self-report of health (based on a 5-point scale in which 1 shows
excellent health and 5 shows very poor health); a binary variable which shows if the health limits the ability to work or not; level of difficulty in pursuing the ADLs (based on a 6-point scale in which 0 shows no difficulty and 5 shows someone is unable to perform ADL); mental health (based on a 9-point scale in which 0 is excellent and 8 is very poor); a set of binary variables that show if the person has blood pressure, diabetes, cancer, lung disease, heart problem and/or arthritis; frequency of vigorous, moderate, and light activity; a binary variable that shows if the person smokes or not; the number of alcoholic drinks consumed per week; wealth; income; and the number of people living in a household.

B. Methodology

In this research for modeling retirement satisfaction and other independent variables, we use a multi-layer feed forward neural network. For illustrating this relationship in a symbolic structure, we will use a decision tree technique proposed by Craven [22] and modified by Young [23].

1) Artificial Neural Networks (ANN)

ANNs are mathematical models that mimic the human brain. Besides being considered a “black-box” model, ANNs also have the limitation of requiring a large amount of training and cross-validation data, i.e., typically three times more training samples than network weights [24]. However, a systematic way of modelling complex non-linear patterns is proposed [25]. Since their resurgence in the 1980s, ANNs have been applied to a variety of problem domains such as speech recognition [26] and generation [27], symbolic learning [28], robotic design [29], medical diagnostics [30], game playing [31], healthcare systems [32], bankruptcy [33], credit cards [34], and estimation of functions as in forecasting [35-37]. Theoretically, it is possible to prove that a three-layered NN can estimate the value of a function with desirable accuracy [38, 39]. Since the relationship of retirement satisfaction and other independent variables is not necessarily linear and can be considered highly complex, feed forward neural networks can be a useful tool for predicting the value of retirement satisfaction.

There are many types of ANN topologies that have been comprehensively documented [40], and they range in their use and complexity. One of the most widely used neural networks (NN) is the feed forward neural network (FNN). For example, Figure 1 shows the general structure of a FNN. The network shown is fully connected, since each layer is connected via previous layers. The first hidden layer’s neurons are connected to the second hidden layer’s, and the second hidden layer’s neurons are connected with all of the output layer’s neurons.

There are two main paradigms of ANN training—supervised and unsupervised learning. The primary difference between the two learning schemes is that in supervised learning, known outputs, or “targets”—are used to adjust the network’s weights. In unsupervised learning, there is not a known output, and the method functions as a clustering algorithm.

2) Decision trees and TREPAN

One of the main drawbacks of neural networks is the lack of explanation capability [42]. In order to represent the knowledge about retirement satisfaction learned by a neural network, we use decision trees. Decision trees classify data through recursive partitioning of the dataset into mutually exclusive subsets [43], which best explain the variation in the dependent variable under observation [44]. A decision tree model consists of logical tests, which result in possible classifying consequences. Decision trees have been used to aid decision makers in many real-world problems. For example, Leech [45] applied a decision tree to a chemical nuclear power plant process involving continuous feedback systems. Another use led a manufacturing company to reduce inventory levels and improve processing efficiencies, which saved the company ten million dollars in operation expenses a year [46].

TREPAN is a novel rule-extraction algorithm [47] that utilizes the behavior of a trained ANN. Given a trained ANN, TREPAN extracts decision trees that provide a close approximation to the function represented by the network when there are issues of accurately calculating tree partitions, which are caused by limited sample sizes. TREPAN uses a concept of recursive partitioning similar to other decision tree algorithms; however, in contrast to the depth-first growth used by other decision tree algorithms, TREPAN expands using the “best first” principle. For conventional induction algorithms, the amount of training data decreases as a decision tree grows. Thus, there is less data at the bottom of the tree able to determine class labels accurately. In contrast, TREPAN uses an “oracle” to answer queries that determine decision tree splits better when sample instances are limited. One important aspect of this feature is the user-determined parameter called minimum sample. TREPAN ensures that splits are determined with a minimum number of sample instances. If the number of instances at a particular node, \( m \), is less than the minimum sample allowed, TREPAN will make membership queries equal to the minimum sample from the ANN oracle in order to artificially create sample instances to meet the minimum sample requirement.

TREPAN uses an entropy-based criterion called “information gain” to determine the best position in which to
partition the dataset. TREPAN uses M-of-N expressions as it splits upon the dataset. In this case, N rules are created. The algorithm also determines a value for M, which represents the minimum conditions that must be met, which in turn dictates the preceding node or final classification. This approach allows multiple features to be present in one node. To prevent testing of all the possible M-of-N combinations, TREPAN makes use of the heuristic “beam search” process. This process begins by selecting the best binary split at a given node based upon information gain. Additional splitting conditions are determined based on the initial rule’s “complement” [48].

When sample instances are sparse, TREPAN interacts with an ANN oracle by means of membership queries. The goal of a membership query is to determine a new instance among a group of instances. To create appropriate sample instances, distributions of attribute values are created that conform to the decision tree constraints [49]. Once the ranges are determined, random pulls are made from the attributes’ distribution in order for the oracle to accurately estimate the classification output label.

3) Retirement Satisfaction Model

For this study, we train a feed forward neural network with two hidden layers. There are 15 processing units in the first layer and 10 processing units in the second hidden layer, as well as tangent hyperbolic and linear transfer functions for the hidden and output layers, respectively, that use back propagation algorithms in NeuroSolutions 6.20 software. The output of the network, i.e., retirement satisfaction – is a continuous number. In order to convert the output of the network into the categorical scale of retirement satisfaction, we divide the output into three categories of (-∞,1.66), (1.66,2.33), and (2.33,+∞), which are equivalent to not satisfying, moderately satisfying, and very satisfying. Notice that in the data we use the numbers 1, 2, and 3 to represent satisfying, moderately satisfying, and very satisfying, respectively.

III. RESULTS

Figure 2 and Figure 3 show the decision tree obtained for men and women regarding the relationships of the independent variables and retirement satisfaction. Notice that every rectangular shape in the decision tree shows a condition that, if met, the right branch should be followed. The left branch is for the case in which the condition is rejected. The oval shapes show the consecutive retirement satisfaction level in each branch.

As it is depicted in Figures 2 and 3, not all of the variables are involved in predicting retirement satisfaction. The reason is partially because of the low correlation of some independent variables and retirement satisfaction, as well as the overwhelming impact of these important variables on the latter that makes the other factors neutral. Another reason is the structure of the decision tree itself. By generating a decision tree, we are trying to extract the knowledge of the neural network, and the generated tree is formed in a way to represent the most possible knowledge in the form of rules according to the neural network, which can cause us to ignore some of the inputs.

A. Comparison with Literature

All of the extracted rules in decision trees are consistent with the results in literature. Age has a positive correlation with retirement satisfaction [3]. This effect can be seen by following branches that point to older ages and comparing them to the other branches in Figures 2 and 3. High levels of mental and physical health correspond to higher retirement satisfaction [3, 4, 6-8]. Higher levels of wealth and income also correspond to higher retirement satisfaction [3, 5-7].

Years of education have a positive correlation with retirement satisfaction [20].

B. New Findings

In addition to the result comparisons to previous literature, some new patterns can be deduced from the decision tree. Compared to women, the years spent in education for men is an important factor. In Figure 2, one of the parameters that affects the retirement satisfaction in men is education level. However, in Figure 3 the education level is not a condition in defining the retirement satisfaction, which shows that for women, it is not an important parameter.

Since for men the wealth appears in higher levels of the decision tree, it follows that, compared to women, wealth for men is a more important factor. Following the same logic, we can see that compared to men, mental health is a stronger predictor for women. In addition, for women with poor health, wealth is not a predictor at all. Despite this, for men with poor overall health, age cannot predict the retirement satisfaction.

Among all the health conditions analyzed, only diabetes plays a significant role in explaining retirement satisfaction. In both decision trees, i.e., men’s and women’s – having diabetes can cause lower retirement satisfaction, except where the income level is rather high. Although poor conditions of physical and mental health for both men and women can cause low retirement satisfaction, a high amount of wealth and income can ameliorate this situation.

IV. CONCLUSION

In this paper, using the 2012 data of the Health and Retirement Study for 858 retired men and 1179 retired women, we trained a feed forward neural network to predict the retirement satisfaction, considering health, wealth, smoking and drinking habits, education, faith, income, impact of health on ADLs, frequency of activities, and the number of people in a household as independent variables. The knowledge of neural networks was represented in the form of a decision tree.

The results show a very high consistency with previous findings in literature. Additionally, some new knowledge regarding retirement satisfaction was also revealed in the form of rules in the decision tree. It was shown that, compared to men, years of education is more important to women in regards to retirement satisfaction. Under the condition of poor health, age is an important predictor of retirement satisfaction for women. Among all the health-related diseases, diabetes plays the most important role in terms of predicting retirement satisfaction.
satisfaction. Additionally, a poor health condition can be
negated by higher income or wealth.

To the best of our knowledge, the use of decision trees in
retirement satisfaction is introduced for the very first time in
this article. The results show that this technique can be a very
powerful method for revealing hidden relationships between
the various predictors of retirement satisfaction.
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Abstract— Prediction is the method of determining future values based on the patterns deduced from a data set. This research compares various data mining techniques—namely, multiple regression analysis in statistics, Artificial Neural Networks (ANN), and the Group Method of Data Handling (GMDH), including both with and without feature selection. Currently, the literature suggests that GMDH, an inductive learning algorithm, is an excellent tool for prediction. GMDH builds gradually more complex models that are evaluated via a set of multi-input, single-output data pairs. ANNs are inspired by the complex learning that happens in the closely interconnected sets of neurons in the human brain and are also considered an excellent tool for prediction. This article is the beginning of a more detailed research project to investigate how well GMDH performs in comparison to other data mining tools.
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I. INTRODUCTION

In this day and age, a large amount of profitable information is being processed from the myriad of data that is being collected. Why is this information significant, who uses this information, and for what purposes is it being used? To be able to answer these questions, we will begin asking the very basic question: What is data? Data is information of any nature that, when quantized, can be meaningfully disseminated into useful knowledge [1].

There has been no discrimination in regards to the type of industries from which databases emerge. Disparate industries have understood the need to exploit the knowledge that can be extracted by scouring through these large repositories of data. Knowledge is a term that is commonly associated with data [1]. For example, the itemization of a grocery bill, along with its corresponding loyalty card number, is generally considered data. This data may be used by data scientists to estimate the number of people in the household, the age group, and so on. This is known as knowledge, which is extracted based upon data obtained from the bill. However, the biggest challenge that we face is disentangling the useful knowledge that is desegregated from all the noise, but that is also collected as part of the data in a repository[1][2]. Data mining helps in addressing this data overload problem that we face at a time when the world is progressing towards an era of digital information.

Data mining is the art of extracting understandable patterns that may be concealed within a vast repository of data and identifying potentially useful information that can be used to our advantage [3]. The choice of the proper data mining technique among those that are usually used depends on the kind of information we wish to extract from the data. Depending upon the type of knowledge we wish to gain, data mining usually involves six common classes of applications.

The process of detecting interesting relationships between attributes is known as association. This type of learning commonly explores large spaces of potential patterns and chooses those that may be of interest to the user, which are generally specified using a constraint [4]. This application of data mining is most commonly used in the business world, where they base most of their micro- and macro-business decisions off of these patterns.

The use of a model to fit data into pre-categorized discrete classes is known as classification [5]. According to Zhang and Zhou, classification is the process of identifying common features that describe and distinguish common classes [6]. E.W.T. Ngai et al. suggest that the most commonly used techniques for the classification of data include neural networks, the naïve Bayes technique, decision trees, and support vector machines [5].

According to E.W.T. Ngai et al., dividing objects that are similar to each other in order to form groups that are conceptually meaningful—and, at the same time, very dissimilar to those from the other group—is called clustering [5]. Zhang and Zhou explain this as maximizing “intra-class” similarity and minimizing “inter-class” similarity [6]. The clusters are usually mutually exclusive and exhaustive. For a more complex and in-depth representation of the data, the model may be chosen to represent a hierarchical or overlapping category [7].

For estimation, we find an approximate value of a target or dependent variable using a set of predictor or independent variables [8]. Regression analysis is used for this purpose. Regression analysis is the generation of an equation that best represents the relationship between a continuous dependent output variable and one or more independent input variables [5]. It is mostly a statistics-based methodology that is used for estimation and forecasting. Based on the number of independent or predictor variables, a simple linear regression
or a multiple linear regression may be performed. A well-fit model is one in which a strong correlation exists between the two variables.

Prediction, as the name suggests, is the method of determining future values based upon the patterns deduced from the data set. It is very similar to classification and estimation—however, a very fine line exists between them. According to E.W.T. Ngai et al, the most common techniques used for prediction analysis are neural networks and logistic model predictions [4].

In Section 2 and 3, we explain the techniques we use for analysis. In Section 4 and 5, we discuss the methodology and the database used. In Section 6, we discuss the results and the overall conclusion is stated.

II. ARTIFICIAL NEURAL NETWORKS

ANNs are inspired by the complex learning that happens in the closely interconnected sets of neurons in the human brain [8]. An analogy between a neural network and a human brain can be drawn in the following manner [9], as illustrated in Figure 1.

An ANN always acquires its knowledge through learning, similar to a human brain, which is constantly learning through experiences. The ANN’s knowledge is stored in its neurons, using weights associated in its inter-neuron connections, which are similar to the synaptic weights that we have in the neurons in a human brain.

![ Biological neuron ](image)

A generic structure of a neural network model can be explained as a mathematical equivalent, which is shown in Figure 2.

![ Artificial Perceptron ](image)

Figure 2 displays a mathematical approximation of the biological model in Figure 1; for the mathematical model, a linear combination of weights and input values are passed through activation functions that process the data. For example, the perceptron in Figure 2 has independent inputs \(X_1, X_2, X_3, \text{ and } X_m\), connection weights \(W_1, W_2, W_3, \text{ and } W_m\), a bias \((B)\), and a dependent variable \((Y)\). During this operation, the perceptron computes a weighted sum as each input and bias passes through the neuron. Weights represent the strength of the association between independent and dependent variables, and can be positive, negative, or zero; the weighted sum is then processed by the neuron’s activation function and sent through the rest of the network.

The mathematical expression of the perceptron neuron shown above is:

\[
y_k = \varphi(\sum w_{km} \times x_m + b_k)
\]

Where \(w_{km} = \text{connection weight of source neuron } m \text{ to target neuron } k\); \(b_k = \text{bias }\); \(y_k = \text{output}; \varphi = \text{transfer function}\). One of the major advantages of ANN is their robust nature that allows them to represent and learn both linearly- and non-linearly-related data with ease [9].

A multilayer perceptron (MLP) is a modification of the simple linear perceptron, and can easily model highly nonlinear data of input vectors to accurately represent the new unseen data [11][12]. A simple MLP structure is illustrated in Figure 8 (end of article), and demonstrates how the perceptron fits into an ANN.

The architecture of an MLP can usually vary, but in general, it has input neurons which provide the input parameters to the network. There may be one or more hidden layers, which are made up of nodes connected to every other node in the prior and subsequent layers. The output signals from these nodes are the sum of the input signals to the node, which may be modified by an activation function or transfer function, which is generally non-linear. We make use of nonlinear functions to produce the outputs, which are then scaled using the weights associated with the nodes in order to be fed forward as the input to every node in the next layer of the network. This method of information processing, which is directed in the forward path of a network, makes the MLP a feed forward network [11].

By constant training, the MLP network has the ability to learn and to accurately model the input-output relationship. A set of training data with input vectors and target output vectors is used for the purposes of training. While training, the model constantly adjusts the weights of the nodes until the magnitude of the error of the MLP network is minimized. This is performed by constantly monitoring the error that arises as a difference between the predicted and the actual output, and adjusting the weights accordingly [11]. Thus, the MLP uses a supervised learning technique. The most commonly used algorithm for this purpose is the back-propagation algorithm. This training of the MLP is stopped when the performance of the network can accurately predict the target variable, which is compared to the testing data set.
III. GROUP METHOD OF DATA HANDLING

Ivakhnenko in 1966 introduced the concept of GMDH as an inductive learning algorithm [13][14]. According to Ravisankar et al., GMDH builds gradually more complex models that are evaluated on a set of multi-input, single-output data pairs [15][16][17]. Dipti suggests that the complexities involved in other neural networks—such as determining the most important input variables, the number of hidden layers, and the neurons—are all circumvented by GMDH [14][18]. The need for prior knowledge to build models is eliminated by GMDH, and hence, it is a self-organizing feed forward neural network.

The neurons use competitive learning, as opposed to back propagation error correction. The competitive learning is based upon the way that the neurons compete with each other in order to respond to the input neurons. The overall methodology includes the following steps:

A data set with $n$ observations for regression analysis is collected, with $m$ independent variables $x_i$ and a dependent variable $y_i; i=1, 2, 3, ..., m; j=1, 2, 3, ..., n$

Step 1: The data set is divided into training and checking sets.

Step 2: A regression equation for each pair of independent variables is computed as follows:

$$y = A + Bx_i + Cx_j + Dx_i^2 + Ex_j^2 + Fx_{ij} \quad (2)$$

leaving us with $\binom{m}{2} = m(m-1)/2$ sets of regression polynomials, each made up of pairs of independent variables. We now have higher order variables predicting the output, as opposed to the original $m$ variables $x_1, x_2, x_3, ..., x_m$.

Step 3: Each of these regression surfaces will then be evaluated at all $n$ data points. For example, a regression equation of the first two independent variables $x_1$ and $x_2$ is generated and then evaluated against all $n$ data points as $(x_{11}, x_{12}), (x_{21}, x_{22}), (x_{31}, x_{32}), ..., (x_{n1}, x_{n2})$. This is now stored as a new variable $Z_i$. The remaining variables are computed in a similar manner. It is common knowledge that these new variables predict the output better than the original independent variables $x_1, x_2, ..., x_m$.

Step 4: We now choose survivors, or those $Z$ variables that best represent the output variable $y$ by evaluating it against the checking set. The survivors are calculated by estimating the regularity criterion, which is usually the mean squared error ($r_{min}$), and arranging the values in increasing order of the regularity criterion for each $Z$ variable. Based upon a pre-determined value $R$, those values of $Z$ whose mean squared error is less than that of $R$ are chosen as the survivors to replace the corresponding values of $x$.

The whole process is repeated, and we now have a regression polynomial of order four. In this way, the model builds gradually, complicating polynomial models of increasing order until the $r_{min}$ value of one model is no longer less than the previous model. This now implies that the $r_{min}$ value has reached its minimum and we can stop the process.

Feature selection is the process of using a smaller set of features, predictors, or independent variables to describe a sample in the measurement space. According to Guyon and Elisseeff, there are a number of potential benefits by this method of feature selection [19]:

- Helps in the visualization and better understanding of the data
- Feature selection enables reduced storage requirements
- Helps reduce the time to train the network
- Reduces the dimensionality of the network and improves the prediction performance.

For this research, GMDH is used to select the most significant features, depending upon their ability to have the best accuracy in their test data set. Ten-fold cross validation is performed, and the features which have the most frequency of occurrence in all the 10 folds were selected based upon the percentages that were obtained from the GMDH Shell software.

IV. METHODOLOGY

The flow chart below gives an outline of the methodology that has been followed for analyzing data for the purposes of comparing various data mining techniques. Namely, this includes multiple regression analyses in statistics, MLP, and GMDH, including those with and without feature selection. See Figure 9.

To compute various statistical data sets usually for six sigma initiatives--Minitab is used. It is a very versatile and effective tool [20]. It provides tools and options for both basic and advanced data analysis.

To compute neural network models, NeuroSolutions [21], an easy-to-use neural network software package for Windows, is used. It provides an easy-to-use Excel interface and a user-friendly intuitive wizard with an icon-based network design interface, which are used to implement advanced artificial intelligence and learning algorithms [9].

GMDH Shell is used for the purpose of accurately forecasting time series, build classification, and regression models. It is also neural network-based software that allows for a full spectrum of parametric customization. However, the differentiating factor is that it is very fast, since it implements advanced parallel processing and has highly optimized the core algorithms. It can be used for any task from data sciences and financial analysis to inventory forecasting, demand forecasting, load forecasting, demand and sales forecasting, and stock market prediction [22][23].

In this broad range of knowledge discovery applications, the main idea is to train a subset of the population with known labels, and then make the predictions for a test subset with unknown labels [24]. When the learning algorithm is trained using only the training set, the algorithm looks for patterns in the training set which are indicative of the correlations that exist between the features and output of the data set. However, it is important to note that these patterns may be specific to only the training data set, i.e., they are valid only in the training set, and are not actually true for the
general population of the database [24]. This will cause the algorithm to have a higher accuracy rate in the training set. It is not uncommon for the learning algorithm to become one hundred percent accurate with issues of over fitting. The tailoring of the algorithm to match the patterns that may be unique to only the training set--which might be due to randomness in how the training data was selected from the population--is called over fitting. In order to avoid these issues, a validation subset which is mutually exclusive of the training set is used to fine-tune the model.

- Training set: To fit the parameters, i.e., weights
- Validation set: To tune the parameters, i.e., architecture
- Test set: To assess the performance, i.e., generalization and predictive power

For the purpose of our research, we have divided 60 percent of the data set as a training set, 20 percent as cross validation, and 20 percent as a test set. The data set was initially randomized to avoid any discrepancies that may have occurred while experimenting.

V. CASE STUDY

This case study is based on data collected by the National Oceanic and Atmospheric Administration (NOAA) study addressing the impacts of mussel recruitment on the bay’s water quality via provided hydrological data (April through November, 1991–1996) [25]. The database includes the following variables: temperature (TEMP), Secchi depth (SECCHI), light attenuation (Kd), total suspended solids (TSS), TP, soluble reactive phosphorus (PO4 )3-N, nitrate-nitrogen (NO3 )-N, ammonia-nitrogen (NH4 +-N), silica (SiO2), particulate silica (PSiO2), particulate organic carbon (POC), chloride (CL), total photosynthetic radiation (TotPAR), visibility (VISIB), ambient temperature (TEMPAmb), and wind speed (WNDSpd). The dataset consists of 251 records [25].

Saginaw Bay (See Figure 3) is part of Lake Huron. Prior to the 1980s, excessive nutrient loading altered the water quality and resulted in expansive cyanobacterial blooms during the summer months. Bloom intensity and frequency decreased in the mid-1980s following the initiation of nutrient-abatement programs. Invasion of mussels occurred during the early 1990s, with larvae and adult mussels first being observed in 1991. During 1994–1996, their growth stabilized and populations became established (Nalepa et al. 1995). Coincident with mussel occurrence, blooms of toxic Microcystis reappeared during late summer months, and have remained annually recurrent throughout the bay [25].

Saginaw Bay is divided into two regions. Water quality in the shallow “inner bay” largely is influenced by nutrient-laden inflows of the Saginaw River. The river drains from agricultural, industrial, and urban areas. The mean circulation is weak, and water exchanges between the inner and outer bays occur along the northern shorelines.

VI. RESULTS AND CONCLUSIONS

Many models were constructed, trained, and tested, as described earlier. The performance metric used is $R^2$--which is commonly called the coefficient of determination or the coefficient of multiple determination for multiple regression. The results of this analysis are summarized in Table 1:

<table>
<thead>
<tr>
<th>TABLE 1: COMPARISON OF DATA MINING TECHNIQUES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
</tr>
<tr>
<td>--------</td>
</tr>
<tr>
<td>Statistics</td>
</tr>
<tr>
<td>GMDH</td>
</tr>
<tr>
<td>MLP</td>
</tr>
<tr>
<td>GMDH - FS</td>
</tr>
<tr>
<td>MLP - FS</td>
</tr>
</tbody>
</table>

As noted in the table, the MLP outperformed both the GMDH and basic statistics, whereas GMDH outperformed just statistics. In this case, the feature selection (FS) did not seem to have a benefit in MLP or GMDH, except in terms of reducing the number of attributes in the model. Figures 4 through 7 illustrate how well the model actually predicted the output values versus actual values. The perfect model would fit the 45-degree diagonal line. In reviewing the figure, it can be seen that the MLP model has the least variation from the diagonal line.

This research only looked at one database, so the conclusions are very limited in scope. Additional research is being performed, and the results of a more extensive study will be published in the near future.
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Abstract—In the engineering field, empirical engineering knowledge (EEK) accumulated from long-term engineering activities is the knowledge source for engineers to solve the innovative design and decision-making problems. Cognition and utilization of the mechanism and rules of EEK evolution over time are the real and urgent problems in knowledge management and seem to lack attention from researches. To deal with these problems, this paper proposes a novel method that abducts the motives of EEEK evolution with the events related to the evolution of EEEK field, completely and clearly finding the factors that influence the EEEK evolution. An experiment in computer-aided design (CAD) is executed to verify the feasibility of the proposed method, and the result shows that the proposed method can effectively acquire the motives of EEEK evolution and also be beneficial for engineers to deeply cognize the EEEK evolution.
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I. INTRODUCTION

Driven by the rapidly emerging concepts, techniques, methodologies, experiences and activities, knowledge is fast maturing and mutating in this era of knowledge-driven economy. The effective management of such evolving knowledge is the key to maintain the competitiveness preponderance of the organizations and enterprises in creativity and adaptability [1]. Especially in the engineering field, empirical engineering knowledge (EEK), which is concluded and accumulated from engineering activities over years, is the knowledge source for engineers to solve the innovative design and decision-making problems [2].

Observing the evolutoinal process and then acquiring the rules and factors that motivate the process is an urgent problem that needs an answer in knowledge management. A proper knowledge management mechanism founded on the answer to this question will help the intellectual workers and practitioners obtain a deep cognition of the developments of the engineering field in a long period of time. They could also agilely adapt themselves to the changes of demands in the engineering activities, and more precisely forecast the future trends in the engineering field.

Therefore, the investigation on the motivation of EEEK evolution is a task with high necessity, yet lacking attention from researches. To rectify this, based on the representation of network structure of EEEK field, this paper proposes a novel event-based method for abducting the motives of the evolution of EEEK. The evolutoional patterns in the EEEK evolution process are recognized and extracted in the first step, and then abductive reasoning is used for finding the factor events that influence the process of EEEK evolution based on the construction of the archive of collected evolutional events. Because of the complete search for the possible explanation of evolutoional patterns and because it offers the evolutional events in readable texts, the proposed method will help the engineers in cognizing the EEEK evolution in depth.

The remainder of this paper is organized as follows. Section 2 introduces some related works of the proposed method. The general framework of the proposed method is designed in Section 3. Section 4 details the implementation of the proposed method by illustrating the evolutional patterns recognition and event-based abductive reasoning. The example of using the proposed method to acquire the motive events in the evolution of EEEKs originated from computer-aided design (CAD) missions is presented in Section 5 and verifies the feasibility of the proposed method. The last section concludes the paper with some possible improvements.

II. RELATED WORKS

The theory of evolution was initially designed for understanding and explaining the development of complex biological systems by Charles Darwin in 1842. In knowledge evolution, the fundamental hypothesis of a generalized evolution theory is that the mutating internal concepts of knowledge are chosen or eliminated in order to cope with the rapidly changing external environments, such as the demands or costs of engineering projects [10]. Although the practitioners in the domain could perceive the evolution process with the experience concluded and accumulated from engineering activities over a very long time, they have little understanding of the motives that may influence or even determine the development of the domain, as well as the degrees of impact brought by such motives. Taking accomplishing CAD missions as an example, the evolution of EEEKs in CAD field and its benefits can be felt by the engineers through the increase of work efficiency in handling such missions. However, they know little about exactly what kind of new process or new approach that leads to such evolution, if without the complex experiments, measurements and analysis conducted by professional research institutions (see Figure 1).

There are few studies that focus on acquiring the motives of knowledge evolution. Existing related works can be categorized into three kinds: concluding empirical laws...
According to the observed relationships between the phenomena of knowledge evolution and related modifications in the field, some researchers empirically proposed some reasonable explanations and hence summarize some laws of motivation of the evolution. Grebel [8] used four generic rules as behavioral assumptions and constructed a percolation model to empirically explain the motivations of the structural evolution of the network of research topics in basic science researches. Gross et al. [7] investigated the motivation of biology ontology evolution by detecting the changes in the results of statistical applications and analyzing corresponding modifications in the categories of ontology caused by new knowledge accumulation. Using such qualitative explanations and empirical laws that measure the effect of factors on the knowledge evolution, practitioners could obtain a global comprehension of the motivation of the evolution and easily forecast the future trend of the field, but the specific properties of the motivation (for example, involved concepts and occurrence time) may not be clearly elicited. The intellectual workers are still unaware of the motives of the special breaking points of the evolution process.

Some scholars also analyzed the statistics collected from the working process and environment to propose the factors that influence the knowledge evolution and their degree of impact. Erdil et al. [6] examined 14 statistics about employee interaction, information systems and organizational structure in the enterprises to measure the process of technological knowledge evolution. Johnson et al. [4] and De Noni et al. [5] investigated the factors in social nature of online communities and open source software communities separately to discuss some mechanisms that interact with the generation of new knowledge. Generally, motives tested and obtained from the statistical methods have rather high significance and strong persuasiveness, but they are often the external factors that have weak relations with the knowledge and the engineering fields, and therefore unable to reveal the internal factors of the motivation of the knowledge evolution.

With the proposal and implementation of the theories and tools of complex network analysis (CNA), measurements obtained from the knowledge networks were used to investigate the motives of the knowledge evolution. Modeling the existing knowledge as nodes with potentials in the network, Schumann et al. [9] concluded the motivation of evolution of the domain network with the interactions of the knowledge nodes, including splitting of high concentrated knowledge nodes and fusion of individual ones. Also modeling the knowledge sharing and diffusion with networks, Jiang et al. [3] utilized Exponential Random Graph Models (ERGMs) to examine the interactions and evaluate their impacts of network structure on a longitudinal data set that covered 1991-2010. However, in their works, knowledge is quantified to a node that contains little semantic information, leading to the imperfect integrity of their conclusions.

III. PROPOSED METHOD

Oriented to acquire the motives of the EEK evolution, this paper proposed a novel event-based abducting method, based on the network-based representation of the structure of EEK field. Figure 2 presents the framework of this two-step method.

Evolutional pattern recognition: Utilizing the EEK networks in continuous time intervals, the sorts and scales of the subdomains of the field of EEK are firstly acquired through clustering approaches; then the subdomains in neighboring time intervals are numerically and semantically compared to recognize two kinds of evolutional patterns; the patterns are formalized with the vectors in semantic space model for the convenience of subsequent calculations.

Event-based abductive reasoning: An archive of events is constructed with the events that are possibly related to the EEK evolution, and key information of each event is also refined; then the relationships of evolutional events and patterns are determined with cosine similarities of semantic vectors and occurrence time; using abducting algorithm, some events that obey the rules are chosen to form the motives chains, and finally used to explain the motivation of EEK evolution.
IV. IMPLEMENTATION OF PROPOSED METHOD

A. Evolutional pattern recognition

1) Representing EEK subdomain with EEEK clusters

New ideas and concepts are often the consequences of the original ones [12]. In engineering field, such relationships are also helpful for generating the links among EEEKs and establishing the EEEK networks. Li et al. [13] proposed a corresponding modeling method. They firstly formalized EEEK with seven kinds of attributes: Engineering Problem, Problem Context, Problem Solution, Feature Association, Effectiveness, Contributor and Time, and then determined the strength of relationship between EEEK pairs using the supervised fuzzy neutral networks, and finally used the pairs with high relations to construct the EEEK networks.

Although the networks established by Li et al. could fully consider the properties of EEEK and precisely portray the structure of the EEEK field, the networks are static and unable to reveal the evolution of EEEK directly. To improve this, this paper firstly arranges the EEEK with their time attribute, and categorizes EEEKs with several continuous time intervals. Relevance relationship networks of each time interval are separately established and the dynamic change of these networks are utilized for portraying the phenomena of EEEK evolution.

Different from the approaches based on complex network analysis (CNA), when analyzing the phenomena of EEEK evolution using the proposed method in this paper, EEEK groups containing a bunch of strongly inter-related EEEKs are focused, rather than some keynodes in the networks. This paper assumes that these groups could represent a category of EEEKs that are accumulated from the engineering activities over a long time and verified by a large number of practitioners, dividing the engineering field into several subdomains. The variation of the sorts and scales of such subdomains could quantitatively illustrate the evolution of EEEK. So, how to get the EEEK groups in the networks is the initial problem for investigating the motives of the evolution. To solve this problem, the commonly used K-means clustering method is adopted to cluster the EEEK nodes in the networks.

In order to guarantee that the representative EEEK groups can be found and noise EEEK nodes are filtered out, minimal number of members in the cluster $|C_n|_{\text{threshold}}$ is set to reserve the EEEK clusters with certain scale. A reserved cluster in time interval $T_n$ is denoted as $C_n$. Only the dynamic variations of these reserved clusters are analyzed in the following process of the proposed method.

2) Linking corresponding EEEK subdomains

The sorts and scales of the subdomains in each time interval can be acquired directly from the clustered EEEK network. However, the corresponding relations of subdomains in neighboring time intervals are unknown, and the development sequences of correspondingly same or similar subdomains are unavailable to extract.

This paper handles this unavailability with the calculation of semantic relations between clusters. Specifically, we firstly calculate the Term Frequency-Inversed Document Frequency (TF-IDF) weights of all the concepts contained in cluster $C_{n,i}$ of time interval $T_n$ and extract the key concepts with the highest weights. For a concept $NP$, its weight in $C_{n,i}$ is calculated as follows:

$$ TFIDF(w) = \frac{\text{Count}(w)}{\sum_{w'\in C_i} \text{Count}(w')} \times \log \left[ \frac{|C_i|}{\text{Count}(w \in C_i, w \in EEEK)} \right] $$

$$ W(NP) = \frac{1}{|NP|} \sum_{w \in NP} TFIDF(w) $$

where $w$ is a word, $\text{Count}(w)$ is the count of occurrence of $w$ in $C_{n,i}$, the sum of $\text{Count}(w)$ is the total count of words in $C_{n,i}$. $|C_{n,i}|$ is the count of containing EEEKs, which is divided by the count of EEEKs that contains $w$. $|NP|$ is the length of noun phrase of concept $NP$.

Key concepts and their weights are used to express the $C_{n,i}$ with a vector in semantic space model constructed by the concepts in the corpus, namely $\{W^n(NP_1), W^n(NP_2), \ldots, W^n(NP_k)\}$, $k$ is the number of all noun phrases in the vocabulary of corpus. For two clusters $C_{n,i} = \{W^n(NP_1), W^n(NP_2), \ldots, W^n(NP_k)\}$ and $C_{n+1,i} = \{W^{n+1}(NP_1), W^{n+1}(NP_2), \ldots, W^{n+1}(NP_k)\}$ in neighboring time intervals $T_n$ and $T_{n+1}$, semantic similarity is computed with the cosine similarity of their semantic vectors:

$$ \cos Sim(C_{n,i}, C_{n+1,i}) = \frac{\sum_{p=1}^{k} W^n(p)(t_n) W^{n+1}(p)(t_{n+1})}{\sqrt{\sum_{p=1}^{k} (W^n(p)(t_n))^2} \sqrt{\sum_{p=1}^{k} (W^{n+1}(p)(t_{n+1}))^2}} $$

If the value of $\cos Sim(C_{n,i}, C_{n+1,i})$ exceeds a pre-set threshold $CosSim_{\text{threshold}}$, which means the key concepts contained in $C_{n,i}$ and $C_{n+1,i}$ overlap to a certain degree, then two clusters are semantically similar, hence representing the same or similar EEEK subdomains in neighboring time intervals.

3) Recognizing evolutional patterns

After the linking of corresponding EEEK subdomains in all time intervals, the phenomena of EEEK evolution can be qualitatively represented with the variation of scales. Three evolutional patterns can also be concluded: expansion, contraction and staying.

The knowledge expansion pattern is defined as the rapid raise of EEEK numbers contained in EEEK clusters, while the key concepts of the corresponding subdomain are not changed too much. The backgrounds of expansion patterns are often the emergence of some new concepts and approaches, or the sudden concentration on the existing original ones in the corresponding subdomains, which leads to the burst in adoption in related engineering missions and activities and abundant accumulation of empirical knowledge in the subdomains. The knowledge contraction pattern is a reversed pattern of knowledge expansion pattern. With the updating of the engineering field, obsolete experience and methods are gradually eliminated by the engineers, and the corresponding subdomains will also be marginalized or even disappeared. Both kinds of patterns will reflect the distinct changes in the evolution of the EEEK field, while the other patterns not belonging to one of these two kinds are not considered in this paper.

According to the representations of the clusters extracted before, this paper formally defines two kinds of patterns as follows, and recognized them with (4) - (5).
Knowledge Expansion Pattern: if in neighboring time intervals \( T_n \) and \( T_{n+1,j} \), two clusters \( C_{n,i} \) and \( C_{n+1,j} \) are semantically related, and the size of \( C_{n+1,j} \) are larger than \( C_{n,i} \), namely:

\[
\begin{align*}
\cos \text{Sim}(C_{n,i}, C_{n+1,j}) & \geq \cos \text{Sim}_{\text{threshold}} \quad (a) \\
\frac{|C_{n+1,j}|}{|C_{n,i}|} & \geq \text{Scale}_{\text{threshold}} \quad (b)
\end{align*}
\]

then an expansion pattern \( P \cdot C_{n,i} \rightarrow \text{KEP} C_{n+1,j} \) is recognized.

Knowledge Contraction Pattern: if in neighboring time intervals \( T_n \) and \( T_{n+1,j} \), two clusters \( C_{n,i} \) and \( C_{n+1,j} \) are semantically related, and the size of \( C_{n+1,j} \) are smaller than \( C_{n,i} \), namely:

\[
\begin{align*}
\cos \text{Sim}(C_{n,i}, C_{n+1,j}) & \geq \cos \text{Sim}_{\text{threshold}} \quad (a) \\
\frac{|C_{n,i}|}{|C_{n+1,j}|} & \geq \text{Scale}_{\text{threshold}} \quad (b)
\end{align*}
\]

then a contraction pattern \( P \cdot C_{n,i} \rightarrow \text{KCP} C_{n+1,j} \) is recognized.

The detection of scale variations of subdomains is judged by \( \text{Scale}_{\text{threshold}} \), which is a positive number larger than 1. The sensitivity of recognizing evolution patterns from linked clusters is affected by the setting of this threshold. The larger of \( \text{Scale}_{\text{threshold}} \), the larger degree of changes are revealed in the evolution patterns, yet the fewer sorts of subdomains are considered. For a recognized evolution pattern \( P \cdot C_{n,i} \rightarrow C_{n+1,j} \), it can also be represented with the semantic vectors in semantic space model as \( P = \{ W^F(NP_1), W^F(NP_2), \ldots, W^F(NP_k) \} \), and \( W^F(NP_i) \) in it is computed as:

\[
W^F(NP_i) = \frac{|C_{n,i}|W^{+1}(NP_i) - |C_{n+1,i}|W^{n+1}(NP_i)}{|C_{n,i}| - |C_{n+1,i}|}
\]

Besides that, the time of duration of the evolution pattern is also considered with the involving clusters and valued with \( T_n \cup T_{n+1} \).

### B. Event-based abductive reasoning

1) Collecting and formalizing evolutionary events

Although the recognized patterns could infer some information about the evolution process of EEK over a long period of time, it is difficult for engineers to understand the meanings since these patterns are expressed with concepts and weights, lacking readable explanation texts.

Therefore, this paper uses texts of events described with natural language to infer and explain the patterns and their motives. Such events are evolutionary events, which are the facts that already happened at a certain time, strongly related to the knowledge evolution or directly lead to the evolution. They are derived from the news of tools updating, the investigations of authorized institutions, the summaries from experienced long-term practitioners, or other records of domain-related comments. Table I shows an illustrative record of an evolutionary event, describing the event of adding parametric design tools in AutoCAD 2010. This event aroused strong repercussions of the users and finally result the evolution in EEKs in CAD field.

<table>
<thead>
<tr>
<th>Time: 2009.329</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content: The geometry in AutoCAD has always driven the dimensions. We draw a line the correct length and then dimension the line. What if you could drive the geometry from the dimensions? You change the value of the dimension and the geometry automatically updates! That is exactly what we now have in AutoCAD 2010.</td>
</tr>
<tr>
<td>For these natural-language-described texts, Song et al. [14] proposed a processing method by selecting some key phrases from the texts to represent the events. They used Stanford Parser to find the noun phrases and chose those with large IDF weights in order to filter out the common words and reflect the characteristics of the texts.</td>
</tr>
<tr>
<td>This paper also maps the events to vectors in semantic space model, namely ( E = { W^F(NP_1), W^F(NP_2), \ldots, W^F(NP_k) } ), ( W^F(NP_i) ) is the IDF weights of ( NP_i ), which is calculated with all the documents of evolution events. Semantic similarities between events and patterns, and among events, can also be computed with ( (3) ). The occurrence of events can be acquired directly from the source of texts and denoted with ( t_e ).</td>
</tr>
</tbody>
</table>

2) Abducting evolutional motives

Abductive reasoning is a kind of logical inference which goes from an observation to a theory which accounts for the observation, seeking the possible explanations for the happened phenomena[15]. Abductive reasoning, accompanied by deductive reasoning and inductive reasoning, is an indispensable part of human cognitive activities[16]. We use the EEK of new features listed in Figure 1 as an example to illustrate the process of abductive reasoning. We observe the significant decrease of the cost of time when accomplishing the CAD missions, which response to the evolution of CAD field in shaping and modeling. And according to the work efficiency measurement, the EEK of new features will lead to such decrease. Therefore we construct the probable causal association that the EEK of new features is the motive of the evolution of CAD field if there are no other conflicting rules. Even though the modification of the measurement reports or the proposal of more persuasive surveys will vary the belief of this causal association, or even disconfirm the association, some interesting explanations may still be found and useful conclusions will be probably refined.

In abducting the motives of the evolution, the set of evolutionary patterns \( \{ P \} \), the set of evolutionary events \( \{ E \} \), and the set of rules \( \{ R \} \) are the inputs of the reasoning process. If an event \( E \) is the motive of a pattern \( P \) according to \( \{ R \} \) and denoted as \( \text{M}(E \rightarrow P) \), it should satisfy two conditions:

- \( P \) follows from \( E \) according to \( \{ R \} \);
- \( E \) is consistent with \( \{ R \} \).

Three reasoning rules are put into \( \{ R \} \). These rules constrain the explaining of unrelated or contradictory events for the motives of the evolution patterns:

**Rule 1:** Evolutional event \( E_i \) is a possible cause of event \( E_j \), if \( E_i \) and \( E_j \) are semantically related and \( E_i \) happened earlier than \( E_j \);

**Rule 2:** Evolutional pattern \( P \) is a possible consequence of event \( E \), if \( P \) and \( E \) are semantically related and \( E \) is happened earlier than the end of \( P \);
**Rule 3:** A motive chain \(M(E_i \rightarrow E_j \rightarrow P)\) is constructed, if event \(E_i\) is the possible cause of event \(E_j\) and pattern \(P\) is the possible consequence of event \(E_i\) and \(E_j\) simultaneously.

The process of abducting algorithm is listed as follows:

**Input:** evolutionary pattern set \({P}\), evolutionary event set \({E}\) and rule set \({R}\);

**Output:** the set of possible motives \({M}\);

**Process:**
1. Create an empty motive set \({M}\);
2. Choose an earliest begun and undiagnosed evolutionary pattern \(P\) from \({P}\);
3. Choose a latest happened and unchecked evolutionary event \(E\) from \({E}\); find all possible causes of \(E\) according to Rule 1, then construct \(List^{<E>^i}\);
4. Choose a latest happened and unchecked \(E_i\) in \(List^{<E>^i}\), add a motive chain \(M(E_i \rightarrow P)\) into \(M\) if \(P\) and \(E_i\) satisfy Rule 2;
5. Repeat step 4, until all the events in \(List^{<E>}\) are checked; merge the motive chains with Rule 3;
6. Repeat step 3-5, until all the events in \({E}\) are checked; save \(|M|\) for \(P\); set all the events in \({E}\) unchecked;
7. Repeat step 2-6, until all the patterns in \({P}\) are diagnosed; output \(|M|\).

With the readable appendix texts of the evolutionary events, it will be easier for engineers to understand the evolution process of EEKs with the clear and specific motives, hence is helpful for them to obtain a deep cognition of the knowledge evolution. Meanwhile, the output motive chains can also be further verified and evaluated by domain experts, escalating the relationship between evolutionary events and evolutionary patterns from the statistical correlation to more cogent logical correlation.

**V. CASE STUDY**

From three professional virtual communities forums autodesk.com, www.cadtutor.net and www.cadforum.cz, 3276 EEKs of accomplishing computer-aided engineering design missions using AutoCAD software were elicited and formalized, ranging from February 2001 to September 2015. The evolutional patterns were recognized from the networks constructed by these EEKs. For the evolutional events related to the evolution of CAD field, ReadMe documents of each update and all software versions ranging from AutoCAD version 14.0 (AutoCAD R14, published in 1997, February) to version 20.1 (AutoCAD 2016, published in 2015, March) were downloaded from the official website www.autodesk.com, in which detailed the emergence of new tools and the modifications in original functions in AutoCAD software. Proposed by an authorized institution HyperPics Consult Company, open accessed documents of news of the software AutoCAD What’s New were also collected. We also collected the long-term experienced user’s summary AutoCAD Tips & Tricks Booklets written by Lynn Allen, who has used AutoCAD for over 25 years and served as Autodesk University emcee for over 10 years. 1080 records of evolulutional events, as shown in table 1, were finally extracted.

The whole time span was divided into five time intervals: 2001-2003, 2004-2006, 2007-2009, 2010-2012, and 2013-2015. The EEKs were clustered in each EEK network, and Figure 3 shows the clusters in EEK network of time interval 2001-2003. The number of initial clusters \(k\) in K-means was set to 30, and minimal number of cluster member \(|C|_{\text{threshold}}\) was set to 4. Similar EEK subdomains in the five networks were linked with \(\cos Sim_{\text{threshold}}=0.5\). 28 evolutional patterns were recognized when \(\text{Scale}_{\text{threshold}}=2\), containing 17 knowledge expansion patterns and 11 knowledge contraction patterns. Using abducting algorithm, evolutional patterns were explained with the acquired motive chains. An evolutional pattern and its abducted motives chains are shown in Table II.

---

**TABLE II**

**AN ILLUSTRATIVE RECORD OF EVOLUTIONAL EVENT**

<table>
<thead>
<tr>
<th>Pattern: (C_{3,11})</th>
<th>(C_{4,2})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concepts</td>
<td>Weights</td>
</tr>
<tr>
<td>object</td>
<td>0.2078</td>
</tr>
<tr>
<td>cursor</td>
<td>0.1391</td>
</tr>
<tr>
<td>angle</td>
<td>0.0927</td>
</tr>
<tr>
<td>parameter</td>
<td>0.0637</td>
</tr>
<tr>
<td>manager</td>
<td>0.0545</td>
</tr>
<tr>
<td>drawing</td>
<td>0.0499</td>
</tr>
<tr>
<td>dimension</td>
<td>0.0477</td>
</tr>
<tr>
<td>length</td>
<td>0.0383</td>
</tr>
<tr>
<td>distance</td>
<td>0.0315</td>
</tr>
<tr>
<td>vertex</td>
<td>0.0297</td>
</tr>
<tr>
<td>acal line</td>
<td>0.0273</td>
</tr>
<tr>
<td>perpendicular</td>
<td>0.0269</td>
</tr>
<tr>
<td>geometry</td>
<td>0.0260</td>
</tr>
<tr>
<td>object snap</td>
<td>0.0260</td>
</tr>
<tr>
<td>degree</td>
<td>0.0259</td>
</tr>
<tr>
<td>intersection</td>
<td>0.0249</td>
</tr>
<tr>
<td>plane</td>
<td>0.0238</td>
</tr>
<tr>
<td>polyline</td>
<td>0.0222</td>
</tr>
<tr>
<td>grid</td>
<td>0.0216</td>
</tr>
<tr>
<td>polar point</td>
<td>0.0206</td>
</tr>
</tbody>
</table>
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**Figure 3.** Clusters in CAD EEK network of time interval 2001-2003.
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**Parametric design is a milestone in the development process of CAD field.** The fundamental principle of parametric design is using the geometric constraints and variable parameters to conveniently manipulate and rapidly
modify the drawings, which significantly accelerate the speed in plotting and promotes the transition from design intent to design response [17]. The tools of parametric design were firstly added into AutoCAD 2010 in 2009, triggering a positive response from the majority of CAD engineers. They frequently applied dynamic blocks with geometric constraints and dimensional constraints to accomplish the engineering projects and accumulated abundant related experiences. According to the aforementioned report [11], it is the emergence of these parametric design tools that consequently motivated to the evolution of EEKs in subdomain of modeling and shaping in CAD field. The abducted motives chains in Table II are also consistent with the motivation concluded from this professional report.

These motive chains were also verified by the domain experts in order to prove their validities. Some motives chains in abducted results were deleted according to their evaluation. Finally motivations of 25 evolutionary patterns in all 28 were firmly explained with these evolutionary events, while the other 3 patterns did not obtain persuasive motivations.

VI. DISCUSSION AND CONCLUDING REMARKS

Explaining the evolutionary patterns with the evolutionary events, this paper proposed a novel method for investigating the motivation of EEK evolution. Based on the networks representing the structure of the field of EEKs, clustering algorithm is adopted to divide the subdomains of the networks in each time intervals. EEK evolutionary patterns are recognized with the scales and semantic informations of the linked subdomains in neighboring time intervals. Evolutional events related to EEK evolution are collected and used to abduct the motive chains, explaining the motivation of the evolution in depth. Evolution of EEKs in CAD is investigated and evaluated with the experts and practitioners, proving the feasibility and effectiveness of the proposed event-based abducting method in acquiring the clear and specific motivation of the EEK evolution.

The advantages of the proposed method are in three aspects. Firstly, semantic meanings of the EEKs are fully considered in the method. Therefore, our method can provide a more integrated motivation of the EEK evolution than most of traditional works. Secondly, our method uses the domain-related events to investigate the factors that impact the evolutional process, making our motivation more facilitated to those intellectual workers in the domain. At last, the utilizing of abductive reasoning is consistent with human cognitive activities. It will mine all possible motives according to the input event archives, which significantly promotes the discovery of new interesting explanations.

There are several possible improvements for our methods. First, according to the flowchart in Figure 3, the maximum computational complexity of the algorithm is $O(1/2|P||E|^2)$. In order to shorten the operation time when $|E|$ is larger, more compatible filtering rules should be added into rule set $\{R\}$. Second, although the motive chains are acquired in this paper, the quantitative degree of their impact on the semantic meaning and scales of the subdomains is less considered and will be paid attention in the future research.
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