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Foreword

The Fourteenth Advanced International Conference on Telecommunications (AICT 2018), held between July 22 - 26, 2018- Barcelona, Spain, covered a variety of challenging telecommunication topics ranging from background fields like signals, traffic, coding, communication basics up to large communication systems and networks, fixed, mobile and integrated, etc. Applications, services, system and network management issues also received significant attention.

The spectrum of 21st Century telecommunications is marked by the arrival of new business models, new platforms, new architectures and new customer profiles. Next generation networks, IP multimedia systems, IPTV, and converging network and services are new telecommunications paradigms. Technology achievements in terms of co-existence of IPv4 and IPv6, multiple access technologies, IP-MPLS network design driven methods, multicast and high speed require innovative approaches to design and develop large scale telecommunications networks.

Mobile and wireless communications add profit to large spectrum of technologies and services. We witness the evolution 2G, 2.5G, 3G and beyond, personal communications, cellular and ad hoc networks, as well as multimedia communications.

Web Services add a new dimension to telecommunications, where aspects of speed, security, trust, performance, resilience, and robustness are particularly salient. This requires new service delivery platforms, intelligent network theory, new telecommunications software tools, new communications protocols and standards.

We are witnessing many technological paradigm shifts imposed by the complexity induced by the notions of fully shared resources, cooperative work, and resource availability. P2P, GRID, Clusters, Web Services, Delay Tolerant Networks, Service/Resource identification and localization illustrate aspects where some components and/or services expose features that are neither stable nor fully guaranteed. Examples of technologies exposing similar behavior are WiFi, WiMax, WideBand, UWB, ZigBee, MBWA and others.

Management aspects related to autonomic and adaptive management includes the entire arsenal of self-ilities. Autonomic Computing, On-Demand Networks and Utility Computing together with Adaptive Management and Self-Management Applications collocating with classical networks management represent other categories of behavior dealing with the paradigm of partial and intermittent resources.

We take here the opportunity to warmly thank all the members of the AICT 2018 Technical Program Committee, as well as the numerous reviewers. The creation of such a broad and high quality conference program would not have been possible without their involvement. We also kindly thank all the authors who dedicated much of their time and efforts to contribute to AICT 2018. We truly believe that, thanks to all these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals, organizations, and sponsors. We are grateful to the members of the AICT 2018 organizing committee for their help in handling the logistics and for their work to make this professional meeting a success.

We hope that AICT 2018 was a successful international forum for the exchange of ideas and results between academia and industry and for the promotion of progress in the field of telecommunications.
We are convinced that the participants found the event useful and communications very open. We hope that Barcelona provided a pleasant environment during the conference and everyone saved some time to enjoy the charm of the city.
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Abstract—This paper proposes to model the damage estimates for complex hazards caused by natural disasters. Although a single disaster system is currently in place for both natural and social disasters, the system for complex disasters is still in development. Complex disasters can be classified into different types, depending on the type of disaster. A study was conducted on the diseases caused by floods among complex disasters. Research methods were examined to suggest a complex disaster prediction model in conjunction with the existing natural disaster prediction model developed, and appropriate modeling methods were proposed estimating the infection rate of the disease. This paper will help build a complex disaster prediction system.

Keywords-Natural disaster; Social disaster; Complex disaster; Prediction; vector-borne disease; Modeling.

I. INTRODUCTION

Property damage and casualties caused by natural disasters such as flood and earthquake have been an issue for a very long time. Several countries carried out studies to minimize the damage caused by disasters and have developed methods to calculate the expected damage and extent of occurrence.

However, this natural disaster can lead to complex disasters where various kinds of disasters occur at the same time. A single disaster means that only one disaster occurs, such as a flood or earthquake. A complex disaster is a disaster made out of single disasters that occur one after the other. In order to solve these complex disaster problems, we selected a flood and vector-borne disease disaster that can predict the extent of the damage by each single disaster calculation model.

In this paper, we calculated the possibility of infection of vector-borne diseases depending on the magnitude of the flood, which represents the spread of vector diseases. It also showed the extent of the damage expected as a result of the occurrence of the vector-borne disease.

II. ANALYSIS OF EXISTING DISASTER PREDICTION SYSTEM

We analyzed the flood damage prediction system and the vector diffusion prediction system to understand the information of the existing system related to the prevention and prediction of disaster damage. The Extreme Programming-Stormwater & Wastewater Management Model (XP-SWMM) system was selected as the flood damage prediction system and the Spatio-Temporal Epidemiological Modeler (STEM) system was selected as the vector diffusion prediction system. Each system is primarily used to identify the spread of floods and disease.

In order to run XP-SWMM and STEM systems, data must be entered directly by the user. In XP-SWMM system, the user must directly input the location information of the area and the rainfall data of the corresponding area [1]. In STEM system, disease information and data on local populations and transport systems should be entered in advance. When a disease occurs, the user must enter data about the location and information about the disease. [2].

III. COMPLEX DISASTER LINKAGE PLAN THROUGH VECTOR-BORNE DISEASE

XP-SWMM and STEM can be analyzed for floods and diseases, but they cannot be utilized in the event of a disaster in which both occur in combination. Therefore, a linkage plan about complex disasters is needed.

A. A modeling plan for complex disaster damage prediction

The rate of disease incidence caused by disasters is applied to the prediction model of social disaster, which indicates the extent of damage to the final complex disaster. To apply infection rate data of vector-borne disease to the STEM, a social disaster prediction model, the McDonald-Ross method should be applied, which is a method for
analyzing the spread of the disease. The McDonald-Ross method is structured as shown in Figure 1.

$h$ is the total population, $h_r$ is the susceptible person, $h_i$ is the infected person, $h_v$ is the recovered person, $m_s$ is the death rate, $m_h$ is the susceptible mosquito, $m_i$ is the infected mosquito, $m_w$ is the proportion of the dead mosquito, $b$ is the bite rate, $h_b$ is the probability of infection from mosquitoes to humans, $m_p$ is the probability of mosquito infection in humans, and $b_y$ is the rate of recovery [3].

![Figure 1. Structure of McDonald-Ross method](image)

**B. Calculation method of infectious disease rate**

In order to calculate the infection rate to be applied to the McDonald-Ross method, the probability of mosquito occurrence in the floodplain when the flood occurred was calculated and then the disease infection rate was calculated.

First, if a flood occurred and a certain amount of time passed, we check for the existence of mosquitoes in the floodplain and calculate the number of bites per person according to the number of mosquitoes in the area. Next, we need to calculate the rate of infection of the disease in unit area using the number of bites per person.

The probability of mosquito occurrence is calculated by the number of mosquito species and the number of occurrences according to the flooded area. To determine if mosquitoes are present in the flooded area, a mosquito existence discrimination formula based on the Indices of Local Wetness (ILW) is applied. ILW represents a wetting index according to a water level threshold within a certain range. To represent the ILW value, the area to be measured is divided into the number of areas to be calculated.

The procedure for calculating ILW values is as follows. Divide the area of 10 square meters into 576 squares and set the flood threshold to 0.5 m. Calculate a value of 1 if the value of inundation in the flooded area is greater than the flood threshold value. Otherwise, calculate a value of zero. Then, add up the calculated values for each block to calculate the ILW value. Based on the calculated ILW value, the probability of occurrence of mosquitoes in the area to be measured is calculated [4].

The number of bites per unit area can be calculated from the probability of occurrence calculated and the number of mosquito populations when the mosquitoes occur. The number of bites per person is calculated by dividing the number of mosquitoes per unit area by the number of people per unit area as shown in (1), then multiplying Human Blood Index (HBI) which is the probability of a person being bitten by a mosquito. The probability of HBI in this paper is 0.008% [5].

\[
\text{Bites per person} = \frac{\text{Mosquitoes per unit area}}{\text{People per unit area}} \times HBI. \quad (1)
\]

The number of bites per person can be used to calculate the infection rate of the vectors. The rate of infection can be calculated at (2) and the rate of infection can be calculated using the number of $m$ of mosquito bites per person and the rate of transmission of mosquitoes $r$ [6]. In case of mosquito transmission rate, the statistical value specified by each country can be applied. For example, in the United States, it is assumed that the disease occurred when the transmission rate of mosquitoes was more than 0.1 percent.

\[
P = 1 - e^{-mr}. \quad (2)
\]

**IV. SIMULATION RESULT AND CONCLUSION**

In the results of the natural disaster module XP-SWMM, the flood range and the inundation data are transferred to the input data from the disease connection module. Connection modules calculate the rate of infection, according to the amount of mosquitoes generated by the input data and provide it as input data for social disasters.

The output data of the link module are input to the social disaster module STEM to calculate the main diffusion path according to the type of the disease type, and finally, the spread range of the disease is calculated. Assuming that sufficient time has elapsed since the flood, we calculate ILW data and mosquitoes occurrence in Region A. If mosquito existence is detected, the infection rate of the disease can be calculated and the disease spread path can be confirmed as shown in Figure 2.

![Figure 2. Examples of spread of Vector-borne disease by mosquitoes](image)

In this paper, a study was conducted to integrate each analysis model of flood and disease. We proposed a connection method to integrate existing analytical models into a single model. We derived the expected diffusion result, according to the data value calculation. If we continue this study, it will be easier to identify and respond to the extent of damage about various complex disasters. If the research continues, we will eventually be able to integrate the various disaster analysis models into one.
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Abstract — With the increasing use of the Internet of Things, wireless solutions like Low Power Wide Area Networks will be in demand. The behavior of the radio link constitutes a major challenge for these solutions. It dictates the quality of the service and is dependent on the communication channel that in turn is correlated to the environmental conditions where the network is to be installed. Professionals in this area need to understand the propagation mechanisms to plan, implement and manage these networks. The learning of these principles can be arduous if using real radio links in open areas, due to the impossibility to control the propagation mechanisms. This paper presents the first results of a low-cost channel emulation workbench to be used in classrooms for the learning of propagation principles in different scenarios. The proposal is to emulate flat fading channel behaviors and thus facilitating the learning of propagation principles and the effects in link quality with different channel models, like Friis and Log-Distance. The testing and benchmarking of the workbench was done with the use of an open source wireless sensor network to measure the radio signal intensity and thus verify the reproduction of the flat fading model by the workbench. The initial results demonstrate the usefulness of this workbench as it incorporates an automatic setup that permits the execution of different propagation experiments in the classroom.

Keywords — LPWAN; IoT; Network; WSN; channel emulation.

I. INTRODUCTION

The number of devices connected to the Internet is growing with the perspective of yearly increases [1]. This will generate a large amount of data that will need to be processed in order to control industrial processes or simply assure more comfort or safety, such as residential automation and applications in smart cities.

The Low Power Wide Area Networks (LPWAN) technologies are a solution. Several technologies have been proposed to meet different Internet of Things (IoT) scenarios such as Lora [2] and SigFox [3]. The knowledge of how LPWAN works is fundamental for the effective implementation of IoT, especially the communication channel since there is no point in focusing on the storage of data if there is no guarantee of communication between nodes.

To assure connectivity, it is necessary to invest in the operation of LPWAN, monitoring the behavior of the channel.

There are many studies about channel effects focusing on the higher layers of the protocol as in [4], where there is a concern regarding the teaching of LPWAN, focusing on network configuration, data set and software engineering. In [5] solutions are proposed only for routing and medium access through a simulation model.

There is also some use of LPWAN to teach other subjects [6] and [7] despite IoT and data communication and there are some authors who use simulation to explain the communication channel, as in [8] and [9].

The teaching of wireless networks stumble on the complexity of assembling experiments that allow the reproduction of the phenomena found in radio frequency (RF) connections. In laboratory it would be difficult, for example, to create free space attenuation scenarios or environment effects by varying the loss with physical obstacles. There are some commercial channel emulators like Propsim Channel Emulator from Keysight [10], however these are quite complex to operate and expensive to acquire, rendering them unsuitable for use in undergraduate classes.

This article presents a low-cost strategy for teaching the particularities of wireless communications, simulating the disturbances suffered by the RF signal, as it is essential to understand how the system reacts to the channel. To create the conditions for the learning and understanding of these processes, a radio channel emulator is proposed. With this strategy, it is possible to imprint, on the radio signal, the characteristic signal fluctuations while generating statistical representations. The emulator reproduces propagation phenomena, such as free space attenuation, log-normal, Rayleigh, etc. With this capability, it is possible to present communication concepts in real conditions, with experiments that can be evaluated in laboratory.

The emulation is accomplished using software-controlled attenuators, connected to real wired networks using a shielded camera, so that it is possible to evaluate the channel effect in the communication with regard to the wireless network physical layer [11]. Parameters, such as modulation, data rate, power, frequency offset, etc. can then be controlled and explored.
Section II presents a review of the literature on propagation in Free Space and Log Distance models. Section III presents the emulation table, while Section IV presents the materials used. Section V shows the test methods and emulations with the results in Section VI and conclusions in Section VII.

II. FREE SPACE AND LOG DISTANCE MODELS

The Received Signal Strength Indication (RSSI) decreases over the distance on any transmission medium. In wireless systems this attenuation can be quite strong due to large distances and types of environment in which the system is operating.

Considering a simple network with two nodes, for the monitoring of IoT devices, as shown in Figure 1. It is necessary to think about the channel effect over the system to appropriately ensure the communication’s quality between the nodes.

![Nodes Connectivity](image1)

The models used to plan the communication channels, which are still the subject of research, are usually deterministic or statistical [12]. Regarding the deterministic models, it is important to consider the exact physical characteristics of the propagation medium. In this paper we will consider the Free Space and the Log Distance models.

The Free Space model considers the transmission power (PTX), the gains on the transmission (GTX) and the reception (GRX) antennas, the distance between nodes and the operating frequency [3]:

\[
P_{RX} = P_{TX} + G_{TX} + G_{RX} - 10 \log \left( \frac{4\pi d}{\lambda} \right)^2
\]

This expression considers as attenuation only the distance between nodes and the frequency of operation, which can be observed in Figure 2:

![Free Space Attenuation](image2)

The Log Distance model considers the Path Loss Attenuation factor (\( \beta \)) that characterizes the different types of environments, according to Table 1:

<table>
<thead>
<tr>
<th>Environment</th>
<th>Path Loss ( \beta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Free Space</td>
<td>2</td>
</tr>
<tr>
<td>Rural (plane)</td>
<td>3</td>
</tr>
<tr>
<td>Suburban (plane)</td>
<td>4</td>
</tr>
<tr>
<td>Urban (high buildings)</td>
<td>4.5</td>
</tr>
</tbody>
</table>

This model assumes that the \( P_{RX}(d) \), at a distance \( d \), can be calculated by considering \( \beta \) and a reference \( P_{RX}(d_0) \) at a point close to the transmitter (with Free Space attenuation), according to Figure 3 [13].

\[
P_{RX}(d) = P_{RX}(d_0) - 10\beta \log \left( \frac{d}{d_0} \right)
\]

The calculations based on the Log Distance model, for 3 different values of \( \beta \) (Figure 4), consider that to know the total attenuation of the system, it is necessary to add the attenuation of the Free Space, according to (2):

![Log Distance Attenuation](image3)

The Free Space Model predicts that the received power decays as the negative square root of the distance and the Log Distance increases the decay according to the propagation environment. Although they are simple and deterministic models, they are the base for the characterization of the workbench and the development of other statistical models.
III. EMULATION WORKBENCH

According to [14], both simulated experiments (virtual laboratories) and real remotely operated plants (remote laboratories), have recently been used more often. The advantage of remote laboratories resides in the fact that students can use real equipment that exist in several areas of engineering [15] [16].

The emulating workbench replicates a two-node LPWAN, showing what would happen to the propagation signal if those nodes were transmitting information through a RF channel (Figure 5), where the nodes are interconnected by an emulated RF channel.

Only two nodes were used to demonstrate the workbench in this work, but the system allows the use of several nodes to emulate characteristics like routing techniques, for example.

IV. MATERIALS

Currently, there are many LPWAN technologies. Among these technologies, Radiuino [17] was chosen mainly because it is an open platform created specifically for LPWAN. It is based on the Arduino development environment (IDE).

i. Hardware

For the RF channel emulation, the base and the sensor were interconnected through a Mini-Circuits digital variable attenuator (ZSAT-31R5+) operated by a microcontroller as shown in Figure 6:

ii. Firmware

The base and sensor node programming was done with the Arduino's Integrated Development Environment (IDE), the firmware was developed in C++ and Radiuino-specific libraries [17].

iii. Software

The programs used to control the base node, as well as the sensor node and the digital attenuator were developed in Python.

V. METHODS AND RESULTS

The final test configuration included a PC-Base and a PC-Microcontroller connection made via a USB cable. The Base-Attenuator-Sensor connection was made through a coaxial cable, eliminating the antennas. The digital attenuator created the attenuation effect on the channel.

The computer sent the Arduino’s 52-byte packet to the base via the USB, the base incremented the address identification (ID) and transmitted via emulated RF with the power previously programmed into the base firmware. For each packet sent, the attenuation value was changed. The sensor node received the packet from the base, measured the RSSI, verified the instructions regarding what should be done and returned the information to the base to be processed by the computer.

The digital variable attenuator of 31.5 dB was controlled by an Arduino. For each received packet, the attenuation was incremented to represent the attenuation in Free Space and Log Normal models with several values of β.

Figure 7 shows the graph for the RSSI on the primary vertical axis against the attenuation on the secondary vertical axis.

The attenuation ranged from 0 to 31.5 dB, while the RSSI went from -35 dBm to nearly -67 dBm. The time was also emulated to vary. The graphs confirm the usefulness of this setup to carry out experiments. It is possible to observe the expected inverse correlation between attenuation and intensity of the emulated signal, representing the attenuation in free space.

Figure 8 shows the emulated of path loss attenuation for different values of β according to the attenuation in the Log Distance model.
The graph highlights the versatility the workbench lends to the task of varying the attenuation curve to reflect different environments.

Figure 9 presents the comparison between the emulated workbench and the calculated Free Space model, with the power on the primary vertical axis against the attenuation on the secondary vertical axis.

![Free Space Emulation Results](image)

**Fig 8: Log Distance Emulation Results**

The great advantage of this type of emulation is the control over the attenuation imprinted on the channel. It can be used for the emulation of models like the propagation in free space, Log Distance or any other type of probabilistic distribution. As a future work, we propose to extend the emulation bench to cater for probabilistic models of channel propagation, such as Log Normal, Rayleigh and Rice. In addition, we also intend to use other LPWAN technologies to compare performance and efficiency, as well as to enable the emulation bench to be accessible remotely.

**VI. CONCLUSION AND FUTURE WORKS**

This paper presented an emulation workbench that can be used for testing LPWAN technologies and for the demonstration of how these technologies behave in an unstable and non-repeatable environment such as RF communication, using the Free Space and Log Distance models as examples.

Results from the workbench using Radiuinio LPWAN technology demonstrate that a set up consisting of two interconnected nodes and a digital attenuator can emulate the characteristics of a real environment.

Teaching RF channel becomes much more effective with an emulated system that uses real IoT components. The workbench also allows the testing and comparison of other technologies for predetermined scenarios, making it easier to define the technologies to be used, since IoT technologies must be customized per application.

The graph highlights the versatility the workbench lends to the task of varying the attenuation curve to reflect different environments.

Figure 9 presents the comparison between the emulated workbench and the calculated Free Space model, with the power on the primary vertical axis against the attenuation on the secondary vertical axis.

![Free Space Emulation Results](image)

**Fig 9: Emulated x Calculated Comparison**

It is possible to verify that as the attenuation of the emulated system (continuous line) grows, the RSSI proportionally degrades, coinciding with the calculated values (dashed line), demonstrating the efficiency and accuracy of the workbench.
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Abstract—For serving time-varying traffic on an Elastic Optical Network (EON), the spectrum allocated for the connection request can be expanded or contracted to meet the traffic requirement. For the survival connection, both the primary and the backup lightpaths should be expanded/contracted at the same time. In this paper, the Spectrum Expansion/Contraction (SEC) and Survival Routing and Spectrum Allocation (SRSA) problems on EONs with time-varying traffic for the dynamic case are studied. For each protecting scheme, two survival routing algorithms and the respective SEC operation are developed to solve it. These algorithms are examined through simulations and the results show that the proposed algorithms can achieve good results.
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I. INTRODUCTION

Elastic Optical Networks (EONs), which employs Optical-Orthogonal Frequency Division Multiplexing (O-OFDM) technology, have been proposed to increase the flexibility of optical networks. The spectrum of a link in EONs is divided into Frequency Slots (FSs) and the necessary amount of consecutive FSs are assigned to support the connection request. Besides, more efficient spectrum allocation is achieved in these networks [1]. Specifically, a BW-variable O-OFDM transponder can assign an appropriate number of FSs to serve a lightpath [1].

In an optical network, each connection can be transmitted by an optical channel, which consists of a central frequency (CF) and a size. The size of the channel is determined by the requested bit-rate, the modulation technique applied, the (fixed) slice width, and the Guard Band (GB) introduced to separate two spectrum adjacent connections, among others. Due to the spectrum continuity constraint [1], the Routing and Spectrum Assignment (RSA) problem has emerged as the essential problem for spectrum management on EONs. For a given connection request, the goal of the RSA problem is to find a lightpath on the network and assign the required FSs.

A. Time-Varying Traffic

Several Spectrum Allocation (SA) schemes that change the bandwidth dynamically have been studied in [2][3]. A general policy to allocate FSs to time-varying traffic was presented in [3]. For time-varying traffic demands on EONs, there are three SA schemes of different levels of elasticity [3]. The elastic scheme [3], both the assigned central frequency and the size can be subject to change by performing Spectrum Expansion/Contraction (SEC) in each time interval, is the most efficient method [2]. Recently, several SEC schemes have been considered and the EONs enable to expand/contract slot width of the channel [4]. Furthermore, future EONs will change slot width according to time-varying traffic by changing the number of FSs flexibility. Din et al. [5] studied the SEC problem for the multipath routing scheme for Routing, Modulation, and Spectrum Assignment (RMSA) on EONs was studied.

B. Survivable EONs

In the traditional Wavelength Division Multiplexing (WDM) networks, network survivability has been extensively studied; several various network protection techniques were proposed in [6]. The protection techniques can be divided into the categories of Dedicated Path Protection (DPP) and Shared Backup Path Protection (SBPP) [6]. Dedicated path protection means that there is dedicated backup capacity to protect primary capacity. In contrast, shared protection means that the protection capacity can be shared among multiple protection lightpaths as long as their corresponding primary lightpaths do not fail simultaneously. Because of capacity sharing, the shared protection scheme are generally more capacity efficient than the dedicated protection scheme [6].

For the case of static traffic demand on the EON, Klinkowski et al. [7] focused on the problem of RSA with DPP. Shen et al. [8] developed Integer Linear Programming (ILP) models for the SBPP on EONs. For the case of dynamic traffic demand, Shao et al. [9] studied the shared-path protection on EONs for RSA model. A heuristic algorithm was proposed to solve this problem. N. G. Anoh et al. [10] studied a hybrid protection scheme with shared and dedicated backup paths resources for the RMSA model.

C. Studied Problem

In this paper, the Spectrum Expansion/Contraction (SEC) and Survival Routing and Spectrum Allocation (SRSA) problem with time-varying traffic on EONs is studied. For a given EON and a sequence of survival connection requests, the goal is to add/delete/expand/contract (primary and backup) lightpaths and assigned suitable channels to the lightpaths to meet the traffic requirement of the survivable connection request such that the performance measure can be optimized. The RSA model is considered in this paper, that is, the transparent network only with single modulation format.
Two protecting schemes DPP and SBPP are considered in this article. When a new connection request arrived, the **Survival Path Routing Algorithm** (SPRA) is performed to find a pair of link-disjoint primary and backup lightpaths. If the required bandwidth cannot be allocated, then the connection request is blocked. Otherwise, these lightpaths are established, the required FSs of lightpaths are allocated. If the connection request is an adjusted request (that is, there exists a pair of primary and backup lightpaths with the same source and destination nodes), based on the selected SEC policy, the allocated FSs of the existing lightpath are adjusted.

In this article, the elastic allocation scheme is used, that is, both the CF and the size of the lightpath can be adjusted (expanded or contracted). If the bandwidth variation can be accommodated, then the adjusted connection is updated. Otherwise, the SPRA is performed to route the new connection (after the old lightpaths are torn down). According to literature analysis by the author, only the SEC problems for single path [3] and multipath [5] were studied. Based on the survey, there is no article considered the SEC problem for survivable routing.

## II. PROBLEM DEFINITION

In the following, the assumptions, constraints, notations and the definitions of the studied problem are given.

### A. Notations

- **G = (V, E):** The physical topology of the network, where \( V = \{v_1, v_2, ..., v_n\} \) and \( E = \{e_1, e_2, ..., e_m\} \) is the set of nodes and links, respectively.
- **r = (s, d, Bsd, q):** The connection request, where \( s \in V \) and \( d \in V \) is the source and destination node of the request, respectively. \( Bsd \) is the required bandwidth (Gb/s) of the lightpaths between nodes \( s \) and \( d \), \( q (0 < q \leq 1) \) is the protection level requirement of the connection [11].
- **B:** The number of FSs provided with each link of the network. Assume that each spectrum slot occupies \( C_f \) GHz bandwidth.
- **K:** The number of shortest paths for each node-pair are pre-computed for finding routing path.
- **Psd:** The set of candidate routing paths for node pair \( s-d \).
- \( b(j): \) The bit-mask \( b(j) \) of the link \( e \in E \) \( (j = 1, 2, ..., B = 100) \), is the status of the \( j-th \) FS of the link \( e \).
- **CF:** The number of shortest paths for each node-pair are found in [5].
- **b(j)=0:** If the \( j-th \) FS of link \( e_1 \) is occupied, then \( b(j)=1 \); otherwise, \( b(j)=0 \).

When the link failure occurs on the primary path, the backup path can provide at least \( q \times Bsd \) bandwidth. If \( q = 0 \), then there is no protection; if \( q = 1 \) is full protection and \( 0 < q < 1 \) is partial protection. If the request is supported by a single lightpath, the minimal required number of FSs of the primary lightpath (denoted as \( Nsd \)) can be computed by \( Nsd = \lceil Bsd/C_f \rceil + GB \), where \( C_f \) is the bandwidth (Gb/s) provided by each FS. The minimal required number of FSs of the backup lightpath (denoted as \( BNsd \)) can be computed by \( BNsd = \lceil (q \times Bsd)/C_f \rceil + GB \).

### B. Assumptions

The assumptions of the SEC problem for survivable routing on EONs are given as follows.

- For each link, there is a fiber connecting the end-nodes and signal can be transmitted bidirectional.
- All nodes in the network are equipped with **Bandwidth Variable Wavelength Cross-Connects** (BV-WXC) and **Bandwidth Variable Transceiver** (BVT).
- For simplicity, the numbers of FSs provided by links are all equal.
- A GB or guard subcarrier should be allocated between two lightpaths.
- The network is a 2-connected graph, only the single-edge failure case is considered.
- If the expansion is not possible, the current primary and backup paths are expanded as many numbers of FSs as possible.

Three constraints are considered in this paper, they are spectrum continuity constraint, subcarrier consecutiveness constraint, and non-overlapping spectrum constraint. Due to space limitation, the definition of these constraints can be found in [5].

## III. SURVIVAL ROUTING AND SEC FOR DPP SCHEME

In DPP scheme, for each connection request \( r = (s, d, Bsd, q) \), a pair of link-disjoint primary and backup paths is found. Where the bandwidth provided by the primary path and backup path is greater than or equal to \( Bsd \) and \( q \times Bsd \) respectively. In this section, two algorithms are proposed to solve the DPP routing problem and then the SEC operations are developed to perform traffic updating.

### A. Survival Path Routing Algorithm - DPP

In this subsection, the survival path routing algorithm for a new connection request for DPP scheme is developed. To find the routing paths of the request, two algorithms are proposed, they are **Dynamic Survival Path Routing Algorithm** (DSPRA) and **Semi-Dynamic Survival Path Routing Algorithm** (SDSPRA).

1. **Dynamic Survival Path Routing Algorithm (DSPRA):**

In this subsection, the DSPRA is described. In DSPRA, for finding the primary path with \( Nsd \) FSs, the layered graphs \( LG_i \), \( i = 1, 2, ..., B-Nsd+1 \) of the network are constructed according to the current status of the network and connection request. The \( i-th \) layer graph is denoted as \( LG (V^i, E^i) \), where \( V^i = V \), \( E^i = \{e_l \mid \Sigma_j^{(i-Nsd)} b(j)=0, e_l \in E\} \). On layered graph \( LG_i \), if a path from \( s \) to \( d \) can be found, then there exists a path with \( Nsd \) FSs on \( G \) and it can serve as the primary path of the request. The K-shortest paths on \( LG_i \) are found as the candidate paths of the primary lightpaths. If the primary path can be found on \( LG_i \), then the resources of primary lightpath are temporarily allocated and the Backup Path Finding Algorithm (BPFA) is performed to find the backup path of the request. If both the primary and backup lightpaths can be found, then the resources are allocated.

Otherwise, another possible primary path on the same
layered graph or on the different layered graph is selected, and then the backup lightpath is examined again. In the BPFA, first, the links passed by the primary lightpath are removed. Then, the layered graph approach is applied again to find the backup path. The details of the DSPRA and the BPFA are described in Figure 1 and Figure 2, respectively.

Algorithm 1 DSPRA

Output : primary path and backup path of the request;
2: Input : request r = (s, d, Bsd, q);
3: Find the set Psd of candidate paths on G(V, E)
4: Construct the layered graph LG(V', E') of the network according to status of the network;
5: Find the set Psd of K-shortest paths on LG from s to d;
6: if (Psd ≠ ∅) then
7: while (i ≤ B - Bsd + 1) do
8: if (i ≤ Psd) then
9: while (j ≤ Psd) do
10: Select the j-th path in Psd as the primary path p;
11: Temporarily allocate FSs for the path p;
12: Perform BPFA to find the backup path p of the request;
13: if (p can be found then
14: Allocate FSs for the path p1 and p2, and return p1 and p2;
15: end if
16: Release all FSs allocated to p1;
17: end while
18: end if
19: i = i + 1;
20: end while
21: end while
22: return "NO PATH".

Figure 1. DSPRA.

Algorithm 2 Backup Path Finding Algorithm (BPFA)

1: Input : request r = (s, d, Bsd, q), primary path p;
2: Output : backup path p of the request;
3: Find the set Psd of candidate paths on G(V, E)
4: Construct the layered graph LG(V', E') of the network according to status of the network;
5: Find the set Psd of K-shortest paths on LG from s to d;
6: if (Psd ≠ ∅) then
7: while (i ≤ B - Bsd + 1) do
8: if (i ≤ Psd) then
9: while (j ≤ Psd) do
10: Select the j-th path in Psd as the primary path p;
11: Temporarily allocate FSs for the path p;
12: Perform BPFA to find the backup path p of the request;
13: if (p can be found then
14: Allocate FSs for the path p1 and p2, and return p1 and p2;
15: end if
16: Release all FSs allocated to p1;
17: end while
18: end if
19: i = i + 1;
20: end while
21: end while
22: return "NO PATH".

Figure 2. BPFA.

2) Semi-Dynamic Survival Path Routing Algorithm (SDSPRA): In this subsection, the SDSPRA was proposed. First, a set Psd of candidate paths on G(V, E) is found and paths in the Psd are sorted increasingly according to the length of the path. In Psd are examined in order. If the examined path can be allocated on the current network, then the primary lightpath is temporarily allocated and removed from the network, and then the BPFA (by using the layered graph approach) is performed to find the backup path of the request. The details of the Semi-Dynamic Survival Path Routing Algorithm are described in Figure 3.

B. SEC operation for DPP

For the survivable connection request, if the connection changed to r = (s, d, Bsd, q), the currently deployed (primary and backup) lightpaths should be adjusted to meet the bandwidth requirement. If Bsd is zero, the primary and backup lightpaths are deleted and the possessed resources are released. If q is zero, the backup lightpath can be deleted and the possessed resources can be released.

If Bsd > (Nsd - 1) × C and q × Bsd > C × (BNsd - 1), the bandwidth of primary and backup lightpaths should be increased, respectively. Two lightpaths can be expanded separately. Several cases should be considered and described as follows.

- Case 1: If both primary and backup lightpaths can be expanded successfully, then the expansion operation is performed to meet the requirement.
- Case 2: If the primary lightpath can be expanded but the backup lightpath cannot, then the primary lightpath is expanded in the first step, and then, the original backup path is removed and the BPFA is performed to find a new backup lightpath.
- Case 3: If the backup lightpath can be expanded but the primary lightpath cannot, then the backup lightpath is expanded in the first step. Then, the primary path is removed and a new primary lightpath, which is link-disjoint to the backup lightpath, is found by performing the BPFA.
- Case 4: If both primary and backup lightpaths cannot be expanded, then the primary and backup lightpaths are removed. Then, the SPRA is performed to find a pair of new primary and backup lightpaths.
- Case 5: If the backup (or primary) lightpath cannot be found in the previous Cases 2 and 3, then the primary (or backup) lightpath is removed in the first step. Then, the respective SPRA (SSPRA, DSPRA, and SDSPRA) is performed to find a pair of new primary and backup lightpaths for the request. If failed to find the pair of lightpaths, then the request would be blocked.

For the case with Bsd > (Nsd - 1) × C or q × Bsd > C × (BNsd - 1), the bandwidth of primary lightpath or backup lightpath should be increased separately. The expansion action is expanded first, and then the respective lightpath is re-found. If these two actions cannot be done, then the old lightpaths are deleted and then a pair of new lightpaths are found by performing the respective SPRA to route the request. In the contraction, it is worth noting that the actually provided bandwidth Nsd × C may be greater than the newly required bandwidth Bsd. The similar situation can be applied to the backup path. If Bsd < (Nsd - 1) × C and q < C × (BNsd - 1), the bandwidth of the primary and backup path should be contracted, respectively. In the contraction, the higher-index FS allocated to the selected path will be contracted first.

Algorithm 3 SDSPRA

1: Input : request r = (s, d, Bsd, q), Psd; candidate set of paths;
2: Output : primary path and backup path of the request;
3: while (Psd ≠ ∅) do
4: Select and remove a path p from Psd;
5: if (p can be allocate on network with required Nsd FSs) then
6: Temporarily allocate FSs for the path p;
7: Perform BPFA to find the backup path p of the request;
8: if (p can be found then
9: Allocate FSs for the path p1 and p2, and return p1 and p2;
10: end if
11: Release all FSs allocated to p1;
12: end if
13: end while
14: return "NO PATH".

Figure 3. SDSPRA.
IV. SURVIVAL ROUTING AND SEC FOR SBPP SCHEME

In this section, the SBPP scheme is used. In SBPP scheme, two backup lightpaths, which pass through same fiber (or path), can share the spectrum resource on it, if their primary lightpaths are link-disjoint. In this section, two survival path routing algorithms and the SEC operations are developed to solve the problem.

A. SSPRA-SBPP

In this subsection, for SBPP scheme, two algorithms static-SPRA-SBPP (SSPRA-SBPP) and dynamic-SPRA-SBPP (DSPRA-SBPP) are proposed to solve this problem. It is worth noting that these algorithms used the same algorithm to find the backup path of the primary lightpath.

1) SSPRA-SBPP: In SSPRA-SBPP, a set \( P_{sd} \) of pre-computed paths are found as the candidate set of primary paths. All paths are sorted in increasing order according to the length of the paths. Then, a path in \( P_{sd} \) is selected and examined sequentially as the primary path. If the selected path can be successful allocated, then the Shared Backup Path Protecting Algorithm (SBPPA) is performed to find the backup path. The details of the SSPRA-SBPP are described in Figure 4.

To describe the backup path-finding process, several notations used in the algorithm are listed as follows. The number of required FSs of the backup path is equal to \( B_{Nsd} = [q \times B_{n sd} \cup C] \). Let \( c_l \) be the basic cost of link \( e \in E \), which is set to 1 initially. The value of \( c_l \) is determined by the current network state. Let \( B_{psd} \) be the set of existing backup paths whose respective primary paths are link-disjoint to the primary path \( p_{1} \). It is worth noting that the primary and backup paths can use different starting indices of FSs.

To find the backup path with the great resource sharing of the primary path on layered graph \( BLG^{l} \), the cost of links is dynamically adjusted according to the formula (1), and then the Dijkstra's algorithm is used to find a link-disjoint backup path with the minimum cost on \( BLG^{l} \).

\[
c'_l = \begin{cases} 
+\infty, & \text{if } e_l \in P_1 \\
-\infty, & \text{if } \left( (e_l \notin P_1) \cap (e_l \in B_{psd}) \right) \\
\frac{c_l}{2}, & \text{otherwise.} 
\end{cases}
\]

On the layered graph \( BLG^{l} \), the links having the same link with the primary path cannot be used, the cost of links is set to \(+\infty\). If the link \( e_l \) has not been used by any primary or backup path on \( BLG^{l} \), the cost of \( e_l \) is set to \( c_l \). If the link \( e_l \) is not passed by the primary path and there are some FSs used by other backup lightpaths whose respective primary path is link-disjoint to the path \( p_{1} \), then the cost of \( e_l \) is set to \( c_l + B_{n sd} \). Where \( B_{n sd} = \sum_{z=1}^{\text{fs}} B_{n sd}^{z} \). \( b_{l}(z) \) is the number of frequency slots of the link \( e_l \) used by some backup lightpaths. Moreover, \( b_{l}(z)=1 \) represents that the \( z \)-th FS of link \( e_l \) is only used by backup paths; otherwise, \( b_{l}(z)=0 \). The cost of link \( e_l \) is set to \( c_l + B_{n sd} \) for increasing the resource-sharing ratio. In addition, the links that have reserved enough shared backup frequent slots have less link cost. If the backup path traverses these links, then there is no need to reserve new frequency-slots and the frequency sharing can be enhanced. The details of the SBPPA are described in Figure 5.

Algorithm 4 SSPRA-SBPP

1) Inputs: \( G(V, E) \), request \( r = (s, d, B_{psd}, q) \); primary path \( P_{1} \).
2) Output: \( P_{1} \) primary path and backup path of the request.
3) Pre-computed the set \( K \) paths between the nodes \( s \) and \( d \) and stored in \( P_{sd} \). Paths are sorted in increasing order according to the length of the paths.
4) while (\( P_{sd} \neq \emptyset \)) do
5) Select and remove a path \( p_{1} \) from \( P_{sd} \) and check whether the required bandwidth \( B_{n sd} \) can be allocated along the path \( p_{1} \) on network \( G \).
6) if (Success) then
7) Temporarily allocate required number of FSs to the path \( p_{1} \).
8) Call SSPRA-SBPP to find the backup path \( p_{2} \) of the request.
9) if \( (p_{2} \) can be found) then
10) return \( p_{1} \) and \( p_{2} \).
11) end if
12) Release all FSs allocated to \( p_{1} \).
13) end if
14) end while.
15) return BLOCK.

Figure 4. SSPRA-SBPP.

Algorithm 5 SBPPA

1) Inputs: \( G(V, E) \), connection request \( r = (s, d, B_{psd}, q) \); primary path \( P_{1} \).
2) Output: \( P_{1} \) backup path of the request.
3) Remove links on primary path \( p_{1} \) from \( G \) to form a new graph \( G'(V, E') \).
4) \( i = 1 \), \( B_{Nsd} = [\sum_{z=1}^{\text{fs}} b_{l}(z)] \).
5) while \( (i \leq B_{Nsd} = [\sum_{z=1}^{\text{fs}} b_{l}(z)]) \) do
6) Construct the layered graph \( BLG^{l} \) of the network \( G' \) according to the status. Where \( V^{l} = V^{l} \cup B_{psd} = \{ e_l \sum_{z=1}^{\text{fs}} b_{l}(z) = 0, e_l \in E' \} \).
7) Set the cost \( c'_l \) of link \( e_l \) in \( E' \) according to the formula (1).
8) Perform Dijkstra algorithm on graph \( G' \) to find the backup path \( p_{2} \).
9) if (backup path can be found) then
10) Allocate resources for the backup path and return \( p_{2} \).
11) end if
12) \( i = i + 1 \).
13) end while
14) return false.

Figure 5. SBPPA.

2) DSPRA-SBPP: In this subsection, the details of the DSPRA-SBPP is described. In the DSPRA-SBPP, the layered graph approach is applied. The main algorithm is the same as the proposed DSPRA described in Section III.A.1, except for the backup path-finding algorithm. The backup path-finding algorithm is changed to the SBPPA described in Figure 5.

B. SEC operation for SBPP

The SEC operation for the SBPP scheme is more complex than that of the DPP scheme. In SBPP, the backup resources are shared by several backup lightpaths. If the bandwidth of a connection decreases, the backup resources cannot decrease directly. Since releasing the shared resources of a backup path directly may cause other primary paths unprotected. Moreover, for the SEC operation, the spectrum-sharing feature should be considered in designing the expansion and contraction algorithms to improve the spectrum sharing.

1) Expansion: For a bandwidth increasing connection, if both primary and backup paths can be expanded directly, then the resources of these paths are expanded and the paths are unchanged. When the backup path expansion is performed, the sharing status of FSs should be taken into consideration. To expand a frequency slot for the allocated
lightpath, if the FS of an edge to be expanded is free (not been allocated to any primary or backup lightpath), then the FS can be expanded directly. If the FS of an edge to be expanded is allocated to a primary lightpath, then the FS cannot be selected to expand.

If the FS of an edge to be expanded is allocated to several backup lightpaths, then the FS should be examined further. Assume $p_1$ and $b_1$ be the primary and backup lightpath to be expanded, respectively. For the edge $e_i \in b_1$ and the $j$th selected FS, let $PS = \{p_{1j}, p_{2j}, ..., p_{mj}\}$ be the set of primary lightpaths whose backup lightpaths pass through the edge $e_i$, and use the selected FS. If the selected FS of an edge to be expanded have the property that $p_i$ is link-disjoint to all paths in $PS$, then the FS can be expanded. For a selected FS to be expanded, if all edges of the backup path can be expanded, then the selected FS can be expanded. The cost of the selected FS to be expanded is defined as the resource sharing value. For the expandable $j$th FS of an edge $e_i$ of the FS is defined as the number of shared backup paths on it. For the expandable $j$th FS of a path $p$, the weight (denoted as $w_{jp}$) of the FS is defined as the total number of shared backup paths on all edges of the path. That is, $w_{jp} = \sum_{e_i \in p} w_{jp_i}$. For the backup path, the expandable method is selected by checking and selecting the expandable (immediate upper or lower index) FS with maximal weight repeatedly, until it meets the bandwidth requirement.

If the backup path cannot be expanded directly, then the currently allocated resources for the backup are temporarily contracted (by the method described later) as the first step. Then a new backup path is found by performing the SBPPA.

If the primary path cannot be expanded, then this is a new situation should be considered further. Since the sharing status of the backup path is determined based on the primary lightpath, once the primary path changes, the backup path should be changed accordingly. In this case, the current primary lightpath is removed and backup path is contracted (by the method described later). Then, the respective Survival Path Routing Algorithm for SBPP scheme (SSPRA-SBPP or DSPRA-SBPP) is performed to find a pair of new primary and backup lightpaths for the request. If failed to find the pair of lightpaths, then the request would be blocked.

2) Deletion or Contraction: If the demand of the new request is 0, then the primary path can be deleted and resources can be released directly. But the resources allocated to the backup lightpath should be considered further. If the selected FS of an edge is not shared by other lightpaths (used by the affected backup path only), then the resource can be released directly. If the selected FS of an edge is shared by other lightpaths, then the resource cannot be released directly. For each FS of an edge, a set of path-allocating records is used to store the sharing backup lightpaths and the respective primary lightpaths. The record of the released FS of an edge should be updated by deleting the affected backup path. For the contraction operation, the path-allocating record should be updated after releasing the selected FSs of the affected backup lightpath.

Consider the example shown in Figure 6. Figure 6(a) shows the primary and backup lightpaths of four requests and Figure 6(b) shows the allocated FSs and sharing status of the edges on the backup path $b_1$: $1 \rightarrow 4 \rightarrow 5 \rightarrow 7 \rightarrow 8$. The number of allocated FSs for the backup lightpaths $b_1$, $b_2$, $b_3$, and $b_4$ are 18, 3, 3 and 10, respectively. The FS allocation for the primary lightpaths is not shown here. The backup lightpaths near to the right of the FSs allocation of lightpaths denoted as the path-allocating of the FS of the edge. For example, the first and second FSs are used by $b_2$ and 1-3 FSs of edges (1, 4) and (4, 5) are shared by the lightpaths $b_1$ and $b_2$. If backup lightpath $b_1$ is deleted, the FS allocation is shown in Figure 6(c) and 5 free FSs are released. If six FSs are contracted from the backup lightpath $b_1$, the best contraction method will be determined and selected, that is, the region of the allocated FSs will within 5-16 (as shown in Figure 6(d)).

![Figure 6. Examples of SEC for SBPP: (a) primary and backup lightpaths, (b) before deleting backup path $b_1$, (c) after deleting backup path $b_1$, (d) after contracting backup path $b_1$.](image)

V. SIMULATION RESULTS

The proposed algorithms were coded by using C++ programming language. All simulations were run on a notebook computer with Intel Core i7-4710 HQ CPU 2.5GHz, 16.0 GB RAM and with Windows 10 pro 64-bit operating system. Two topologies (COST239 and NSFNET) showed in Figure 7) were used for simulations.

In the simulation, the arrival of request to the network follows the Poisson distribution with $\lambda=20$ connection requests per unit time and the connection-holding time obeys negative exponential distribution with a mean value of $1/\mu=4$ and 4000 connection requests are randomly generated. The updated traffic is randomly generated uniformly for different pairs of nodes. The expansion/contraction operations are performed according to the updated traffic comparing to the currently provided bandwidth. The value of $q$ is randomly generated uniformly with [0, 1]. These connections are simulated for each algorithm for six different network loads.

For each proposed SEC method, a respective algorithm is also implemented for comparison. The method is denoted as
“Release and Add (RA)”. That is, for each updated traffic, the established lightpaths and allocated FSs for original traffic demand are released and then the new primary and backup lightpaths are re-established. Several performance criteria are considered in this paper, they are (1) Blocking Ratio (BR), (2) Resource Utilization Ratio (RUR) which is the ratio of protecting resources to that of the primary resources and (3) total number of allocated FSs.

First, for the COST239 network, the simulation results are shown in Figure 8. Figure 8(a) shows that the BR of the algorithm with RA is worse than that of the respective SEC method, thus the SEC operation can get better performance than RA operation. For the proposed algorithms with DPP protection, the DSPRA-DPP can get the lower BR than that of the DSPRA-DPP. For the proposed algorithms with SBPP protection, the DSPRA-SBPP can get the lower BR than that of the DSPRA-SBPP. Survival routing with SBPP scheme can get better BR performance than that of the method with DPP scheme. The BR increases as the network load increases. Figure 8(b) shows that the RUR of the algorithm with RA is lower than that of the algorithm since remove and re-find the primary and backup lightpaths can help to find better RUR paths. Survival routing with SBPP scheme can get better RUR performance than that of the DSPPP scheme. Figure 8(c) shows that the total FSs of the algorithm with RA is higher than that of the respective SEC algorithm. First, for the NSFNET network, similar simulation results can be obtained and not shown here.

VI. CONCLUSIONS

In this paper, the spectrum expansion/contraction and survival routing problems with time-varying traffic on EONs have been studied. For a given EON and a set of connection requests, the goal is to design a spectrum expansion and contraction method to update the CF and the channel size of the lightpath so as to fit the required of the request. In the studied problem, the DPP and SBPP protecting schemes have been are considered and several routing algorithms and SEC operations have been proposed to solve this problem. Simulations were conducted to evaluate the performance of the proposed algorithms.

The proposed algorithms are heuristic algorithms and can be executed in a reasonable polynomial time. This work can be extended in the future to hand other failure cases, such as node-failure, two or more links (or nodes) failure.
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Abstract—Benefiting from the development of coherent detection and digital signal processing, innovative optical transceivers enable the dynamic adaptation of the baud rate, modulation level and Forward Error Correction (FEC) coding to the optical transmission properties. Next generation optical networks will require high levels of flexibility, being able to fit rate, bandwidth, FEC coding and optical reach requirements of different connections. For serving transmission on an Elastic Optical Network (EON), the flexible lightpath routing and the spectrum allocated for the connection request should be developed to meet the traffic requirement. In this paper, the Routing, Baud rate, FEC Coding, Modulation Level, Spectrum Allocation (RBCMLSA) problem is defined and studied. A heuristic algorithm, which integrates single/multiple path routing schemes, is proposed. The proposed algorithm is examined through simulations and the results show that the proposed algorithms can achieve good results.
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I. INTRODUCTION

Recently, the Elastic Optical Network (EON) has attracted intensive research because of employing Optical-Orthogonal Frequency Division Multiplexing (O-OFDM) technology, which has been used to scale the demands by efficiently utilizing the spectrum. A key feature of EON is that the modulation format and the spectrum can be adaptively adjusted and allocated according to the distance and capacity requirements [1] [2]. Based on variable bandwidth devices (such as Bandwidth-Variable Transponders (BVTs) and Bandwidth-Variable Wavelength Cross-Connects (BV-WXCs)), EONs require more sophisticated bandwidth allocation mechanisms. The spectrum of a fiber on an EON is divided into Frequency Slots (FSs) and the necessary amount of consecutive FSs are assigned to support the connection request [1] [2]. The number of required FSs is determined by the requested bandwidth, the modulation format, the (fixed) slice width and the Guard Band (GB) introduced to separate two spectrum adjacent connections, among others. The controller should find Routing, Modulation Level and Spectrum Assignment (RMLSA) for the connection request.

In EONs, the transmitting rate of the transmitter ranges from 2.5 Gb/s to 400 Gb/s. Benefiting from the development of coherent detection and digital signal processing, innovative optical transceivers enable the dynamic adaptation of the baud rate, modulation level and Forward Error Correction (FEC) coding to the optical transmission properties.

Sambo et al. [3] proposed a programmable controller on the Software Definition Network (SDN)-EONs. Several parameters (such as channel types, number of carries, transmitting rate, modulation format, central frequency, channel wide, FEC types, and number of FSs) can be dynamically determined to meet the connection request on the network. Cugini et al. [4] proposed the idea of the plug and play auto-configuring transmitters of the optical network. In the proposed environment, the control plane should be capable of performing effective routing and spectrum assignment as well as proper selection of the transmission parameters (e.g., baud rate, modulation format, coding type) depending on the required Transmission Reach (TR) or maximum transmission distance.

A. Multipath Routing

For online provisioning, it is difficult to serve certain large bandwidth (BW) requests with single-path routing due to the BW or TR limitation. Thus, it results in high request blocking probability [17] [18]. Lu et al. [18] suggested that a connection’s traffic could be split over multiple paths without causing significant bandwidth waste. They proposed a dynamic multi-path algorithm, which considers the differential delay constraint. Zhu et al. [17] proposed two dynamic algorithms that incorporate a Hybrid Single-/Multi-path Routing (HSMR) scheme on the RMLSA model (denoted as RMLSA-HSMR). They considered dynamic RMLSA problem with various path selection policies for multipath provisioning in EONs [17]. The simulating results showed that the proposed hybrid single-/multi-path routing scheme could effectively reduce the blocking probability, by comparing to the single-path routing scheme.

B. Studied Problem

In the future, the next generation optical networks will require high levels of flexibility. Based on the new provided capabilities of the transponders, the controller will be able to adjust baud rate, bandwidth, FEC coding, modulation format and optical reach requirements of different connections. In this paper, the dynamic routing problem on EONs with flexible transceivers is studied. In the given EONs, the parameters of transceivers (including baud rate, modulation format, and FEC type) can be determined and selected by the
network controllers. For a given EON and a sequence of connection requests, the goal is to find lightpaths and assigned suitable channels to lightpaths and meet the traffic and TR requirement such that the performance measure can be optimized. Since for each request, the baud rate, modulation format, and FEC type should be determined and find suitable spectrum, this problem is denoted as the Routing, Baud rate, Code, Modulation Level, and Spectrum Allocation (RBCMLSA) problem. Unlike previous works in RCMLSA and RMLSA, the proposed algorithm selects not only the route and the spectrum but also the baud rate, FEC type, and modulation format best suited to establish an optical connection.

In the paper, the hybrid single-/multi-path routing scheme is considered. The blocking performance of the proposed algorithm is evaluated in comparison to the RCMLSA and RMLSA approaches. Based on the survey, there is no article that considered the RBCLMSA problem with flexible transceivers for multipath routing. In this paper, a heuristic algorithm is proposed to solve the RBCLMSA problem with dynamic traffic. The proposed algorithm is examined through simulations and the results show that the proposed algorithm can achieve good results.

The remainder of this paper is as follows: Section 2 describes the related works; Section 3 defines the new RBCLMSA problem; Section 4 presents the details of the proposed algorithm; Section 5 gives performance evaluation by means of simulation; Section 6 concludes the paper.

II. RELATED WORKS

In this section, several studies related to the RBCLMSA problem will be stated.

A. FEC

In an optical network, the Optical Signal to Noise Ratio (OSNR) of a high data rate optical signal would degrade significantly over long transmission distances. This degradation can be compensated by using the FEC coding techniques [5]. FEC technologies were first proposed for fiber-optic communications, before signal modulation and transmission. In FEC coding, redundant overhead (OH) bits are added to the information bits [6]. FEC techniques with different error correcting capabilities were studied to evaluate both the performance of different FEC types and corresponding tradeoffs between their Net Coding Gains (NCGs) and their coding overheads. The future trends expected for FECs to combat even higher transmission impairments were presented in [7]. The evolution of FEC technologies can be classified into three generations [7] [8]. The first generation used block codes. A typical example is Reed-Solomon (RS)[255, 239]. The second generation used concatenated codes. An example is RS[255, 239]+Bose-Chaudhuri-Hocquenghem (BCH)[1023, 963]. The third generation used the more powerful soft decision decoding technique. The Block Turbo Code (BTC) and Low Density Parity Check (LDPC) code are two representatives of this generation. The OH, NCG, data rate and OSNR values are summarized in Table 1 [6]. Guo et al. [6] considered Shared Backup Path Protection (SBPP)-based EONs with the adaptive FEC allocation strategy. They developed an Integer Linear Programming (ILP) optimization model as well as a Spectrum Window Planes (SWPs)-based heuristic algorithm. The results showed that the adaptive FEC allocation strategy is very effective in significantly increasing the network capacity of an EON [6].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Modulation</th>
<th>SNR&lt;sub&gt;min&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>P&lt;sub&gt;s&lt;/sub&gt;</td>
<td>1 mW</td>
<td>QPSK</td>
<td>2.031 dB</td>
</tr>
<tr>
<td>L&lt;sub&gt;eq&lt;/sub&gt;</td>
<td>100 km</td>
<td>8 QAM</td>
<td>3.367 dB</td>
</tr>
<tr>
<td>h</td>
<td>6.626 × 10&lt;sup&gt;-3&lt;/sup&gt; m&lt;sup&gt;2&lt;/sup&gt;/kg/s</td>
<td>16 QAM</td>
<td>4.955 dB</td>
</tr>
<tr>
<td>f&lt;sub&gt;s&lt;/sub&gt;</td>
<td>1.935 × 10&lt;sup&gt;14&lt;/sup&gt; Hz</td>
<td>32 QAM</td>
<td>6.722 dB</td>
</tr>
<tr>
<td>AG</td>
<td>20 dB QPSK</td>
<td>64 QAM</td>
<td>9.020 dB</td>
</tr>
<tr>
<td>N&lt;sub&gt;F&lt;/sub&gt;</td>
<td>5.5 dB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R&lt;sub&gt;c&lt;/sub&gt;</td>
<td>1.0 × 10&lt;sup&gt;9&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

B. RCSA vs. RCMLSA

Sambo et al. [9] [10] studied the Routing, Code, and Spectrum Assignment (RCSA) problem. For a given connection request and fixed modulation format, a set of candidate paths is constructed and the coding scheme with minimal extra information is selected, and then the required spectrum is allocated. Sambo et al. [9] [10] considered the Time Frequency Packing (TFP) [11] as the coding scheme. Garrido et al. [12] considered the Routing, Code, Modulation Level, and Spectrum Allocation (RCMLSA) problem. In RCMLSA, not only the route and spectrum but also the pair FEC code-modulation format best suited are selected to establish an optical connection in EONs. In [12], the provided data rates (10, 40, 100, 400, 1000 Gb/s), modulation formats (Binary Phase Shift Keying (BPSK)/Quadrature Phase Shift Keying (QPSK)) /8 Quadrature Amplitude Modulation (QAM)16QAM/32QAM/64QAM) and different FEC codes (non-FEC/type 1 FEC/type 2 FEC/type 3 FEC) are considered. They proposed an algorithm to determine the route/modulation level/FEC type to minimize the number of required FSs for the connection request. Simulating results showed that the blocking probability of the RCMLSA model is lower than that of the RMLSA and RCSA models. However, in [12], the baud rate of the transceiver was fixed and cannot be selected by the network controller. In this paper, we use the RCMLSA problem as a base and extend it by considering the baud rate selection. The TR of a transmitting parameter may change if the baud rate change, thus this results in a new and more practical routing problem.

Alvarado et al. [13] found that joint optimization of the constellation and FEC OHs can yield large gains in terms of overall network throughput. They also studied the
performance of the EON whose transmitters with two baud rates and a single constellation. The result in [13] suggested that one low baud rate could be used for the worst performing connection, while the other rate is used to increase the overall network throughput. Moreover, the results are quite close to the optimal baud rate of the corresponding one-rate scheme [14].

C. Transmission Reach

The TR or maximum distance of a single-core optical-amplified fiber is determined by several factors. The major impairments are Amplified Spontaneous Emission (ASE) noise and fiber nonlinearities [15]. The TR of a fiber-optic link can be estimated by the following formula [15]:

\[
TR = P_s \times L_{span} / (SNR_{min} \times h \times fs \times AG \times NF \times R_s),
\]

where \(P_s\) is the optical power at the transmitter. \(L_{span}\) is the distance between amplifiers. \(SNR_{min}\) is the required Signal to Noise Ratio (SNR) at the receiver side, which is related to the selected modulation format and Bit Error Ratio (BER) rate. For example, QPSK is 2.031 dB, 8 QAM is 3.367 dB at BER 10^{-3}, etc. (shown in Table II) [15]. \(AG\) is the gain of the amplifiers, \(h\) is Planck's constant, \(fs\) is the optical signal frequency, \(NF\) is the noise factor of the amplifiers, and \(R_s\) the symbol rate including the coding overhead (optimum Nyquist pulses are assumed).

Gho et al. [16] proposed a rate-adaptive transmission scheme using variable-rate FEC codes (concatenated RSs) with a fixed signal constellation and a fixed symbol rate. They studied the problem that how achievable bitrates vary with distance in a long-haul fiber system. They found that, with zero margins, an information bitrate could be realized up to 2000 km, with the achievable rate decreasing by approximately 40% for every additional 1000 km.

III. PROBLEM DEFINITION

In the following, the assumptions, constraints, notations and the definitions of the studied problem are given.

A. Assumption

- For each link, there is a fiber connecting the end-nodes and signal can be transmitted bidirectionally.
- All nodes in the network are equipped with BV-WXC and BVT.
- For simplicity, the numbers of FSs provided by links are all equal.
- A GB should be allocated between two lightpaths.
- The bandwidth requirement between nodes can be transmitted by using multiple lightpaths with the same or different routes and numbers of FSs [18].

B. Constraints

Three constraints are considered in this paper, they are spectrum continuity constraint, subcarrier consecutiveness constraint, and non-overlapping spectrum constraint. Due to space limitation, the definition of these constraints can be found in [1]. To avoid a request from being split over too many lightpaths and causing too many guard bands, a BW allocation granularity (denoted as g FSs) is included [17]. Specifically, when the request is provisioned over more than one routing path, the minimum number of the FSs, which can be allocated on each path, is g [17].

C. Notations

- \(G = (V, E, I)\): The physical topology of the network, where \(V = \{v_1, v_2, ..., v_n\}\) is the set of nodes (\(|V| = n\)), \(E = \{e_1, e_2, ..., e_m\}\) is the set of links (\(|E| = m\)), and \(I(e)\) is the distance (kilometers) of the link \(e\) in \(E\).
- \(r = (s, d, BW_{sd})\): The connection request, where \(s\) and \(d\) are the source and destination node of the request, respectively. \(BW_{sd}\) is the required bandwidth (Gb/s) of the lightpaths between nodes \(s\) and \(d\).
- \(B\): the set of baud rates.
- \(M\): the set of modulation formats {PM-QPSK, PM-8QAM, PM-16QAM, PM-32QAM, PM-64QAM} in the network.
- \(F\): the set of FEC types, and \(F\)={no-FEC, Type 1 with RS[255, 235], type 2 with RS[255, 239]-BCH[1023, 963], type 3 with LDPC[416, 3431, 0.825]}, type 4 rate-adaptive code).
- \(Rsd\): The transmission reach of a single-core optical-fiber link, \(Rsd\) can be allocated on each path, is \(b, f, m\) of the request can be determined by using the Eppstein algorithm [19] in \(O(|E|+|V|+|V|\log|V|)\).
- \(OH[b, f, m]\): A 3-dimensional matrix, where the element \(OH[b, f, m]\) represents the required overhead when the baud rate \(b\) is used, the modulation format \(m\) and the FEC scheme \(f\) is used.
- \(D[b, f, m]\): A 3-dimensional matrix, where the element \(D[b, f, m]\) represents the TR when \(b\) is used, \(m\) is used and \(f\) is used.
- \(FM[Rsd, BW_{sd}]\): A priority queue, which contains all the triples \((b, f, m)\) whose transmission reach is equal to or higher than the length of routing path. That is, \(FM[Rsd, BW_{sd}] = \{(b, f, m) | dist(R_{sd}) \leq D[b, f, m]\} \) for \(b\in B, m\in M\) and \(f\in F\) and \(dist(Rsd)\) is the distance of the path \(Rsd\).
- \(FSD\): the set of routing paths, \(FSD = \{(p_{sd}(b, f, m, N))\} \), where \(b\in B, f\in F, m\in M\) and \(N\) is the number of allocated FSs of the \(i^{th}\) lightpath.

The values of \(OH[b, f, m]\) can be obtained from Table I, which are assumed independent with the \(b\) and \(m\). Moreover, for the type 4 rate-adaptive FEC coding, the overhead is set to 66.66% for extending the TR to 1000 km from non-FEC coding [16]. The values of \(OH[b, f, m]\) can be calculated by using the formula (1) for the non-FEC type and estimated by using linear interpolation based on the observation in [16] and shown in Table IV. Each flexible transceiver was assumed capable of operating with five modulation formats and five FEC coding levels and several possible baud rates (shown in Table IV). For some baud rates, several modulation formats and some data rates are not supported. For example, consider Table IV, for baud rates 28, 30, 32, only the PM-QPSK and PM-16QAM and data rates (10, 40, 100) are supported.

After selecting the routing path \(R_{sd}\in Rsd\) the number of required FSs for different bandwidth (10, 40, 100, 400, 1000) of the request can be determined by using \(b, f, m\). If the
request is supported by a single lightpath, the minimal number of required FSs of the lightpath (denoted as \( N_{sd} \)) can be computed by

\[
N_{sd} = \max \left\{ \left\lceil \frac{BW_{sd} \times (1 + OH[b_i, f_i, m_i])}{C_f \times m_i} \right\rceil \right\} + z \times GB, \tag{2}
\]

where \( BW_{sd} \) is the bandwidth (Gb/s) provided by each FS. If the connection request is supported by \( z \) (>1) multiple lightpaths and the set of routing paths are \( path_1, path_2, \ldots, path_z \), then the minimal number of required FSs for the demand \( BW_{sd} \) by using the multipath routing can be computed by the formula:

\[
N_{sd} = \sum_{i=1}^{z} \left\lceil \frac{BW_{sd} \times (1 + OH[b_i, f_i, m_i])}{C_f \times m_i} \right\rceil + z \times GB. \tag{3}
\]

where \( b_i, f_i, m_i \) are the selected parameters of the path, and subjects to constraints \( \Sigma_i \in \Pi \left( BW_{sd} \geq BW_{sd} \right) \) and \( \left( BW_{sd} \times (1 + OH[b_i, f_i, m_i])/(C_f \times m_i) \right) \geq g, \forall i \in 1, 2, \ldots, z. \)

IV. PROPOSED ALGORITHM

In this section, the details of the proposed RBCMLSA-HSMR algorithm are described. For a new connection request \( r = (s, d, BW_{sd}) \), the set \( P_{new} = \{ p^i_{sd} \mid i = 1, 2, \ldots, z \} \) of lightpaths should be established to route the request.

A. RBCLMSA-HSMR

For the connection request \( r = (s, d, BW_{sd}) \), the \( k \)-shortest paths algorithm is performed on the network \( G(V, E, l) \) to find a set of candidate paths \( R = \{ R_{sd}, i = 1, 2, \ldots, k \} \). Paths in \( P \) are sorted in ascending order according to the distances of the paths \( dist(R_{sd}) \) on the network \( G(V, E, l) \). The shortest path is selected first because more efficient modulation format and better FEC type can be selected such that the number of required FSs can be reduced. For the selected path \( R_{sd} \), 1 \leq z \leq \exists \), the following steps are performed:

- The priority queue \( FM(R_{sd}, BW_{sd}) \), which contains all possible triples \((b, f, m)\) is obtained. All triples in list \( FM(R_{sd}, BW_{sd}) \) are sorted increasingly according to the number of required FSs (if there is a tie, the order is determined by the smaller \( OH[b_i, f_i, m_i] \) and larger \( m_i \)).
- If the list \( FM(R_{sd}, BW_{sd}) \) empty, the next candidate path \( (i = i + 1) \) is selected.
- If the list \( FM(R_{sd}, BW_{sd}) \) has at least one element, the pair \((b, f, m)\) corresponding to the minimum value in \( OH[b_i, f_i, m_i] \) is selected. That is, those parameters (the baud rate, modulation format, and FEC type) requiring the lowest OH for the given bit rate \( BW_{sd} \) is selected.
- Next, a spectrum allocation algorithm (first-fit method) is executed to allocate the selected number of FSs along the route if possible.
- If the spectrum allocation algorithm succeeds, the found resources will be allocated. Otherwise, a new route is analyzed \( (i = i + 1) \). Since it is impossible to find available resources on the same path for more required resources.
- If no more candidate paths are available in \( R \), i.e., all paths in \( R \) are examined and there is no single-path can be allocated to the lightpath, and then the multipath routing scheme will be applied if possible.
- If multipath routing paths cannot be found, the request will be rejected.
- In multipath routing scheme, the path with the best parameter \((b, f, m)\) is selected and maximal available number of FSs is selected and allocated.
- The remaining unsupported bandwidth is selected from the same path first (with the same parameter or different parameters) if possible.
- Otherwise, other paths in \( R \) are examined repeatedly until the required bandwidth is satisfied.

The request is first routed by a single path, if possible. After checking all possible paths for single-path routing and the request cannot be routed by a single path, then the multipath routing scheme is applied. It is worth noting that the same candidate path can be selected as the routing path more than once but with different FS index. The bandwidth \( BW_{sd} \) allocated to the selected path \( p^i_{sd} \in P_{new} \) is determined based on the network status and should satisfy the constraint

\[
BW_{sd} \leq \sum_{i=1}^{z} p^i_{sd} \cdot \sum_{i=1}^{z} BW_{sd}.
\]

V. SIMULATION RESULTS

The proposed algorithms were coded by using C++ programming language. All simulations were run on a notebook computer with Intel Core i7-4710 HQ CPU 2.5 GHz, 16.0 GB RAM and with Windows 10 pro 64-bit operating system. The COST239 network (showed in Figure 2), which is a famous and widely used network topology, was used for simulations. The distance between nodes in COST239 can fit the parameters provided in Table IV. Other well-known network topologies will be examined in the future study. In Figure 2, the number nears the link is the length (km.) of the fiber.

In the simulation, the static traffic is simulated for different sets with different numbers (50, 100, 150, and 200) of requests. The number of candidate paths for a request is \( k = 20 \). The connection request is randomly generated uniformly for different pairs of nodes, the number of required bandwidth (Gb/s) is within [10, 2000]. For each fiber of the network, 320 FSs are provided and \( C_f = 12.5 \) Gb/s. Two algorithms for different models are implemented for comparison; they are RCMLSA model [12] and RMLSA model [17].
For each algorithm, both the single-path routing and the hybrid simple/-multi-path routing schemes are implemented. The parameters for RMLSA model are shown in Table III, which are the same as the best parameters for RBCMLSA (shown in Table IV), but without FEC overhead. The maximum distance or TR limits by 1,292 km. The parameters for RCMLSA model are selected from the central part of Table IV, but the highest bandwidth limitation is released (i.e. it can support up to 1000 Gb/s).

Several performance criteria are considered in this paper, they are:

- **Blocking Ratio (BR)**, which is defined as the ratio of the number of blocked requests versus the number of total requests.
- **Multipath Ratio (MR)**, which is the ratio of the number of requests routed by multiple paths to that of the number of successful requests.
- The average number of allocated FSs per lightpath,
- the average hops per lightpath,
- the average number of lightpaths per request, and
- computation time.

In the COST239 network, the simulation results are shown in Figure 3. Figure 3(a) shows the average number of paths per request of the RCMLSA method is greater than that of the other methods. The average number of paths per request increases as the number of requests increases. Figure 3(b) shows the average number of FSs per lightpath of the RCMLSA single path routing method is greater than that of the other methods. The average number of FSs per lightpath decreases as the number of requests increases. The average number of FSs per lightpath for single-path routing scheme is higher than that of the multipath routing scheme. Figure 3(c) shows the average number of hops per lightpath of the RCMLSA multipath routing method is greater than that of the other methods.

The average number of hops per lightpath decreases as the number of requests increases from 50 to 150. The average number of hops per lightpath for multipath routing scheme is higher than that of the single-path routing scheme. Figure 3(d) shows that the BR of the RCMLSA multipath routing is lower than that of the other methods. For single-path routing, the BR of the RBCMLSA method is lower than that of the other methods. The result also shows that multipath routing scheme can reduce the BR about 40%. The BR increases as the number of requests increases. Figure 3(e) shows that the MR of the RCMLSA multipath routing is higher than that of the other methods. The MR increases as the number of requests increases. Figure 3(f) shows that the CPU time in seconds of the RCMLSA multipath routing is higher than that of the other methods. The RBCMLSA multipath is the second highest.

For each algorithm, both the single-path routing and the hybrid simple/-multi-path routing schemes are implemented. The parameters for RMLSA model are shown in Table III, which are the same as the best parameters for RBCMLSA (shown in Table IV), but without FEC overhead. The maximum distance or TR limits by 1,292 km. The parameters for RCMLSA model are selected from the central part of Table IV, but the highest bandwidth limitation is released (i.e. it can support up to 1000 Gb/s).

Several performance criteria are considered in this paper, they are:

- **Blocking Ratio (BR)**, which is defined as the ratio of the number of blocked requests versus the number of total requests.
- **Multipath Ratio (MR)**, which is the ratio of the number of requests routed by multiple paths to that of the number of successful requests.
- The average number of allocated FSs per lightpath,
- the average hops per lightpath,
- the average number of lightpaths per request, and
- computation time.

In the COST239 network, the simulation results are shown in Figure 3. Figure 3(a) shows the average number of paths per request of the RCMLSA method is greater than that of the other methods. The average number of paths per request increases as the number of requests increases. Figure 3(b) shows the average number of FSs per lightpath of the RCMLSA single path routing method is greater than that of the other methods. The average number of FSs per lightpath decreases as the number of requests increases. The average number of FSs per lightpath for single-path routing scheme is higher than that of the multipath routing scheme. Figure 3(c) shows the average number of hops per lightpath of the RCMLSA multipath routing method is greater than that of the other methods.

The average number of hops per lightpath decreases as the number of requests increases from 50 to 150. The average number of hops per lightpath for multipath routing scheme is higher than that of the single-path routing scheme. Figure 3(d) shows that the BR of the RCMLSA multipath routing is lower than that of the other methods. For single-path routing, the BR of the RBCMLSA method is lower than that of the other methods. The result also shows that multipath routing scheme can reduce the BR about 40%. The BR increases as the number of requests increases. Figure 3(e) shows that the MR of the RCMLSA multipath routing is higher than that of the other methods. The MR increases as the number of requests increases. Figure 3(f) shows that the CPU time in seconds of the RCMLSA multipath routing is higher than that of the other methods. The RBCMLSA multipath is the second highest.
VI. CONCLUSIONS AND FUTURE WORK

In this paper, the Routing, Baud rate, FEC Coding, Modulation Level, and Spectrum Allocation (RBCMLSA) problem has been defined and studied. For serving transmission on an EON, the goal is to design a routing and spectrum assignment algorithm to establish lightpaths. In the studied problem, the hybrid single/multipath routing scheme has developed to increase the spectrum efficiency. A heuristic algorithm denoted as RBCMLSA-HSMR, which integrates single/multiple paths routing scheme has been proposed. The proposed algorithm has been examined through simulations on the COST239 network and the results show that the proposed algorithms can reduce the blocking probability about 40%.

The results show that using flexible transmitters and adaptive transmitting parameters, the proposed algorithm can get lower blocking probability both in single-path and multiple-path routing schemes. Thus, the performance for routing in the RBCMLSA model is better than that of RMLSA and RCMLSA models. This is because of that controller can find a better routing path together with better parameters in RBCMLSA model, such that the required number of FSs can be reduced and the spectrum of the network can be used more efficiently. Simulation results also show that multipath-routing scheme does reduce the blocking probability whatever in RMLSA, RCMLSA, or RBCMLSA models.

In the future, the performance of the proposed algorithm on different networks will be simulated, and more feasible transmitting parameters of the flexible transceivers will be collected and examined. Moreover, the more problems in the RBCMLSA model that are important will be studied. For example, the survival routing problem, de-fragmentation problem on the single-fiber network or the multi-fiber network.

### Table III. Parameters of RMLSA

<table>
<thead>
<tr>
<th>Transmission Reach (km)</th>
<th>b</th>
<th>m</th>
<th>modulation format</th>
</tr>
</thead>
<tbody>
<tr>
<td>1292</td>
<td>120</td>
<td>2</td>
<td>PM-QPSK</td>
</tr>
<tr>
<td>1147</td>
<td>1147</td>
<td>3</td>
<td>PM-8QAM</td>
</tr>
<tr>
<td>1031</td>
<td>64</td>
<td>4</td>
<td>PM-16QAM</td>
</tr>
<tr>
<td>937</td>
<td>51</td>
<td>5</td>
<td>PM-32QAM</td>
</tr>
<tr>
<td>840</td>
<td>43</td>
<td>6</td>
<td>PM-64QAM</td>
</tr>
</tbody>
</table>
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Figure 3. Simulation results on the COST239 network (a) the average number of path per request, (b) the average number of paths per request, (c) the average number of hop per path, (d) BR, (e) MR, (f) CPU time.
### Table IV. The Number of Required FSSs for the Selected Parameter, Data Rates, and Transmission Reach

<table>
<thead>
<tr>
<th>m</th>
<th>b</th>
<th>FEC Type f</th>
<th>Trans. reach (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>no-FEC</td>
<td>Type 1</td>
</tr>
<tr>
<td>(10, 40, 100) D[b, f, m]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PM-QPSK</td>
<td>FSs</td>
<td>(1,2,4)</td>
<td>(1,2,5)</td>
</tr>
<tr>
<td></td>
<td>28</td>
<td>1074</td>
<td>1774</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>1856</td>
<td>1956</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>2084</td>
<td>2184</td>
</tr>
<tr>
<td>PM-16QAM</td>
<td>FSs</td>
<td>(1,1,2)</td>
<td>(1,1,3)</td>
</tr>
<tr>
<td></td>
<td>28</td>
<td>1064</td>
<td>1164</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>1134</td>
<td>1234</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>1216</td>
<td>1316</td>
</tr>
<tr>
<td>(10, 40, 100, 400) D[b, f, m]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PM-QPSK</td>
<td>FSs</td>
<td>(1,2,4,16)</td>
<td>(1,2,5,18)</td>
</tr>
<tr>
<td></td>
<td>112</td>
<td>1122</td>
<td>1222</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>1201</td>
<td>1301</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>1292</td>
<td>1392</td>
</tr>
<tr>
<td>PM-8QAM</td>
<td>FSs</td>
<td>(1,2,3,11)</td>
<td>(1,2,3,12)</td>
</tr>
<tr>
<td></td>
<td>75</td>
<td>1011</td>
<td>1111</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>1075</td>
<td>1175</td>
</tr>
<tr>
<td></td>
<td>85</td>
<td>1147</td>
<td>1247</td>
</tr>
<tr>
<td>16 QAM</td>
<td>FSs</td>
<td>(1,1,2,8)</td>
<td>(1,1,3,9)</td>
</tr>
<tr>
<td></td>
<td>56</td>
<td>920</td>
<td>1020</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>972</td>
<td>1072</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>1031</td>
<td>1131</td>
</tr>
<tr>
<td>PM-32QAM</td>
<td>FSs</td>
<td>(1,1,2,7)</td>
<td>(1,1,2,7)</td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>844</td>
<td>944</td>
</tr>
<tr>
<td></td>
<td>48</td>
<td>888</td>
<td>988</td>
</tr>
<tr>
<td></td>
<td>51</td>
<td>937</td>
<td>1037</td>
</tr>
<tr>
<td>64 QAM</td>
<td>FSs</td>
<td>(1,1,2,6)</td>
<td>(1,1,2,6)</td>
</tr>
<tr>
<td></td>
<td>37</td>
<td>765</td>
<td>865</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>801</td>
<td>901</td>
</tr>
<tr>
<td></td>
<td>43</td>
<td>840</td>
<td>940</td>
</tr>
<tr>
<td>(10, 40, 100, 400, 1000) D[b, f, m]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PM-32QAM</td>
<td>FSs</td>
<td>(1,1,2,7,16)</td>
<td>(1,1,2,7,18)</td>
</tr>
<tr>
<td></td>
<td>112</td>
<td>724</td>
<td>824</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>756</td>
<td>856</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>791</td>
<td>891</td>
</tr>
<tr>
<td>PM-64QAM</td>
<td>FSs</td>
<td>(1,1,2,6,14)</td>
<td>(1,1,2,6,15)</td>
</tr>
<tr>
<td></td>
<td>93</td>
<td>665</td>
<td>765</td>
</tr>
<tr>
<td></td>
<td>105</td>
<td>692</td>
<td>792</td>
</tr>
<tr>
<td></td>
<td>117</td>
<td>722</td>
<td>822</td>
</tr>
</tbody>
</table>
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Abstract—This paper proposes a dynamic routing and spectrum allocation method that avoids the generation of crosstalk and the blocking of lightpath establishment in elastic optical networks with multi-core fibers. In the elastic optical networks with multi-core fibers, crosstalk occurs when the same frequency band is used for signals of adjacent cores. The proposed method provides a routing and spectrum allocation strategy, which suppresses the generation of crosstalk by avoiding the same frequency band in adjacent cores and blocking of lightpath establishment by selecting appropriate routes. Through simulation experiments, we show the effectiveness of the proposed method.
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I. INTRODUCTION

Recently, elastic optical networks have attracted much attention because they can accommodate rapidly increasing network traffic by utilizing network resources flexibly [1][2]. In the elastic optical networks, frequency spectrum is divided into small pieces named frequency slots and data are transmitted on lightpaths, which are routes allocated frequency slots. Furthermore, the elastic optical networks use multilevel modulation such as Quadrature Phase Sift Keying (QPSK) and Quadrature Amplitude Modulation (QAM) according to the transmission distance, instead of using on-off pulses in conventional Wavelength Division Multiplexing (WDM) optical networks. By doing so, the elastic optical networks further enhance the utilization efficiency of frequency resources.

In order to design elastic optical networks, we should consider a Routing and Spectrum Allocation (RSA) problem [3][4][5], which is one of most important technical issues. The RSA problem determines a route and frequency slots for a lightpath to transmit data. The RSA problem is categorized into two problems: static and dynamic. The static RSA problem assumes that traffic demands of all sender and receiver pairs (i.e., traffic matrix) in a network are known in advance. Routes and frequency slots for established lightpaths are determined by solving optimization methods such as mathematical programming and meta-heuristic, based on the traffic matrix. On the other hand, the traffic matrix is not available for the dynamic RSA problem. In the dynamic RSA problem, lightpath-setup requests are stochastically generated with the time elapsed and the lightpaths are dynamically established accordingly. After the holding time of the lightpaths, they are released. This paper focuses on the dynamic RSA problem.

Generally, the performance metric of the dynamic RSA problem is the blocking probability of lightpath establishment. A lightpath must use successive frequency slots. Moreover, the lightpath must use common frequency slots in all links along its route. Lightpaths are established by RSA under these constraints. When there are no available frequency slots that meet these constraints on candidate routes for a lightpath to be established, the lightpath establishment is blocked. Therefore, the performance of elastic optical networks strongly depends on RSA.

In order to enhance the performance of elastic optical networks, multi-core fibers have been developed in the past [6][7]. The multi-core fibers have multiple cores and different optical signals can be simultaneously transmitted through the cores. By using multi-core fibers in elastic optical networks, we can reduce the blocking probability of lightpath establishment because multi-core fibers can relax the above-mentioned constraints. Specifically, multiple lightpaths can simultaneously use the same frequency slots in the same fiber when they pass through different cores. However, when the same frequency slots are used in neighboring cores, crosstalk occurs between them. The crosstalk generates noise in the neighboring cores and thus degrades the quality of the optical signals. Therefore, in order to design high-quality multi-core fiber networks, we need to consider the crosstalk in addition to the blocking of lightpath establishment.

In this paper, we propose a dynamic RSA method that aims at avoiding the blocking of lightpath establishment and the generation of crosstalk in elastic optical networks with multi-core fibers. The proposed method balances the usage of frequency slots by selecting a route and frequency slots for a newly established lightpath according to available frequency slots. By doing so, the proposed method avoids the blocking of lightpath establishment. Furthermore, the proposed method selects frequency slots and cores in such a way that the same frequency slots are not used in neighboring cores, which avoids the generation of crosstalk. Through simulation experiments, we show the effectiveness of the proposed method.

The rest of this paper is organized as follows. In Section II, we explain elastic optical networks with multi-core fibers. Section III discusses our proposed method. In Section IV, the performance of the proposed method is discussed with the results of the simulation experiments. Finally, we conclude the paper in Section V.
II. ELASTIC OPTICAL NETWORKS WITH MULTI-CORE FIBERS

In elastic optical networks, the unit of frequency slots is 12.5 [GHz] or less, which is smaller than that in conventional WDM networks. Lightpaths are established with multiple frequency slots and the number of frequency slots used for the lightpaths can be changed according to their traffic demands as shown in Figure 1. Thus, frequency resources are efficiently utilized. Furthermore, by using multilevel modulation according to the length of the lightpaths, the elastic optical networks enhance the utilization efficiency of frequency resources. For example, when the length of a lightpath is short, we can use modulation schemes such as 16-QAM and 64-QAM, whose frequency utilization efficiency is high, because of high Optical Signal-to-Noise Ratio (OSNR). On the other hand, for a lightpath whose length is large, modulation schemes with low frequency utilization efficiency, such as Binary Phase Shift Keying (BPSK) and QPSK are used because OSNR is low.

In order to communicate in elastic optical networks, lightpaths are established between senders and receivers by selecting routes and frequency slots. When we establish a lightpath, we should consider two constraints about frequency slots. The first constraint is that successive frequency slots must be assigned to the lightpath as shown in Figure 1. Frequency slots that are not adjacent to each other cannot be used for the lightpath. The second constraint is that common frequency slots must be assigned to all links used in the lightpath. We cannot use different frequency slots for different links through which the lightpath passes. We need to consider a RSA method to meet these constraints.

For multi-core environments, we should further consider the generation of crosstalk. In the multi-core fiber networks, a fiber consists of multiple cores as shown in Figure 2. Different lightpaths can be established in different cores in the same fiber, and thus the transmission capacity of elastic optical networks is enhanced according to the number of cores. However, crosstalk occurs when the same frequency slots are used in different cores in the same fiber as shown in Figure 3. The crosstalk degrades the quality of optical signals. The effect of the crosstalk exponentially decreases with the increase in the distance between cores. Therefore, the effect of the crosstalk becomes the strongest when the same frequency slots are used in adjacent cores. For simplicity, in this paper, we assume that the crosstalk occurs only when the same frequency slots are used in adjacent cores. We also assume that the impact of the crosstalk is the same for each frequency slot.

In the past, several RSA methods that aim at suppressing the generation of crosstalk and/or the blocking of lightpath establishment have been proposed. In [8], the authors proposed a RSA method that considers immediate reservation and advance reservation of network resources for elastic optical networks. This method allocates frequency slots to lightpaths according to the required number of frequency slots of the lightpaths, so that blocking probability of lightpath establishment is reduced. Furthermore, in [9] the authors have proposed a spectrum assignment method that aims at reducing the blocking probability of lightpath establishment. This method prioritizes frequency slots and lightpaths are allocated to the frequency slots according to the number of frequency slots required by them. In [9], [10], the authors have proposed a dynamic spectrum allocation method that considers both the blocking of lightpath establishment and crosstalk. This method prioritizes cores in such a way that non-adjacent cores are preferentially used to avoid the generation of crosstalk. Furthermore, lightpaths are allocated to the cores according to the number of frequency slots required by them to avoid the blocking of lightpath establishment. Specifically, lightpaths with different number of frequency slots use different cores. By doing so, this method reduces the blocking probability of lightpath establishment and the number of crosstalk occurrences. However, this method cannot flexibly accommodate fluctuating traffic demand because it needs to determine cores to which lightpaths are allocated according to the required number of frequency slots in advance. Furthermore, this method does not consider routing. On the other hand, our proposed method adaptively selects routes, frequency slots, and cores for established lightpaths based on current network status, and thus it is expected to flexibly accommodate fluctuating traffic demand.

III. PROPOSED RSA METHOD

In this section, we first explain the overview of our proposed method in Section III-A, and then we detail the procedure in Section III-B.

A. Overview

Our proposed RSA method provides a route, frequency slot, and core selection strategy that considers not only the
blocking of the lightpath establishment owing to the depletion of the frequency resources but also the generation of crosstalk due to multi-core fiber environments. In the proposed method, a route, frequency slots, and cores of each fiber along the route for a newly established lightpath is selected based on two policies. Note that the proposed method selects a route from the pre-defined candidate routes constructed by the K-shortest path algorithm because multilevel modulation schemes used for the lightpath are determined according to the length of the routes. The two policies a) and b) are described as follows:

a) In order to avoid the blocking of lightpath establishment, we should balance the usage of frequency slots in each link. A bottleneck link is generated when traffic concentrates in a certain link and there are no available frequency slots in all the cores of the link. In this case, new lightpaths cannot be established further in the link. In order to distribute the load and avoid the generation of bottleneck links, the proposed method selects a route, frequency slots, and cores according to the number of available frequency slots in each core of each link along candidate routes.

b) In order to avoid the generation of crosstalk, we should not use the same frequency slots in adjacent cores. The crosstalk decays the communication quality of lightpaths. The crosstalk generated in each link accumulates along a lightpath as noise at a receiver node. When the effect of crosstalk is large, it is highly possible that data transmission fails even if the lightpath is correctly established. In order to avoid this situation, the proposed method also selects a route, frequency slots, and cores according to the usage of frequency slots in adjacent cores.

B. Procedure of the proposed method

In what follows, we describe the detailed procedure of the proposed method. Note that we assume that the usage of frequency slots, which is needed for lightpath establishment, is known in advance by periodically collecting it.

1) Construction of candidate routes: The proposed method selects a route from a set of candidate routes. In this paper, we use the K-shortest path algorithm to make the set \( P_{i,j} = \{ p_{ij1}, p_{ij2}, \ldots, p_{ijK} \} \) of candidate routes for each sender \( i \) and receiver \( j \) pair. Let \( G = (V,E) \) denote a directed graph, where \( V \) and \( E \) denote sets of nodes and links, respectively. The K-shortest path algorithm first finds the shortest path from \( i \in V \) to \( j \in V \) on \( G \), where the cost of each link is set to be 1, using a general shortest path algorithm such as Dijkstra’s algorithm. It then adopts the path as a candidate route and doubles the cost of each link along the route. We find the new shortest path on the resulting graph and the path is adopted as a new candidate route. The procedure is repeated until \( K \) candidate routes are found. Modulation schemes used for lightpath along routes are determined according to the length of the routes.

2) Lightpath establishment: Let \( F = \{1,2,\ldots,|F|\} \) denote a set of frequency slots supported by each fiber. In order to establish a lightpath for a pair of sender \( i \) and receiver \( j \), we use the cost \( C_{p,f} \) of each frequency slot \( f \in F \) along each route \( p \in P_{i,j} \), based on the current usage of frequency slots on each link \( l \) on the route. The cost \( C_{p,f} \) is defined by

\[
C_{p,f} = \sum_{l \in p} \left\{ \min_{m \in M_l} \frac{f + B_p - 1}{f'} U_{l,m,f'} \right\},
\]

where \( M_l \) denotes a set of cores in link \( l \)’s fiber, \( U_{l,m,f} \) denotes the cost of the frequency slot \( f \) of core \( m \) in link \( l \), and \( B_p \) denotes the required number of frequency slots to establish the lightpath along the route. Note that \( \sum_{f'=f}^{f + B_p - 1} U_{l,m,f'} \) indicates the total cost when the frequency slots from \( f \) to \( f + B_p - 1 \) are used for the lightpath. Specifically, the starting frequency slot is \( f \) and the number of frequency slots for the lightpath is \( B_p \), the value of which is determined according to modulation schemes and traffic demands. The proposed method uses the smallest \( \sum_{f'=f}^{f + B_p - 1} U_{l,m,f'} \) among cores in order to calculate \( C_{p,f} \).

Let \( u_{l,m,f} \) be 1 if frequency slot \( f \) of core \( m \) in link \( l \) is already used; otherwise, 0. If the frequency slot \( f \) of core \( m \) in link \( l \) is available (i.e., \( u_{l,m,f} = 0 \)), the cost \( U_{l,m,f} \) of frequency slot \( f \) of core \( m \) in link \( l \) is given by

\[
U_{l,m,f} = \sum_{f' \in F : f' \neq f} u_{l,m,f'} + \sum_{m' \in M_l : m' \neq m} a_{m,m'} u_{l,m',f};
\]

otherwise (i.e., \( u_{l,m,f} = 1 \)),

\[
U_{l,m,f} = \infty,
\]

where \( \beta \) is a parameter (\( \beta > 0 \)), \( a_{m,m'} \) is a variable that is equal to 1 if core \( m \) is adjacent to core \( m' \); otherwise, 0. In (2), the first term derives from policy a) described in Section III-A. Specifically, the cost \( U_{l,m,f} \) increases as the number of used frequency slots in the same core increases. Also, the second term derives from policy b) and the cost \( U_{l,m,f} \) increases with the number of frequency slots used in adjacent cores. We can adjust the impact of policies a) and b) with the parameter \( \beta \).

(3) means that the lightpath cannot be established with the frequency slot of the core in the link.

Whenever a new lightpath-setup request arrives, the proposed method calculates the cost \( C_{p,f} \) with (1) for each frequency slot \( f \) along each route \( p \). Then, the proposed method selects a combination of a route and frequency slots with the smallest cost \( C_{p,f} \). If the cost \( C_{p,f} \) is infinity for all the combinations, the lightpath-setup request is blocked. If there are two or more combinations with the minimum cost, the proposed method selects the combination with smaller number of hops. Furthermore, the proposed method selects one randomly if the numbers of hops among them are the same. After selecting a route and frequency slots, the proposed method selects a core in each link along the selected route. Specifically, the proposed method uses core \( m \) given by

\[
\arg \min_{m \in M_l} \sum_{f'=f}^{f + B_p - 1} U_{l,m,f'},
\]

the cost of which is used for \( C_{p,f} \) in (1).

Figure 4 shows an example of the proposed method. In this figure, we assume that node 1 is a sender and node 3 is a receiver and there are two links 1 and 2 along a route between them. Each link consists of 3 cores and each core supports 6 frequency slots. Core 2 is adjacent to both core 1 and core 3.
Core 1 and core 3 are not adjacent to each other. Red cells (e.g., frequency slot 2 of core 3 in link 1) indicate that the cells are already used by other lightpaths. The number in each cell indicates the value of $U_{i,m,f}$, where $β$ is set to be 3. For instance, the value for frequency slot 2 of core 2 of link 1 is 5 because two frequency slots 4 and 5 are already used in core 2 and frequency slot 2 of adjacent core 3 is already used (i.e., $U_{1,2,2} = 2 + 3 \times 1 = 5$). In this case, we calculate $C_{p,f}$ as follows, where $B_p = 2$. For frequency slot 1 in link 1, $\sum_{f'_{1}=1}^{2} U_{1,1,f'} = 2$, $\sum_{f'_{1}=1}^{2} U_{1,2,f'} = 7$, and $\sum_{f'_{1}=1}^{2} U_{1,3,f'} = \infty$, and thus $\min \{7, 7, \infty\} = 2$. Similarly, for frequency slot 1 in link 2, $\sum_{f'_{1}=1}^{2} U_{2,1,f'} = \infty$, $\sum_{f'_{1}=1}^{2} U_{2,2,f'} = 7$, and $\sum_{f'_{1}=1}^{2} U_{2,3,f'} = 0$, and thus $\min \{\infty, 7, 0\} = 0$. Therefore, the cost $C_{p,1}$ is 2 + 0 = 2. We can also calculate $C_{p,f}$ for other frequency slots and other routes. After calculating $C_{p,f}$ for all the combinations, the proposed method selects a route and frequency slots with the smallest $C_{p,f}$.

IV. PERFORMANCE EVALUATION

We first describe the simulation model in Section IV-A, and then we show the results of the simulation experiments in Section IV-B.

A. Model

To evaluate the performance of the proposed method, we conduct simulation experiments with two network models: JPN network and USA network shown in Figures 5(a) and (b), respectively. In the networks, each link consists of a multi-core fiber. We assume that each node fills the role of an intermediate switch, a sender node, and a receiver node. We use three types of multi-core fibers that has 7, 12, and 19 cores shown in Figures 6(a), (b), and (c), respectively. The number $|F|$ of frequency slots supported by each fiber is equal to 320.

Lightpath-setup requests are generated according to a Poisson Process with rate $\lambda$ [1/sec] at each node and the destination of each request is independently chosen equally likely among all the possible nodes. The holding time of each lightpath follows an exponential distribution with mean $H$ [sec]. After the holding time, the lightpath is released. The parameter $β$ in (2) is set to be 200. The number $K$ of candidate routes constructed by the $K$-shortest path algorithm described in Section III-B1 is set to be 3. For simplicity, we assume that the length of each link is identical and the traffic demand of each lightpath-setup request is also identical. Therefore, the required number of frequency slots for each lightpath establishment is determined based on the number of hops of the lightpath as shown in Tables I and II. This means that the required number of frequency slots becomes small when a high-level modulation scheme is used for the established lightpath. We define $ρ$ as the offered load per frequency slot in a core:

$$\rho = \frac{\lambda H}{|F||M|},$$

where $|M|$ denotes the number of cores in each fiber. We obtain an average of 10 independent samples from each simulation experiment.

For the sake of comparison, we use a first-fit method. The first-fit method prepares $K$ candidate routes as well as the proposed method. It preferentially selects the shortest path in terms of the number of hops from among the candidate routes with available frequency slots whenever a new lightpath-setup request arrives. Then, the first-fit method looks for available frequency slots on the selected route in a first-fit manner. If there are no available frequency slots meeting the requirement of the lightpath in the route, then the first-fit method looks for available frequency slots on the next route. If there are no available frequency slots on all the routes, the lightpath-setup request is blocked.

B. Results

Figure 7(a) shows the blocking probability of lightpath establishment as a function of the offered load $ρ$ in the JPN network, where the number $|M|$ of cores in each fiber is 7. We define the blocking probability of lightpath establishment as:

$$P(B) = \frac{\sum_{i=1}^{n} x_i}{\sum_{i=1}^{n} x_i + \sum_{i=1}^{n} (1 - x_i)}$$

where $x_i$ is the probability that the lightpath-setup request is blocked.
Table II. Required Number of Frequency Slots (USA Network)

<table>
<thead>
<tr>
<th># of hops</th>
<th>required # of frequency slots</th>
</tr>
</thead>
<tbody>
<tr>
<td>1, 2</td>
<td>1</td>
</tr>
<tr>
<td>3 - 5</td>
<td>2</td>
</tr>
<tr>
<td>6 - 9</td>
<td>3</td>
</tr>
<tr>
<td>10 -</td>
<td>4</td>
</tr>
</tbody>
</table>

as follows:

\[
\text{blocking probability of lightpath establishment} = \frac{\text{number of blocked lightpath-setup requests}}{\text{total number of lightpath-setup requests}}.
\]

As we can see from Figure 7(a), the blocking probability of lightpath establishment in the first-fit method is very high. This is because the usage of frequency slots in each link is uneven in the first-fit method and bottleneck links are often generated. By contrast, our proposed method efficiently reduces the blocking probability of lightpath establishment because the proposed method considers wavelength availability in each link.

Figures 7(b) and (c) show the blocking probability of lightpath establishment as a function of the offered load in the JPN network, where \(|\mathcal{M}| = 12\) and 19, respectively. As we can see from these figures, the blocking probability of the proposed method is smaller than that of the first-fit method, similar to the result of \(|\mathcal{M}| = 7\). From these figures, we also observe that the blocking probability of lightpath establishment decreases with the increase in the number \(|\mathcal{M}|\) of cores because of the large-scale effect.

Figure 8(a) shows the average number of crosstalk occurrences per frequency slot as a function of the offered load \(\rho\) in the JPN network, where \(|\mathcal{M}| = 7\). We count the number of crosstalk occurrences every time a new lightpath is established and the average number of crosstalk occurrences is defined by

\[
\text{average number of crosstalk occurrences} = \frac{\text{total number of crosstalk occurrences}}{\text{number of established lightpaths}}.
\]

As we can see from this figure, the proposed method greatly reduces the crosstalk effect in lightly loaded situations while the first-fit method is severely affected by crosstalk. The average number of crosstalk occurrences increases with the offered load \(\rho\) because it is highly possible that there are no available frequency slots that are not used in adjacent cores in heavily loaded situations.

Figures 8(b) and (c) show the average number of crosstalk occurrences per frequency slot as a function of the offered load \(\rho\) in the JPN network, where \(|\mathcal{M}| = 12\) and 19. From these figures, we observe that the proposed method efficiently reduces the average number of crosstalk occurrences as well as the case of \(|\mathcal{M}| = 7\). Note that values of the average number of crosstalk occurrences depend on the placement of cores shown in Figure 6, so that the average number of crosstalk occurrences in the case of \(|\mathcal{M}| = 12\) is smaller than those in the other cases.

Figures 9(a)-(c) show the blocking probability of lightpath establishment as a function of the offered load \(\rho\) in the USA network, where \(|\mathcal{M}| = 7\), 12, and 19, respectively. Also, Figures 10(a)-(c) show the average number of crosstalk...
occurrences per frequency slot as a function of the offered load $\rho$ in the USA network, where $|\mathcal{M}| = 7$, 12, and 19, respectively. As we can see from these figures, the proposed method dramatically reduces both the blocking probability of lightpath establishment and the average number of crosstalk occurrences, regardless of the number $|\mathcal{M}|$ of cores in each fiber, similar to the results in the JPN network.

V. CONCLUSION

This paper proposed a dynamic RSA method that avoids the generation of crosstalk and the blocking of lightpath establishment in elastic optical networks with multi-core fibers. The proposed method provides a routing and spectrum allocation strategy, which suppresses both the generation of crosstalk and blocking of lightpath establishment. Through simulation experiments, we showed the effectiveness of the proposed method.
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Abstract—N-GREEN is a cost attractive optical network which uses coloured optical packets. Its basic component is a ring of novel overdimensioned switch/router nodes, which promises low latency, making it interesting for applications with strict latency requirements like 5G. Nevertheless, it suffers from a low efficiency of resources usage, especially when it is used in the Unicast mode popular in the metro aggregation. Here, we try to ensure a better use of network resources by proposing an alternate packet management and transmission method referred to as Ssh-time which could be used in both the Unicast mode and the Broadcast-and-Select (B&S) one. We show by simulation that the proposed method improves not only the resources efficiency in case of a metro-aggregation network, but also decreases the mean access delay.

Keywords—optical networks; coloured optical packets; N-GREEN; Time Slot Sharing; slotted ring.

I. INTRODUCTION

The optical packet switching technology has been identified as substantial for an improvement of data rate, transparency of a modulation format, fine switching granularity and efficient bandwidth utilization [1]. On the other hand, such optical interfaces are very expensive and power-hungry which limits their applications; this is why the N-GREEN [2] architecture is proposed. It provides streamlined, cost-optimised interfaces [3][4] which use 10 fixed wavelengths yet without the expensive addones like affordable lasers, a possibility of an independent assignment or routing of the wavelengths. In applications like the X-haul networks or 5G where the majority of traffic is real-time [5]; N-GREEN is typically overdimensioned. It can be even more simplified by removing any substantial buffer management as well as processing and thus guarantee a very low latency. This is possible, for example, if there are up to 10 Ethernet cards of 10 Gbit each connected to a single N-GREEN ring whenever the network operates in B&S mode.

Nonetheless, due to its reduced cost in terms of price and energy, N-GREEN seems to be attractive also in a number of other segments of network that are less demanding in latency where resource efficiency is important namely in metro aggregation network [6]. Some existing proposals of enhancements of N-GREEN node use input buffers which would improve its performance. Among them we find Ssh-wavelength [7] which proposes to take advantage of the network overdimensioning in order to reduce the latency and increase the network efficiency.

The limit condition of this method is that it is restricted to the B&S mode. However, in some cases, we need to use the Unicast mode in order to not flood a whole ring by a local traffic (e.g., two neighbouring nodes in a machine-to-machine traffic). On the other hand, within this mode, different queues should be considered for each destination, which imply that grooming at the source node is not allowed and thus not only low efficiency of resources but also high latency is resulted [7].

For all these reasons and for a further improvement of the network, we propose a method of slot filling referred to as Ssh-time which could be used for both the Unicast and the B&S mode.

The article is organized as follows. Section II discusses basic traits of an N-GREEN ring. In Section III, Ssh-time is elaborated and our simulation setup is presented. Section IV and Section V show performance improvements thanks to Ssh-time in terms of container filling and insertion delay.

II. ARCHITECTURE

In the metro and aggregation networks [8] and also small sized data centres, physical ring topology is often used. A single network consists of two parallel rings, one for each direction. It could be used both for data transmissions or which could be used both for data transmission or one ring for transmission and the other for protection. Let us assume that both rings are used for data transmissions. In each ring we dispose of x fixed size slot of size S = 12500 bytes each, 1250 bytes per a wavelength. A slot passes a node in 1 µs which gives a transfer rate of 100 Gbps. There is no arbitrariness in the choice of a carrier wavelength in a single node since we dispose of fixed lasers. A typically 10 Gbps Ethernet card emits or receives traffic which is converted to/from an optical form by a fixed shift register. Each 10 µs of packets in the electronic form can fit into 1 µs of an optical signal of all 10 wavelengths, as illustrated in Figure 1. An additional wavelength is reserved for network control as data and control information are sent separately. This control channel is regenerated at each intermediate node to guarantee in particular a self synchronization of the network. A specificity of N-GREEN is that there is only a single semiconductor optical gate/amplifier (SOA) [9] for all wavelengths (see Figure 1), which stays in contrast to a separate SOA for every wavelength in the much more
expensive POADM technology [10]. This means that a slot can only be cleared in its totality, when all the wavelengths are either transferred or suppressed.

![Figure 1: A symbolic presentation of an NGREEN node connected to a 10Gbps Ethernet.](image1)

An N-GREEN network includes two types of nodes: those on the ring termed bridge nodes and the node that closes the ring by an electrical bridge termed optical switch node. Transit traffic bypasses intermediate nodes in a transparent way, i.e., it does not need to be demodulated inside the nodes’ electronic structures. Indeed an optical switch node connects the ring to other rings where Optical Electrical Optical(OEO) conversions occur at the level of this node. The architecture in question is shown in Figure 2. We investigate the performance within the two distribution modes: Unicast, where slots are used by data packets sent to a single other node, and B&S where slots can be used by packets sent to a set of other nodes. In the former mode, a slot has a single destination and that receiver node extracts its corresponding packets and releases the slot. In the B&S mode, a slot may have parts with multiple destinations and as it can only be cleared in its entirety; it may carry an information which is no longer needed. Note that the traffic exchanged between two nodes uses the direction which does not pass by the switch node to avoid OEO conversions and reduce the energy consumption. As packets crossing the switch will be dropped, a special routing is needed where node I sends a packet to node J clockwise if \( J \leq I \), or counter-clockwise if \( J \geq I \) as shown in Figure 2.

![Figure 2: Optical ring topology.](image2)

### III. SSH-TIME AND CONSIDERED SCENARIOS

In Ssh-time, each node always sends its packets in a sub slot over all the 10 wavelengths. A partially filled slot can be reused by another node which will place its packets over the 10 wavelengths but after the used part of the slot, yet a guard time must be added in between. This margin or gap is required for lasers and other electronic components to be re-adjusted, and to avoid collisions with the fragment already in the fiber. Technically, the guard time consists of zero bits of a minimal duration of 32.8 ns per sub slot. In our simulation, the slot is divided into 4 sub slots in order not to lose more than 18% of its capacity. Figure 3 presents an example of a shared slot encoding according to the two different methods: without and with Ssh-time. The traffic is assumed to be uniformly distributed: packets destinations are randomly chosen with the same probability. Packet size is fixed at 125 bytes which represents an average Ethernet packet size. Packets arrival to nodes are assumed to follow a Poisson process. Note that the packet Loss Rate (PLR) criterion is not considered since no packet loss is allowed in the overdimensioned network. We simulated time division multiplexing (TDM) [11] in which containers are sent upon a regular interval of time (e.g., 10\( \mu \)s) regardless of current network state and container filling level. As for the based-timer mechanism [12], container sending is delayed until the expiration of a previously fixed delay (timer value in T20=20\( \mu \)s, T30=30\( \mu \)s or T40=40\( \mu \)s), unless it is completely filled before timer expiration. In the following we set timer values between T20 and T40. These values were chosen for two reasons: firstly, to avoid an excessive latency since obviously increasing this very value increases subsequently the latency latency, and secondly, whenever a node has enough packets to fill the slot, Ssh-time has almost no interest. Adding to that, in our case timer values have been chosen according to the applied transmission mode respectively 20\( \mu \)s, 40\( \mu \)s for the Unicast mode and 10\( \mu \)s, 20\( \mu \)s for the B&S mode. Contrary to the B&S mode, the Unicast one requires more packets to fully fill the slot hence, we attribute it bigger timer value.

![Figure 3: Packet insertion methods.](image3)

### IV. RESULTS WITHIN UNICAST MODE

The results for Unicast are presented hereafter where Figure 4 and Figure 5 show network load as a function respectively of a mean access delay and the container filling for all scenarios. Note that SSh T20 and SSh T40 stand respectively for 20 and 40 \( \mu \)s timer based mechanism when applying Ssh-time. We pinpoint that the container filling ratio has a value between 0 (entirely empty) and 1 (entirely full)
and it is equal to the ratio between the useful data (inserted packets) size and the container size which is in our study equal to 12500 bytes (10 μs at 10 Gbps). While the mean access delay represents the average waiting time of a packet before being inserted into the ring.

The access delay of the first inserted packet in the container is equal to 10 μs. Within TDM insertion method, the mean access delay has to be independent from the system load. When ρ = 0.9, the access delay of the inserted packets follows an arithmetic progression with common difference on packets’ duration (100 ns). The sum of an arithmetic sequence is:

\[ S_n = (n + 1) \times \frac{(U_0 + U_n)}{2} \]  

where \( n \) is the number of terms and \( U_0 \) and \( U_n \) are respectively the first and the last terms. Let \( \bar{A} \) define the mean access delay at \( \rho = 0.9 \):

\[ \bar{A} = \frac{101}{100} \times \frac{(100 \text{ ns} + 10 \mu \text{s})}{2} = 5.2 \mu \text{s}. \]  

As expected, the mean access delay is almost constant for TDM insertion method, and has a value between 5.2 and 5.8 μs. Obviously, the TDM mode and one-aside timer 40 (i.e, T40) present respectively the biggest and lowest access delay. However, the slot filling rate remains too low mostly within the TDM mode. It is due to the fact that the packets generated during 10 μs will be put and transported in 9 different slots. Therefore, in order to increase the resources use efficiency by avoiding sending containers with very low occupancy rate; different values of timer has been considered (i.e, T20 and T40). As expected, increasing the timer value significantly improves the container filling yet at the expense of the access delay. This is due to packets clustering that engenders their waiting until the timer is elapsed. Therefore the timer duration should be carefully chosen to achieve a good trade-off between latency and container filling. As seen in Figures 4 and 5, the latency and container filling problems arise mostly when the system is not overloaded within the scenarios without Ssh-time. This is caused by the fact that the timer expires before the slot is fully filled even in the case of the high load.

Thanks to Ssh-time, each node sends its packets to one of the other 9 nodes (division by \((n_{nodes} - 1)\), but in addition to the primary node to which the slot corresponds, three other nodes can share the slot, so during a slot time, we may have up to three emitters (multiplication by \((n_{subslot} - 1)\) where \(n_{subslot}\) represents the number of sub slots considered as represented in Figure3). Thus, as pointed out in Figure 4 and Figure 5, Ssh-time improves significantly the container filling and therefore the mean access delay, more particularly, for lower and medium load cases by 20% compared to scenarios without sharing.

It is also important to note that for Ssh-time, in the case of a low load, we does not improve too much the latency however we consider it a beneficial method since it improves the resources use efficiency by 30% as demonstrated in Figure 5. Applying Ssh-time using larger timer values, can improve the latency and slot filling rate for small load values but degrades its performance when the load is big compared with scenarios without Ssh-time. This is due to the guard time that causes a loss of resources.

![Figure 4](image_url1)

**Figure 4:** Mean Access delay within Unicast transmission mode for scenarios with and without Ssh-time

![Figure 5](image_url2)

**Figure 5:** Container filling within Unicast transmission mode for scenarios with and without Ssh-time

V. Results within B&S Mode

The results of the BS mode are presented below in Figure 6 and Figure 7 where Ssh TDM and Ssh T20 stands respectively for TDM and 20 μs timer based mechanism applying for both Ssh-time. Within TDM B&S, the packets gathered during 10 μs will be put in the worst case into two different slots which makes the slot filling rate less than the system load, \( \rho \). As for the Unicast mode, an increase in the timer value increases the slot filling ratio and does the same for the latency as shown in Figure 6. To increase this filling without affecting latency, we apply Ssh-time to the B&S mode, which causes the said bandwidth loss because of the guard time and thus the slot is considered fully filled at 0.8. At \( \rho = 0.9 \), we have almost not only the same filling rate as in the case without Ssh-time but also the same latency: the principal emitter node to which corresponds the slot has sufficient packets to entirely fill the container and the slot sharing does not occur. As \( \rho \) decreases, the filling rate increases. Indeed, the principal emitter node does not entirely fill the container, as such other nodes will be able to share the slot. A next sharing node will begin by sending its first buffered packets till filling the container. Since those packets were buffered at the same time or before, their access delay is the same compared to the mean delay of the principal emitter packets. As a result, the mean access delay of all the sent packets during a shared slot is a little less.
Regarding the slot filling rate, as seen in Figure 7, Ssh-time improves the slot filling rate but not as expected since we will have at most three nodes \((n_{\text{subslot}} - 1)\) that can add their packets in the slot.

![Figure 6: Mean Access delay within B&S mode for scenarios with and without Ssh-time.](image)

Figure 6: Mean Access delay within B&S mode for scenarios with and without Ssh-time.

![Figure 7: Container filling within B&S mode for scenarios with and without Ssh-time.](image)

Figure 7: Container filling within B&S mode for scenarios with and without Ssh-time.

VI. CONCLUSIONS

In this paper, we have presented the specificities of the N-GREEN architecture compared to legacy existing solutions. We were interested in performance analysis of the metro part of the network. Within a slotted ring architecture, we have proposed and simulated Ssh-time approach for Unicast and B&S distribution modes. In conclusion, our approach Ssh-time improves the performance in terms of latency and the utilisation of resources especially for low and medium network loads reinforcing as such N-GREEN advantages in terms of cost and energy consumption reductions.
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Abstract—Potential security attacks on vehicular networks have been ceaselessly growing. All the known wireless security attacks in addition to vehicle network specific attacks can possibly be experienced. They can target the privacy of the driver and the integrity and confidentiality of messages sent and received within the vehicle and those messages travelling outside the vehicle. One of those possible attacks can be directed at the Tire Pressure Monitoring System (TPMS) sensor. The message broadcasted by the sensor is intended for the TPMS Electronic Control Unit (TPMS ECU). This message cannot be encrypted and authenticated due to the lack of processing capabilities at the sensor side, and therefore, it could be attacked. If the attack is successful, the ID of the sensor, which is unique and transmitted in all broadcasted messages, will be invested to track vehicles, and thus, violating drivers’ privacy. Furthermore, the attacker can replace the original message with a malicious one that could possibly adversely impact other Electronic Control Units. This paper attempts to secure the TPMS by suggesting the inclusion of smart sensors to replace the current sensors. Since these smart sensors possess computing power, encryption and authentication will be made possible. The original ID is replaced with an anonymous one, and the whole message including the IDs are encrypted. An unsophisticated encryption approach is used. Both the key and the anonymous ID are replaced with fresh ones after each message is received.
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I. INTRODUCTION

With the constantly expanding vehicular wireless network, connected vehicles, and the increasing number of vehicle Electronic Control Units (ECUs), securing vehicle assets is turning out to be more problematic. With the increasing volume of interconnections between and within vehicles, the attack rate of internal vehicle networks is rising abruptly [1]. The vehicular ad-hoc networks are decentralized dynamic networks that demand effective and secure communication requirements as a result of the vehicles being constantly in motion. Such networks are more prone to various attacks, such as Worm Hole attacks, denial of service attacks, and Black Hole Attacks [2]. To sustain the enhancements in safe vehicle technologies, it is critical to create a robust vehicle network security system, which identifies security vulnerabilities, threats, and attacks facing vehicle network [3]. Security is indispensable to the vehicle-toAnything (V2X) technology, and privacy is an intact component of V2X security that can be safeguarded with privacy preserving/anonymous authentication [4]. A key development in the automotive industry is the need to adapt proven functional safety processes and techniques for security engineering to allow vehicles to be resilient against cyber-attacks [5]. Security issues in automotive systems are obfuscated by the demand for real-time mitigation against in-field threats, and the in-field configurability and extensibility of security aspects [6]. In connected vehicles, there are different types of attacks that can target the entities vehicle, infrastructure, cloud, and mobile phone individually and the communication between them [7]. Communications of connected vehicles are subject to various security issues and result in immense concerns with respect to privacy and data confidentiality [8].

Modern vehicles utilize several buses in their networks. Among these are the Local Interconnect Network (LIN), Controller Area Network (CAN), Media-Oriented System Transport (MOST), and FlexRay buses. Connected to these buses are various ECUs. These are embedded systems controlling one or more of the vehicle’s functions. They play a central role in controlling many functions in vehicles [9] – [15]. Those ECUs are vulnerable to security attacks that could be fatal and can result in casualties. Hence, there is a critical need to protect the ECUs infrastructure [16]. By equipping vehicles with cutting-edge sensors and actuators, and the growing number of formidable network of ECUs, complexity and probability of defects and security vulnerabilities increase [17]. CAN is the dominating bus in the automotive realm due to its simplicity, low cost, and robustness [18]. There is some belief that the CAN bus, to which many ECUs are attached, can be hardly compromised. Pan et al [19] discussed viable scenarios where a vehicle is no longer safe after its CAN bus is compromised by analyzing potential attacks on CAN and their effect on the safety of the vehicle driver and passengers.

One of the ECUs, the Tire Pressure Monitoring System ECU (TPMS ECU) can be attacked as a result of compromising the measurement (Pressure/temperature) broadcasted by the TPMS sensor. The attack can spread over to other ECUs as ECUs share buses. The sensor used in this system is not a smart sensor. It is capable of sending messages (measurements) but not receiving messages. They also lack computing power and storage. A smart sensor is composed of a sensing part with processing resources
provided by a microprocessor. In other words, smart sensors are principal sensing parts with embedded intelligence that can provide important data to the receiver with amplified reliability and integrity [20]. Smart sensors should incorporate the following features: self-identification, self-diagnosis, time and location aware, higher order functions, and conforming to communications and protocols standards [21]. A smart sensor may include a microprocessor, a flash memory of 16 KB (8 KB for firmware, and 8 KB for other uses), a 512 B RAM, and 64 parameter registers, and 8 MHz clock [22].

The rationale for having Tire Pressure Monitoring System (TPMS) in vehicles is to warn drivers that one or more tires are substantially under-inflated, possibly creating unsafe driving conditions. The TPMS sensor will forward the tire pressure value and possibly other values, such as temperature, to the TPMS ECU. The TPMS ECU causes the low tire pressure indicator (a yellow symbol) to illuminate on the dashboard instrument panel [23]. The TPMS allows drivers to promptly realize the current status of each tire’s pressure. It is made up of TPMS sensors and a TPMS monitoring device (TPMS ECU). TPMS sensors measure the pressure and the temperature of tires and transmit them to the TPMS ECU [24]. The TPMS ECU analyzes the tire information received from the TPMS sensors and reveal the tire pressure status to the driver [25].

Messages broadcasted by the TPMS sensors can be attacked. Since the message includes the unique ID of the sensor, the vehicle could be tracked, and the privacy of the driver compromised [26]. The captured message could be modified by the attacker and then broadcasted. This could impact other ECUs connected to the Control Area Network (CAN) bus [27]. Roufa et al [28] presented a privacy and security evaluation approach of wireless Tire Pressure Monitoring Systems based on laboratory experiments with separated tire pressure sensor modules and other experiments using a complete vehicle system. They concluded that eavesdropping is certainly possible at a distance of approximately 40 meters from a moving vehicle. It was further concluded that reverse-engineering of the original protocols exposed the static 32-bit identifiers and the messages to be easily tracked remotely. This fact, together with the absence of authentication and validation of the messages, will raise concerns about privacy of drivers by tracking their vehicles and allow remote spoofing of sensor messages.

Kilcoyne, Bendelac, Ernst, and Michaels [29] analyzed the cybersecurity of the TPMS wireless communications interface and proposed adopting a more secure TPMS protocol that employs a simple linear feedback shift register (LFSR) based message encryption. They used an interesting experiment that involved a TPMS and various equipment apparently in a lab setting. They encrypted the sensor ID with LFSR but left the pressure and temperature untouched. Knowing that that current TPMS sensors are one-way sensors (they send but cannot receive), and with the lack of any processing power, it is not clear how the message sent by sensor can be encrypted while the TPMS is in the tire. Furthermore, leaving the readings of pressure and temperature as plain messages will make them prone to attacks. In other words, the approach works fine in a lab setting, but it cannot be implement in reality.

This paper suggests the deployment of smart sensors instead of the current sensors and introduces a security protocol that encrypts a message by a key simultaneously created by the smart sensor and the TPMS ECU. To protect the privacy of vehicle location, an anonymous ID for the sensor is used. The remaining of the paper is organized as follows: Section II briefly explains smart sensors. The TPMS security architecture is introduced in Section III. The proposed TPMS security approach is presented in Section IV, and the security analysis is performed in Section V. Finally, the paper is concluded in Section VI.

II. SMART SENSOR SYSTEM MODULES

The smart sensor modules are briefly explained in this Section. These modules are depicted in Figure 1 below. The system has a sensor for pressure and another sensor for temperature of the tire in question. It can also contain further sensors, such as motion sensor, acceleration sensor, and load detection sensor. The module, Other Sensors, refers to these sensors. Because all the measurements detected by the sensors are analog, an Analog-to-Digital Convertor is essential. The heart of the smart sensor system is the microcontroller. It is comprised of a microprocessor, a flash memory for firmware and possibly other uses, a RAM, a register, and a clock. Communications with the TPMS ECU is accomplished through the Communication Media of the smart sensor. The Microcontroller module will play a key role in securing the communication between the smart sensor and the TPMS ECU.
III. TPMS SECURITY ARCHITECTURE

The current sensors of the TPMS are one-way (one-directional) devices. They can only transfer the readings to the TPMS ECU but cannot receive. They do not have any processing power. Therefore, the measurements forwarded to TPMS cannot be encrypted. This paper suggests replacing the currently installed sensors with smart sensors.

Each tire will be equipped with a smart sensor. All the smart sensors are connected to the TPMS ECU as with the current situation. The sensors can now send and receive data. Furthermore, their microcontroller will furnish them with the needed computing capabilities to implement the needed security functions to safeguard the broadcasted readings/measurements. The TPMS security architecture in Figure 2 reveals the following common subset of ECUs; Telematics Control Unit (TCU), Audio Control Module (ACM), Engine Control Module (ECM), Powertrain Control Module (PCM), and Body Control Module (BCM). Because different vehicle manufacturers use different ECUs, we labeled the rest as ECU1, ECU2, etc. The presented ECUs are selected to show that attacking the TPMS ECU through the non-smart tire sensors (current sensor) can impact other ECUs causing further problems and possibly casualties.

The TPMS security architecture will only try to ensure that ECUs attacks through the broadcasted messages (measurements) are prevented. Securing the ECUs against other attacks is beyond the scope of this paper. A security approach to protect the ECUs is presented in [9].

The smart sensors and the TPMS ECU agree on using Pseudo-IDs instead of the real IDs to protect privacy, cryptographic algorithms, techniques for creating and changing the key, and the order of the transferred messages. They further agree on nonce calculation to ensure the currency of the exchanged messages.

IV. PROPOSED TPMS SECURITY APPROACH

The proposed TPMS security approach is broken up into seven components. The purpose of this subdivision is to facilitate the comprehension of the suggested approach. The notations used in this approach are depicted in Table 1 below. In this security approach, a session is concluded when the messages in the security protocol below (Section F) are processed. Once the two messages are received, a new session starts.

A. Initialization

At manufacturing time, all the sensors should have their IDs (ID1 – ID4), 64-bit secret key, 64-bit secret value, nonce, and the ID of the TPMS ECU (ID_{TPMS}) preinstalled. The TPMS ECU will have ID1 – ID4, secret (symmetric) key, nonce, and secret value in addition to its ID_{TPMS} preinstalled. In addition, the MAC key, KM, is also taken care of for both the TPMS and the smart sensors at manufacturing time. For every session, the IDs will be replaced with anonymous IDs to maintain location privacy. The secret key, secret value, and the MAC key will also be replaced with freshly calculated values.

B. Secret Value Computation

The secret value, S, is deployed to further confuse the attacker. It is recalculated after each message as follows:

1. Expand A-ID to 64 bits to get S1
2. Complement the bits of S1
3. S2 = S1 $\oplus$ K
4. Shift left the bits of S2 16-bit position to get S3
5. S = S3 $\oplus$ A-ID

C. Counter

A 1-bit counter, CTR-1 will be employed to control generating various values. It is initially set to zero. If it is 0, the tire pressure is used for generating the new symmetric key, secret value, MAC key, nonce, and anonymous ID. The counter is then incremented. If it is 1, the tire temperature is used instead, and the counter is incremented.

D. Keys and Anonymous IDs Generation

The subscripts n, p, and c indicate that new, previous, and current values will be used. The goal is to generate the new symmetric key (K), Mac key (KM), anonymous ID (A-ID), and nonce (N). Both the smart sensors and the TPMS ECU will perform these calculations after the measurements are sent by the sensors and received by TPMS ECU. In what follows, P/T indicates using either P or T depending on the value of CTR-1, and the addition is carried out with modulus 64.

$$K_n = (K_p \oplus K_c) + P/T$$

$$KM_n = (KM_p \oplus KM_c) + P/T$$

$$A-ID_n = (A-ID_p \oplus A-ID_c) + P/T$$
\[ N_n = (N_p \oplus N_c) + P/T \]

Once the first message exchange is executed, both parties (sensors and TPMS ECU) have only one value for the variables above. In other words, they only have the current values \( K_c, K_{Mc}, A-ID_c, N_c \). Accordingly, the calculations above are modified as follows:

\[ K_n = K_c \oplus P \]
\[ K_{ Mn} = K_{Mc} \oplus P \]
\[ A-ID_n = A-ID_c \oplus P \]
\[ N_n = N_c \oplus P \]

For all these calculations, A-IDs, \( P, T \), and \( N \) need to be expanded to 64 bits. An A-ID is expanded by complementing its bits and inserting them as the leftmost 32 bits. For \( P, T \), and \( N \), the expansion is achieved by repeating their value (8-bit) three times to generate 32 bits, complementing them and inserting the complement as the leftmost 32 bits. Once the new values are obtained, only the right most 8 bits for \( N, P \), and \( T \) will be used, and the right most 32 bits for A-ID will be valid.

E. Cryptographic Algorithm

Before stating the algorithm, it is essential to describe the contents of messages containing the measurements of tire pressure and temperature. This paper will rely on 64-bit messages. Larger messages can be used provided the registers' size at the smart sensors allows that. Vehicles manufacturers assign 32 bits for tire ID. Therefore, the bit distribution will be as follows:

<table>
<thead>
<tr>
<th>ID</th>
<th>None</th>
<th>Temperature</th>
<th>Pressure</th>
<th>MAC</th>
</tr>
</thead>
<tbody>
<tr>
<td>32 bits</td>
<td>8 bits</td>
<td>8 bits</td>
<td>8 bits</td>
<td>8 bits</td>
</tr>
</tbody>
</table>

The encryption part of the proposed cryptographic algorithms XORs the message \( M \) with the key \( K \), adds the ID of TPMS ECU to the result (modulus 64), and then XORs it with the ID of the smart sensor. This is represented symbolically as:

1. \[ X = M \oplus K \]
2. \[ Y = X + A-ID_{TPMS} \]
3. \[ C = Y \oplus A-ID_i, i = 1 \to 4 \]

Note that \( C \) is the cipher text, and \( X, Y \) are just used to simplify the calculations.

The decryption part is the reverse of the above encryption because it is a symmetric algorithm. It is depicted below:

1. \[ Y = C \oplus A-ID_i, i = 1 \to 4 \]
2. \[ X = Y - A-ID_{TPMS} \]

3. \[ M = X \oplus K \]

F. Security Protocol

Each smart sensor will concatenate the pressure, \( P \), the temperature, \( T \), and the rightmost 48 bits of the secret value, \( S \). It then finds the MAC for them. Having done that, the ID, \( P, T, \) MAC, and \( N \) are concatenated, encrypted with the symmetric key, \( K \), and forwarded to the TPMS ECU.

\[ X = P || T || S \]

SS \( \rightarrow \) TPMS: \( E [K, A-ID_i || P || T || N || MAC(KM, X)] \)

Note that during the first message exchange, \( ID_i \) is used instead of \( A-ID_i \). Upon receiving this message, the TPMS ECU decrypts it with \( K \), ensures the message is current and not a replay by comparing it to its nonce, verifies the ID (A-ID) of the smart sensor, obtains the MAC of \( P || T || S \) and compares it to the MAC of the message. If they are equal, it retrieves the values of \( P \) and \( T \) and act accordingly.

Prior to every subsequent session, the new A-IDs are generated and exchanged. Before the encryption is applied, \( N || A-ID_i || MAC(A-ID_i) \), and \( N || A-ID_{TPMS} || MAC(A-ID_{TPMS}) \), are expanded to 64 bits by inserting 16 zeros on the right. The anonymous ID exchange is as follows:

SS \( \rightarrow \) TPMS: \( E [K, N || A-ID_i || MAC(KM, A-ID_i)] \)

TPMS \( \rightarrow \) SS: \( E [K, N || A-ID_{TPMS} || MAC(KM, A-ID_{TPMS})] \)

Both parties will decrypt the received message, make sure the message is not a replay by comparing it to their nonce, ensure the message is authentic by calculating the MAC of the ID and comparing it to the MAC in the message, and save the received IDs. All other values including the symmetric key, MAC key, nonce, and secret value need not be exchanged because they are calculated simultaneously by both parties.

G. Replacing TPMS Smart Sensor/ECU

It is possible that either the smart sensor or the TPMS ECU may malfunction and the dealership decides to replace them. In this case, the keys will not be symmetric, IDs are new and unknown to other parties, nonce cannot be verified, and secret values will not be the same. The suggested approach to deal with such a scenario is explained below.

If a TPMS smart sensor is replaced, the ID of the sensor is fed to the TPMS ECU either manually or automatically. The values \( ID_{TPMS}, K, KM, \) and \( N \) are copied from the TPMS to the new sensor. When communicating with this smart sensor, the approach of Section D for calculating the new K, KM, A-ID, and N when only the first message is exchanged is followed until current and previous values are available. This methodology also applies when replacing a tire with a spare tire if the TPMS does have the details of the spare tire.
When the TPMS malfunctions, the ID of the TPMS is entered into all the sensors either manually or automatically. The ID, symmetric key, MAC key, and nonce of each of the smart sensors is fed into the TPMS ECU. At this point, the communication will be treated as a fresh one for all parties.

It could be argued that those values are known by the technician at the dealership, and therefore they can be used for attacking the TPMS ECU and compromising other ECUs. This can never occur since these values will continue to change right after the vehicle is driven.

Finally, a dynamic nonce, N, is implemented to verify the currency of the received message. The received N is compared to the N of the receiver to ensure currency. This nonce is vigorously updated using the algorithm above.

VI. CONCLUSION

Current vehicles encompass high data connectivity. There are various communication routes that have access to critical functionality of the vehicle. This obviously demands protecting vehicle infrastructure and functionalities through enforcing efficient methods, techniques, and processes to secure vehicle network. In an effort to contribute to securing vehicle network, this paper proposes a technique for protecting the communication between tire pressure/temperature sensors and the Tire Pressure Monitoring System ECU. The goal of this technique is to prevent locating the vehicle using its ID and thwart attacking other vehicle ECUs through eavesdropping on the message broadcasted by the sensors. This can occur because the receiving ECU, TPMS ECU, is connected to other ECUs through the CAN bus and other busses. If this attack succeeds, it can cause vital damage to the vehicle and the safety of drivers and passengers. For the security approach presented in this paper to work, smart sensors should replace regular sensors. The real IDs are not used after the first communication. They are replaced with anonymous IDs to prevent vehicle location attack. Security (symmetric) keys, Message Authentication Code key, nonce, secret value, and anonymous IDs are re-generated after each session. A session is made up of two communications: sending the measurements for pressure P and temperature T by the smart sensors, and exchanging the new anonymous IDs.

Should other sensors, such motion sensor (MS), acceleration sensor (AS), and load detection sensor (LDS), be added, the approach could be easily scaled up by redistributing the bits among the measurements. If needed, the message containing the measurements could be divided into two or more messages of 64-bit each. T/P will be replaced with other measurements, such as T/P/MS/AS/LDS. The size of the counter CTR-1 need to be increased correspondingly.

V. SECURITY ANALYSIS

In the above protocol, only authenticated messages will be accepted. Authentication is achieved by appending the MAC of the messages; MAC (KM, (P || T || S), MAC (KM, A-ID1), and MAC (KM, A-IDTPMS) to their respective messages, calculating the MACs upon receiving the message and comparing the results. Furthermore, the confidentiality of messages is assured by encrypting the message and the MAC with the symmetric key, K. Only the party that holds K can decrypt the message.

The ID of the smart sensors and the TPMS ECU are replaced with anonymous IDs; A-ID, and A-IDTPMS respectively. This ensures the privacy of the vehicle location is preserved. Furthermore, the anonymous IDs are changed with every session to allow additional security with regards to the vehicle location.

The security approach above adopts the one-time pad. This is demonstrated by continuously replacing the key after each session. Each new message will retain a new key. This scheme is unbreakable.

The security value, S, is adopted to baffle the attacker by granting added security. S is also modified with every session to even further obscure the attacker.
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Abstract—Providing users with a service level guarantee in the Internet of Things (IoT) is a challenging task in order to ensure a better user experience in such environment. We present in this paper an adaptation of the slotted Carrier-Sense Multiple Access with Collision Avoidance (CSMA/CA) method used in the Media Access Control (MAC) layer of the IEEE 802.15.4 standard in order to provide IoT smart objects with a differentiated wireless access according to the Quality of Service (QoS) class of their generated traffic (Real Time Mission Critical, Real Time Non Mission Critical and Non Real Time). The proposed method ensures a service level guarantee for a Low Rate Wireless Personal Area Network (LR-WPAN) in an IoT environment. Our adaptation consists in creating different Contention Access Periods (CAP); each will be specific for a traffic type and so for a specific QoS class. To do so, we propose firstly a QoS based wireless access method specified by an algorithm to be used by the coordinator, known as the gateway in the IoT architecture. Secondly, we propose an algorithm used by the IoT smart objects. This method enables the coordinator to configure different contention periods with a specific number of slots so that the nodes (i.e., IoT objects) of the same QoS class will access the channel only during their respective contention periods without collision with the nodes of other classes.
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I. INTRODUCTION

The impact of the Internet of Things (IoT) on our everyday life is very important. It changes how people interact with connected objects in order to improve life’s quality. Therefore, the enhancement of the corresponding IoT services is an important challenge enabling its expansion. In order to expand the usage of this environment, a better user experience is expected. Consequently, Quality of Service (QoS) mechanisms should be implemented within the IoT environment and especially the communication technologies used in the sensing layer of the IoT architecture such as IEEE 802.15.4 [1]. IEEE 802.15.4 standard specifies the physical (PHY) and the Media Access Control (MAC) layers to provide an important foundation for other standards. Indeed, it is used by 6LowPAN [2], ZigBee [3] for their lower layers implementation.

In this context, we specify a novel QoS based wireless access method for IoT environments called QBAIoT. It is an enhancement of the slotted Carrier-Sense Multiple Access with Collision Avoidance (CSMA/CA) technique, used by the IEEE 802.15.4 standard, to ensure a differentiation between traffics while using the wireless channel of the IoT sensing layer. QBAIoT allows serving different IoT generated traffics while respecting the requirements of each traffic type (i.e., reduced delay for Real Time traffic). In this paper, we aim to present the design details of our proposed QoS based access method, as well as the corresponding simulation results. The reminder of the paper is organized as follows. We present in Section 2 the state of the art concerning the IoT environment, as well as the related technologies and we introduce the important characteristics of the IEEE 802.15.4 technology. Section 3 describes the QoS motivations in the IoT and some related research works. Then, we specify in Section 4 our proposed method enabling QoS based access for IoT environments. Section 5 presents a detailed performance evaluation of our novel access method along with a comparison with the standard access method. Finally, we conclude the paper in Section 6 and present future works.

II. STATE OF THE ART

A. IoT environment

By 2020, 20 to 30 billion objects will be connected to the Internet inducing an important expansion of the IoT [4]. The IoT uses external resources such as cloud computing and fog computing for the processing and the storage of huge amount of data. Cloud computing functionalities enhance reliability and efficiency of IoT service provision [5]. On the other hand, fog computing decentralizes the computing capacities and distributes the operations on network extremities [6]. Based on definitions and concepts presented by different standardization organizations and international research projects, we can propose the following IoT definition: IoT is a system of systems interconnected via standard and interoperable communication technologies. This interconnection allows creating a considerable network of communicating objects, each addressed uniquely, in order to offer new services for improving the quality of human life. Also, self-management capabilities are essential in the IoT in order to offer autonomous self-managed objects.

Different application domains with a variety of services are used in the IoT environment. These application domains cover a wide variety of everyday services like health services, industry services, road services, city management services, etc. In order to offer these services, various communication technologies interconnect IoT objects and gateways within IoT environments. Each technology is suitable for a specific scenario based on different criteria such as energy consumption, CPU utilization, range of the technology, etc. We describe in the following section one of these technologies, which is the foundation of our proposed QoS based access method.

B. IEEE 802.15.4

The IEEE 802.15.4 standard is an IEEE proposed standard for Wireless Personal Area Networks with low data rate (LR-
WPAN). It defines the physical and the MAC layers to provide a basic format. This format will be used by other technologies and protocols by adding their own specificities through the specification of the higher layers. The IEEE 802.15.4 physical layer specifies different essential parameters: 250 Kbit/s of data rate for a 2.4 GHz band, control functions like the activation or deactivation of the radio module, the test of the channel occupation and the choice of the transmission channel. On the other hand, the MAC layer defines the data management format and specifies the usage of the slotted CSMA/CA. It provides also some management features, such as access to medium, frame exchanges, synchronization, etc. As for data encryption, the IEEE 802.15.4 standard uses AES-128 to ensure data confidentiality [7]. Different standards use IEEE 802.15.4 as a foundation for their lower layers. We can mention as an example the 6LoWPAN standard that combines IPv6 with low power WPAN networks. Another example is ZigBee, a specification for a series of high-level, low-power communication.

IEEE 802.15.4 supports a beacon-enabled mode using a superframe structure. The superframe consists of an active part known as the Superframe Duration (SD) and can be followed by an inactive period. The active part is formed by 16 equally sized time slots partitioned into a Contention Access Period (CAP) where nodes compete to gain the access to the channel; and an optional Contention Free Period (CFP) where nodes are allocated guaranteed time slots. In beacon-enabled mode, the coordinator sends periodically a beacon frame on the network including all the superframe specifications. The beacon, sent at the Beacon Interval (BI) time, allows the coordinator to identify its WPAN and ensure that all the objects are synchronized. The Beacon Order (BO) and Superframe Order parameters determine the Beacon Interval (BI) and SD, respectively as mentioned in (1) and (2). The Base Superframe Duration (BSFD) corresponds to the minimum duration of the superframe (SO = 0).

\[
BI = BSFD \times 2^{BO} \quad (1)
\]

\[
SD = BSFD \times 2^{SO} \quad (2)
\]

BSFD is fixed to 960 symbols of 4 bits or 15.36 ms assuming the data rate of 250 Kbit/s for the 2.4 GHz band. In addition, BO and SO should respect the inequality 0 ≤ SO ≤ BO ≤ 14 [7].

Three variable are used in the slotted CSMA/CA algorithm: the Backoff Exponent (BE), the Contention Window (CW) and the Number of Backoffs (NB). To compute the backoff delay, that an object has to observe before performing the Clear Channel Assessment (CCA), the algorithm chooses a random value for the backoff delay between 0 and \(2^{BE} - 1\). CW is the number of backoff periods during which the channel must be idle before accessing the channel. By default, the value of CW is fixed to 2. NB is the number of backoff executed for channel access. This value is initialized to 0 and is compared to a maximum value, \(macMaxCSMABackoffs\) by default equal to 5. In case the NB value is greater than this maximum value, a failure occurs.

- The slotted CSMA/CA algorithm is activated for each transmission of a new packet and is executed during the CAP as follows [7]: NB and CW are initialized as follows:

- If the battery life extension is true BE is initialized to the minimum between 2 and macMinBE (by default 3). If the battery life extension parameter is fixed to false, BE is initialized to 2
- The node using the algorithm waits the backoff delay, and then perform CCA
- If the channel is busy, CW is re-initialized to 2, NB and BE are incremented. BE must not exceed macMaxBE (by default 5). If macMaxCSMABackoffs is reached, the algorithm reports a failure to the higher layer. If NB < macMaxCSMABackoffs, the backoff operation is restarted and the CCA should be performed again
- If the channel is sensed idle and \(CW > 0\), the CCA is repeated and \(CW\) decremented. Otherwise, the node attempts to transmit if the remaining time in the current CAP is sufficient to transmit the frame and receive the acknowledgement. If not, the process is deferred to the next superframe.

III. QoS GUARANTEE IN THE IOT

A. Motivations and challenges for QoS guarantee in IoT

The ITU-T E.800 [8] has defined QoS as the totality of the characteristics of a telecommunication service to satisfy in order to meet the user requirements. In this context, a QoS requirement is expressed in terms of QoS parameters (Delay, Jitter, Packet Delivery Ratio, Effective Data Rate, etc.). QoS guarantee in the IoT environment requires an effective and optimized management of the corresponding resources to improve users’ experience. In order to provide predictable services, QoS mechanisms in the IoT environment handle delays, jitter, bandwidth and packet loss ratio by classifying traffic. As the IoT environment is made of different technologies and heterogeneous networks, different types of data and streams exist on a single system. Hence, it is important to provide the IoT environment with QoS guarantee mechanisms to meet the requirements of each type of traffic [9]. QoS guarantee is a critical challenge in the IoT, as the number of connected objects increases considerably leading to a greater amount of created and transported data with different characteristics. Consequently, the performance of the IoT system will be affected and especially QoS constrained data traffic due to congestion periods. Deploying QoS mechanisms within IoT environment will enhance the performance by identifying traffic and differentiating it allowing a reduced cost and a better scalability [10]. The ITU-T describes the importance of QoS integration in the IoT through various documents such as Y.2066 [1] where it was mentioned that service priority is an important requirement. In addition, Y.2066 indicates that the prioritization functionality satisfies different service requirements of IoT users.

B. Related research work

Different international projects and research works had studied the Quality of Service in the IoT environment and its impact on the service provision. The European project OpenIoT [11] specified different QoS parameters and metrics for the IoT. These metrics include utility metrics related to sensors and other metrics related to the network and application. As an example of utility metrics, OpenIoT...
indicated the Quality of sensors that determines the accuracy of measurement, the energy consumption, data volume, and bandwidth. For the other metrics, system lifetime is taken into consideration. In addition, traditional QoS parameters are used such as latency, jitter, delay, throughput, etc. On the other hand, this project presented a high level architecture based on a QoS Manager that keeps track of the following parameters: quality of sensors, energy consumption, trustworthiness, bandwidth and data volume.

Furthermore, other research works had focused on the QoS in the lower layer of the IoT architecture (sensor layer). For example, the research work conducted in [12], tried to use different queues and a scheduler to ensure a certain priority for QoS constrained flows. Moreover, different research work tried to adapt the slotted CSMA/CA algorithm to ensure QoS guarantee. Thus, the authors present in [13] a contribution that allows the delivery of critical data with the highest priority during the CFP. In [14], the authors describe the usage of different values for CW, minBE and maxBE to differentiate services thanks to three different priority levels. However, these research works did not take into consideration the existence of real time applications in the IoT environment requiring a reduced delay that does not exceed milliseconds range. For this matter, our proposed QoS based access method aims to provide a differentiation between IoT objects’ flows based on different QoS classes’ characteristics.

IV. QoS BASED ACCESS FOR IoT

We describe in the following our QoS based access method for IoT environments called QBAIoT. The specification of our novel access method is based on a new superframe structure, as well as algorithms implemented within the IoT Gateway and IoT objects enabling Class based Contention Free Periods.

A. Class based Contention Free Period Access

Our proposed access method consists in using an IEEE 802.15.4 superframe that respects the requirements of QoS constrained applications. We had taken into consideration four types of traffic corresponding to four QoS classes as specified in a previous work [15]: Real Time Mission Critical (RTMC), Real Time Non Mission Critical (RTNMC), Streaming and Non Real Time (NRT).

Our specified Real Time QoS classes are more sensitive to delay and jitter variation. The Streaming class is more sensitive to jitter variation while the Non Real Time class is a non-constrained QoS traffic class. In order to achieve our QoS guarantee according to the requirements of these different traffic, we adapt the structure of the IEEE 802.15.4 superframe in order to include a CAP (called QoS CAP) for each traffic corresponding to a specific QoS class. Moreover, there are no CFP and inactive periods in our adapted superframe.

We had removed the inactive period to reduce the delay of Real Time generated data. In this context, we can find up to four QoS CAPs in our superframe in case the IoT gateway (Coordinator) is configured with four QoS classes (see Fig. 1).

Figure 1. QBAIoT superframe structure

During each QoS CAP, only objects belonging to the corresponding QoS class can try to use the slots in order to send their data. The slots configuration and the number of QoS CAPs in the superframe is based on the number of QoS classes available in the IoT gateway environment. Different configurations for the superframe based on the existence of Real Time applications and the number of QoS classes in the considered IoT environment are possible. If the network includes one QoS class, a single CAP will exist in the superframe and the normal IEEE 802.15.4 slotted CSMA/CA algorithm is used. If there are multiple QoS classes with a minimum of one Real Time class in the network, BO and SO will be configured with the value 2 in order to minimize the latency of Real Time traffic thanks to a reduced Superframe Duration among others. Consequently, based on (1) and (2), BI and SD correspond to 61,44 ms with a slot time of 3,84 ms. If multiple QoS classes exist with no Real Time classes, BO and SO are set to 3 fixing BI and SD to 122,88 ms with a slot time of 7,68 ms. We specify for each QoS CAP a fixed number of slots. This configuration differs according to the number of existing QoS classes in the IoT Gateway environment. For example, in the case of 4 QoS classes the superframe slot configuration is as follows: RTMC class QoS CAP is allocated 6 slots, RTNMC class QoS CAP is allocated 5 slots, Streaming class QoS CAP is allocated 3 slots and NRT class QoS CAP is allocated 2 slots. So, slots configuration and the number of QoS CAP in the superframe is based on the number of existing QoS classes.

B. IoT Gateway QoS based access method design

For the coordinator part (i.e., IoT Gateway) of our proposed QBAIoT access method, we specify Algorithm 1 (see Fig. 2) among with the corresponding variables described in Table I.

Algorithm 1 Gateway QBAIoT Access Method Algorithm

<table>
<thead>
<tr>
<th>Input: Nb_QoS_Classes, RT_Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: N ← 1</td>
</tr>
<tr>
<td>2: if (Nb_QoS_Classes = 1) then</td>
</tr>
<tr>
<td>3: BO, SO ← 14</td>
</tr>
<tr>
<td>4: MAC ← Slotted_CDMA</td>
</tr>
<tr>
<td>5: While true do</td>
</tr>
<tr>
<td>6: Send_Bcn (BO, SO, CAP)</td>
</tr>
<tr>
<td>7: Receive_Data ()</td>
</tr>
<tr>
<td>8: end while</td>
</tr>
</tbody>
</table>
The IoT Gateway using our QoS based access method (i.e., QBAIoT gateway) will receive data from objects during the corresponding QoS CAPs. At each Beacon Interval, the gateway sends the beacon including the information regarding the values of BO, SO and the first and final slot for each QoS CAP. These values are used by the IoT objects to calculate the slot time and to determine during which time they are allowed to compete for the channel. A QBAIoT gateway should include also self-management capabilities. A self-configuring capability enables the gateway to adapt the superframe slots configuration according to the existing number of QoS classes within its environment. A self-optimizing capability is performed in case of unused slots in a QoS CAP thanks to a slot reallocation mechanism covering the entire superframe. The self-management capabilities design is out of the scope of this paper.

C. Class based access for IoT objects

For the IoT object part of our proposed QBAIoT access method, we specify Algorithm 2 (see Fig. 3) among with the corresponding variables described in Table II.

Algorithm 2 Object QBAIoT Access Method Algorithm

1: Receive_Beacon (BO, SO, QoS CAPs)
2: Configuration (BO, SO, QoS CAPs)
3: while (Slot ∈ [CAPStart, CAPEnd] and Data = true) do
4:     if (Slotted_CSMA (Slot) = Success) then
5:         Send_Data (Success, PAN Coordinator) // slotted CSMA/CA returns a success state
6:     else
7:         Send_Data (Failure, PAN Coordinator) // slotted CSMA/CA returns a failure state
8:     end if
9: end while
10: if (Slot < CAPStart) then
11:     Wait_until (Slot ∈ [CAPStart, CAPEnd])
12: else
13:     Wait_Until (Beacon) // Wait until next superframe
14: end if

<table>
<thead>
<tr>
<th>Name of the variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nb_QoS_Classes</td>
<td>Number of QoS classes</td>
</tr>
<tr>
<td>RT_Classes</td>
<td>Number of Real Time classes</td>
</tr>
<tr>
<td>N</td>
<td>Index of QoS classes</td>
</tr>
<tr>
<td>MAC</td>
<td>Channel access algorithm</td>
</tr>
<tr>
<td>QoS CAP; CAP</td>
<td>Configuration of the CAP (CAPStart and CAPEnd)</td>
</tr>
<tr>
<td>Initial_Slots_Configuration()</td>
<td>Algorithm that computes the slots configuration based on the Number of QoS classes and Number of Real Time classes.</td>
</tr>
</tbody>
</table>

Any object in the IoT Gateway environment receives the beacon. According to the QoS class it belongs to, the object will determine during which QoS CAP it can compete to access the shared medium. When an IoT object generates data, it should test if it has the right to compete in order to send its traffic. If the corresponding QoS CAP of the object has not started, it waits until its CAP time and then competes to send the data according to our adapted slotted CSMA/CA.
algorithm. If the object QoS CAP had passed, it should wait until the corresponding QoS CAP in the next superframe.

V. PERFORMANCE EVALUATION AND RESULTS

A. Simulation environment

In order to evaluate our proposed QBAIoT access method, we conduct a simulation study using OMNeT++ based on the IEEE 802.15.4 model [16] including all the necessary features like the beacon, the superframe structure, etc. We had adapted this model to take into consideration our proposed QoS based access method thanks to a superframe with no CFP and different QoS CAPs. In our simulation scenario, we simulated four QoS classes (RTMC, RTNMC, Streaming, NRT). We used a star topology with a single coordinator (i.e., IoT Gateway) where all devices (i.e., IoT objects) are in each other’s radio range. Each device transmits data to the coordinator. The data packets are generated periodically but are transmitted during the corresponding QoS CAP. Table III shows the used simulation parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carrier Frequency</td>
<td>2.4 GHz</td>
</tr>
<tr>
<td>Transmitter Power</td>
<td>1 mW</td>
</tr>
<tr>
<td>Bit rate</td>
<td>250 Kbps</td>
</tr>
<tr>
<td>Simulation Time</td>
<td>100 s</td>
</tr>
<tr>
<td>Max Frame Retries</td>
<td>3</td>
</tr>
<tr>
<td>Mac Payload Size</td>
<td>50 Bytes</td>
</tr>
</tbody>
</table>

In the considered simulation scenario, we fixed the data packet generation interval to 0.25 s and we increased the number of IoT objects from 4 (one per QoS class) to 12 (three per QoS class). The IoT objects are sending data simultaneously as they start generating data at the same time with the same interval of packet generation.

B. Performance evaluation

The evaluation of our proposed QoS based access method is based on different performance parameters concerning the traffic of our QoS classes. The importance of these parameters depends on the characteristics of the corresponding traffic. Indeed, the average delay is very important and critical for the RTMC and RTNMC traffic whereas it is less important for Streaming traffic and not important for NRT traffic. In this context, we considered the following performance parameters.

- **Average Delay:** It refers to the average time experienced by a generated packet to be received by the destination. It is computed by dividing the total delay experienced for all the packets by the number of packets.
- **Packet Delivery Ratio (PDR):** It expresses the degree of reliability achieved by the system for successful transmissions. It is obtained by dividing the number of received packets by the number of generated packets. Non-received packets are either lost due to a collision or still in the sender buffer waiting for channel access.
- **Effective data rate:** It evaluates the link bandwidth utilization. It is computed by multiplying the number of received packets by their sizes to obtain the total length of the data frame, which is divided by the simulation time.

Fig. 4 presents the delay evaluation for 4 QoS classes traffic while using our proposed QBAIoT access method and we compare it with the traditional IEEE 802.15.4 slotted CSMA/CA method. The Delay QoS parameter is very sensitive for RTMC and RTNMC traffic. The obtained results in Figure 4 shows that for 4 objects, our proposed method enables better delay for the RTMC traffic (10 ms less than the standard) and the RTNMC traffic (7 ms less than the standard). This difference becomes greater while increasing the number of objects. The better delays that we obtain for Real Time traffic with our proposed method are owing to the fact of giving the Real Time classes a more important number of slots in which they can send their data without any collision with other objects belonging to other non real time QoS classes. Consequently, data packets do not need to wait in buffer for a long time. They are served faster than other traffic types. Although it is not critical for NRT traffic, we notice important delays for this traffic when the total number of objects is equal to 12. This delay comes from the fact that this traffic is served during 2 slots in each superframe and that each traffic class generates the same number of packets in our scenario. So, when the number of objects in the NRT class increases, the delay will increase because the generated traffic is greater than the allocated capacity of 2 slots resulting in a great number of packets in the sending buffer.

Fig. 5 shows the Packet Delivery Ratio for 4 QoS classes traffic while using our proposed QoS based access method and the IEEE 802.15.4 standard. Our QBAIoT access method is giving, for all QoS classes three times better PDR with one object by class, four times better PDR with two objects by class and 6 times better PDR (except NRT class 1.5 times) with 3 objects by class than IEEE 802.15.4 standard method. We obtain a better PDR with our approach thanks to an optimized channel access per class avoiding collisions.
between different QoS classes. Indeed, for each QoS CAP, only objects of the corresponding QoS class can compete to access the channel. This way, a lower number of objects are competing for accessing the channel for a given slot. Packets will not run the slotted CSMA/CA algorithm for several times and there is no need to drop packets after several attempts when macMaxCSMABackoffs is reached.

As for the effective data rate, Fig. 6 compares the obtained results using our proposed QBAIoT method and the traditional slotted CSMA/CA of the IEEE 802.15.4.

The obtained results show that QBAIoT allows always better effective data rate than the traditional approach, as the PDR of QBAIoT is always higher.

VI. CONCLUSION

To ensure better user experience in the Internet of Things environment, researchers try to optimize the delivered services while guaranteeing the QoS. Different access technologies could be used in the sensing layer of the IoT architecture. Several of these technologies are based on the IEEE 802.15.4 standard but the latter does not provide any QoS guarantee for the traffic generated by objects using this standard to access the IoT infrastructure. Therefore, we proposed the QBAIoT access method as an enhancement of the IEEE 802.15.4 slotted CSMA/CA mechanism in order to take into consideration QoS requirements of 4 different kinds of QoS traffic classes generated in the IoT environment. We compared our proposed access method to the IEEE 802.15.4 standard and we showed that we obtain better results while using our QoS based access method to guarantee a reduced delay for Real Time traffic, as well as a greater PDR and effective data rate for all QoS classes.

As ongoing work, we are implementing a closed control loop enabling self-management capabilities within an IoT gateway adopting our QBAIoT access method in order to adapt the superframe configuration according to the environment (slots usage variation within each QoS CAP).
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Abstract—Utilization of massive Multiple-Input Multiple-Output (MIMO) arrays for reliable data transmission at a very high bandwidth efficiency is one of the key techniques required for the Fifth-Generation (5G) wireless systems. In order to steer data beams to various moving targets including vehicular and aerial objects, new types of array structures are under study. One of promising candidates for such structures is the spherical array based on polyhedrons. In this paper, we investigate how the icosahedron shape can be used to perform full-dimensional beamforming to multiple receivers, and propose codebooks applicable to such a transmission scenario. The correlation performance of the proposal is verified for different codebook sizes, which is shown to exceed the greedy search algorithm performance.
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I. INTRODUCTION

For next-generation wireless systems, connectivity to various types of moving objects including self-driving cars and drones is becoming an important issue. In order to provide a sufficient coverage to such objects, full-directional beamforming capable of performing vertical tilting of all zenith angles is required. Utilization of Three-Dimensional (3D) antenna arrays on a spherical structure can be especially advantageous in such transmission scenarios [1]. Spherical arrays are generalization of uniform circular arrays which mainly target azimuthal transmission [2], and can be combined with millimeter-wave carriers to formulate beams based on a sufficiently large number of antenna elements located in a compact-size structure [3]-[5]. Arrays on geodesic domes have been investigated for satellite communication applications [6],[7].

In this study, we investigate an efficient beamforming strategy based on spherical arrays and propose codebooks applicable in a limited-feedback environment. We assume a polyhedron-based array, for which antenna elements are located on vertices of the icosahedron. The boresight of each antenna element form a 3D sector, partitioning the whole isotropic space into 12 sectors. At each antenna location, a set of antenna elements or a subarray can be used for sharper beams with more flexible beam tilting adjustment. This type of sectorization can be regarded as an extension of high-order sectorization used in 3GPP cellular system design in the conventional 2D space [8].

In Section II, the proposed codebook design is explained, followed by the performance evaluation result in Section III. Conclusions are given in Section IV.

II. SECTORIZED CODEBOOK DESIGN

Our strategy is to determine the beamforming vectors for each sector, and apply those vectors to other sectors as well by performing coordinate transformations. Figure 1 shows the sectorization of 3D space using the 12 antennas in the spherical array. As can be seen from the figure, each sector has the form of pentagonal pyramid, and we can indicate the beamforming direction of each vector at its base. Note $A_m$ denotes the $m$-th coverage sector, $(\theta_q, \phi_q)$ represents the codevector location, and $(\theta_q', \phi_q')$ is the location after transformation. Figure 2 is an illustration of such indication. With a single representative codevector at the antenna boresight, we evenly distribute the remaining vectors at a certain angular distance. The distance is determined by the correlation measure between the geometric channel and the codevector, in such a way that the average correlation is maximized. We progressively use more beamforming vectors to include $Q = 2^B$ entries in the codebook as the number $B$ of feedback bits increases.

Figure 1. Beamforming vectors for each of 12 sectors in 3D space.
The number of antenna elements, and performance can be evaluated. Codebook of a given size is obtained and the corresponding information of icosahedron. By computing the distances, the distance has the form of \( \pi \) for \( m \)-th antenna and the target receiver. The distance is determined using the geometry characteristics of the array polyhedron. For the antenna elements located at vertices of icosahedron, the distance has the form of

\[
d_m = \sin \theta \sin \alpha \cos (\phi - \beta) + \cos \theta \cos \alpha
\]

where \( \phi \) and \( \theta \) are position angles for the codvector points in Figure 2. Symbols \( \alpha \in \{0, 31.7^\circ, \pi - 31.7^\circ, \pi\} \) and \( \beta \in \{0, \pi/10, 2\pi/10, \ldots, 9\pi/10\} \) are obtained from the geometry information of icosahedron. By computing the distances, the codebook of a given size is obtained and the corresponding performance can be evaluated.

III. PERFORMANCE

We evaluated the average correlation performance of the proposed sectorized codebook for different codebook sizes. The result is summarized in Figure 3. As the codebook size increases, the correlation rapidly approaches to unity, the performance for beamforming vectors with infinite resolution. We found the case with the codvectors pointing the antenna boresight at the sector center (indicated as Type A in the figure) outperforms the case without them (indicated as Type B). We also have constructed search-based codebooks using the greedy algorithm, by successively selecting the beamforming vector, which is most preferred by the random channel location samples. As can be verified from the figure, the proposed Type A codebook exhibits enhanced performance over the search method.

IV. CONCLUSION

We proposed the codebook which can be applied to the 3D space covered by spherical arrays. The design can be generalized to different array structures including geodesic-based spheres and those including antenna subarrays. Planned future work is the multi-rank extension exploiting the orthogonality of the spherical beams.
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Abstract—In order to provide high reliable network services for a large number of users, an ideal network test is required to guarantee end-to-end connection for any pair of clients with a failure of any link. However, the time and human resources that can be dedicated to the test are limited, which prevents such an ideal test. In this paper, we propose a method to reduce the number of network failure test cases by focusing on “similarity” among test cases. We leverage topological similarity for the purpose, formulate a problem of minimizing the number of test cases, and conduct simulation experiments to show the effectiveness.
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I. INTRODUCTION

The telecom companies, such as Internet service providers and mobile network operators, are required to provide highly reliable network service for a large number of users. For this purpose, the networks maintained by telecom companies, which we call telecom networks in this paper, take the following two approaches. The first is to introduce redundant configuration. At least two paths are guaranteed between any two network node pair. The second is strict testing at changing network configuration, such as introducing new equipment, changing the network configuration, and upgrading software versions.

In general, the testing in telecom networks is conducted as link failure test. In the case that a physical link is disconnected, or network equipment, such as a switch and a router is broken, those failures are detected as failures at the related links. Therefore, it will be common that the testing at the network configuration change is performed in the following way.

- Select a pair of nodes which may communicate together, and determine a communicating path between them.
- Pick up one of the links comprising the path, cause fault artificially on the selected link (link shutdown), and verify that a new communication path is set up and the communication between the selected nodes is restarted. This procedure is called a test case in this paper.
- Conduct the above test case for all possible node pairs and links in paths.

Recent telecom networks have become large in their size and complex in their structure. This increases the number of test cases in the link failure testing. Furthermore, due to the spread of Internet of Things (IoT) applications, the number of devices connected to network is increased, the number of communication node pairs is increased, and the number of links included in a path between a node pair is increased. As a result, the number of link failure test cases is drastically increased. On the other hand, it is difficult for a telecom company to conduct a vast number of tests exhaustively within a limited time until the start of service. Therefore, it becomes important to reduce the number of failure test cases without deteriorating the reliability.

We focus on the topological similarity in a telecom network to reduce the number of test cases. In general, a telecom network has a tree-like hierarchical structure, consisting of several link tiers including core, relay and access. The type of network equipment and the bandwidth of links are selected on a tier basis, and the type of routing protocols also depends on tiers, e.g., border gateway protocol (BGP) at a core tier and open shortest path first (OSPF) at a relay tier.

Therefore, we propose to introduce the topological similarity to selecting the link failure test cases in the following two steps.

Step 1:
We introduce the similarity of test cases using an idea of the abstract path that considers only the number of links and their tiers in a path. Specifically, for different communicating node pairs whose paths have the same number of links, each of which has the same link tier (the same abstract path), we suppose that the communications for these node pairs will be processed similarly within the telecom network. Based on this concept, we define that test cases for node pairs and shut down links are similar, when the followings are satisfied.

1. The paths for node pairs before a link shutdown have the same abstract path.
2. The shut down links are located at the same tier.
3. The paths for node pairs after a link shutdown have the same abstract path.
For reducing the number of test cases, we suppose that conducting only one of test case will be enough among the similar test cases.

**Step 2:**

We expand the idea of abstract path so as to include other attributes. In Step 1, only the number of links and the tier of links are considered. However, other attributes, such as the link bandwidth and the manufacturers or types of network equipment will influence the processing behaviors within the network. So, we add link bandwidth or equipment type in the definition of abstract path.

In this paper, we propose how to reduce the number of link failure test cases by focusing on the topology similarity based on the idea of test case similarity using abstract path. We suppose an IoT oriented telecom network, where end nodes in the network, which we call clients, communicate with each other, and the link failure test assuming single link failure. We define as a test target a set of communicating client pair and a shut down link over the path between the client pair. We cluster the possible test targets throughout a telecom network into groups of similar test targets based on the idea of abstract path, as described in Steps 1 and 2 above. This will be done by formulating with integer linear programming (ILP) problem. By selecting one test target from a test target cluster, we can reduce the number of test cases drastically.

This paper is organized as follows. Section II summarizes related work and Section III explains the proposed method. Section IV presents the experimental results of applying the proposed method to various types of networks. We conclude this work in Section V.

**II. RELATED WORK**

As for the network failure test, there are many studies focusing on improving its efficiency by automating network tests [1]-[3]. M. Shibuya et al. [1], our previous paper, proposes an automated network testing system which can automatically construct test environment, check connectivity, test scenario execution, and collect and analyze test results. The work in [2] proposes L1 patch where all OpenFlow switches are virtually monitored in a single L1 patch panel using an OpenFlow technique. By combining this approach with Mininet [4], an OSS-based network testing tool mitigates the operational workload. The dedicated time is just a few minutes per operator, while the conventional work procedure requires a half hour or an hour by two operators. The work in [2] also reports that the number of test types increased to 194, which had been just 90 in the conventional approach because the testing time was shortened. The work in [3] proposes a method to construct an automated test platform for Virtual Network Functions (VNF). Network comprehensive tests, which had required a lot of manual operations so far, can be automatically performed by using the proposed tool [5]. According to [3], 2,736 types of tests can be conducted in 40 hours. These workload mitigation methods are of great help, but we need to design a fundamental methodology to reduce the number of test cases while keeping the test coverage.

As for the topology similarity, there are several studies on the graph similarity based on network metrics, such as hop distance and link degrees [6]-[10]. The graph isomorphism problem [6] is a computational approach to determine whether two finite graphs are isomorphic or not. This approach is able to prove the isomorphism between two graphs, and some algorithms, such as Ullman [7], VF 2 [8], and Naughty [9], are proposed. However, they have an issue that the computational complexity is not known.

G. Kollias et al. [10] proposes a similarity calculation method of topology in a network. This method compares the similarity of partial networks focusing on the number of connections of nodes and links. For network tests, however, we need to take into account of not only the topology but also the end user paring, routing and link failures. Therefore, the challenge is to design an appropriate similarity that actually covers a wide variety of viewpoint.

**III. PROPOSED METHOD**

In this section, we explain how our proposed method reduces the number of link failure test cases by focusing on the topology similarity based on the test case similarity using abstract path.

**A. Traditional Failure Test**

As described above, a traditional failure test requires that testing be conducted for all combinations of client pairs and shut down links over paths between individual client pairs. Therefore, the number of test cases in a traditional test is given by the following:

$$F = \sum_{c_i, e \in C, c_i, c_j} H_{ij}$$

where $C$ is the set of clients and $H_{ij}$ is the path length between clients $c_i$ and $c_j$.

**B. Notation**

As described in Section I, the purpose of proposed method is to reduce the number of link failure test cases by introducing similarity among test cases in two steps. In order to specify the proposed method, this paper introduces the following notations.

- a path between clients $c_i$ and $c_j$: $Primary (c_i, c_j)$
- test target focusing on clients $c_i$ and $c_j$, and link to be shut down (shut down link) $e$: $(c_i, c_j, e)$
- Here, $e \in Primary (c_i, c_j)$.
- a path between clients $c_i$ and $c_j$ after shut down link $e$ is shut down: $Secondary (c_i, c_j, e)$
- path length of a client pair $(c_i, c_j)$ before link shutdown: $q$
- path length of a client pair $(c_i, c_j)$ after link shutdown: $r$
- the link tier of shut down link $e$: $k$
- test target attribute vector used in Step 1: $(q, r, k)$
In this paper, link bandwidth and equipment type are used as \( \alpha \).

- value of attribute defined dependent of attribute name \( \alpha: w_\alpha \)
  - In this paper, \( w \) is defined as follows;
    - \( \alpha = \) bandwidth: \( w_\alpha = \) link bandwidth with shutdown link \( e \)
    - \( \alpha = \) equipment type: \( w_\alpha = \) equipment types at both sides of shutdown link \( e \)

- test target attribute vector used in Step 2: \((q, r, k, w_\alpha)\)
- maximum number of conducting test cases: \(N\)

C. Basic Idea

In this subsection, we describe our basic idea using an example shown in Figure 1. Here, we suppose four link tier network with four clients. Figure 1(a) shows the paths between possible client pairs. We suppose the shutdown of links at tier 3 (links \( e_1 \) through \( e_8 \)). Figure 1(b) shows a test case where link \( e_1 \) is shut down. In this case, Paths \textit{Primary} \((c_1, c_2)\) and \textit{Primary} \((c_1, c_3)\) will be rearranged to paths \textit{Secondary} \((c_1, c_2, e_1)\) and \textit{Secondary} \((c_1, c_3, e_1)\), respectively, as shown in the figure. Figure 1(c) shows the test cases where link \( e_6 \) or \( e_7 \) is shut down. When we focus only on the path lengths before and after link shutdown \((q, r, k)\), respectively, and the tier of shutdown link \((k)\), the paths can be modeled as shown in Figure 2. This is abstract paths handled in Step 1. For all the paths among clients \(c_1, c_2, c_3\), the paths before and after link shutdown have path length \(4\), i.e., \(q = r = 4\). In this case, we consider that all the test cases whose test targets are specified by (i) in Figure 2 are similar and can be clustered in a group (test target cluster). We propose that one test case can represent this cluster and that checking one test case is enough in the link failure test.

For the paths between \(c_1, c_2\) or \(c_3, c_4\), there are two cases as shown in (ii) and (iii) in Figure 2. The path length before link shutdown, the path length is \(7\) for all test targets. For test targets \((c_1, c_4, e_7)\), \((c_2, c_4, e_8)\) and \((c_3, c_4, e_8)\), the path length after link shutdown is \(7\). Figure 1(c) shows the case of test target \((c_1, c_4, e_7)\). On the other hand, for test targets \((c_1, c_4, e_2)\), \((c_2, c_4, e_4)\) and \((c_3, c_4, e_6)\), the path length after link shutdown is \(8\). So, we consider that the behaviors after the link shutdown will be different for these two test case clusters, and we propose that one test target needs to be selected from each of the clusters.

As we explained in Section I, the abstract path in Step 1 is too generalized network features. So, in this paper, we add other attributes, such as link bandwidth and equipment type, in defining abstract paths. Consider that, among links at tier 3, link \( e_5 \) has different bandwidth than the others. Say, the bandwidth of link \( e_5 \) is \(1\) and that of others is \(2\). In this case, the test target cluster given by (iii) in Figure 2 is divided as shown in Figure 3. Specifically, only in the test case for target \((c_3, c_4, e_6)\), the path after link shutdown goes through link \( e_5 \), as indicated in Figure 1(c). Therefore, test targets \((c_1, c_4, e_2)\) and \((c_2, c_4, e_4)\) are classified in a cluster and target \((c_3, c_4, e_6)\) is in another.

\[\text{Abstract path in Step 2}\]

- \((i) w_{\text{bandwidth}} = 2\) after link shutdown
- \((ii) w_{\text{bandwidth}} = 1\) after link shutdown

\[\text{Abstract path in Step 1}\]

- \((i) q = r = 4\)
- \((ii) q = r = 7\)
- \((iii) q = r = 7, r = 8\)

Figure 2. Test target clustering in Step 1.

Figure 3. Test target clustering in Step 2.
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D. Formulation

In this subsection, we formulate how to group test targets into test target clusters as an optimization problem.

Suppose a network that consists of switches \( V = \{v_1, v_2, ..., v_N\} \) and links \( E = \{e_1, e_2, ..., e_L\} \), whose sizes are respectively \( S \) and \( L \) and follows \( k \) tiered topology. It is expressed as network graph \( G = (V, E) \) with \( E \subseteq V \times V \). Each client is a member of the client set \( C = \{c_1, c_2, ..., c_M\} \) where \( M \) denotes the number of clients, and is connected to one of switches as a leaf. Each link has an additional attribute and has an attribute value assigned from \( W = \{w_{e1}, w_{e2}, ..., w_{eL}\} \).

Next, we define the similarity function \( \text{Sim}() \) between two test targets in the following way. That is, if the test target attribute vectors are the same for two test targets, then this function is 1, otherwise 0.

\[
\text{Sim} \left( (c_i, c_j, e), (c'_i, c'_j, e) \right) = \begin{cases} 1 & \text{same} \\ 0 & \text{otherwise} \end{cases} \quad (2)
\]

Using this function, the set of similar test targets are calculated in the following way, focusing on a specific link \( e \) to be shut down, which we denote as \( D(e) \).

\[
D(e) = \left\{ (c_i, c_j, e) \mid \forall c_i, c_j, e \in C; x < y \right\} \\
\bigcup \left\{ (c_i, c_j, e) \mid \forall c_i, c_j, e \in C; \\
\forall e_{z} \in E; \exists c_{i}^j, 3c_{j} \in C; \\
i < j; a < b; \\
\text{Sim} \left( (c_i, c_j, e), (c_i, c_j, e) \right) = 1 \right\} \quad (3)
\]

Furthermore, we introduce the binary variable \( \text{down}(e) \) that indicates whether the link shutdown at link \( e \) is actually conducted (=1) or not (=0). \( Z(e) \), a subset of \( D(e) \) that only includes test targets associated with actual shutdown links, can be given with \( \text{down}(e) \) as follows.

\[
Z(e) = \left\{ D(e) \mid \text{down}(e) = 1 \right\} \quad (4)
\]

Here, the number of shut down links must not be greater than \( N \), which is a given limit.

\[
\sum_{e \in E} \text{down}(e) \leq N \quad (5)
\]

By selecting \( Z(e) \) with the maximum number of test targets, the number of test cases is reduced. Therefore, using (2) through (5), the objective function to be optimized is expressed in (6).

\[
\text{maximize} \quad \sum_{e \in E} \left| \bigcup Z(e) \right| \quad (6)
\]
with redundant topologies. The network topology of NW6 is shown in Figure 5.

### Experimental Network Topologies

<table>
<thead>
<tr>
<th>NW #</th>
<th>total nodes (#SWs+#Clients)</th>
<th>#links</th>
<th>link tier k</th>
<th>max. path length q</th>
<th>#bandwidth types</th>
<th>#equipment types</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>14 (11+3)</td>
<td>19</td>
<td>4</td>
<td>7</td>
<td>6</td>
<td>14</td>
</tr>
<tr>
<td>2</td>
<td>16 (12+4)</td>
<td>22</td>
<td>4</td>
<td>7</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>3</td>
<td>38 (30+8)</td>
<td>54</td>
<td>4</td>
<td>9</td>
<td>6</td>
<td>16</td>
</tr>
<tr>
<td>4</td>
<td>72 (50+16)</td>
<td>106</td>
<td>4</td>
<td>13</td>
<td>6</td>
<td>16</td>
</tr>
<tr>
<td>5</td>
<td>100 (74+26)</td>
<td>138</td>
<td>6</td>
<td>11</td>
<td>7</td>
<td>29</td>
</tr>
<tr>
<td>6</td>
<td>232 (174+58)</td>
<td>346</td>
<td>4</td>
<td>13</td>
<td>11</td>
<td>16</td>
</tr>
</tbody>
</table>

Figure 5. Example of evaluation network topology (NW6).

The paths before and after link shutdown are calculated by the Dijkstra’s algorithm. First, the shortest path of each client pair is calculated as Primary(). Next, by removing a shut down link from the primary path, Secondary() is calculated. The similarities between any pair of test targets are calculated according to the elements of the test target attribute vector $q$, $r$, $k$ and $w$ described in Section III-B.

### Evaluation Cases

<table>
<thead>
<tr>
<th>Case#</th>
<th>Evaluation Methods</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Comprehensive test for all test targets ($F$)</td>
<td>Traditional</td>
</tr>
<tr>
<td>2</td>
<td>Test target attribute vector ($q$, $r$, $k$)</td>
<td>Proposed</td>
</tr>
<tr>
<td>3</td>
<td>Test target attribute vector ($q$, $r$, $k$, bandwidth)</td>
<td>Proposed</td>
</tr>
<tr>
<td>4</td>
<td>Test target attribute vector ($q$, $r$, $k$, equipment_type)</td>
<td>Proposed</td>
</tr>
</tbody>
</table>

To evaluate the effectiveness of proposed method, we compared the four cases as shown in TABLE II. Case1 is a traditional method, and the number of comprehensive test for all test targets is $F$ calculated by (1). Case2, Case3 and Case4 are proposed method, and each their test target attribute vectors are different. Note that the links not comprised in the path between any client pairs are exclude from the calculation.

#### B. Test Case Count and Reduction Ratio

First, we evaluate the test case count and the reduction ratio compared with comprehensive test for all test targets.

The reduction ratio $E_1$ is calculated by (7). The number of test cases and the reduction ratio are shown in TABLE III.

$$E_1 = 1 - \frac{N_{\text{in Case X}}}{F} \quad (X = 2, 3, 4) \quad (7)$$

From the table, the number of test cases of the proposed methods of Case2, Case3 and Case4 in each topology were masssively reduced compared with the traditional method. In almost all cases, the reduction ratio $E_1$ was decreased in order of Case2, Case3 and Case4. Specifically, the reduction ratio $E_1$ of Case4 at NW1, and Case2 at NW6 were 0.833 (minimum) and 0.999 (maximum), respectively.

### Number of Test Cases and Reduction Ratio

<table>
<thead>
<tr>
<th>NW #</th>
<th>Test case count (reduction ratio)</th>
<th>Case#</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>4</td>
</tr>
</tbody>
</table>

From the above results, it was confirmed that our proposed method is able to reduce the test case count significantly even when the test target attribute is considered.

#### C. Test Case Count and Test Coverage

Next, in order to complete the link failure tests within a limited time, the number of link failure test cases may be limited. Therefore, we evaluate the test case count $N$ and the test coverage. The test coverage is defined as the ratio of the number of similar test targets at the test case count $N$ against $F$.

Figure 6 shows the test coverage in response to different test case count ($N$), in each evaluation case. From this figure,
the test coverage increased in response to the number of test case count $N$ in all cases. In addition, the small-scale network, such as NW1, NW2 and NW3, the test coverage was increased rapidly. The test coverage increased in response to $N$ rapidly in order of Case2, Case3, and Case4, except at NW6. In Case4 at NW6 in Figure 6 (iii), the test coverage was almost saturated at $N=50$, and the test coverage was 1 at $N=69$, when the whole link failure test was completed. In all the NWs and Cases, the test coverage exceeded 50% when the test case count $N \leq 10$. Furthermore, in Figure 6 (ii), the test coverage in Case3 at NW6 was increased slowly compared with other NWs in Case3 because the number of link bandwidth is larger than that of other NWs.

These experimental results indicate that our proposed method is able to obtain the sufficient coverage even when the number of test count $N$ is small.

### D. Link attribute and Test Case Count

In the telecom network consists of the different types of equipment, such as switches, the telecom company decides on own test coverage to satisfy the link failure test. Therefore, we evaluate the number of test target attributes and test case count.

To evaluate it, all $w_{equipment\_type}$ are calculated using the equipment types, which are randomly assigned from 1 to 5 per $k$ to each equipment at both sides of links in NW5. The result showed that the number of equipment types is from 12 to 79.

Figure 7 shows the number of test case count $N$ and the number of equipment types $w_{equipment\_type}$ when the test coverage was varied from 25% to 100% at 25% intervals at NW5. From this graph, the test case count $N$ is (almost) linearly increased as the number of equipment types. The increase ratio of the test case count $N$ when the test coverage was 100%, was larger than that of 50%. When the number of equipment types was 79, the test coverage 100% was 3.1 times larger than that of 50%. For example, when the number of equipment types is 73 and the test coverage sets 75%, the telecom company needs to conduct the link failure test 35 cases.

![Figure 7. Number of equipment types $w_{equipment\_type}$ vs test case count $N$ (ex. NW5).](image)

From the above results, it indicates that if the target coverage sets higher, the number of test cases increases significantly.

V. Conclusion

In this paper, we proposed how to reduce link failure test cases by focusing on the topology similarity based on the idea of test case similarity using abstract path. We supposed a telecom network, where clients in the network, communicate with each other, and the link failure test assume single link failure. In this proposal, we clustered the possible test targets throughout a telecom network into groups of similar test targets based on the abstract path. We utilized topological similarity for the purpose, formulated a problem of minimizing the number of test cases, and conducted simulation experiments for 6 cases including large-scale networks with realistic topology. Through the experiments, we confirmed that our proposed method can drastically reduce the test case count. In future, we plan to verify the similarity based on the degree of the switch, propagation delay, and multiple failures.
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I. INTRODUCTION

An Intelligent Transportation System (ITS) is an advanced application, which intelligence as such, aims to provide innovative services relating to different modes of transport, traffic management. ITS allows users to be better informed and use safer, more coordinated and smarter transport networks [1].

ITS is working to increase road safety and to provide on-site information services to improve transport efficiency. For these applications, the vehicles can be equipped with sensors and communication devices to form a network called the Vehicle Ad Hoc Network (VANET).

The IEEE 802.11p standard [2] known as Wireless Access in Vehicular Environments (WAVE) is specially developed to adapt VANETs requirements and supports ITS. The performance of WAVE physical layer is one of the important factors that play a great role in the communication process [3]. The IEEE 802.11p uses an Enhanced Distributed Channel Access (EDCA) mechanism, which is designed for the contention-based prioritized Quality of Service (QoS) support at the MAC layer. The IEEE 802.11p EDCA mechanism defines four access categories (ACs); AC_VO (Voice), AC_VI (Video), AC_BE (Best effort) and AC_BG (Back ground). The priority among ACs is set by different EDCA parameters. An enhanced distributed channel access function (EDCAF) is used for each AC queue at the MAC sublayer to contend for transmission opportunities using its own EDCA parameters. EDCA parameters include the minimum contention window (CW_{min}), maximum contention window (CW_{max}) and Arbitration Interframe Space Number (AIFSN).

Recently performance modeling of the IEEE 802.11p EDCA mechanism has been studied in [1]. In this paper, the performance model was developed considering all important factors that may affect the performance of the IEEE 802.11p EDCA mechanism for different ACs. In these calculations, the effect of the package size on performance and delay has been examined. Strong approximations are avoided to ensure the accuracy of the model. Markov Chain modeling based theoretical analysis is presented where the relationship between EDCA parameters and EDCA performance metrics are shown. Simulation results are provided to demonstrate the accuracy of the analytical model. Simulations were done using MATLAB. The rest of the paper is organized as follows. Section II describes the analytical model and performance analysis. Section III presents the simulation results. Section IV concludes the paper.

II. ANALYTICAL MODEL AND PERFORMANCE ANALYSIS

The 802.11 standard defines EDCA as a mechanism by which one class of frames can be given priority over another in their competition to access the medium. The relationship between EDCA parameters and performance metrics are also established for all AC queues. Based on Markov model, the performance of the IEEE 802.11p EDCA mechanism for all ACs is derived. According to the package size changes, throughput and delay analysis were performed

A. Overview of the Enhanced Distributed Channel Access

The EDCA is a channel access mechanism designed for the contention-based prioritized QoS support at the MAC layer. The EDCA mechanism defines four ACs. The four ACs have four priorities, including CW_{min}, CW_{max} and AIFSN. The contention window parameters are shown in Table I.

<table>
<thead>
<tr>
<th>AC</th>
<th>CW_{min}</th>
<th>CW_{max}</th>
<th>AIFSN</th>
<th>TXOP Limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC_BK</td>
<td>aCW_{min}</td>
<td>aCW_{max}</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>AC_BE</td>
<td>aCW_{min}</td>
<td>aCW_{max}</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>AC_VI</td>
<td>(aCW_{max}+1)/2-1</td>
<td>aCW_{max}</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>AC_VO</td>
<td>(aCW_{max}+1)/4-1</td>
<td>(aCW_{max}+1)/2-1</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

Each AC queue uses different AIFS, CW_{min} and CW_{max}. Prioritization of transmission in EDCA is implemented by a new Inter-Frame Space (IFS), namely, Arbitration Inter-Frame Space (AIFS). The duration of AIFS for each AC is derived from the value of AIFSN of that AC. SIFS is the duration of
the short inter-frame space and $T_{\text{slot}}$ is the duration of a slot time \[4\]. AIFSN can be expressed as follows
\[
\text{AIFS [AC]} = \text{AIFSN [AC]} \times T_{\text{slot}} + \text{SIFS}
\] (1)

Prioritization mechanism is shown in Figure 1.

![Figure 1. Demonstration of EDCA Mechanism](image)

The EDCA mechanism relies on the Carrier Sense Multiple Access/Collision Avoidance (CSMA/CA) technique to contend and access channel, which a station must probe the channel before transmission to determine whether it is busy or idle. If only one AC queue has backlogged data at a time in a station, and the station will sense the channel idle for the duration of AIFS[AC] before attempting to transmit it. If the channel is sensed as busy, then the station defers its transmission of an additional back-off interval. The back-off interval is calculated as a random number of slot times uniformly selected from \([0, CW_{\text{min}}[\text{AC}]\]. At the first transmission attempt, the back-off interval for an AC in EDCA is randomly selected from \([0, CW_{\text{min}}[\text{AC}]\), and it is doubled at every retransmission with an upper limit equal to \(CW_{\text{max}}[\text{AC}]\). The smaller is AIFS[AC] or \(CW_{\text{min}}[\text{AC}]\), the higher is the priority in channel access. If the channel is sensed idle in a slot, the back-off counter will be decremented by 1. The packet will be transmitted when the back-off counter becomes 0, is specified in Equation (4).

\[
P[k|k+1] = 1 - P_b \quad k \in (0, W_0 - 2)
\] (2)

\[
P[k|k] = \frac{P_b}{W_0} \quad k \in (0, W_0 - 1)
\] (3)

\[
P[k|0] = \frac{1 - P_b}{W_0} \quad k \in (0, W_0 - 1)
\] (4)

The solutions can be obtained from the Markov chain. \(b(t)\) be the stochastic process representing the back-off counter for a given vehicle at timeslot \(t\). \(b(t)\) is constructed to describe the back-off procedure of an AC \[7\]. As the sum of all possible states equal to one, so following relations can be derived

\[
1 = \sum_{k=0}^{W_0-1} b_k = \sum_{k=0}^{W_0-1} \frac{W_0 - k}{W_0} b_0
\]

from which

\[
b_0 = \frac{2}{W_0 + 1}
\] (5)

A vehicle transmits a packet in a randomly chosen slot time probability \(P_t\) can be expressed as follows

\[
P_t = b_0 = \frac{2}{W_0 + 1}
\] (6)

Considering \(n\) number of vehicle, \(P_s\) is the probability that, in a slot time, at least one of the \(n-1\) remaining vehicles transmit packet. Each remaining vehicle transmits a packet with probability \(P_s\), the collision probability is given by

\[
P_c = 1 - (1 - P_s)^{n-1}
\] (7)

If the vehicle competes on the channel and each transmits the probability via \(P_s\), the probability of channel busy can be written as

\[
P_b = 1 - (1 - P_s)^{n-1}
\] (8)
$P_s$ is the successful transmission probability that a transmission occurring on the channel is successful, which can be calculated as

$$P_s = \frac{2^n}{(\sum_{n=0}^{\infty} \frac{(-\lambda T_e)^n}{n!})}$$  \hfill (9)

$P_q$ is the packet arrival probability that follows a Poisson distribution with a constant arrival rate $\lambda$, which can be calculated as

$$P_q(n \text{ arrivals in interval } T_e) = \frac{(\lambda T_e)^n e^{-\lambda T_e}}{n!}$$  \hfill (10)

where $n$ number of arrivals and $T_e$ is the expected time that a vehicle spends in each Markov state [5]. For $n=0$

$$P_q = 1 - e^{-\lambda T_e}$$  \hfill (11)

$$T_e = (1 - P_b)T_{\text{slot}} + P_bP_Tse + P_b(1 - P_e)T_c$$  \hfill (12)

where $T_s$ and $T_c$ are the time duration when a packet is transmitted collision free and transmitted with collision respectively. Due to vehicular networks broadcast nature $T_s$ and $T_c$ are equal, which can be expressed as

$$T_s = \frac{L_h + L}{R_d} + \text{SIFS} + \text{AIFS} + T_{\text{delay}}$$  \hfill (13)

where $L_h$ is the MAC layer and physical layer header lengths, $L$ is the packet size, $R_d$ is the system data transmission rate and $T_{\text{delay}}$ is the propagation delay.

C. Throughput Analysis

The normalized system throughput $S$ is the average information payload transmitted in a slot time over the average duration of a slot time

$$S = \frac{E[\text{payload info}]}{E[\text{length of a slot time}]}$$  \hfill (14)

The normalized system throughput $S$ can be expressed as follows

$$S = \frac{P_bP_Tse}{(1 - P_b)T_{\text{slot}} + P_bP_Tse + P_b(1 - P_e)T_c}$$  \hfill (15)

$L$ is the packet size, $T_{\text{slot}}$ is the duration of a slot time [6].

For all transmission protocols with CSMA base, the throughput variation equation based on the offered traffic load of the environment can be expressed as follows

$$S = \frac{\alpha e^{-\alpha G}}{(1-e^{-\alpha G})} + \xi$$  \hfill (16)

where $G$ offered traffic load, $T$ packet transmission time, $\tau$ propagation delay through the air. The offered traffic load of a cell is typically characterized by average number of mobile stations requesting the service and average length of time the mobile stations requiring the service [8]. The offered traffic load $\xi$ is normalized time unit and can be expressed as $\xi = \frac{T}{\tau}$.

D. Delay Analysis

$E[Tw]$ is the average waiting time of an AC queue at the back-off stage can be calculated by using Equation (12)

$$E[Tw] = \frac{W_0 - 1}{2}T_e$$  \hfill (17)

is the average access delay of an AC queue that is the average time for a packet transmission starts to contend for the channel until the packet successfully transmitted or dropped can be derived by using Equation (7) and Equation (17)

$$E[D_{\text{access}}] = E[Tw]P_c(1 - P_e) + E[Tw]P_e$$  \hfill (18)

There are two events may occur, either the packet will be transmitted successfully if a collision occurs and no collision occurs, or the packet is dropped due to collision.

$E[T_{\text{interval}}]$ is the average packet interval time between two successfully received packets at one receiver can be calculated by using Equation (12)

$$E[T_{\text{interval}}] = nT_e$$  \hfill (19)

$E[T_{\text{drop}}]$ is the average time to drop a packet can be expressed as

$$E[T_{\text{drop}}] = E[X_{\text{drop}}]T_e$$  \hfill (20)

where $E[X_{\text{drop}}]$ is the average number of slot times for a dropped packet

$$E[X_{\text{drop}}] = \frac{W_0 + 1}{2}$$  \hfill (21)

$E[D]$ is the average packet delay of an AC queue that is the average delay for a successfully transmitted packet which can be calculated as

$$E[D] = E[T_{\text{interval}}] - \frac{P_{\text{drop}}}{1 - P_{\text{drop}}}E[T_{\text{drop}}]$$  \hfill (22)

where $P_{\text{drop}}$ is the probability that a packet will finally be dropped.

III. SIMULATION RESULTS

In previous sections, the performance of the IEEE 802.11p EDCAF and the verification of the theoretical analysis were calculated. The simulations are conducted in MATLAB. The data packets arrive at each AC queue following the mean of the process is 0.5 Mbps. The simulation model includes MAC behavior of IEEE 802.11p in vehicular networks. In this simulation, the number of vehicles is fixed and is calculated as 10. Packet arrival probability is defined as vector. $P_{\text{drop}}$ is fixed and calculated as 0.03. Table II provides the parameters value used in the simulation.
TABLE II. VALUE OF PARAMETER USED IN SIMULATION

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CWmin[0]</td>
<td>3</td>
<td>CWmin[1]</td>
<td>3</td>
</tr>
<tr>
<td>CWmin[3]</td>
<td>15</td>
<td>AIFS[N0]</td>
<td>2</td>
</tr>
<tr>
<td>AIFS[N0]</td>
<td>2</td>
<td>AIFS[N1]</td>
<td>3</td>
</tr>
<tr>
<td>AIFS[N1]</td>
<td>6</td>
<td>AIFS[N2]</td>
<td>9</td>
</tr>
<tr>
<td>T_{sIFS}</td>
<td>20.1</td>
<td>R_d, λ (Mbps)</td>
<td>10, 64</td>
</tr>
<tr>
<td>L_N</td>
<td>45</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 3 shows throughput versus packet arrival probability when the packet size (L) is 512 bytes. The scenario was simulated with the average packet length planned to be used in vehicle-2-vehicle communication. The packet size can contain at least 64 bytes with the header and at most 1518 bytes in the 802.11 standards. Figure 4 and Figure 5 show throughput versus packet arrival probability when the packet size (L) is 64 bytes and 1500 bytes respectively. Figure 3, Figure 4 and Figure 5 shows that the increase of length of the packet size affects the throughput in the right direction. So using largest packet is more efficient. Figure 6 shows the average access delay versus packet arrival probability when the packet size is 64 bytes. Figure 8 shows the average access delay versus packet arrival probability when the packet size is 1518 bytes. According to the Figure 6 and Figure 8, AC [0] provides minimum latency while the packet arrival probability increases. In the calculations, AC [2] and AC [3] values are very close to each other. But we can see that if we use AC [2] and AC [3], we should try to send packages with minimum size. Figure 9 shows the throughput change graph depending on the offered load if 10 vehicles in the environment request are generated during a minute when τ = 0.1.
IV. CONCLUSION

In this paper, a simple analytical model to compute the performance of the IEEE 802.11p EDCAF for vehicular network is presented. The performance model is derived based on Markov chain. The Markov model calculates all important factors that can affect the access performance of the IEEE 802.11p EDCA mechanism for each AC, such as the CW, AIFS and internal collisions. Equation (9), Equation (10), Equation (15) and Equation (18) shows the relationship among the EDCA parameters and performance metrics considering transmission probability, collision probability, throughput and delay. Simulation results show that the packet size change affects throughput proportionally. Given the declining throughput because of increased traffic intensity, AC [0] should be preferred up to a certain density for critical messages. With increasing offered load, channel preference can shift to AC [1].
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Abstract—In this paper, we study the problem of Transmit Antenna Selection (TAS) for the minimization of a base station power consumption. We propose an algorithm, which solves this problem when the optimal precoding and power allocation are employed, i.e., when an eigenvalue decomposition is employed with a water-filling algorithm. For that purpose, we derive an approximation for the base station power consumption expression that can be used to compute the number of switched-on antennas. Besides, we show that Norm-Based Selection (NBS) policy can be used for selecting the switched-on antennas. Finally, our numerical results show that the proposed low-complexity algorithm provides optimal power consumption performances.

Keywords—Multiple-Input Multiple-Output; Transmit Antenna Selection (TAS); Energy-Efficient Wireless Networks.

I. INTRODUCTION

Multiple-Input Multiple-Output (MIMO) is one of the key technologies to meet the ever-growing demand for mobile data. However, increasing the number of transmit and receive antennas increases the number of RF chains and, therefore, the energy consumption of base stations. That is why mitigating the energy consumed by MIMO systems is a big challenge for the development of future wireless networks [1].

The base station energy consumption can be reduced by switching-off some of the transmit antennas. This mechanism is called Transmit Antenna Selection (TAS) [2]. This solution has been widely proposed for maximizing the capacity of MIMO systems [3][4] and can also be used for making green wireless communications networks.

Making wireless communication networks green can be done by either maximizing the Energy Efficiency (EE) or by minimizing the base station power consumption under some constraints on the quality of service (e.g., capacity). An algorithm for maximizing the EE of a point-to-point communication with antenna selection has been proposed in [5]. However, this algorithm has a rather high complexity. In [6], the authors proposed a transmit antenna selection algorithm for maximizing the EE of a MISO system with a large number of transmit antennas. Moreover, in [7], the authors proposed to maximize the EE by selecting antennas on both the transmit and receive sides. Unlike [6][7], which focus on the maximization of the EE, in this paper, we focus on the problem of antenna selection for power consumption minimization. This problem has been studied in [8], in this paper the authors proposed an algorithm to solve it in the case where the transmit power is equally distributed over all the eigenvalues. One of the limitations of the algorithms proposed in [5]–[8] is the precoding and power allocation. Indeed, in all these papers, the transmit power is equally distributed either over all the antennas or over all the modes. Whereas, in MIMO systems, more efficient performance can be achieved using better precodings. In particular, optimal performance can be achieved using the well-known eigenvalue decomposition and water-filling algorithm [9].

In this paper, we study the problem of transmit antenna selection for the minimization of the power consumption of a base station when the optimal precoding and power allocation is performed. In other words, when the eigenvalue or singular value decomposition is employed with a water-filling algorithm [9]. In addition to improving the performance, the optimal power allocation changes the set of antennas which have to be switched-on to serve the user. We propose a low-complexity two-steps algorithm for the selection of a sub-optimal set of switched-on antennas. For that purpose, we derive an approximation for the base station power consumption and use it for computing $N_{on}$ (the number of switched-on antennas). Moreover, we show that, once this number is known, we can switch-on the $N_{on}$ antennas whose corresponding columns of the channel matrix has the highest norm.

The rest of this paper is organized as follows. The system model is introduced in Section II. In Section III, we recall the expression of the water-filling algorithm and we assess the performance of the antenna selection policy. In Section IV, we propose an approximation for the base station power consumption and we use this approximation for selecting the number of switched-on antennas. Some numerical simulations are conducted in Section V and Section VI concludes this paper.

II. SYSTEM MODEL

We consider a point-to-point MIMO system in which a base station with $N_t$ transmit antennas serves a mobile user with $N_r$ receive antennas. As illustrated in Fig. 1, each of the $N_t$ antennas of the base station is linked to an RF chain.
Instead of using all its antennas, the base station switches-off some of them and the corresponding RF chains in order to save energy. We denote $\mathcal{S}_{on}$ the set of switched-on antennas and $N_{on}$ is the cardinal of this set, i.e., the number of switched-on RF chains. Moreover, for the analysis of the base station power consumption, we focus on the power consumed in the RF chains whose power consumption can be modeled as [5][10]:

$$P = \frac{1}{\eta_a} P_{tx} + N_{on} P_{ct},$$  \hspace{1cm} (1)$$

where $P$ is the total base station power consumption, $P_{tx}$ is the transmit power used to serve the user. This transmit power must be lower than a maximum value denoted $P_{max} = 20W$. $\eta_a = 0.35$ denotes the efficiency of the power amplifiers, and $P_{ct} = 120$ mW is the static power consumed by each switched-on RF chain. In other words, $P_{ct}$ is the power which can be saved by switching-off an antenna.

In this paper, we suppose that the base station has a perfect Channel State Information (CSI). We denote $H \in \mathbb{C}^{N_r \times N_t}$ the channel matrix when $N_{on}$ antennas are switched-on. Moreover, $h_k$ denotes the $k^{th}$ column of the matrix $H$ and $||h_k||_2$ denotes its Euclidian norm. Furthermore, $L$ denotes the pathloss between the base station and the user and $\sigma^2$ denotes the noise power. We denote by $Q$ the input covariance matrix [9], which verifies $\text{Tr}(Q) = P_{tx}$. Where $\text{Tr}(.)$ denotes the trace operator. With the notations introduced herein, the channel capacity can be written as:

$$C = \log_2 \left( \det \left( I_{N_{on}} + \frac{L}{\sigma^2} Q H^* H \right) \right),$$  \hspace{1cm} (2)$$

where $I_{N_{on}}$ denotes the identity matrix of size $N_{on}$, $\det(.)$ is the matrix determinant and $H^*$ denotes the conjugate transpose of $H$.

In our numerical simulations, we consider Rayleigh fading channel, in such case, the elements of the channel matrix are independent identically distributed (i.i.d.) zero mean complex Gaussian variables with variance one. Moreover, we compute the pathloss with the Winner II 'C1' pathloss model [11] with a 2 GHz central frequency. The thermal noise is equal to $\sigma^2 = k_B T B$, where $k_B$ is the Boltzmann constant, $T$ is the temperature in Kelvin and $B = 1$ MHz is the bandwidth. A 2dB noise figure is considered.

Our objective is to minimize the base station power consumption while providing to the user a given quality of service in term of capacity. The optimization problem can be written as:

$$\min_{\mathcal{S}_{on}, P_{tx}} \frac{1}{\eta_a} P_{tx} + N_{on} P_{ct},$$  \hspace{1cm} (3a)$$

S.t. $C_C \leq \log_2 \left( \det \left( I_{N_{on}} + \frac{L}{\sigma^2} Q H^* H \right) \right)$, \hspace{1cm} (3b)$$

$P_{tx} \leq P_{max}$ \hspace{1cm} (3c)

In (3b), $C_C$ denotes the capacity constraint of the user. Please note that, this constraint is written as an inequality, however, it is easy to see that the base station power consumption is minimum when this constraint is an equality, i.e., when $C_C = C$. Equation (3c) makes sure that the transmit power is not higher than the maximum transmit power of the base station. In the following, we propose an algorithm to solve the problem of (3).

### III. Antenna Selection Policy

In this section, we first recall the optimal MIMO precoding and power allocation. Besides, we assess the performance of the employed antenna selection policy.

#### A. MIMO precoding

We assume here, that a set of $\mathcal{S}_{on}$ antennas has been switched-on and we recall the MIMO precoding which minimizes the power consumption. When the set of switched-on antennas has been chosen, minimizing the base station power consumption aims at minimizing the transmit power.

Looking at the capacity, finding the optimal MIMO precoding means deriving the matrix $Q$ which minimizes the transmit power while providing to the user its capacity constraint. It is well-known that the matrix $Q$ is optimal when the eigenvalue decomposition of $H^* H$ is performed [9]. In other words, $Q$ and $H^* H$ must have the same eigenvectors. In that case, the capacity constraint becomes:

$$C_C = \sum_k^N \log_2 \left( 1 + \frac{L}{\sigma^2} \lambda_k \right),$$  \hspace{1cm} (4)$$

where $\lambda_k$ denotes the $k^{th}$ eigenvalue of $H^* H$, $\mu_k$ is the $k^{th}$ eigenvalue of $Q$ and $N = \min(N_{on}, N_r)$. Then, the eigenvalues $\lambda_k$ which minimize the transmit power are computed with the well-known water-filling algorithm:

$$\mu_k = \frac{\frac{2 N_r C_r}{L}}{\left( \prod_{k=1}^{N} \lambda_k \right)^{\frac{1}{N}}} - \frac{1}{\lambda_k},$$  \hspace{1cm} (5)$$

where $(.)^\dagger = \max(., 0)$ and $N'$ is the number of non-zero eigenvalues of $Q$. With this optimal power allocation over the eigenvalues of the system, the total transmit power can be expressed as:

$$P_{tx} = \frac{\sigma^2}{L} \left( \sum_{k=1}^{N'} \lambda_k \right)^\dagger = \frac{N' 2 N_r C_r}{L} - \frac{1}{\lambda_k},$$  \hspace{1cm} (6)$$

#### B. Norm-Based Selection

In this section, we answer the following question: if we want to switch-on $N_{on}$ antennas, which ones must be selected? A good solution for antenna selection lies in switching-on the $N_{on}$ antennas whose corresponding columns of the channel matrix have the highest norm. This solution is called Norm-Based Selection (NBS). This approach has been proposed in [12] for capacity maximization with equal power allocation over the antennas. It has been proven to be optimal at low Signal-to-Noise Ratio (SNR) and in the Multiple-Input Single-Output (MISO) case [13]. Recently, this solution has also been shown to provide near-optimal performance even when the columns of the channel matrix are correlated [14].

In this paper, we propose to use NBS with the optimal power allocation for the purpose of power consumption minimization. In order to assess the performance of NBS, we consider a base station with $N_t = 12$ antennas and we suppose that the capacity constraint is equal to 5 bits/s/Hz. We compare:
• The minimum base station power consumption with NBS. Which is obtained by computing the power consumption with the \( N_t \) possible antenna configurations with NBS and by finding the one that minimizes the power consumption.

• The minimum base station power consumption which is computed with an exhaustive search. I.e., by evaluating the base station power consumption for the \( 2^{N_t} - 1 \) possible antenna configurations and by finding the optimal one.

We compute the average base station power consumption, with these two strategies, as a function of the distance between the user and the base station. The results are presented in Fig. 2. They show that, with the selected simulation parameters, NBS and the iterative search provide the same results. As a consequence, this antenna selection strategy provides optimal performance. That is why we can use NBS as a solution for transmit antenna selection.

In order to approximate the base station power consumption, we first insert the expression of the transmit power of (6) in (1). We obtain the following expression:

\[
P = \frac{\sigma^2}{L\eta_a} \left( \frac{N_t^2}{\bar{\sigma}^2} - \sum_{k=1}^{N_t} \frac{1}{\lambda_k} \right) + N_{on} P_{ct}. \quad (7)
\]

In the following, in order to make our derivation clearer, we denote \( \alpha_k \) the normalized eigenvalue of \( \mathbf{H}\mathbf{H}' \):

\[
\alpha_k = \frac{\lambda_k}{\sum_{n \in \mathcal{N}_{N_t}} ||\mathbf{h}_n||_2^2}, \quad \forall k \in \{1; N_t\}. \quad (8)
\]

With this notation \( \sum_{k=1}^{N_t} \alpha_k = 1 \). The base station power consumption becomes:

\[
P = \frac{N_t \sigma^2}{L\eta_a S} \left( \frac{2\bar{\sigma}^2}{\alpha_k^2} - \sum_{k=1}^{N_t} \frac{1}{\alpha_k} \right) + N_{on} P_{ct}, \quad (9)
\]

where \( S = \sum_{n \in \mathcal{N}_{N_t}} ||\mathbf{h}_n||_2^2 \). In order to derive an approximation for the base station power consumption, we consider the case where the matrix \( \mathbf{H}\mathbf{H}' \) has exactly \( N_t \) non-zero eigenvalues and where all these eigenvalues are considered in the water-filling algorithm. In other words, we consider the case \( N_t = N \). In this situation, all the eigenvalues are beneficial to satisfy the user’s capacity constraint. This is the best case.

In (9), we have a weighted difference between the geometric and arithmetic means of \( \frac{1}{\alpha_k^2} \), \( \forall k \in \{1; N_t\} \). The geometric mean is always lower than the arithmetic mean and we have an equality in the case where all the \( \alpha_k \) are equal to \( \frac{1}{\sqrt{N_t}} \). As a consequence, we can approximate the base station power consumption of the base station by its value in the case where all the eigenvalues are equal. We derive:

\[
P \approx N_{on} P_{ct} + \frac{N_t^2 \sigma^2}{L\eta_a S} \left( \frac{2\bar{\sigma}^2}{\alpha_k^2} - 1 \right). \quad (10)
\]

Please note, that, the evaluation of the power consumption with (10) does not require any matrix diagonalization. Moreover, this approximation allows to verify if the constraint on the maximum transmit power of (3c) is satisfied. Indeed, for a given number of switched-on antennas, the transmit power of the base station is approximated by:

\[
P_{Tx} \approx P_{Tx}^{\text{app}} = \frac{N_t^2 \sigma^2}{L\eta_a S} \left( \frac{2\bar{\sigma}^2}{\alpha_k^2} - 1 \right). \quad (11)
\]

For a number \( N_{on} \) of antennas, if the approximation of (11) is higher than the maximum transmit power \( P_{max} \), the value of \( P_{Tx} \) will probably be higher than \( P_{max} \). As a consequence, we can eliminate the antenna configurations for which the transmit power is higher than \( P_{max} \) by eliminating the values of \( N_{on} \) for which \( P_{Tx}^{\text{app}} \geq P_{max}(1 - \epsilon) \), where \( \epsilon \) is a security margin which can be equal to 0.05.

Finally, we can find \( N_{on}^* \), the sub-optimal value for the number of switched-on antennas, by finding the value of \( N_{on} \) which minimizes (10):

\[
N_{on}^* = \arg \min_{N_{on}} N_{on} P_{ct} + \frac{N_t^2 \sigma^2}{L\eta_a S} \left( \frac{2\bar{\sigma}^2}{\alpha_k^2} - 1 \right). \quad (12)
\]
1 Sort the columns of the channel matrix by descending order of their norm, \(||h_k||^2_2\); 
2 Eliminate the values of Non for which 
\[ P_{\text{Tx}}^\text{app}(N_{\text{on}}) \geq P_{\text{max}}(1 - \epsilon); \]
3 \[ N_{\text{on}}^* = \arg\min_{N_{\text{on}}} \frac{N_{\text{on}}^2\sigma^2}{L_{\text{Do}} \sum_{k=1}^{N_{\text{on}}} ||h_k||^2_2} \left( 2\frac{C_k}{L_{\text{Do}}} - 1 \right). \]
4 Diagonalize the matrix \( H^*H \) which contains the \( N_{\text{on}}^* \) column which have the highest norm; 
5 Apply the water-filling algorithm of (5); 

Figure 3. Proposed algorithm

B. Algorithm in full

The observations done in the previous sections show that NBS policy provides optimal performance, and that we can provide an approximation for the base station power consumption. So, the antenna selection can be done by first ordering the columns by descending order of their norm. Then, for each value of \( N_{\text{on}} \), we can evaluate the base station power consumption with (10) and find the value \( N_{\text{on}}^* \) for which it is minimum. Finally, the base station can make the eigenvalue decomposition and apply the water-filling algorithm.

The whole algorithm introduced in this paper is summarized in Fig. 3. It is interesting to note that among the five steps of the algorithm, the first three are used for antenna selection and the last two are used for precoding and power allocation. Besides, this algorithm has a low complexity. Indeed, the step with the highest complexity is the matrix diagonalization which is part of the precoding.

V. SIMULATION RESULTS

In this section, we use numerical simulations in order to analyze the effect of the proposed antenna selection policy and of the power allocation on the base station power consumption.

A. Performance of the proposed policy

We first conduct some numerical simulations in order to assess the performance of the proposed algorithm. For that purpose, we compare four different policies:

- The proposed policy.
- The optimal policy with NBS, in which we compute the power consumption for the \( N_t \) possible configurations and select the one which consumes the less power.
- A policy in which all the RF chains are switched-off.
- A policy in which the number of antennas is computed using the method proposed in [8].

For each of the antenna selection policies compared here, NBS is applied and after selecting the number of antennas, the base station computes the transmit power with the water-filling algorithm. We consider the simulation parameters introduced in Section II and we suppose that the base station has \( N_t = 32 \) antennas, that the user has \( N_r = 8 \) antennas, and that the capacity constraint of the user is equal to 20 bits/s/Hz.

We display in Fig. 4 the average base station power consumption with the four compared policies. We can see in this figure that the proposed policy provides optimal performance. We first compare the base station power consumption with the proposed policy and with the policy without antenna selection. We can see that the highest gain is obtained when the user is near the base station. In such situation, the base station power consumption is reduced from 4 W to 0.2 W. Moreover, we can see, in Fig. 5, that the number of switched-on antennas is low when the user is near the base station and increases with...
the distance. Indeed, when the user is near the base station, the transmit power used to serve him is low. In such case, the part of the power consumption which is dependent on the transmit power \((\frac{1}{m}P_{\text{Rx}})\) is low. As a consequence, switching-on an antenna increases more the power consumption than increasing the transmit power and, consequently, only one antenna is switched-on. On the contrary, when the user is far from the base station, the part of power consumption which is proportional to the transmit power is high compared to the power needed to switch-on an antenna. In that case, it is beneficial to switch-on more antennas.

By comparing the number of switched-on antennas with the proposed and with the optimal policies, we can see, in Fig. 5, that the number of switched-on antennas is slightly lower with the proposed policy. However, we can see in Fig. 4 that, the error committed on the number of antennas does not have any effect on the power consumption as the water-filling algorithm counterbalances this error by adjusting the transmit power. In other words, when the power is allocated with the water-filling algorithm, it compensates the error committed on the number of antennas. Besides, as the proposed solution uses a little less antennas than the optimal strategy, it requires a little more power to serve the user. This result is shown in Fig. 6.

Furthermore, with the solution proposed in [8], the number of switched-on antennas is computed considering that the transmit power \(P_{\text{Tx}}\) is equally distributed over all the eigenvalues. With such hypothesis, more antennas are required to serve the users. As more antennas are switched-on, the base station power consumption is higher. This extra-power consumption causes performance loss when the user is near the base station and the transmit power low. That is why, our solution outperforms the one proposed in [8]. When the distance increases, the transmit power increases and the impact of the error in the number of antennas has less impact on the base station power consumption.

### B. Impact of the power allocation

We now analyze the impact of the power allocation. For that purpose, we still consider that the base station has 32 antennas and that the user has 8 antennas. We consider three different power allocations: the water-filling one, an equal power transmission over the transmit antennas and an equal power transmission over the eigenvalues. For this evaluation, we suppose that the capacity constraint is equal to 10 bits/s/Hz and we do not consider the constraint on the maximum transmit power. The results are displayed in Fig. 7. It is important to note that, with equal power transmissions (over the transmit antennas or over the eigenvalues of \(HH^T\)) the value of the transmit power which satisfies the capacity constraint of the user has to be computed using an iterative algorithm such as the bisection method.

This figure shows that the water-filling algorithm outperforms the two others power allocations. More precisely, the water-filling algorithm provides a large gain compared to the allocation where the RF power is equally distributed over all the antennas. Besides, even if the water-filling algorithm provides a small gain compared to the power allocation with equal transmit power over the eigenvalues, both solutions require perfect CSI and the water-filling algorithm is more convenient for antenna selection as we can more easily express the base station power consumption.

### VI. Conclusion

In this paper, we studied the problem of transmit antenna selection with an optimal precoding, i.e., with the eigenvalue decomposition and a water-filling algorithm. We proposed a low-complexity algorithm for minimizing the base station power consumption. Our results show that, when the water-filling algorithm is employed, a small error in the number of switched-on antennas has no effect on the base station power consumption. This result highlights the possibility to reach optimal performance with simple algorithms. For our future work, we plan to study the combination of antenna selection and Cell Discontinuous Transmission.
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Abstract—A Gaussian function to clip multicarrier modulation is presented in this paper in order to decrease their Peak to Average Power Ratio (PAPR). The Gaussian clipping (GC) function is a soft non-linear function which keeps constant the average power of the signal, what is a characteristic of great importance in real transmission. The characteristics and performance of this GC is analysed both theoretically and by simulation. Furthermore, in the application context of Wifi IEEE802.11, this GC is compared to several other clipping functions well known in the literature such as hard clipping, smooth clipping and deep clipping. The results prove that the average power is kept constant which was our objective.

Index Terms— PAPR; Clipping; Gaussian Clipping.

I. INTRODUCTION

Orthogonal Frequency Division Multiplexing (OFDM), although used in standards such as IEEE 802.11a/g, IEEE 802.16, Digital Video Broadcasting (DVB) [1] and 4G cellular system/LTE suffers from the high Peak-to-Average Power Ratio (PAPR). Large PAPR requires a linear High Power Amplifier (HPA), which is inefficient. Moreover, the combination of a non linear HPA and large PAPR leads to in-band distortion and out-of-band radiation [2]. Several PAPR reduction techniques have been proposed [3]-[6]. The simplest way to reduce PAPR is to deliberately clip and filter the OFDM signal before amplification. However, clipping is a nonlinear process and may cause significant distortions that degrade the Bit Error Rate (BER) and increase adjacent out-of-band carriers [7]. The contribution of this paper is the following:

• first, we propose a new clipping function, the Gaussian Clipping (GC) function, which has the main advantage, compared to other clipping functions from the literature, to keep constant the average power.

• second, we analyse both theoretically and by simulation the performance of this GC, in terms of PAPR reduction gain and average power variation.

• third, we compare the GC performance with those of other clipping functions in terms of average power and BER in a Wireless Local Area Network (WLAN) context.

In Section II, we recall the basic idea of OFDM and we describe the PAPR problem. In Section III, we first describe clipping functions already known in the literature. In Section IV, we present our Gaussian clipping function. Section V deals with theoretical performance. Then Section VI presents some results and performance comparison, in a WLAN environment, of different clipping functions and finally we conclude the paper.

II. OFDM SYSTEMS AND PAPR ISSUE

The basic idea underlying OFDM systems is the division of the available frequency spectrum into several subcarriers. To obtain a high spectral efficiency, the frequency responses of the subcarriers overlap in an orthogonal way, hence the name OFDM. This orthogonality can be completely maintained with a small price in SNR degradation, even though the signal passes through a time dispersive fading channel, by introducing a Cyclic Prefix (CP).

The continuous-time baseband representation of an OFDM symbol is given by

\[ x(t) = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} X_k e^{j2\pi f_k t}, \quad 0 \leq t \leq T_s , \]

where \( N \) data symbols \( X_k \) form an OFDM symbol \( X = [X_0, \cdots, X_{N-1}] \), \( f_k = \frac{k}{T_s} \) and \( T_s \) is the time duration of the OFDM symbol.

In practice, OFDM signals are typically generated by using an Inverse Discrete Fourier Transform (IDFT).

The OFDM symbol represented by the vector \( X = [X_0 \cdots X_{N-1}]^T \) is transformed via IDFT into \( T_s/N \)-spaced discrete-time vector \( x = x[n] = [x_0 \cdots x_{N-1}]^T \), i.e.

\[ x_n = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} X_k e^{j2\pi \frac{n}{N} k} , \quad 0 \leq n \leq N-1 . \]

In this paper, the discrete-time indexing \( [n] \) denotes Nyquist Rate samples. Since oversampling may be needed in practical designs, we will introduce the notation \( x[n/L] \) to denote oversampling by \( L \). Different oversampling strategies of \( x[n/L] \) can be defined. From now on, the oversampled IDFT output will refer to oversample of equation (2), which is expressed as follows:

\[ x[n/L] = \frac{1}{\sqrt{N}} \sum_{k=0}^{NL-1} X_k e^{j2\pi \frac{n}{NL} k} , \quad 0 \leq n \leq NL-1 . \]

The above expression (3) can be implemented by using a length-(NL) IDFT operation with the input vector.
 Thus, $X^{(L)}$ is extended from $X$ by using the so-called zero-padding scheme, i.e., by inserting $(L-1)N$ zeros in the middle of $X$, i.e.,

$$X_k^{(L)} = \begin{cases} X_k, & k \in S_1 \\ 0, & k \in S_2 \end{cases},$$

where $S_1$ and $S_2$ are the set of In-Band (IB) indices and Out-Of-Band (OOB) indices respectively.

In the literature, the envelope variations of $x[n/L]$ are often described in terms of the crest-factor (CF), peak-to-mean envelope power ratio (PMEPR) or simply peak-to-average power ratio (PAPR). In this paper, we adopt the term PAPR to quantify the envelope excursions of the signal. The PAPR of the signal $x(t)$ may be defined as

$$\text{PAPR}_x \triangleq \max_{t \in [0,T]} \frac{|x(t)|^2}{E_x}, \quad (4)$$

where $E_x = E \{ |x(t)|^2 \}$ is the average signal power and $E \{ \cdot \}$ is the statistical expectation operator. Note that, in order to avoid aliasing distortion from the data bearing subcarriers and in order to accurately describe the PAPR, an oversampling factor $L \geq 4$ is required.

In the literature, it is customary to use the Complementary Cumulative Distribution Function (CCDF) of the PAPR as a performance criterion. It is denoted as

$$\text{CCDF}_x(\psi) \triangleq \Pr \{ \text{PAPR}_x \geq \psi \}.$$

If $N$ is large enough, based on the central limit theorem, the real and imaginary parts of OFDM $x(t)$ follow a Gaussian distribution and its envelope will follow a Rayleigh distribution. This implies a large PAPR.

## III. SOME CLIPPING FUNCTIONS

In this Section, we present the clipping techniques family [8]. Whatever the clipping technique to reduce OFDM PAPR is, the output signal $y_n$, in terms of the input signal $x_n$ is given as follows:

$$y_n = f(|x_n|) e^{j \varphi_n}, \quad (5)$$

where $\varphi_n$ is the $x_n$ phase and $f(.)$ is the clipping function.

### A. Classical Clipping (CC) technique

The Classical Clipping (CC) proposed in [7] is one of the most popular clipping technique for PAPR reduction known in the literature [9] [7]. It is sometimes called hard clipping or soft clipping. To avoid any confusion, it is called Classical Clipping (CC) in this paper. In [7], its effects on the performance of OFDM, including the power spectral density, the PAPR and BER are evaluated. The function-based clipping used for CC technique is defined below and depicted in Figure 1 (a).

$$f(r) = \begin{cases} r, & r \leq A \\ A, & r > A \end{cases}, \quad (6)$$

where $A$ is the clipping threshold.

### B. Deep Clipping (DC) technique

Deep Clipping has been proposed in [10] to solve the peaks regrowth problem due to the out-of-band filtering of the classical clipping and filtering method. So, in DC technique, the clipping function is modified in order to "deeply" clip the high amplitude peaks. A parameter called clipping depth factor has been introduced in order to control the depth of the clipping. The function-based clipping used for DC technique is defined below and depicted in Figure 1 (b).

$$f(r) = \begin{cases} r - \beta (r - A), & r \leq \frac{1+\beta}{\beta} A \\ \frac{1+\beta}{\beta} A, & r > \frac{1+\beta}{\beta} A \end{cases},$$

where $\beta$ is called the clipping depth factor.

### C. Smooth Clipping (SC) technique

In [11], a Smooth Clipping technique is used to reduce the OFDM PAPR. In this paper, the function based-clipping for SC technique is defined below and depicted in Figure 1 (c).

$$f(r) = \begin{cases} r - \frac{b}{2} r^3, & r \leq \frac{2}{3} A \\ \frac{2}{3} A, & r > \frac{2}{3} A \end{cases},$$

where $b = \frac{27}{4} A^2$.

These three clipping functions are drawn on Figure 1 and have been completely studied and compared in [8]. We may notice that the ‘invertible clipping’ of [12] is a variant of SC.

To the best of authors’s knowledge, since 2008 with the DC [10], no new clipping functions has been proposed in the literature. Of course, a lot of papers deal with OFDM clipping but from many others point of view as the threshold computation of the CC [16] [17] [18] or the mitigation of the clipping noise [10] [13] [15] ... but no new clipping function have been proposed so far as the GC introduced in this paper.
Fig. 2: Gaussian function curve.

IV. GAUSSIAN CLIPPING

In this Section, we present the Gaussian clipping for PAPR reduction. We start from the Gaussian function, which is drawn in Figure 2. It will act on the multicarrier signal amplitude in order to decrease its PAPR. In this context, only positive values are taken into account, because the signal modulus is always a positive value.

The Gaussian Clipping function \( f(\cdot) \), associated to this Gaussian function, is expressed as:

\[
f(r) = Ae^{-\eta r^2}, \quad r \geq 0.
\]  

(7)

The parameters \( A \) and \( \eta \) control the performance of the method (the transmitted mean power variation and the PAPR reduction capability).

The GC technique equation (7) can reduce the OFDM PAPR by increasing low amplitudes samples and by decreasing high amplitudes samples, as illustrated in Figure 3.

Figure 3 shows that for samples \( r_n \) such that \( r_n = |x_n| \leq r^{(\text{threshold})} \), the signal is amplified whereas for samples \( r_n \) such that \( r_n \geq r^{(\text{threshold})} \) the signal is attenuated.

The threshold value, \( r^{(\text{threshold})} \), which corresponds to the threshold between amplification and reduction of the signal is obtained by solving equation (8) and is given by equation (9).

\[
f[r] = Ae^{-\eta r^2} = Ar.
\]  

(8)

What gives:

\[
r^{(\text{threshold})} = \sqrt{\frac{W(2\eta)}{2\eta}}, \quad \text{(9)}
\]

where \( W \) is the Lambert function. The equation (9) shows that \( r^{(\text{threshold})} \) depends only on the \( \eta \) parameter of the GC (see equation (7)). It is therefore clear that \( r^{(\text{threshold})} \) and consequently \( \eta \), drives the PAPR reduction gain of the GC.

We will now explain the influence of \( A \) in the PAPR reduction gain. We remind that one of our main objectives is to keep constant the average power between the input and the output of clipping. Therefore, we would like to have \( P_y = P_x \), where \( P_x \) is the average power of the signal before and \( P_y \) is the average power of the signal after the PAPR mitigation technique. Considering equation (7) \( P_y \) is given by equation (10):

\[
P_y = \int_0^\infty f(r)^2 p(r)dr = A^2 \int_0^\infty e^{-2 \eta^2 r^2} p(r)dr.
\]  

(10)

Therefore, the ratio \( \gamma \) between the two powers \( P_x \) and \( P_y \) is expressed as follows:

\[
\gamma = \frac{P_y}{P_x} = A^2 \int_0^\infty e^{-2 \eta^2 r^2} p(r)dr.
\]  

(11)

As shown by equation (11), \( A \) and \( \eta \) influence the ratio \( \gamma \). This means that it is possible to drive the ratio \( \gamma \) between the two powers thanks to parameter \( A \) without modifying the PAPR reduction gain, for a given \( \eta \). In fact we showed that the PAPR reduction gain only depends on \( \eta \) parameter.

The \( A \) parameter value which give \( P_y = P_x \) is given by the equation (12)

\[
A^{(\text{opt})} = \sqrt{\frac{P_x}{\int_0^\infty e^{-2 \eta^2 r^2} p(r)dr}}.
\]  

(12)

To summarize, we have shown, theoretically, that \( \eta \) parameter drives the PAPR reduction gain whereas \( A \) parameter drives the average power variation for a given \( \eta \).

V. THEORETICAL STUDY OF GAUSSIAN CLIPPING

In this Section, we analyse theoretically the behavior of the GC function. We focus (subsection V-A) on the average power variation given by the following equations:

\[
\gamma = \frac{P_y}{P_x},
\]  

(13)

\[
\Delta E = 10 \log_{10} (\gamma) \cdot [\text{dB}]
\]  

(14)

In subsection V-B, we focus on the PAPR CCDF at the output of the GC function. We are interested in the PAPR reduction gain \( \Delta \text{PAPR} \) for a CCDF value of \( 10^{-2} \) before and after clipping.
A. Average power variation analysis

The expression of the transmitted mean power $P_y$ as a function of the OFDM mean power $P_x$ can be expressed as:

$$P_y = \int_0^{+\infty} [f(r)]^2 p_x(r) dr,$$

where $p_x(r)$ is the probability density function (PDF) of the OFDM envelope and can be approximated as a Rayleigh distribution for a large number of OFDM subcarriers:

$$p_x(r) = \frac{2}{\overline{P}} e^{-\frac{r^2}{2\overline{P}}}, \quad r \geq 0. \tag{16}$$

By substituting the expression of $p_x(r)$ in equation (15), the expression of the transmitted mean power $P_y$ is given by:

$$P_y = \int_0^{+\infty} \left[A e^{-(\eta r)^2}2\overline{P} e^{-r^2} = \frac{A^2}{1 + 2\eta^2\overline{P}_x} \right]. \tag{17}$$

Let us consider $\gamma$ the output-to-input mean power ratio; using equation (17), $\gamma$ is expressed below

$$\gamma = \frac{P_y}{P_x} = \frac{A^2}{1 + 2\eta^2\overline{P}_x}. \tag{18}$$

From equation (18), it is easy to compute the value of $A^{(\text{opt})}$ (that means the $A$ value which gives $P_y = P_x$) and is expressed as:

$$A^{(\text{opt})} = \left[\left(1 + 2\eta^2\overline{P}_x\right) P_x\right]^{\frac{1}{2}}. \tag{19}$$

Equation (19) shows that $A^{(\text{opt})}$ depends on $\eta$ (which controls the PAPR reduction gain) and the average power of input signal.

The average power variation related to the Gaussian clipping given by equation (14) is compared with simulation results in Figure 4. Results show a good match between theory (equation 18) and simulation. For a given $\eta$ value, the average power is a linear function of $A$. Therefore, for a given $\eta$ parameter value, it is possible to find the value of $A^{(\text{opt})}$ which keeps constant the average power (our objective). This is given by the value $\gamma = 0$.

B. PAPR distribution analysis

In this subsection, the PAPR CCDF is derived analytically for the output signal. To perform this analysis, like in [19] for the classical OFDM PAPR analysis, we assume that the signals $x(t)$ and $y(t)$ (input and output of the Gaussian clipping respectively) are sampled at the Nyquist rate (that means, oversampling factor $L = 1$). Therefore, input and output samples $x_n$ and $y_n$ are respectively given by:

$$x_n = x \left( \frac{n}{N} T_s \right), \quad y_n = y \left( \frac{n}{N} T_s \right), \tag{20}$$

where $0 \leq n < N$, $N$ is the subcarriers number and $T_s$ the OFDM symbol period. The signals $x_n$ and $y_n$ may also be written:

$$x_n = r_n e^{j\phi_n}, \quad y_n = f[r_n] e^{j\phi_n} = v_n e^{j\phi_n}, \tag{21}$$

where $r_n$ is the amplitude of $x_n$ et $\phi_n$ its phase; $v_n = f(r_n)$ is the amplitude of $y_n$.

The PAPR of $y_n$ is defined as:

$$\text{PAPR}_{[y]} = \frac{\max_{0 \leq n < N} |y_n|^2}{\overline{P}_y} = \frac{\max_{0 \leq n < N} v_n^2}{\overline{P}_y}. \tag{22}$$

By applying the same development as in [19], and by assuming $v_n$ independance values we derive:

$$\text{CCDF}_{[y]} \left( \psi \right) = \text{Pr} \left[ \text{PAPR}_{[y]} \geq \psi \right] = \text{Pr} \left[ \max_v \{\frac{v_n^2}{\overline{P}_y} \geq \psi \right]$$

$$\simeq 1 - \prod_{n=0}^{N-1} \left\{ \text{Pr} \left[ \frac{f(r_n)^2}{\overline{P}_y} \leq \psi \right] \right\}, \tag{23}$$

where $f[r]$ is the Gaussian clipping function given by equation (7).

By using equation (7), we get:

$$\text{CCDF}_{[y]} \left( \psi \right) \simeq 1 - \prod_{n=0}^{N-1} \left\{ \text{Pr} \left[ r_n \geq \frac{1}{\eta} \left\lceil \ln \left( \frac{\overline{P}_y}{\psi} \right) \right\rceil \right] \right\}. \tag{24}$$

As $r_n$ is a Rayleigh i.i.d random variable whose probability density function is given by equation (16), equation (24) becomes:

Fig. 4: Theoretical and simulation average power variation comparison for several values of $\gamma = \frac{A p}{\overline{P}_x}$. 
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\caption{Theoretical and simulation average power variation comparison for several values of $\gamma = \frac{A p}{\overline{P}_x}$.}
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The PAPR reduction gain is compared to simulation results and is presented in Figure 5 for several values of $\eta$ parameter. It shows that the theoretical approximation of equation (25) is very close to simulation results.

The PAPR reduction gain decreases when $\eta$ parameter increases. This result provides us an upper bound of $\eta$. In fact it should be smaller then $\frac{1}{\sqrt{P_x}}$.

The results show that parameter $A$ could control the average power variation without modifying the PAPR reduction gain. In other words, with the GC function it is possible to reach a PAPR reduction gain of $\Delta E = 0$.

In Figure 6 the PAPR reduction gain, $\Delta PAPR$, is analysed for the four clipping techniques in function of the average power variation $\Delta E$. For the Classical, Deep and Smooth clipping functions, the PAPR gain decreases with $\Delta E$ and becomes very small for $\Delta E \approx 0$ dB. At the opposite, this PAPR gain with the GC is quasi constant in function of $\Delta E$. In fact, whatever the value of $\Delta E$ is, the PAPR gain $\Delta PAPR$ of GC is equal to around 5.2 dB. This result is the great advantage of the GC, because it offers a PAPR reduction of $\Delta E$ dB without modifying the average power. To reach this result it is necessary to set $\frac{1}{\sqrt{P_x}}$ at 0.45 dB as it is shown in Figure 7. In this figure, the influence of the $A$ parameter is presented. The results show that parameter $A$ could control the average power variation without modifying the PAPR reduction gain. This result is very important. In fact, it is possible to choose $A$ in such a way that $P_y = P_x$ without modifying the PAPR reduction gain. In other words, with the GC function it is possible to reach a PAPR reduction gain of $5$ dB with an average power variation $\Delta E = 0$.

Figure 8 presents the BER for the four clipping techniques. As expected, these techniques degrade the BER. In fact the signal resulting from clipping functions is useful for PAPR reduction but is also the interferer signal which deteriorates the signal both in band and out of band. Generally out of band

### VI. COMPARATIVE RESULTS STUDY WITH OTHER CLIPPING FUNCTIONS

In this subsection, GC performance are compared with classical clipping [7] (Section III-A), Deep clipping [10] (Section III-B) and Smooth clipping [11] (Section III-C) performance. This comparative study is performed in the context of the WLAN standard IEEE 802.11 a/g, whose parameters are given in Table I.

**TABLE I: SIMULATION PARAMETERS.**

<table>
<thead>
<tr>
<th>Paramètres du Système</th>
<th>Valeurs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modulation type</td>
<td>16-QAM</td>
</tr>
<tr>
<td>Carriers number</td>
<td>$N = 64$</td>
</tr>
<tr>
<td>Data sub carriers number</td>
<td>48</td>
</tr>
<tr>
<td>Pilots number</td>
<td>4</td>
</tr>
<tr>
<td>Oversampling factor</td>
<td>$L = 4$</td>
</tr>
<tr>
<td>Channel type</td>
<td>AWGN</td>
</tr>
</tbody>
</table>

In Figure 6 the PAPR reduction gain, $\Delta PAPR$, is analysed for the four clipping techniques in function of the average power variation $\Delta E$. For the Classical, Deep and Smooth clipping functions, the PAPR gain decreases with $\Delta E$ and becomes very small for $\Delta E \approx 0$ dB. At the opposite, this PAPR gain with the GC is quasi constant in function of $\Delta E$. In fact, whatever the value of $\Delta E$ is, the PAPR gain $\Delta PAPR$ of GC is equal to around 5.2 dB. This result is the great advantage of the GC, because it offers a PAPR reduction of $\Delta E$ dB without modifying the average power. To reach this result it is necessary to set $\frac{1}{\sqrt{P_x}}$ at 0.45 dB as it is shown in Figure 7. In this figure, the influence of the $A$ parameter is presented. The results show that parameter $A$ could control the average power variation without modifying the PAPR reduction gain. This result is very important. In fact, it is possible to choose $A$ in such a way that $P_y = P_x$ without modifying the PAPR reduction gain. In other words, with the GC function it is possible to reach a PAPR reduction gain of $5$ dB with an average power variation $\Delta E = 0$.

Figure 8 presents the BER for the four clipping techniques. As expected, these techniques degrade the BER. In fact the signal resulting from clipping functions is useful for PAPR reduction but is also the interferer signal which deteriorates the signal both in band and out of band. Generally out of band
degradation is suppressed by filtering (it is why clipping techniques are generally named clipping and filtering techniques). As it could be seen GC is the one which degrades the most the BER. This was expected because the PAPR reduction was the greatest. That means that GC (as every clipping function) could not be used without BER improvement. To improve BER degradation due to clipping noise (whatever the clipping function is), several techniques could be performed:

- by inverting the clipping function or by iterative subtraction of the noise regenerated with the clipping function at the receiver [13]. Iterative methods to subtract the estimated noise have been proposed in [14] and in [15]. The main drawbacks, in our point of view, is that these techniques become no more backward compatible and add complexity at the receiver side. Furthermore, the OOB noise, will degrade the signal in the adjacent band (the so called shoulders), which is, of course, not acceptable.
- Another alternative consists in turning the clipping method into a Tone Reservation (TR) method. By principle TR does not deteriorate the BER. This technique has several advantages: i) to be performed at the transmitter side, ii) to be backward compatible, iii) to be very simple to realize. It is this technique we have studied in [20].

VII. CONCLUSION

Gaussian Clipping has been proposed in this paper. We studied its theoretical performance in terms of PAPR reduction and average power variation. These performances were also evaluated through simulations and compared to other clipping techniques. The main conclusion is that the proposed GC is a very interesting clipping method when keeping the average power constant is a strong requirement.

Of course, as all the other clipping functions, due to their non linear characters, GC degrades the BER, which means that this clipping technique should be used in addition with filtering and/or with TR method.
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Abstract—Mean-field theory is a significant recent step for the field of stochastic optimal control. By allowing the optimal control functions to take into account not only the state of the controlled node, but also the mean-field state of an entire ensemble of nodes, mean-field theory allows us to model inter-dependent networks of agents in an analytically tractable manner. In this paper, we show its application to a very standard problem of cellular network optimization, the cell loading problem. By modelling the cell-loading problem as a combination of the loading of the individual cell, as well as the loading of the entire network, we show that a distributed optimal control function exists that can be individually implemented at nodes, and that is capable of reaching network wide equilibrium.
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I. INTRODUCTION AND PROBLEM STATEMENT

Stochastic optimal control is a powerful technique to control time-varying systems with randomly varying inputs. Developed over the last fifty years from the base of variational inequality and deterministic optimal control theory, it has been applied in multiple disciplines, ranging from finance to oil exploration and medical trials. The fundamental strength of optimal control is the ability to develop an optimal control function which can optimize performance over a time interval, as opposed to a single instant of time, in the face of unknown, time varying inputs.

Application of stochastic optimal control to wireless networks, however, has been limited [1][2][3]. A fundamental problem in the application of optimal control techniques in this domain is that of inter-node inter-dependency. Wireless networks of the 4th and 5th generation are increasingly built around the principles of shared resources, overlapping coverage areas and inter-cell and even inter-radio technology coordination. This change, from the days of isolated cells of fixed boundaries in 2nd generation networks, has come about because of two reasons. The first is the ability of individual user terminals to use larger and larger bands of spectrum. The second is the need for networks to dynamically adapt to large variations in demand, both spatially and temporally. Cellular networks are being moved towards newer and newer business cases such as wide-area connectivity for cellular networks supporting Internet Of Things, connected vehicles, etc. Most of these use cases are dependent on network nodes being able to flexibly adapt to new patterns in user behaviour. Hence, the paradigm of dynamically shared resources and network node cooperation is here to stay. For a few examples, we see Coordinated Multipoint networks in 4G, Hetnets and Inter-Cell Interference Coordination (ICIC/eICIC). Indeed, the 3rd Generation Partnership Project (3gPP) has introduced the X-interface between network nodes as an explicit means of inter-node coordination in real-time, in order to make coordinated cooperative network operation possible.

A. Optimal Control for Wireless Networks

Applying any kind of optimal control to wireless network nodes hence needs to model the network nodes impact on each other. Network nodes are independent, yet coexisting agents, tied together by the constraints of shared resources and shared environments. In this situation, it is not really possible to model each network as independent of the other nodes. To apply optimal control, one would to simultaneously solve the optimal control equation for all network nodes simultaneously, i.e., the network state becomes a vector of states, one for each agent. This however leads to the dimensionality problem as the number of degrees of freedom increase as $O(n^2)$. It also requires a degree of simultaneous coordinated control that is not feasible in most wireless networks. A strictly adversarial approach (such as used in game theoretic techniques) is also not appropriate, since network nodes are not necessarily operating in competition of each other. It may make sense for a given node to hand over load to another node or to take over loading from another node cooperatively. To a large extent, we are optimizing overall network capacity, not individual node capacity.

B. The Mean-Field Extension to Stochastic Optimal Control

In the 2000s, Lasry and Lions [4] and independently, yet nearly simultaneously Minyi Huang and his team [5] kicked off a concerted research effort on optimal control of multiple interacting stochastic processes with mean field constraints. Optimal control problems of this nature are called Mean Field Games (henceforth MFG). The MFG technique is an extension to stochastic optimal control that allows the empirical distribution of individual network node states to be included in the transition and cost functions. This provides us a mechanism for incorporating the network state variables into individual node decision control algorithms. For example, Huang et al. in [6] use mean-field stochastic control as a way of optimal power control in wireless networks. Wireless nodes have to set transmission power so as to maximize...
the Signal to Interference Ratio (SIR), yet minimize cross-
neighbour interference. In this case, the latter is modelled in
terms of the empirical power distribution across the network.

In this paper, we apply stochastic control with mean field
constraints to an associated problem, that of cell loading. We
will show how this powerful new technique can be applied
to this crucial and very basic problem of cellular resource
management. The rest of the paper is organized as follows. In
Section II, we introduce the cell loading problem. In Section
III, we give an introduction to Stochastic Optimal Control and
its extension to Mean-field constraints. Finally, in Section IV,
we show how we model the cell loading problem in terms
of mean-field constraints and stochastic demand and provide
a framework for its solution.

II. THE CELL LOADING PROBLEM

The cell-loading problem has been studied as part of the
load balancing problem since a long time and is seen as
a fundamental component of the Self Optimizing Network
(SON) [7][8].

A relatively recent analysis of the current status and open
areas is given by Andrews et al. in [9]. In this work, the
authors also discuss the myths surrounding cell loading and
QoS. One of the myths identified by the authors is that the
capacity of a cell is rarely a property of the link SIR, but also
has to take into account the loading of the cell itself. In our
opinion, this underlies the need to do active load balancing
as discussed in the rest of the paper.

1) Problem Description: The problem is briefly described
as follows: we have a network of overlapping cells covering
a given coverage area. Each cell is controlled by a network
node (base-station). The state variable $X(t)$ for a given cell
is the demand for bandwidth from the associated network
node. The network nodes negotiate with a central controller
for allocation of resources; the resources available to a given
network are a measure of its capacity $c(t)$. The resources
allocated to a cell (network node) may be a combination of
various different physical and computational resources,
such as spectrum, power and backhaul capacity. All of these
combine in some way to determine the overall load handling
ability $c()$ of a given network node. Since these are shared
resources, nodes in a SON can flexibly deploy them, while
keeping with overall network constraints, from one cell to
the other as demand changes.

We make the problem more interesting by making some
additional assumptions on the part of the users; that they are
bandwidth hunting and self-optimizing. A bandwidth hunting
entity constantly increases demand as its current demand
is met; this attribute is typically used for TCP congestion
management algorithms, which hunt for spare bandwidth
in the network and then fill it up. Since modern wireless
networks are dominated by data traffic, this is not a far-
fetched assumption. The second attribute refers to the user
equipments agency in terms of selecting the cell to attach
to; an individual user terminal will tend to detach from over-
crowded cells with less available bandwidth and attach to
less crowded cells using a mixture of measurements and
network feedback. 5th generation user terminals will have
the capability to interrogate the network for this kind of
information and the algorithms to use the information for
optimal network selection.

It is clear that the likelihood of input demand rising further
is tied to the expressed demand not only in the current
cell, but also in the neighbouring cells; for example, if the
demand for a given cell is low and that of the neighbouring
cells higher, it is possible for users to handoff to one of
the neighbouring cells, hence decreasing expressed demand
in the given cell. Here we can use the difference of the
local demand and the average of the empirical network-
wide demand to express this preference. Similarly, we can
place constraints on the final distribution, by making $g()$ a
function both of the final value of $X$, as well as the final
distribution; for example, by providing an incentive for users
to stay within a certain range of the mean.

Given this scenario, the challenge is to design an algorithm
for the optimal allocation of resources. The input to the
algorithm is the demand as measured at each network node,
and information of the network wide distribution of this
variable; since we are only interested in a single moment of
the distribution, the amount of information to be circulated
network wide is relatively limited. Based on this input,
individual network nodes will compute the optimal capacity
they wish to deploy and then execute that strategy. The
objective is to minimize the demand allocation gap while
maximizing the total served demand. For reasons we shall
describe below, we shall formulate and solve the algorithm
as a stochastic optimal control problem with a meanfield
constraint.

2) Previous Work: The existing literature in load bal-
ancing in cellular networks is vast, even if we limit it to
distributed cooperative algorithms. Broadly, the approaches
in the literature can be divided into two categories. One
set of research tends to focus on user redistribution, using intra-
cellular and inter-cellular handoffs [10][11]. In other words,
rather than moving resources, the users are moved between
cells. In these approaches, the decisions are typically taken at
the endpoints with the network nodes providing information
about current loading. Alternately, one can move the decision
logic to the network nodes themselves. In the second set of
approaches, the network nodes autonomously learn the
optimal loading limit individually and then act to achieve
this. In [12], the authors propose reinforcement learning
techniques for network nodes to tune specific configuration
parameters to achieve the optimal load. In contrast, in [13]
Bigham et al. describe a method of structured direct nego-
tiation between the network nodes, using the gap between
demand and capacity as a distance factor between nodes in a
graph. In [14], the authors model the negotiation process as
a game between an individual loaded cell and underloaded
neighbour cells.

In this paper we have proposed load balancing using mean-
field stochastic optimal control. We replace the inter-network
node negotiation by a distributed stochastic optimization process, where the network node has visibility of its own load as well as the network wide load. The network wide load is a mean field statistic, sampled at a central location from feedback from individual nodes, computed, filtered and broadcast back to the network nodes as an input variable. User load is modelled as an exogenous variable, where individual users seek to maximize their own utilities.

III. STOCHASTIC OPTIMAL CONTROL AND MEAN FIELD GAMES

In this section, we shall present the basics of mean-field stochastic optimal control.

A. Fundamentals

We start with the basic stochastic optimal control problem. We consider a system whose state variable $X$ is controlled by the transition function (1) below:

$$dX^k_t = b(X^k_t, u_t)dt + \sigma(X^k_t, u_t)dW^k_t$$

The variable $u_t = U(X^k_t, t)$ is the output of a control function at time $t$, where said function is adapted to the filtration generated by the stochastic process $W^k_t$, which is a brownian motion. $b()$ and $\sigma()$ are Lipschitz continuous bounded functions as required for the standard definition of a Wiener process. The system governed by this equation has a long term cost function as in (2).

$$\Phi(x^0, u, T) = \mathbb{E} \left\{ g(X_T) + \int_0^T f(X^k_t, u_t) dt \right\}$$

The optimal control function $u^*(t)$ from a set of possible control functions $u \in \mathcal{U}$ so as to minimize the expected minimum total cost $\Phi(x^0, a, T)$, over the time period $[0, T]$. Computing the optimal value of $u(t)$ is, in a nutshell, the stochastic optimal control problem.

The general solution technique is derived from the corresponding deterministic optimal control problem, with an important caveat. Whereas, in a deterministic control problem, the cost corresponding to each choice of $u()$ can be forecast, here we are faced with uncertainty in the future. At each point $t$, the value of $u(t)$ has to be based on the information regarding $X$ as known up to then. This is what we mean by being adapted to the filtration of $X$.

1) Solution Technique: HJB equation: The classic way to solve a stochastic optimal control problem is to construct the Hamilton Jacobi Bellman (HJB) equation, which for the above problem is given in (3).

$$\frac{\partial \phi}{\partial s} (y, u) + b(y, u) \nabla_x \phi + \frac{\sigma^2}{2} \nabla^2 \phi + f(y, u) = 0$$

$$\Rightarrow \frac{\partial \phi}{\partial s} (y, u) + \mathcal{H} (b, \nabla_x \phi, f, u) + \frac{\sigma^2}{2} (y, u) \nabla^2 \phi = 0$$

$$\phi(Y) = g(Y)$$

The value of $u = u^*$ which solves this equation for all $y$ gives the optimal value of $u$. Note the second derivative term, which makes the solution rather complex. The function $\mathcal{H}(y, b, f, x, u) = \langle g(x, u), b(x, u) \rangle + f(x, u)$ is called the Hamiltonian; the solution to the above equation depends, to a very large extent, on the structure of the Hamiltonian.

2) The Adjoint Equation Approach: A second method is to construct the adjoint equation based on the Stochastic Maximum Principle (SMP), in a manner analogous to the Lagrangian for a deterministic optimization problem. The stochastic maximum principle [15] is conceptually similar to the Pontryagin maximum principle for the deterministic case. However, it is more complex to solve because the solution is not time reversible [16].

The SMP requires us to find two stochastic variables $p_t, q_t$, such that the equation pair (4) holds.

$$- dp_t = \nabla_y \mathcal{H}(p_t, q_t, b, f, X^k_t, u_t) dt + q_t dW^k_t$$

$$p_T = \nabla_y g(X_T)$$

In this equation, the Hamiltonian takes the extended form defined as in (5).

$$\mathcal{H}(p, q, b, f, x, u) = \langle p, b(x, u) \rangle + tr \{ q^T \sigma(x, u) \} + f(x, u)$$

$$\partial_q \mathcal{H}(p, q, b, f, x, u^*) = 0$$

The solution of $p_t, q_t$ if they exist, provide an optimal control function $u$. Note that this is a backward stochastic differential equation again because the termination value of $p$ is provided. We note that this is a simplified version of the SMP, where the function $\sigma()$ is independent of $X^k_t$. If $\sigma()$ is a function of $X$, then we need to add a second pair of variables to take care of the additional risk of modifying the diffusion term in $dX^k_t$. The interested reader should consult Yong [16, Section 3.1] for more information. For the rest of this article, we will only consider problems where $\sigma()$ is independent of $u$.

B. Adding the Meanfield Constraint

We now consider the problem of adding the meanfield constraint. In this version of the problem, the equations (1), (2) change to the form given in (6). The term $z_t$ is the meanfield term. In the simplest case, it is the scaled average of the empirical states of the other agents in the game, i.e., $z_t = \eta / (N - 1) \sum_{j \neq k} \mathcal{X}_j = y$. In real life, it can be expressed as more complex moments of the empirical distribution $\mu^X_t$ or functions thereof.

$$dX^k_t = b(X^k_t, u_t, z_t)dt + \sigma(X^k_t, u_t, z_t)dW^k_t$$

$$\phi(x^0, u) = \mathbb{E} \{ g(X_T, z_t) + \int_0^T f(X^k_t, u_t, z_t) dt \}$$

$$\mu^X_t(Y) = \frac{1}{N} \sum_{j=1}^{N} I_{X_j = y}$$

$$z_t = \text{Average} (\mu^X_t)$$

The existence of the term $z_t$ represents the coupling between the states of the different agents. It requires us to take into account the global ensemble of states, when computing the
optimal strategy \( u^*() \) for the \( k \)th agent. The meanfield term thus allows us to model the interdependence of the agents. Most explicit solutions that we have encountered use the empirical average. However, more complex functions may also be used at the cost of complexity.

1) **Convergence to Equilibrium:** The incorporation of the meanfield term \( \mu^k_t X \) raises an interesting problem of evolution of the meanfield distribution \( \mu^k_t X \) in response to a given strategy \( u() \). This is important because we would like a solution where the optimal strategy \( u^*() \) drives \( \mu^k_t X \) to stable equilibrium (or at least a stable value of the feedback term \( z_t \)). Huang et al. in [5] address this problem by considering the case where the number of agents is very large. By taking the limit to infinity, Huang et al. demonstrate that there is a Nash equivalent solution (NCE) where \( \mu^k_t X \) tends to a long term stable distribution \( \mu^k_t X \) which leads to a Nash equilibrium for all agents. This is very important, because it lets us relate the term \( \mu^k_t X \) to the evolution of \( X \); we shall see the solution technique in The HJB-KFP approach section below.

A second interesting problem is that of differentiating the Hamiltonian function with respect to a distribution function; Lasry [4] has shown that this can be done using the Wasserstein space of probability measures on a Borel space and using a suitably defined lifting function.

Unfortunately, solutions for stochastic optimal control problems with mean-field games are not easy. There are three main techniques, two of which depend on solving Forward Backward Stochastic Differential Equations (FBSDE). To date, most of the research in solutions of MFGs pertain to a special class of MFGs, the so-called Linear Quadratic MFG [17][18][19]. There are two main approaches that we shall discuss below; these approaches have been studied mostly in the context of LQMGs. Recently, a paper has been published by Pham and Wei [20], which discusses a dynamic programming solution to these games. However, we have not covered it here.

The linear quadratic MFG (LQMG) consists of an optimization problem where the transition function of \( X^k_t \) is linear (7) and the value function is quadratic (8).

\[
dX_t = bX_t + au + \tilde{b}z_t \quad (7)
\]

\[
\phi = qX^2 + r.u^2 + \tilde{q}(X - z)^2 \quad (8)
\]

While simple in nature, the LQMG can be applied to a large number of situations with interesting results. As we shall see below, we have modelled the cell loading problem as an LQMG.

2) **The HJB-KFP approach:** The fundamental idea behind this approach is that as the number of agents becomes large, the distribution for the states of the individual agents approaches the probability distribution for the state of each individual agents. In [5] Huang et al. have shown that this assumption leads to a Nash equilibrium. The solution comes from utilizing the Kolmogorov Backward equation (sometimes called the Kolmogorov Fokker Planck equation) to model the probability distribution of \( X \) for a given agents, together with the HJB equation, as shown below (9), given the probability distribution of the starting state. In theory, in a stable equilibrium, the long term probability distribution of \( X^k_t \) under the Fokker Plank equilibrium should match the empirical distribution of \( X^k_T \) as \( T \to \infty \), leading to a stable solution for the HJB equation and thereby making the equilibrium self-sustaining. In this situation, we can postulate that \( X^k_T \to z_t \) as the distribution evolves, for large values of \( T \).

\[
\begin{align*}
\partial_t \phi + \frac{\sigma^2}{2} \nabla^2 \phi + H(\nabla_x \phi, b, f, X^k_t, u_t, z_t) &= g(X_T) \\
\phi_T &= g(X_T) \\
z_t &= \mathbb{E}[X^k_T], \quad X^k_0 = x_0 \\
\partial_t z_t &= -b(\nabla_x z_t + \frac{1}{2} \sigma^2(x) \nabla^2 z_t), \quad z_0 = X^k_0
\end{align*} \quad (9)
\]

Note that the HJB equation is a backward stochastic differential equation, whereas the KFP is a forward equation. Once again, the value of \( u \) which solves both equations simultaneously is the optimal control function. The KFP-HJB technique has been used successfully for LQMGs in many papers; a good example is that of Bardi [17].

**C. Constructing the Adjoint Equation**

An alternate approach to solve the mean field problem is to extend the adjoint equation described in (4) to take into account the presence of the mean field term \( z_t \) [21]. To do this, we have to extend the Hamiltonian as shown in (10).

\[
\begin{align*}
\hat{H}(X, y, z, \tilde{X}, u) &= \mathcal{H}(X, y, z, \mu^k_t X, u) \\
\end{align*} \quad (10)
\]

Here \( \tilde{X} \) is a random variable with a probability distribution function matching \( \mu^k_t X \). The extended Hamiltonian \( \hat{H} \) thus becomes a **lifted** version of the standard Hamiltonian, allowing us to take the derivative with respect to the distribution \( \mu^k_t X \).

The Stochastic Maximum Principle is as in (11)

\[
\begin{align*}
dp_t &= \nabla_x \mathcal{H}(X^k_t, u_t, q_t, \mu^k_t X) dt \\
&+ \mathbb{E}[\partial_q \mathcal{H}(X^k_t, u_t, q_t, \mu^k_t X)] + q_t dW^k_t \\
p_T &= \nabla_x g(X_T) + \mathbb{E}[\partial_q g(X_T)]
\end{align*} \quad (11)
\]

The challenge with solving (11) is that we have no idea of \( \mu^k_t X \) or even of the form of \( \mu^k_t X \). One possible way out of this is to treat it as a variational inequality problem as suggested by Bensoussan in [18]. In this approach, we assume that all the agents, other than the \( k \)th agents is using the optimal strategy, which leads to the term \( \mu^k_t X \) being replaced by a deterministic \( z_t \) as the moment of the distribution that we are interested in. The optimal strategy, if it is deviation proof, will lead to a fixed point solution, where by \( z_t = \mathbb{E}[X^k_t | g(z_t)] = z_t \), where \( g(z_t) \) represents the moment of the distribution that we are interested in. Bensoussan et al. apply this to the solution of a Linear Quadratic MFG and demonstrate the solution is \( \epsilon \) Nash compliant.
IV. APPLICATION TO THE CELL-LOADING PROBLEM

We now see if this technique can be applied to the cell-loading problem. We recall that the purpose of the cell loading problem is to ensure that cell-loads are as uniform as possible, given the variations in demand. We measure the expressed demand, i.e., actual request for service at any given kth cell as the state variable X_k. The variation in demand is based on two parts. One is the natural variation, captured through a random diffusion term. The second is the variation of demand in response to the offered service. For our control variable u, we have selected the gap between the request for service X_k(t) and the actual capacity assigned to that cell, C_k(t). u_k^c = X_k^c - C_k^c.

A. Feedback Loop Between Demand and Offered Capacity

The majority of modern data-based applications use the Internet Transport Control Protocol (TCP) as the backbone transport protocol. This is true for Internet browsing, as well as video streaming using Dynamic Adaptive Streaming over HTTP (DASH). TCP by its very design uses a bandwidth hunting algorithm to determine the appropriate transmission rate. As a result, TCP endpoints react to the available bandwidth in the network. When the network is congested, the TCP back off and reduce the data injection rate and hence, the network load. On the other hand, if they sense the availability of bandwidth in the network, they increase the network load gradually. The success of the TCP bandwidth hunting algorithm is such that even non TCP connections are nowadays required to maintain TCP like transmission rate management protocols. For example, the Tcp Friendly Rate Control [22] is now an Internet standard for bandwidth control of media flows such as those proposed in Web real-time communication (WebRTC). The assumption of bandwidth hunting endpoints is important, because it allows us to model demand as a continuous process. If, on the other hand, the bandwidth demand changed in discrete bands, we would have to use a jump-diffusion process, which makes the analysis more complex.

For wireless networks, the bandwidth hunting behaviour of individual endpoints is augmented by the bandwidth sensing capability of the access network user; for example, User Equipment (UE) triggered handoffs between cells as a response to congestion. We can postulate that expressed demand will decrease in the face of a demand capacity gap (u > 0) and increase in the face of surplus capacity being deployed (u < 0). We further postulate that this has to take into account the overall distribution of demand. In other words, if a given kth cell is heavily loaded and facing a demand supply gap, its users will have an incentive to migrate to neighbouring cells. Hence, we define the state transition function as in (12), using the term z_t as introduced above.

\[ dX_k(t) = -Au_k^c + B(X_k^c - z_t) + \sigma dW_t^k \]  

(12)

We note that the diffusion term is independent of the empirical distribution, for the reasons described above. A and B are constants.

B. Network Cost

We now come to the cost function. As expected, we penalize the admission control function for high values of u; if positive, because of the large demand supply gap and if negative, because of the oversupply and consequent wastage of capacity. The final reward function is purely a function of the empirical distribution of X.

\[
 f() = M.u_t^2 - NX_t^2 \quad \text{(13)}
\]

\[
 g() = \eta (X_T - z_T)^2 \quad \text{(14)}
\]

C. Existence of a Solution

We will now show that a unique solution exists, for suitable values of M, N, A and B. We can use the technique given in Bensoussan [18, Section 3], by taking the derivative of the cost function at the optimal u and then setting it to zero. The cost function can be written in terms of the perturbed optimal cost \( u_\omega(t) = u_\omega^* + \theta v_t \) as in (15).

\[
 \phi(u_t) = \eta E[(X_T - z_T)^2] + E \int_0^T (Mu_t^2 - NX_t^2) dt \]

(15)

Taking the derivative of \( \phi(u_t + \theta v_t) \) with respect to \( \theta \) and setting it to 0,

\[
 E \int_0^T 2Mu_\omega v_t - 2N\tilde{x}_t y_T dt + E[\eta x_T y_T] = 0 \quad \text{(16)}
\]

We choose an adjoint variable \( \omega_t \) with the properties shown in (17).

\[
 \frac{d\omega_t}{dt} = -B\omega_t + 2Ny_t, \quad \omega_T = \eta y_T \quad \text{(17)}
\]

Expanding \( d(\omega_t \tilde{x}_t) \) and substituting suitable in (16), we get the following pair of adjoint equations.

\[
 \frac{d\omega_t}{dt} = -B\omega_t + 2Ny_t, \quad \omega_T = \eta y_T
\]

(17)

\[
 \frac{dy_t}{dt} = -A^2/2M \omega_t dt + B(y_t - z_t) dt + \sigma dW_t \quad \text{(18)}
\]

The optimal \( u \) is given by (19). The form of \( p(t) \) has to be chosen so that \( u^*(t) \) is anticipatory (because \( \omega_t \) is not guaranteed to be \( \mathcal{F}(Y) \) adapted.

\[
 u^*_t = -A/2Mp(t), \quad p(t) = E[\omega_t|\mathcal{F}(Y)] \quad \text{(19)}
\]

By the fixed point theorem, a solution exists if \( z_t = [E] [y_t] \). Setting \( E[\omega_t] = \epsilon_t \) and \( E[y_t] = Y_t \), we can write the above equation as (20). It is clear that a fixed point solution exists, because the matrix is invertible.

\[
 \frac{d}{dt} \begin{bmatrix} \epsilon_t \\ Y_t \end{bmatrix} = - \begin{bmatrix} B & -2N \\ A^2/2M & 0 \end{bmatrix} \begin{bmatrix} \epsilon_t \\ Y_t \end{bmatrix} \quad \text{(20)}
\]

The equation pair in (18) has to be solved using numerical techniques [23]. In some rare cases an analytical solution is available. The output of the solution is an approximate control function \( u(x, z) \), which is a function of the current
state value $x$ and the network state $z$. The control function may be stored as a two-dimensional table or as a polynomial function and computed at appropriate intervals. In a future paper, we shall present the challenges of solving the MFG and the associated performance for a large network of nodes.

V. CONCLUSION AND FUTURE WORK

In this paper, we have demonstrated the application of mean-field stochastic optimal control to a very standard and well-studied problem of wireless network control. As we have seen here, even a simplified network model can capture a rich network interaction structure and yield a sophisticated, yet realizable solution to this problem. We have demonstrated that a solution exists for a simple linear format of the game, which can be solved numerically.

It is arguable that our particular model for the cell loading problem can be significantly enhanced. For example, we can put further constraints on the solution space. This may include domain specific constraints, i.e., a maximum limit on the capacity per cell or the total capacity in the network, etc. Since our primary purpose is to demonstrate the applicability of the Mean-field technique, we have used a simplified model in this paper for the sake of analytical tractability. Most existing solution techniques for MFGs are limited to very specific models. We hope to extend our work to more complete models as our ability to solve more complex MFGs evolves.
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I. INTRODUCTION

Orthogonal Frequency Division Multiplexing (OFDM) systems that attain high speeds and high capacity have recently been attracting attention in wireless applications, e.g., Wireless Local Area Networks (WLANs), third Generation Partnership Project Long-Term Evolution (3GPP LTE), and the Digital Video Broadcasting-Terrestrial (DVB-T) standard [1][2]. However, the main drawback of OFDM is its high Peak-to-Average Power Ratio (PAPR), which decreases the efficiency of Power Amplifiers (PAs) and increases transmitter power consumption [3][4]. Therefore, a number of techniques have been proposed to reduce the PAPR [3]. Well-known techniques are clipping-and-filtering, Partial Transmit Sequences (PTSs), and Selected Mapping (SLM). Clipping-and-filtering limits the peak amplitude of the transmission signal. However, non-linear distortion causes BER to degrade. PTS partitions input data into disjoint sub-blocks. Moreover, each sub-block is weighted by a phase factor. This technique chooses the phase factor to minimize the PAPR of combined signals. SLM generates multiple candidate data blocks. All data blocks represent the same information. Although PTS and SLM can be expected to create a certain reduction in PAPR, both techniques need side information in the receiver, which decreases spectral efficiency. The most practical solution to improving PAPR is to introduce Single Carrier Frequency Division Multiplexing Access (SC-FDMA). The 3GPP LTE system adopts SC-FDMA for uplink multiple access systems [2][5]. However, SC-FDMA has not been considered to be suitable for next-generation high-speed communications.

A new PAPR reduction technique with Constant Amplitude Zero Auto-Correlation (CAZAC) equalization was recently proposed [6][7]. The CAZAC equalization scheme makes the PAPR of M-array Quadrature Amplitude Modulation (M-QAM) OFDM signals into the PAPR of M-QAM single-carrier signals [8]. Therefore, it dramatically improves the PAPR of OFDM signals. However, severe bandpass filtering of CAZAC-OFDM signal lead to unacceptable degradation of the PAPR.

The paper provides available control procedure for PAPR and spectrum managements for the CAZAC-OFDM system. One simplest approach of improving the PAPR is to clip the amplitude of the signal to a fixed level. An accurate clipping boundary is easily defined, because we can manage the amplitude of the time-domain signal of CAZAC-OFDM like a single-carrier signal. As the correct demodulation of CAZAC-OFDM signals requires only values of the original signal points, we can improve the PAPR without any degradation of BER and spectrum performances by clipping. We have confirmed that the CAZAC-OFDM signal controlled by our procedure maintains enough low PAPR and can clear the spectrum mask specifications in IEEE802.11 standard.

The rest of this paper is organized as follows. In Section 2, we describe the CAZAC-OFDM system. In Section 3, we describe the proposed spectral control. In Section 4, we describe the PAPR reduction method. Finally, we conclude this paper in Section 5.

II. CAZAC-OFDM SYSTEM

In this section, we describe the CAZAC-OFDM System. We first describe the OFDM system, and then we explain the CAZAC equalizing technique.

A. OFDM System

In OFDM system, the frequency domain symbol \( \mathbf{X} = [X_0, X_1, ..., X_{N-1}] \) is modulated by \( N \) size inverse Fast Fourier Transform (IFFT). The discrete-time OFDM signal with \( N \) subcarriers is represented as

\[
x_n = \sum_{k=0}^{N-1} X_k e^{j2\pi kn/N},
\]
where \( j = \sqrt{-1} \) and \( n \) is discrete time index. On the other hand, receiver acquires frequency domain symbol \( Y \) by applying FFT to received signal \( y \).

\[
Y_k = \sum_{n=0}^{N-1} y_n e^{-j2\pi k n / N} = \sum_{n=0}^{N-1} (x_n + Noise) e^{-j2\pi k n / N}.
\]

The PAPR of the OFDM signal (1) can be expressed as

\[
PAPR = \max_{0 \leq n < N-1} \frac{|x_n|^2}{E[|x_n|^2]}
\]

where \( E[\cdot] \) is expectation operator. PAPR represents amplitude fluctuation of each symbol. In order to improve the accuracy of PAPR, the OFDM signal \( x_k \) is converted to \( L \)-times oversampled time domain signal [1].

As shown from (2), the OFDM signal is composed of a plurality of subcarrier signals, which causes an increase in amplitude fluctuation. A high PAPR signal increases the Input Back Off (IBO) at the power amplifier in order to amplify the transmit signal without distortion. In general, increasing in IBO causes decreasing the efficiency of PA.

\[
\begin{pmatrix}
A & B \\
C & D
\end{pmatrix}
\]

CAZAC equalization uses a square matrix \( M \) generated from the equation in the case where \( L \) in equation (4) is an even number. The matrix equation is defined as

\[
M = \frac{1}{\sqrt{N}} \begin{pmatrix}
c_1 & c_2 & \cdots & c_N \\
c_{N+1} & c_{N+2} & \cdots & c_{2N} \\
\vdots & \vdots & \ddots & \vdots \\
c_{(N-1)N+1} & \cdots & c_{N^2}
\end{pmatrix},
\]

where matrix \( M \) is the rearrangement of in equation (4) in the row direction, and \( N \) is the number of subcarriers and \( L = N^2, r = 1 \). \( N \) is an even number, so \( L \) is also an even number.

Multiply the signal before IFFT by the matrix as shown in Figure 1 calculate the product of the transposed frequency domain symbol \( X = [X_1, X_2, \cdots, X_N] \) and the matrix \( M \), and create a CAZAC equalized signal \( X' \).

\[
X' = M \cdot X^T
\]

An IFFT operation is performed on this signal. The OFDM time domain signal \( x_n \) of the sample is represented as

\[
x_n = \frac{1}{N} \sum_{k=0}^{N-1} X_k e^{j2\pi k n / N}
\]

\[
\sum_{k=0}^{N-1} \sum_{m=0}^{N-1} e^{j m (k+n) / N} X_m e^{j2\pi k n / N}
\]

\[
\sum_{m=0}^{N-1} e^{j m (n^2 / N^2)} X_m \left( \sum_{k=0}^{N-1} e^{j2\pi k (m+n) / N} e^{j nk^2} \right)
\]

where \( k \) is an integer not less than 0, so the following equation is developed.
\[ \exp(j\pi k^2) = \begin{cases} 1 & (k: \text{even}) \\ -1 & (k: \text{odd}) \end{cases} \]  \hfill (9)

To lead (10) from (9).

\[ \exp(j\pi k^2) = (-1)^k. \]  \hfill (10)

Substituting (10) into (8) leads to (11).

\[ x_n = \sum_{m=0}^{N-1} e^{jm^2/N^2} \sum_{k=0}^{N-1} \left\{ -e^{j2\pi(m+n)/N} \right\}^k \]  \hfill (11)

The inside of \{ \} in equation (11) is the sum of the geometric progression. Therefore, equation (12) is derived.

\[ \sum_{k=0}^{N-1} \left\{ -e^{j2\pi(m+n)/N} \right\}^k = \begin{cases} N \left\{ -e^{j2\pi(m+n)/N} = 1 \right\} & \left\{ \frac{N}{2} \right\} \text{ is integer} \\ 0 \left\{ -e^{j2\pi(m+n)/N} \neq 1 \right\} & \left\{ \frac{N}{2} \right\} \text{ is odd number} \end{cases} \]  \hfill (12)

When \( 2\pi (m+n)/N = 1 \), \( 2(m+n)/N \) is an integer and, also, \( n \) and \( m \) are \( 0 \leq n \leq N-1, 0 \leq m \leq N-1 \). These relationships satisfy the relationship of equation (13).

\[ m = \frac{N}{2} - n \mod N. \]  \hfill (13)

Equation (14) is derived from equations (11), (12) and (13).

\[ x_n = e^{j\pi[N/2-n \mod N]^2/N^2} X_n e^{-n \mod N} \]  \hfill (14)

Equation (14) shows that CAZAC equalization converts the PAPR of the OFDM time domain signal into the PAPR of a single-carrier signal. Figure 2 shows the image diagram of the CAZAC-OFDM time domain signal. Among the components of the coefficient \( X \), only one was reinforced, all others cancel each other.

Figures 3 (a) and (b) show the constellation of CAZAC-OFDM, which shows time-domain signal points at the IQ-MOD input in Figure 1. The discrete-time signal points of QPSK CAZAC-OFDM line up on the unit circle orbit as shown in Figure 3 (a), and the discrete-time signal points of 16QAM CAZAC-OFDM signal are on the three concentric circle orbits as shown in Figure 3 (b).

III. SPECTRAL CONTROL

In this section, we explain the proposed spectral control method. We first describe the procedure of the proposed method, and then we evaluate the performance of the spectral control method through simulation experiments.

A. Procedure of Spectral Control

The CAZAC-OFDM signal at the IQ-MOD output in Figure 1 is an analog signal wave, which deals with the passband signal with a carrier frequency of \( f_c \) in the continuous time domain. Since \( f_c \) in general is much higher than \( 1/T_s \), a continuous-time baseband OFDM signal with the symbol period \( T \), and the corresponding passband signal with the carrier frequency \( f_c \) have almost the same waveform. However, in general, the waveform for the discrete-time baseband signal may not be the same as that for the continuous-time baseband signal. In practice, the PAPR for the continuous-time baseband signal can be measured only after implementing the actual hardware, including Digital-to-Analog Convertor (DAC). In other words, measurement of the PAPR for the continuous-time baseband signal is not straightforward. Therefore, there must be some means of estimating the PAPR from the discrete-time signal.

Fortunately, it is known that the discrete-time baseband signal can show almost the same PAPR as the continuous-time baseband signal if it is four times interpolated (oversampled).

To make the discrete-time OFDM signal with the proper passband characteristics which satisfy the IEEE 802.11 specifications, we set the subcarrier allocation as shown in Figure 4. Here, we set the FFT size of CAZAC-OFDM to 64. Therefore, four times interpolated (oversampled) FFT size.
becomes 256.

The first task to consider is that the CAZAC-OFDM spectrum of 64 subcarriers with the bandwidth (BW) of 16 MHz is centered on the carrier frequency of $f_c$, 24 MHz bandwidth to the left, i.e., the space of 96 null subcarriers, and in the same way 24 MHz bandwidth to the right. Figure 5 shows a block diagram of the generation of CAZAC-OFDM symbols. The second step to produce the signal is to apply a transmit filtering with proper roll-off by an FFT-window processing, and to avoid aliasing by pass-low filtering. Figure 6 shows a block diagram of the reproduction of CAZAC-OFDM symbols. In receiver side, multiply the received symbol in frequency domain and the inverse matrix $(H^T)^T$ after FFT shown by figure 6.

<table>
<thead>
<tr>
<th>TABLE I. MAJOR SIMULATION RAMETERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of CAZAC Subcarriers</td>
</tr>
<tr>
<td>FFT &amp; FFT size</td>
</tr>
<tr>
<td>Symbol Period $T_s$</td>
</tr>
<tr>
<td>Guard Interval</td>
</tr>
<tr>
<td>Modulation of Subcarriers</td>
</tr>
<tr>
<td>Channel Model</td>
</tr>
</tbody>
</table>

Figure 4. Subcarrier allocation based on four times interpolated (oversampled) FFT processing.

Figure 5. The CAZAC-OFDM transmitter based on four times interpolated (oversampled) FFT processing.

Figure 6. The receiver block diagram for spectral controled CAZAC-OFDM signal.

B. Simulation results

We carried out our simulation with the MATLAB/ Simulink to evaluate the performance of the system. Table I summarizes the simulation parameters.

Figure 7 shows the spectrum for the 16QAM CAZAC-OFDM system. It is confirmed that the spectrum satisfied the spectrum mask standardized by the IEEE 802.11 specifications [1].

IV. PAPR CONTROL

This section describes the proposed PAPR control method. We first explain the procedure of the PAPR control method, and then we present simulation results to discuss the performance of the proposed PAPR control method.

A. Procedure of PAPR control

The CAZAC equalization scheme makes the PAPR of M-array Quadrature Amplitude Modulation (M-QAM) OFDM signals into the PAPR of M-QAM single-carrier signals. Therefore, it dramatically improves the PAPR of OFDM signals. However, severe bandpass filtering of the CAZAC-OFDM signal lead to unacceptable degradation of the PAPR.

Figure 8 shows the amplitude of bandpass and four times oversampled QPSK CAZAC-OFDM signal with subcarrier allocation shown in Figure 4. The original sample points of QPSK are on the line of unity amplitude. However, many of the interpolating points go above the line of unity amplitude. This means obvious degradation of the PAPR.

One simplest approach of reducing the PAPR is to clip the amplitude of the signal to a fixed level. Fortunately, correct demodulation of CAZAC-OFDM signals requires only values of the original sample points, and it is possible to skip out the values of the interpolating points. Therefore, we can clip amplitude of the interpolating points at the unity.
amplitude level as the clipping boundary in case of the QPSK CAZAC-OFDM signal.

Figure 8. Amplitude of bandpass and oversampled QPSK CAZAC-OFDM signal in the time domain.

Figure 9. The constellation of bandpass and oversampled 16-QAM CAZAC-OFDM signal.

Figure 10. The constellation of bandpass and oversampled 16-QAM CAZAC-OFDM signal with clipped amplitude processing.

B. Simulation results

Figure 9 shows the constellation of bandpass and four times oversampled 16QAM CAZAC-OFDM signal with subcarrier allocation shown in Figure 4. The original sample points of 16QAM CAZAC-OFDM signal are on the three concentric circle orbits as shown in Figure 3 (b). However, many of the interpolating points overfly to outer side of the largest circle orbit. This means obvious degradation of the PAPR.

As noted previously, correct demodulation of CAZAC-OFDM signals requires only values of the original sample points, which are all in the inner-side of the largest circle orbit of 16QAM CAZAC-OFDM signal, and it is possible to clip amplitude of the interpolating sample points. Figure 10 shows the constellation of bandpass and oversampled 16-QAM CAZAC-OFDM signal with clipped amplitude processing.

We first considered the Complementary Cumulative Distribution Function (CCDF) of PAPR to evaluate the performance of PAPR, which is the probability that PAPR will be higher than a certain PAPR value PAPR0, i.e., Pr(PAPR > PAPR0). Figure 11 plots the CCDF of PAPR of 16QAM CAZAC-OFDM system with and without clipping, as well as the conventional 16QAM OFDM and single-carrier 16QAM systems. We found that the PAPR of the 16QAM CAZAC-OFDM system with clipping was almost equal to that of the single-carrier 16QAM system. Moreover, the PAPR of the 16QAM CAZAC-OFDM system with clipping was improved by 5 dB at the CCDF of 10^−3 compared with the conventional 16QAM OFDM system.

Figure 12 shows spectrum for the 16QAM CAZAC-OFDM system with clipping. It is confirmed that the spectrum also satisfied the spectrum mask standardized by the IEEE 802.11 specifications. The result indicates the clipping does not bring serious effect to the spectrum.

We next examined the Bit Error Rate (BER) of the proposed system. We considered three channels: Additive White Gaussian Noise (AWGN) and tow type of Rayleigh fading with AWGN.

Figure 13 shows the BER performances of the QPSK and the 16QAM CAZAC-OFDM systems with clipping which are applied for AWGN channels. The results indicate that the CAZAC-OFDM system with clipping does not degrade BER performances.

Figure 14 shows the BER performances of the 16QAM CAZAC-OFDM system with clipping which are applied for fading channels. We found that the BER of the system was comparable to that of the conventional OFDM system under the Flat Rayleigh Fading channel. In contrast, under the 18-Ray Rayleigh Fading channel, which is a type of frequency selective fading channel, the BER of the 16QAM CAZAC-OFDM system with clipping is improved because the influence of fading is spread to all sub-carriers. This indicates that the CAZAC-OFDM system has excellent capabilities to resist frequency selective fading.

V. CONCLUSIONS

The paper provides available control procedure for PAPR and spectrum managements for the CAZAC-OFDM system. One simplest approach of improving the PAPR is to clip the amplitude of the signal to a fixed level. An accurate clipping boundary is easily defined, because we can manage the amplitude of the time-domain signal of CAZAC-OFDM like a single-carrier signal. As the correct demodulation of
CAZAC-OFDM signals requires only values of the original signal points, we can improve the PAPR without any degradation of BER and spectrum performances by clipping. We have confirmed that the 16QAM CAZAC-OFDM signal controlled by our procedure maintains enough low PAPR of 6dB and can clear the spectrum mask specifications in IEEE802.11 standard. Moreover, under the 18-Ray Rayleigh Fading channel, which is a type of frequency selective fading channel, the BER of the 16QAM CAZAC-OFDM system with clipping is improved, compared with the conventional OFDM system, because the influence of fading is spread to all sub-carriers. This indicates that the CAZAC-OFDM system has excellent capabilities to resist frequency selective fading.
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Abstract—In this paper, we present two basic communication techniques for Internet of Things (IoT), as well as a new software-based solution to increase the receiver sensitivity and to improve the communication link budget. The methodology and the experimental results are also presented at the end. The complexity of the experimental setup is reduced, but it demonstrates how a simple method may be efficient for very low SNR. We apply the Time Synchronous Averaging (TSA) as a powerful signal processing technique to improve receiver sensitivity. This technique is very useful for the constraints which occur during narrow band RF communications. The most important disadvantage of TSA is due to synchronization. To overcome this problem, an innovative signal processing method for synchronization in phase and in frequency is applied. The result of Averaging applied with innovative synchronization method, is the remarkable enhancement in signal detection in the presence of a very strong noise (Signal to Noise ratio near zero). The proposed solution can also be applied on large band transmissions.

Keywords—synchronization; sensitivity; signal processing; IoT; LPWAN.

I. INTRODUCTION

The communication between the objects, Machine-to-Machine (M2M) and Internet of Things (IoT), is the revolutionary movement toward controlling almost all the aspects of costs and resources. IoT could also help us overcome the global challenges like environmental pollution, resource depletion and energy crisis [1]. IoT applications vary between several sectors and consist mainly: smart cities, tele-operation, smart metering, industrial assets and critical infrastructure monitoring, logistics, home automation and also agriculture and wild life tracking. Several studies have proven the huge growth in volume and revenue of the IoT and M2M. The number of connected objects is predicted to surpass the number of human subscribers using smart phones, tablets, laptop and PCs by 2020 [2]. The overall IoT market is also expected to reach a revenue of 4.3 trillion dollars by 2043 [3]. Cellular networks and wireless short range communication technologies were traditionally used for IoT application. These two techniques are limited by their short range of communications or the vast power consumption. Low Power Wide Area Networks (LPWAN) as a novel communication paradigm has been examined as a solution for increasing the communication range while increasing the power efficiency. In the IoT applications, the size of the data packet is very small and therefore the data rate is considered to be lower than data rate in Cellular networks. Lowering the data rate could help us achieving the higher communication range. A brief demonstration of the relationship between the different communication standards, their data rates and the communication ranges is shown in Figure 1. Unlike the data packet size, which is not an issue for IoT applications, the power efficiency, data range and the ability to communicate with large number of devices are the most important concerns in this domain. There are various techniques employed by LPWAN technologies to satisfy the desire conditions of IoT.

The desired link budget for LPWAN technologies is about 150±10 dB which is sufficient to cover a range of few kilometers for urban areas and tens of kilometers for rural areas. There is always the compromise between the data rate and the energy consumption. The receiver should be capable of decoding the noisy and weak signals. The sensitivity of such a receiver reaches as low as -130 dBm. Different LPWAN technologies are based on two main modulation techniques, narrowband and spread spectrum techniques.

Figure 1. Data rate vs communication range

Assigning a narrow band to each carrier provides a higher link budget. The experienced noise is reduced as well. This will give us a far greater range of communication. However the data rate is also reduced. The main difficulty of narrowband communication is the frequency generation
systems. This is mostly related to the oscillator’s stability and phase noise. It is hard to achieve the frequency synchronization in the case of very weak signals at the receiver.

On the other hand, the spread spectrum technique spread the information signal over a wider frequency band but keeps the same power. This communication is more robust to interference and jamming. However, this technique is less efficient in terms of spectrum usage. SIGFOX and LoRa are two well-known examples of technologies, which use Narrowband and Spread spectrum techniques, respectively. Here, we introduce a novel technique to increase the receiver sensitivity. In consequence the increase in receiver sensitivity will cause more power efficiency as well as longer range of communication. The proposed method is applicable for both LPWAN technologies (Narrowband and spread spectrum). In state-of-the-art TSA approaches, the same information is transmitted K times. The signal must have sufficient energy to be correctly synchronized in receiver before averaging. There is a high risk of data distortion in averaging process in case of losing the synchronization. The most important advantage of our method is its robustness to the noise for achieving the synchronization. In simulations we had a non-zero two-way communication for SNR = -37 dB while in practical measurement, due to some physical limits we achieve a level of SNR = 0.3 dB. These limits and the solution to remove them are explained at the end of the article.

II. TIME SYNCHRONOUS AVERAGING

The sensitivity of a digital receiver is the minimum input signal power \( P_{\text{min}} \) in dBm required for a particular quality of the received information in terms of Bit Error Rate (BER) [4].

\[
P_{\text{min}} = 10 \log (B) + \text{NF} + \text{SNR}
\]

(1)

NF is the noise figure, B is the receiver equivalent noise bandwidth, and SNR is the detector input signal-to-noise ratio (SNR) needed to achieve a fixed BER.

The smaller contribution of the receiver, which means the lower power to encode the receiving signal is mostly translated to the better sensitivity.

By using advanced signal processing methods, we are capable of increasing the receiver sensitivity. Since the processing method is a software technique there is no need to change any in-use hardware. Coherent averaging is a software processing method to apply on the coherent component (a periodic signal). The received signal is damaged by a non-coherent component (stationary additive noise) [5]. An uncorrelated stationary white Gaussian noise is supposed to affect the data during the transmission. Averaging the repeated data at the receiver node will reduce the noise power K times. [6][7]. Let \( s(t) \) is a periodic signal with period T and power \( P_s \), and \( n(t) \), an additive white Gaussian noise (AWGN) with variance \( \sigma_n^2 \). The signal to-noise ratio SNR is:

\[
\text{SNR} = \frac{P_s}{\sigma_n^2}
\]

(2)

By averaging the K signals synchronously, the SNR of the averaged signal becomes [5]:

\[
\text{SNR}_{\text{TSA}} = \frac{P_s}{K \cdot \sigma_n^2} = K \cdot \text{SNR}
\]

(3)

TSA is widely used in communications [8], medicine [9], mechanics [10], electronics and all scientific fields which treat periodic weak signals corrupted by noise [11].

III. METHODOLOGY

The most critical problem of averaging method is related to the synchronization. This is also the main issue for using the narrowband receivers.

Synchronization for averaging concerns synchronization in phase and in frequency. These correspond to the data repetition period and data stream starting point. It is very difficult to recognize and distinguish the data period and data start point when the noise power becomes very strong in comparison to the signal power (low SNR). In reality we cannot apply averaging anymore since there is no information about start and end of each period. Here we use an innovative software signal processing method to achieve the synchronization. This method is based on the periodic behavior of the signal. The main stages for applying this technique are shown in Figure 2.

![Figure 2. Principle of the Time Synchronous Averaging](image)

The novel signal processing technique has been realized by MATLAB. For the experimental measurement, a signal generator is used to generate a series of data which are periodic.

The incoming data will be registered in a memory block. The synchronization block and the memory block work in parallel. The synchronization block drives also the averaging and comparator blocks. The output is a multi-level signal. The comparator converts it to the binary data signal. The modulation type and the SNR at the comparator (threshold circuit) input define the BER at the receiver output.

The BER for the minimum shift key (MSK) modulation, which is very common for low data rate communication systems, in the presence of AWGN is [6]:

\[
\text{BER} = Q \left( \sqrt{\frac{2 \cdot E_b}{N_0}} \right)
\]

(4)

\( E_b \) is the energy per bit and \( N_0 \) is the noise power spectral density. The last equation is valid only if we consider a perfect synchronization for the coherent demodulator / matched filter. The noise power \( P_n \) is:

\[
P_n = N_0 B_n
\]

(5)
\( B_n \) is the equivalent noise bandwidth of the Demodulator / Filter circuit in Figure 2. Using \((2), (3)\) and \((5)\) \((D)\) is the data rate in bit/s:

\[
\frac{E_B}{N_0} = \frac{P_S}{P_n} \frac{B_n}{D} = SNR_{TSA} \frac{B_n}{D} = K \cdot SNR \frac{B_n}{D}
\]

(6)

As we can see the TSA method improves the SNR at the comparator input \(K\) times and the corresponding BER is:

\[
BER_{TSA} = Q\left(\sqrt{2K \frac{E_B}{N_0}}\right)
\]

(7)

\( K \) is the number of retransmission of the data frame. This repetition will increase \(K\) times the energy per bit since each bit is repeated \(K\) times. It is good to notice that the transmitted power remains the same. This is one of the important advantages of this method since the communication standards limit the transmitted RF power. In other words, with no need to increase the signal power, the signal energy can be improved significantly. This technique spread the signal in the time but keeps the same bandwidth for the system as well as the same RF power. The time diversity, which is due to the providing the receiver with several replicas of the transmitted signal is useful to overcome the fading problem and will improve the overall performance of the radio link.

IV. THE MEASUREMENT SETUP

Signals are generated and processed via MATLAB and Simulink. For the transmission, we use MSK modulation technique. The received signal is demodulated first and then TSA method is applied.

To transmit and receive data, an ADF70XX evaluation board with ADF7021 transceiver was used. At the transmitter, the data generated by MATLAB is transferred to Keysight 33622A digital signal generator. The output of signal generator is connected to ADF70XX board. The transceivers are adjusted in a way to establish a MSK modulation. At the receiver, we use another ADF70XX and ADF7021 board. A manual attenuator is also applied at the first stage of receiver to attenuate the signal strength and to control the SNR. The output signal is driven from the analog port at the ADF7021 and can be seen with an oscilloscope. Registered data from oscilloscope at the receiver node is analyzed with MATLAB. The schematic of the measurement setup for transmitter and receiver are shown in Figures 3 and 4.

Figure 3. Schematic of the transmitter

Figure 4. Schematic of the receiver

The decision over the value of each bit has to be made after signal processing in MATLAB. To ignore any other effects during the measurements, any potential RF coupling has to be removed.

Here, we present an experiment in which we use a series of 15 bits \([010100001111101]\), which is the length of the data frame or one period of data. It will be repeated 80 times at the rate of 2 k.Samples/s. The over sampling rate at the receiver node on oscilloscope is 5, which makes 75 samples in each period of data repetition. The information binary data \(D_b\) at the receiver node, after processing is calculated by dividing the samples data rate \(D_b\) by Total number of repetitions and equal to:

\[
D_b = \frac{D_s}{\text{Number of repetitions}} = \frac{2000}{5 \times 80} = \frac{2000}{400} = 5\text{ bit/s}
\]

(8)

The received signal power was about -119.7 dBm while noise power at the receiver was -120 dBm, so, the SNR = 0.3 dB. The registered signal from oscilloscope at the receiver is shown in Figure 5 as a function of sample index (Time interval between two samples is equal to 0.5 ms). Please note that, this is the noisy signal before applying the signal processing methods.

To synchronize the data and apply TSA we need the data start point as well as each repetition period. The calculating method is based on the periodic behavior of the information signal.

Figure 5. Received signal

The calculated values from received signal are presented below (corresponding peak index in Figures 6 and 7). In this experiment, there were 1400 non data zero samples before data stream. In Figure 6, the peak point value is 1401 which is exactly the position of the first chip of data in the memory. The length of the data frame for one period multiply by the over sampling rate at the oscilloscope is 75, which is the period of data repetition. This is exactly the
peak value calculated and demonstrated in Figure 7. These
two values are essential for synchronization in phase and in
frequency.

Finally, the result of averaging after applying TSA and
before making decision is shown in Figure 8. The overall
gain due to synchronized averaging techniques is
significant. Using the comparator gives the digital signal
(presented in Figure 9). The result after comparator block is
[01010000111101] which is the transmitted data with no
error.

V. CONCLUSION

Averaging helps to establish a link in the presence of a
very strong noise. The cost of averaging is the size of
repeated data (more bits than information bits are needed).
The limitations of averaging are due to synchronization in
phase and in the frequency. In other words, the exact instant
at which the data starts as well as the period of each
repetition are needed. One solution is to manipulate the data
before sending. These manipulation parameters are used later
at the receiver to reveal this information. The gain of whole
process (averaging plus synchronization in phase and in the
frequency) becomes infinity, as long as, there are no
limitations in terms of data repetitions and memory size. But,
in real measurements for SNR close to zero, it becomes more
difficult to measure the received signals. It is mostly due to
heavy coupling effect while the transmitter and receiver are
near to each other (in the presented experiment). One
solution to overcome this problem is to put a sufficient
distances between receiver and transmitter to avoid the
electromagnetic coupling. We also have to avoid using the
same power line for both receiver and transmitter. In very
low SNR the signals propagated over the powerlines are
comparative to free space propagation. Therefor repeating
the measurement in an anechoic chamber will reduce this
effect as well. The other difficulty is the lack of memory in
experimental devices in case of large information block. WE
have to break the information into small block or add more
memory at receiver node.
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Abstract—Pulsars are rotating neutron stars that emit electromagnetic radiation at regular intervals and can be used for navigation and for detection of meteoroids and asteroids. The detection of a pulsar signal for a short time (in real time) is difficult because the signals are very weak. In this paper, we develop a detection algorithm, which includes three basic stages: moving average filter with a jumping window, Hough transform and detector. The algorithm proposed in the paper was verified with pulsar signals from Jodrell Bank Centre for Astrophysics.
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I. INTRODUCTION

Pulsars are fast rotating neutron stars (see Figure 1) that periodically emit broadband electromagnetic pulses [1]. The emission period is thought to be the same as the rotation period. Although individual pulsar pulses vary in strength and shape, the average pulse shape is stable and characterizes each pulsar.

A similar approach for navigation by satellites is in Global Navigation Satellite System (GNSS). This requires to search very specific, fast and effective methods and algorithms for detection and estimation of their parameters.

Earlier, the practical realization of the idea of space navigation was difficult, first, the insufficient number of known pulsars, and secondly - sophisticated technology to detect them. But in recent years, the situation has changed significantly. Since the discovery of the first pulsar in 1967, approximately 2100 pulsars have been found.

The pulsar signal can be used also for observation and detection of falling cosmic objects as asteroids and meteoroids [14]. This information would be useful in creating early warning systems.

The main difficulty in detecting a signal from the pulsar by radio telescopes is the low Signal-to-Noise Ratio (SNR) at the receiver input (from -40 dB to -90 dB). Another difficulty in the study of the pulsars is a great consumption of time needed for detecting the signal from them, about 1-2 hours [5]-[11], [15].

Since each pulsar has a unique period, in [4] is applied epoch folding algorithm to shape the pulsar pulse, remove noise, and find the pulsar. Folding is similar to integration except that in folding, the data is broken into a sequence of discrete intervals corresponding to the period of the expected pulsar and then added (or folded) ensuring that the pulsar signal is reinforced with each fold, while the noise approaches a mean zero. The epoch folding method is convenient, but the integration time is too much. It is equal to the number of period of repetition of the signal from the pulsar multiplied by the length of the period.

In [5] it is discussed the possibility to improve the signal to noise ratio by using Moving Average Filter with a Jumping Window (MAFW) in time domain signal. As a result of this processing, the number of samples in the record will be reduced in proportion to the number of cells in jumping window. The small number of samples will increase the further signal processing.

In this paper, we propose the use of Hough transform as method for detecting of pulsar pulse sequence. This algorithm is tested over real pulsar signals. In the previous works, the Hough Transform is used to detect straight lines in image. This transformation is also used in algorithms for detecting of target and trajectories of moving targets [13], [16]. In this paper, we offer an unconventional approach to

![Figure 1. Pulsar](image-url)
detecting pulsar signal using Hough transform. In the further work will be evaluated the efficiency of the proposed algorithm.

Section 2 describes the algorithm for signal processing. Section 3 discusses the experimental results. Finally, section 4 draws conclusions based on the obtained results.

II. SIGNAL PROCESSING

The considered algorithm of signal processing of the pulsar signals experimental data is shown in Figure 2. It includes the following stages: filtration by the MAFJW; Hough transform and, finally detector.

![Figure 2. Block-scheme of signal processing](image)

A. Filtering by the MAFJW

The aim of this study is to examine the possibility to increase the signal to noise ratio of the received pulsar signal by means of one modification of a Moving Average Filter, which uses the Jumping Window (MAFJW). It takes \( N \) samples of input at a time and take the average of those \( N \) samples and produces a single output point. It is a very simple structure that comes handy for scientists and engineers to filter an unwanted noisy component from the input data.

\[
y[n] = \sum_{k=-N}^{N} \frac{1}{2N+1} x[n-k], \quad n=N+1, 2N+1, ..., MN+1
\]

Where \( n \) contrary to the traditional Moving Average Filter (MAF) where the number of output samples is equal to the number of input samples, the MAFJW reduces the number of output samples \( N \) times, where \( N \) is the length of the Jumping Window. The number of input samples is \( MN \), and the number of output samples is \( M \). Therefore in contrary to the traditional Moving Average window, the MAFJW acts not only as a low-pass filter but a decimator as well. When the signal processing is carried out in the time domain, the use of the MAFJW can be very useful in the sense of reducing the processing time.

B. Hough Transform

The standard Hough transform and the related Radon transform have received much attention in recent years [13]. Using them makes possible the transformation of two-dimensional images with lines into a domain of possible line parameters, where each image line corresponds to a peak, positioned at the respective line parameters. For these reasons, many line detection applications appeared within the image processing, computer vision, and seismic research areas. The use of the standard Hough transform (SHT) for target detection and track determination in white Gaussian noise is introduced by Carlson, Evans and Wilson in [12].

The standard Hough transform maps points from trajectory of the observation space termed as range-time \((r-i)\) data space into curves in Hough parameter space. The trajectory from the observation space can be defined by the angle \( \theta \) of its perpendicular from the origin and the distance \( \rho \) from the origin to the line along the perpendicular.

\[
\rho = r \cos(\theta) + t \sin(\theta)
\]

where \( r \) and \( t \) are coordinates measured from the origin of \( \rho \) and \( \theta \) axis in the lower left. The result of transformation is a sinusoid with magnitude and phase depending on the value of the point in range-time \((r-i)\) space.

Each point in the Hough parameter space corresponds to one straight line in the \((r-i)\) space with two parameters \((\rho, \theta)\). Each of the sinusoids corresponds to a set of possible straight lines through the point. If a straight line exists in the \((r-i)\) space, by means of the Hough transform it can be viewed as a point of intersection of sinusoids defined by the Hough transform. The parameters \( \rho \) and \( \theta \) define the linear trajectory in the Hough parameter space, which could be transformed back to the \((r-i)\) space showing the current distance to the target.

C. Detection algorithm

The detection algorithm is based on threshold processing of the cells in the Hough parametric space [13]. According to this algorithm, we tested a simple hypothesis \( H_1 \) (pulsar signal is present) against a simple alternative \( H_0 \) (pulsar signal is absent). Each cell from the Hough parameter space is intersected by a limited set of sinusoids obtained by Hough transform. If the number of intersections in any of the cells in the parameter space exceeds a fixed threshold \((T_m)\), pulsar signal detection is indicated.

III. RESULTS

In this study, the experimental records of the signal received from the pulsar B0329+54 provided by Jodrell Bank Centre for Astrophysics are used. This is the brightest radio pulsar in the northern sky. Otherwise this pulsar is a typical, normal pulsar, rotating with a period of 0.714520 seconds, hence the star makes about one and a half turn in a second, giving it a locomotive kind of sound. We can see in Figure 3 that each pulse has a different structure, hence the beam of this cosmic lighthouse is constantly changing in shape. This recording has been made with the Lovell telescope in Jodrell Bank.

The signal in Figure 3 is obtained after signal processing procedure which is about 2 hours. When the SNR is about -20 dB, the pulsar signal will be as in Figure 4. The representation of the pulse signal in a matrix so that each pulse period is in a separate order is shown in Figure 5. When we use moving average filter with jumping window
(MAFJW), the output SNR increases. The filter output for length of the jumping window $N=100$ is shown in Figure 6. The contour of the MAFJW output is shown in Figure 7. In the Figure 8 is shown Binary integration of data in Hough parameter space. If the number of binary integrations (BI) of data in the Hough parameter space (of intersections in any of the cells in the parameter space) exceeds the detection threshold, then pulsar signal is detect.
IV. CONCLUSIONS

The obtained results show that the presented algorithm can be successfully used for processing and detection of pulsar signals. The signals from pulsars are very weak and difficult to detect. The SNR can be improved using the Moving Averaging Filter with a Jumping window. The pulsar signals are periodic with a highly stable pulse-repetition frequency allowing the pulse signal to form a straight line in the computer space. The Hough transform is a popular tool for line detection due to its robustness to noise and missing data. The presence of the Hough transform further enhances the detection of the pulsar signal. In the next work, the efficiency of the proposed algorithm will be evaluated.
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Figure 8. Hough transform the pulsar signal after MAFJW (N=100)
Abstract—In this paper, we propose a soft-output Multiple-Input and Multiple-Output (MIMO) detector algorithm, which is based on two complementary techniques: exploration and exploitation. The proposed detector, called List Exploration and Exploitation (L2E), achieves near-optimal performance with low and fixed computational complexity. It has a high parallelism degree, which makes it suitable for efficient practical implementation. The soft-output values are calculated by means of squared Euclidean distances in a max-Log Likelihood Ratio (LLR) approximation. The average Bit Error Rate (BER) performances of the L2E are compared to the well-known List Sphere Decoding (LSD) algorithm and it is shown that our method considerably reduces the computation complexity while maintaining near-optimal performance in comparison to LSD algorithm.
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I. INTRODUCTION

MIMO systems can be used to increase data rates by adopting spatial multiplexing method or to improve the reception reliability by exploiting spatial diversity. In spatial multiplexing systems, the maximum likelihood (ML) detection leads to the optimal method for minimizing transmission errors. However, it involves high computation complexity and requires a brute-force search over all of the transmitted vectors. A promising and efficient alternative, with reduced computational complexity, is the original sphere decoding (SD) algorithm by Fincke and Pohst and its variants [1]–[4]. Nevertheless, the computational complexity of the sphere decoding algorithm is still exponential in problem size [5]. Fast but suboptimal ML detection algorithms such zero forcing, minimum mean-squared error, semi-definite programming, and interference cancellation detectors have already been proposed in the literature [6]. This wide variety of detectors is mainly due to a lack of optimum performances and/or higher computational complexity.

It has already been shown that the soft-output detector improves the error performance compared with a hard-output detector [8]. A soft-output detector generates the LLR value of each bit, defined as the ratio of the probabilities that a zero or a one has been transmitted conditioned on the received vector. However, the computation complexity of exact a-posteriori probabilities (APP) is exponential in the MIMO system dimensions [9]–[11]. Recently, a number of soft-output MIMO detectors have been reported, which approximate the APP and provide soft outputs [7]. Several demodulation schemes use a list of candidate data vectors to obtain approximate LLRs. To the best of our knowledge there are three families of candidate list generation algorithms for the suboptimal soft-output maximum a-posteriori (MAP) detector. The first type of algorithms is a modified version of well-known hard tree search detector where the goal of is to find one tree leaf with the best metric. The goal of soft-output is to find and keep a list in which one seeks to efficiently identify all bit vectors that dominate the LLRs. The mostly well-known list type of soft-output MIMO decoding algorithms are LSD algorithm [8], sequential sphere decoding (LSS) algorithm [12], and the M-Algorithm [13]. The second type of algorithms is based on simple bit flips around the hard solution [14]. Therefore, a hard decoder is employed to find a maximum a posteriori symbol estimate, and a candidate list is generated by bit-flipping of the MAP estimate. This technique may produce a LLRs approximation with high probability. The third type of techniques is based on lattice-reduction (LR) aided detector following by bit-flipping technique, which generates a list from which it computes the APP of all bits comprising the symbol vector. The channel matrix properties can be improved using an efficient lattice reduction and by this way we can reduce the complexity of the hard demodulator.

Our contribution in this paper is multi-fold: Based on previous MIMO detection studies of the hard detector [15][16], we propose a new near-optimal soft-output demodulator based on list generation algorithm. The algorithm list’s size is controlled using the number of considered candidates, $N_c$, during the exploitation phase, and the number of considered directions, $N_d$. The proposed soft-output MIMO detection algorithm L2E was closely approximate the max-log LLR functions based on the generated initial solutions list with a reduced and fixed computational complexity. In contrary, the List Sphere-Decoding algorithm has a variable computational complexity depending on the MIMO channel conditioning. Moreover, the growth of the LSD complexity is exponential in the low Signal-to-noise ratio (SNR) region.

The computation complexity of the proposed L2E algorithm is independent from the SNR and thus has a constant value over all SNR regions. In our algorithm, the complexity depends only on the number of transmitter/receiver antennas, the number of considered candidates $N_c$, and the number of considered directions $N_d$. Monte Carlo simulations show that the proposed soft-output list detector has better complexity and performance trade-offs than the well-known LSD detector. Moreover, the L2E detector has an inherent parallel structure, thus it is very suitable for massive parallel architectures.

The remainder of this paper is organized as follows. Section II introduces the mathematical model of the studied MIMO bit-interleaved coded modulation (BICM-MIMO) system and the
associated maximum likelihood detection (MLD) problem. The hard-output version of the exploration and exploitation detector algorithm (H2E) will be introduced and it is extended to compute soft-outputs. The proposed algorithm will be called as list exploration and exploitation detector (L2E). Computational complexity issues are given in Section IV. Section V provides Monte Carlo simulation results of the proposed algorithm and gives same discussions. Finally, Section VI is devoted to concluding remarks.

II. MATHEMATICAL MODEL

In this section, we introduce the BICM-MIMO model and the LLR generation with perfect channel state information (CSI) at the receiver is described.

A. MIMO-BICM system Model

Herein, we consider a MIMO system with \( N \) transmit antennas and \( M \) receive antennas associated to a BICM schema where a block of information bits is mapped to transmit symbols through a channel encoder and a symbol mapper separated by a code-bit interleaver [17] [18]. Let us consider a MIMO-BICM system with \( M \times N \) channel matrix \( \mathbf{H} \). At the receiver, a detector calculates the log-likelihood ratios for the coded bits, which are deinterleaved and passed to the subsequent channel decoder. The coded bit stream is mapped to \( N \)-dimensional transmit vector symbols \( \mathbf{x}_c \in \phi^N \), where \( \phi \) is a \( 2^Q \)-QAM modulation. The individual coded bits are denoted by \( b_{ij} \), where the indexes \( i \) and \( j \) refer to the \( i \)th bit in the binary label of the \( j \)th entry of the transmitted symbol vector \( \mathbf{x}_c = [x_1^c, x_2^c, ..., x_N^c]^T \). In considered MIMO-BICM system, the transmitted signal and the received signal are related through a complex baseband input-output relation as:

\[
y_c = \mathbf{H}_c \mathbf{x}_c + \mathbf{w}_c
\]

where \( \mathbf{w}_c \) is an independent and identically distributed complex zero-mean Gaussian noise with variance \( \sigma^2/2 \) per complex entry, \( \mathbf{y}_c \) is the received symbol vector, and \( \mathbf{x}_c \) is the transmitted symbol vector with the average transmit power of each antenna normalized to one, i.e. \( E[\mathbf{x}_c \mathbf{x}_c^H] = \mathbf{I}_N \). The \( M \times N \) channel matrix \( \mathbf{H}_c \) contains uncorrelated complex Gaussian fading gains where the element \( h_{ij}^c \) represents the complex transfer function from the \( j \)th transmit antenna to the \( i \)th receive antenna. Thus, the channel matrix \( \mathbf{H}_c \), which is assumed to be known by the receiver, is modelled as an independent and identically distributed complex Gaussian variable with zero mean and variance \( 1/2 \) per complex entry. Treating real and imaginary part of (1) separately, and with the real-valued channel matrix and the real-valued vectors, the system model can be rewritten as

\[
\begin{bmatrix}
\Re(\mathbf{y}_c) \\
\Im(\mathbf{y}_c)
\end{bmatrix} = \begin{bmatrix}
\Re(\mathbf{H}_c) & -\Im(\mathbf{H}_c) \\
\Im(\mathbf{H}_c) & \Re(\mathbf{H}_c)
\end{bmatrix} \begin{bmatrix}
\Re(\mathbf{x}_c) \\
\Im(\mathbf{x}_c)
\end{bmatrix} + \begin{bmatrix}
\Re(\mathbf{w}_c) \\
\Im(\mathbf{w}_c)
\end{bmatrix}
\]

where \( \Re(z) \) and \( \Im(z) \) denote the respective real and complex parts of a complex number \( z \). Let \( m = 2M \) and \( n = 2N \), then the dimension of the real channel matrix is given by \( m \times n \). Likewise, the dimension of the vectors are given by \( y \in \mathbb{R}^m \), \( w \in \mathbb{R}^m \), and \( x \in \mathbb{R}^n \) where \( y \equiv \Re(\mathbf{O}) \). In this paper, we restrict our study to the case where \( \xi^n = \{\pm 1\}^n \).

B. Optimum Soft-output Demodulation

Given the channel matrix \( \mathbf{H} \), the received vector \( \mathbf{y} \), and assuming an ideal interleaver, the optimum soft-output maximum a posteriori decoder minimizes the BER by evaluating the LLRs of the a posteriori probability of each bit \( b_{ij} \).

\[
\mathcal{L}(b_{ij}) = \log \frac{P(b_{ij} = 1|\mathbf{y})}{P(b_{ij} = 0|\mathbf{y})}
\]

where \( P(b_{ij}|\mathbf{y}) \) is the probability mass function of the code bits conditioned on \( \mathbf{y} \). The exhaustive evaluation of (2) has a high computational complexity. Thus, using Bayes’ theorem and the max-log approximation as shown in [7][9], the equation (2) can be further rewritten as

\[
\mathcal{L}(b_{ij}) \approx \min_{\mathbf{x} \in \mathcal{X}^1_{ij}} \|\mathbf{y} - \mathbf{Hx}\|^2 - \min_{\mathbf{x} \in \mathcal{X}^0_{ij}} \|\mathbf{y} - \mathbf{Hx}\|^2
\]

where \( \mathcal{X}^1_{ij} \) and \( \mathcal{X}^0_{ij} \) are the sets of symbols vectors having \( b_{ij} \) equal to 1 and 0, respectively. The set \( \xi^n \) can be seen as the union of the previous two subsets \( \xi^n = \mathcal{X}^1_{ij} \cup \mathcal{X}^0_{ij} \). The computation complexity of (3) is exponential in the number of transmit antennas. Thus, we propose a novel soft-output detector, called L2E, which keeps a limited number of candidates in order to evaluate the equation (3). Hence, the LLR of the \( i \)th bit \( b_{ij} \) in the \( j \)th symbol \( x_j \) can be approximated as

\[
\mathcal{L}(b_{ij}) \approx \min_{\mathbf{x} \in \Gamma \cap \mathcal{X}^1_{ij}} \|\mathbf{y} - \mathbf{Hx}\|^2 - \min_{\mathbf{x} \in \Gamma \cap \mathcal{X}^0_{ij}} \|\mathbf{y} - \mathbf{Hx}\|^2
\]

where \( \Gamma \) denotes the candidates list, which is the subset of the feasible set \( \xi^n \). The computational complexity the soft-output detector is affected by the list size and it increases approximately linearly (see Section IV).

III. PROPOSED SOFT-OUTPUT DETECTOR

In this section, we propose an soft-output MIMO detector based on the exploration and exploitation strategies. The proposed L2E detector allows a sub-optimal solution for the optimum soft-output demodulation problem that limits the complexity of the receiver design.

A. Exploitation technique

The exploitation step can be defined as a simple and naive local search technique. This section gives a mathematical basis to understand how the exploitation (intensification) is applied on the subset \( \xi^n \subseteq \xi^n \). The subset \( \xi^n \) is generated by the first phase, which is the exploration (diversification) step. In the remainder of this section, we show that a simple greedy policy of position switching between neighbouring feasible solutions to locally minimize the objective function \( f(x) = \|\mathbf{y} - \mathbf{Hx}\|^2 \) over the subset \( \xi^n \).

1) Definition 1: A neighbourhood operator is a function \( Z : \xi^n \rightarrow Z(\xi^n) \) that assigns to every solution \( u \in \xi^n \) a set of neighbours \( Z(u) \subseteq \xi^n \). The subset \( Z(u) \) is called neighbourhood of \( u \) and it is equivalent to a neighbourhood graph, which has \( \xi^n \) as vertex set, and which contains directed edge \( v \rightarrow u \iff v \in Z(u) \).
2) Definition 2: A local minimum solution with respect to a neighbour operator \( Z \) is a solution \( u^* \), such that for all \( u \in Z(u^*) \Rightarrow f(u^*) \leq f(u) \). The exploitation technique starts at a given solution \( u \in \xi^n \) and makes it as the current solution \( x_0 = u \). At each iteration, it examines all the neighbours of the current solution and seeks to best one having a better objective function value than \( x_0 \), i.e., \( v \in Z(x_0) \) such that \( f(v) \leq f(x_0) \). If such a solution is found, it becomes the current solution, i.e., \( x_0 = v \). These iterations are repeated until there is no better solution in the neighbourhood \( Z(x_0) \) of the current solution. For the exploitation step, we perform a simple 1-flip local search algorithm where only one variable is flipped, per step, to reach the nearest neighbour. The local neighbourhood is the Hamming ball with distance one. More expensive, p-flip methods can be adopted where at most \( p \) variables are simultaneously flipped. In general, for a total number of \( n \) variables, the cardinality of the neighbourhood set is equal to \( \binom{n}{p} \).

B. Exploration technique

Given a channel matrix \( H \), the singular value decomposition of this matrix is defined as \( H = UDV^T \), where the diagonal matrix \( D \) contains the singular values \( \{\lambda_k\}_{k=1}^n \), supposed to be indexed in increasing order, i.e., \( \lambda_1 \leq \lambda_2 \leq ... \leq \lambda_n \). The unitary matrices \( U \) and \( V \) contain, respectively, the left singular vectors of the matrix \( H \) and the right singular vectors of the matrix \( V \).

Let’s now \( x_{sf} = H^+y \), where \( H^+ \) is the pseudo-inverse of channel matrix \( H \), be a linear solution given by the zero-forcing (ZF) detector. For all \( x \in \xi^n \), the vector \( z = (x - x_{sf}) \) can be expressed as a linear combination of the basis vectors formed by the columns of the matrix \( V \). Moreover, the value of the objective function \( f(x) \) can be expressed as

\[
\begin{align*}
    f(x) &= \| H(x - x_{sf}) \|^2 \\
    &= \sum_{k=1}^{n} \alpha_k^2 \lambda_k^2
\end{align*}
\]

(5)

where the coefficients \( \{\alpha_k\}_{k=1}^{n} \) are real numbers. Since the singular values of the channel matrix are ordered increasingly, we can note that the increase in the objective function is much slower along the first \( N_d \) singular values than the last \((n - N_d)\) values. Let us consider an \( n \)-dimensional line \( \Delta_k \) passing through the point \( x_{sf} \) with the directed vector \( v_k \), i.e.

\[
\Delta_k = \{ z \in \mathbb{R}^n : z = x_{sf} + \gamma v_k, \gamma \in \mathbb{R} \}
\]

It is obvious that if we choose \( x \in \xi^n \) that are close to the first \( N_d \) lines \( \{ \Delta_k \}_{k=1}^{N_d} \) associated to the \( N_d \) smallest singular values, we can create a subset \( \xi^n_{st} \) that contains \( N_c \) possible solutions in the vicinity of each line. The purpose of the exploration step is to create a subset \( \xi^n_{st} \subset \xi^n \), which contains \( N_c \) feasible solutions.

C. L2E algorithm

By construction, the exploration step generates a subset \( \xi^n_{st} \) of feasible solutions where each solution will be processed independently by the exploitation step. The latter step will iterate once over each element of the subset \( \xi^n_{st} \). In this exploration and exploitation optimization process, the objective function will be evaluated \( nN_d N_c \) times. The L2E will create the list \( \Gamma \) of \( 2nN_d N_c \) elements, which yielded the lowest objective function values, and then the \( \Gamma \) list will be used to evaluate the output soft metrics. A summary of the proposed soft-output MIMO detector is shown in Figure 1.

Data: Channel matrix \( H \), received vector \( y \), \( N_d \) and \( N_c \).

Result: LLR-values of the sub-optimal solution’s entries.

begin

Extract the \( N_d \) right singular vectors of the channel matrix \( \{v_k\}_{k=1}^{N_d} \);
Compute \( H^+ \);
Compute \( x_{sf} = H^+ y \);
for \( k = 1 \ldots N_d \) do

Generate the line \( \Delta_k \) defined by \( x_{sf} \) and directed vector \( v_k \);
Find all intersection points between the line \( \Delta_k \) and all hyperplanes \( x(i) = 0 \) and project them on \( \xi^n \);
Evaluate the objective function for all feasible solution and keep the best \( N_c \) solution in order to update \( \xi^n_{st} \);
Create \( \Gamma \) using \( \xi^n_{st} \);
Perform the exploitation step over \( \Gamma \);
Compute LLR-values;
end

Figure 1. L2E Algorithm

IV. L2E COMPLEXITY

The complexity is measured in terms of the number of real multiplications required to decode one block of transmitted information bits. The assumption of a block-constant channel is almost universal in the analysis of MIMO systems. Thus, computing the pseudo-inverse matrix \( H^+ \) is not needed for each received vector. We assume that each block contains \( L \) transmitted vector. To find the linear solution \( x_{sf} \), the received signal vector will be multiplied by the pseudo-inverse of channel matrix. The resulting complexity for \( L \) transmitted vectors is hence equal to \( Ln^2 \) multiplications. For the \( N_d \) studied directions, the exploitation step produces an initial list of feasible solutions using the intersection points between lines \( \{ \Delta_k \}_{k=1}^{N_d} \) and hyperplanes \( \{ x(i) = 0 \}_{i=1}^{n} \). Thus, the computation complexity of the exploitation step would be \( LN_d n^2 \) multiplications. The exploitation step will be performed on subset \( \xi^n_{st} \) of feasible solutions (the \( \xi^n_{st} \) subset’s cardinality is \( N_d N_c \)). The exploitation step needs \( 2nN_d N_c \) multiplications. Finally, the LLR-values computation needs \( 4nN_d N_c \).

For a given \( N_d \) and \( N_c \), the computational complexity of the proposed soft-output L2E detector is constant, over the entire SNR range, compared to that of the list sphere-decoding.

V. SIMULATION RESULTS

In this section, we carry out some simulation results to evaluate the bit error rate performances of the soft-output L2E MIMO detector. We consider a MIMO-BICM system as proposed in [8], with \( N \) transmit antennas and \( M \) receive antennas. This system use a parallel concatenated turbo error control coding with rate \( R = 1/2 \). Each constituent convolutional code has memory 2, feedback polynomial \( G_r(D) = 1 + D + D^2 \), and feedforward polynomial \( G_f(D) = 1 + D^2 \). The interleaver size of the turbo code is 512 information bits. We choose the number of inner iterations for the turbo decoding module to
be 10. As in [8], we generate independent Rayleigh flat fading channels between transmit/receive antennas and we assume a perfect channel estimation at the MIMO receiver side.

In the $N \times M$ MIMO system (i.e., $n = m = 8$) case, the Figure 2 compares the performance of proposed soft output L2E algorithm versus the list sphere decoding (LSD) with candidate list of maximal length $N_{\text{cand}} = 1024$ as shown in [8] and the shifted spherical list APP detector [19]. It can be seen that for this MIMO systems scenario, the shifted spherical list APP detector, with $N_{\text{cand}} = 1024$, has a slightly better performance than the L2E decoder with parameters $(N_d = 3$ and $N_c = 4)$. However, the soft-output L2E use not more than $nN_dN_c$ feasible solutions to generate the log-likelihood ratios of different outputs.

In Figure 3, the bit error rate performances between following soft-output MIMO detectors has been compared: list sphere-decoding, list exploration and exploitation detector, and soft-output semi-definite programming (SDP). Numerical results are presented for a MIMO system with $N = 8$ and $M = 8$ in a Rayleigh fading channel. The bit error rate difference is not even noticeable between the L2E with parameters $N_d = 3$ and $N_c = 4$ and the soft output SDP. At the bit error rate of $10^{-4}$, L2E performance is only less than 0.2 dB from the LSD with candidates list length $N_{\text{cand}} = 1024$.

### VI. Conclusion

In this paper, we proposed a soft-output MIMO detector algorithm called the list exploration and exploitation. We have shown that the proposed algorithm achieves near-optimal performance with low and fixed computational complexity. Furthermore, it is suitable for efficient practical implementation because of its parallelism. We have compared the bit error rate performances of the proposed detector are compared to the well-known list sphere decoding algorithm and it is shown that our method maintains near-optimal performances in comparison with LSD while considerably reducing the computation complexity.

![Figure 2. BER performances versus the SNR of L2E, LSD and shifted list sphere decoder, $N = M = 4$.](image)

![Figure 3. BER performances versus SNR of L2E, LSD and soft-output SDP detector, $N = M = 8$.](image)
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I. INTRODUCTION

With the universal adoption of social media in everyday life, efforts in educational research have focused on its use in learning, mostly in out-of-school context, where it’s often used. However, studies are mostly concerned with the use of popular social networking sites by students and teachers. Only very few studies investigate students’ and teachers’ perceptions and practices of social media use in formal learning environments, especially in middle and secondary school settings [1].

Social media encompass technologies that facilitate communication and collaboration between users, enabling them to construct communities and exchange knowledge. Educational researches have also recognized them as valuable tools that can be used for learning and teaching purposes [2]. Still, using such technologies as learning tools can be challenging to students and teachers given the lack of pedagogical support [3] and the lack of understanding how different functions of social media tools can be used efficiently in learning tasks [4]. Thus, students and teachers need to collaborate on reconstructing their views of pedagogy to come to a shared vision for enabling the learning experience, in order to leverage the potential of social media technologies for broadening the learning context, blending information and learning resources, and sharing expertise [5].

The Science, Technology, Innovation, Mathematics, Education for the Young (STIMEY) project, funded by European Union’s Horizon 2020 H2020-SEAC-2015-1 program, with partners in Belarus, Finland, Germany, Greece, and Spain, aims to develop a hybrid learning environment that connects students and teachers, as well as parents and organizations. One of its main objectives is to create a pedagogical framework that exploits the full potentials of social media, especially for Science, Technology, Engineering, and Mathematics (STEM) subjects, in formal and informal learning contexts, as well as to develop recommendations and guidelines that can be used widely beyond the project [6]. To successfully integrate social media technologies within the STIMEY hybrid learning environment, their use then must be linked to the achievement of learning goals, following a pedagogic strategy. Identifying which features users already use, find interesting and consider important, and recognizing how
their use can be endogenous to learning goals is one way to achieve that objective [7].

This study builds upon previous research, where key social media concepts and features, such as user profiles, status updates, and discussion, were identified for their potential roles as support tools that can enable and facilitate learning tasks and goals [8]. As part of the research, co-design focus groups with students, teachers, parents, and professionals were conducted in 5 different countries. The participants discussed and shared their views on using social media in learning and teaching context, thus fulfilling the approach of participatory co-design of pedagogical principles. In this paper, the participants’ wishes related to the use of social media in learning and teaching context, and the resulting pedagogical design principles, are presented and discussed, for their integration in the social media concepts within the STIMEY platform.

In the following background subsection, the key social media concepts and pedagogical design principles identified in the previous research are briefly reiterated. In Section 2, the research questions, and methodology are described in detail. In Section 3, the results of the focus group are presented, with a discussion of how the previously identified social media concepts fulfill the pedagogical design principles based on participants’ wishes and requirements in Section 4, and the study limitations in Section 5. In Section 6, a conclusion is drawn with guidance for future research.

A. Background

So far, researchers and educators have had to deal with a lack in the understanding and identification of the social media features that the youth find most appealing and important, and in defining and assessing learning and communication using social media. In the review of 24 studies from the educational research literature that examine the use and perception of social network sites by learners and teachers in primary and secondary education, it was concluded that most studies focus on common uses in students’ informal learning outside of school. Only some studies investigated students’ formal learning in schools and classrooms. However, none of the studies researched social media technologies’ effectiveness at improving student learning and their impact on teaching pedagogy [1].

Therefore, efforts in this research first focused on the theoretical understanding of key social media concepts, identified based on the common features in popular networking sites, and their potential role as learning tools in the progressive inquiry model, to demonstrate their support of pedagogical learning approaches [8]. The concepts identified in that analysis are:

- **User profile**: the foundation of the user’s activity on the e-learning platform, and the digital representation of their personal data, which can help identify their personal interests to find like-minded learners based on their expertise areas.
- **Status Update**: the most basic form of communication on the platform, which allows users to share their thoughts, opinions, and important information with others, to enable brainstorming, presenting and unstructured discussions.
- **Social Feedback**: an effective tool in learning context, by supporting the co-creation of working theories and critical evaluation through likes, comments, replies, etc.
- **Social Connecting**: a feature that enables communication, collaboration, knowledge sharing and network building on a social platform, with functions like “add friend” or “follow account”, thus driving multiple pedagogical frames that depend on interactions among the various roles in a pedagogical model (i.e., learners, tutors, facilitators/mentors, and group members/leaders).
- **Activity Stream**: the most common method of displaying the list of recent activities on a platform from a user’s network, which supports generating context and receiving or providing feedback on those activities.
- **Social Messaging**: rich text chatting that enables deeper private or group discussions, collaboration, brainstorming and sharing expertise, between the various roles.
- **Community**: a feature that allows users to find and connect with like-minded people, in interest and niche-specific private or public forums, enabling learning tasks, such as communicating, assimilating and producing information and knowledge, etc.
- **Discussion Forum**: a common feature in most e-learning platforms, which enables learners to cooperate and collaborate on constructing knowledge, by supporting the learning tasks’ types and techniques.

Previous research efforts in the STIMEY project also focused on identifying pedagogical principles to guide the design of a hybrid (physical, virtual, formal, and informal) STEM Learning Environment (STEM LE), such as the STIMEY LE. In the preliminary research, design principles were created based on focus group discussions collecting the wishes of Finnish (n = 27) and Greek (n = 24) primary, lower, and upper secondary school students, teachers, school directors, parents, and STEM professionals on teaching, learning, assessment, and motivation both in general and in relation to STEM studies [9]. In that analysis, 22 pedagogical design principles were formulated, based on the research literature and supported by participants’ wishes, in 3 areas:

- **General Principles, such as:**
  - **Versatility** in teaching, learning, and assessment;
  - **Novelty** in use of methods and tools for learning; and

- **Ways of Teaching and Learning, such as:**
  - **Reflective learning**, e.g., reflection, deep thinking, critical thinking;
○ Learning outside the school, e.g., field trips, visits to workplaces;
● Socio-emotional aspects, such as:
  ○ Joy of learning referring, e.g., to the importance of enjoyment, learner satisfaction, and having fun;
  ○ Justice and equity, equal treatment of all students, no discrimination, fair assessment, etc.

In this paper, the pedagogical design principles that the participants related in their social media wishes are presented and considered in employing the previously identified key social media concepts [8].

II. Research Questions

This paper extends on the previous research [9] to include the data of focus group discussions conducted in Belarus, Finland, Germany, Greece, and Spain, considering participating stakeholders’ wishes related to the use of social media in STEM learning environments. The main research question is: What are the wishes of the participating stakeholders concerning the social media use in learning and teaching context?

The answer thus lies in recognizing which previously identified pedagogical design principles can be pinpointed in the focus group data on social media use in learning and teaching.

B. Methodology

Participatory design approach [10] and focus group techniques [11] [12] were combined in the focus group co-design sessions [9].

1) Participants

Table I displays information on participants per each stakeholder group and each country. The largest groups of participants were primary, lower secondary and upper secondary school students. Focus group discussions included no STEM professionals (business or research) in Germany, and no university students in Greece. The number of participants per each country was relatively homogenous ranging from 24 to 30 participants. There were slightly more female (n = 73) than male (n = 59) participants.

2) Materials

Materials for the focus group sessions involving various stakeholders in the learning environment co-design were developed in collaboration with the partners participating in the STIMEY project, first in English, and then translated into local languages.

Focus group discussions collected participants’ wishes related to the main topics covered in the STIMEY project: Teaching and learning, STEM subjects, cross-curricular skills, social media, games and gamification, digital platform, radio, social robots, gender, and safety issues. These topics were presented to the participants in slides, accompanied by images of each topic for inspiration and to evoke discussions. Participants’ wishes related to various topics were collected by using an online form with open-ended questions. Focus groups discussions were also recorded.

This paper concentrates on the analysis of the stakeholders’ wishes related to social media, more concretely with the following statements:

● I wish the means of social communication…
● I wish user profiles…
● I wish social networking…

Materials were designed based on the grounded theory approach [13]. Instead of referring to specific theories and pre-defining these concepts for participants, we were interested in their ideas and understandings related to these topics.

3) Procedures

The main focus groups’ co-design sessions were organized in all project countries at a primary school, lower secondary school, and upper secondary school during the school year 2016-17. Some participants, who could not be present during the main sessions provided their contributions in separate, additional sessions. Participants’ written consents, and in the case of minors, also their parents’ consents, were asked in advance. After a short description of the STIMEY project, researchers presented the topics to be discussed one by one, using the presentation slides.

Sessions lasted from 90 to 120 minutes with approximately 5 to 10 minutes time to discuss and write down the wishes related to each topic. While open conversation enabled collaborative idea elicitation between stakeholder groups, writing wishes down enabled
expressing oneself without feeling constrained to voice their views in front of the others [11]. It also gave less extrovert participants chances to participate. Researchers were careful so as not to influence participants’ ideas. In the case there was a need to clarify some concepts or give some examples, participants were reminded that there were no right or wrong responses. Participants were, however, encouraged to think and express their wishes as representatives of their stakeholder group instead of thinking only personal preferences [9].

4) Data Analysis

When analyzing what pedagogical design principles could be identified in stakeholders’ wishes related to social media, the previously formulated design principles were used as categories or themes to be coded in the data. For instance, under the principle named as connectedness, responses wishing that students would learn how to use social media tools in real-life situations, such as job search were coded. Under collaborative methods, responses referring to the use of social media in communication and interaction both within and outside the school community, were coded.

The frequencies of wishes related to each category or theme were calculated. As the purpose of this paper is to identify the connection between the pedagogical design principles and the social media design, the focus is on the most frequent learning and social media related wishes as a whole (n = 132), not as an exact numeric data, but as overall trends and tendencies. Possible country-, gender-, group- or age-based differences are out of the scope of this analysis. Although commonly mentioned in the data, stakeholders’ wishes concerning social media aspects which were not related to teaching and learning, such as safety and privacy issues, are not included or discussed herein.

III. RESULTS

The results in this paper focus on the identification of stakeholders’ wishes and requirements with respect to social media concepts use in learning- and teaching. In the analysis of these results, seven pedagogical principles were identified to be relevant in the integration of social media concepts, as presented and discussed herein:

- Teaching and learning aid was the most commonly cited category of wishes expressed among stakeholders in all countries; it was related to the use of social media as a Learning/Instructional aid. Wishes related to the use of social media concepts as supporting aids during learning and instruction processes were grouped under “Teaching and learning aid”. This refers to the teacher’s role in facilitating effective teaching, learning, and assessment, and motivating students [9] through social media tools. For instance, a female upper secondary student in Spain wished that “social communication becomes a tool, and not a waste. That is, it could, for example, bring people to answer questions in real time”. A teacher from upper secondary education in Germany highlighted in his statement that “social networks would provide not only superficial information, but deep conversations, good information exchange, and constructive reasoning”. Also, a female parent representing upper secondary education in Belarus suggested that social media “could offer information only with informative character”.
- Collaborative methods were among the most commonly cited categories; this category included ideas and wishes that referred to the use of social media concepts in different forms of group activities in teamwork and/or group work and communication, and collaboration. For example, a female primary education student from Germany mentioned the importance of “having a smartphone and a group, the teacher writes down homework in that group”. Furthermore, a male student from upper secondary education in Germany suggested that “[when using social media], you could text with friends, for example, and solve tasks with them or discuss with them”.
- Connectedness with future life and careers was outlined by many participants who stated that using social media should be connected to the user’s future life and choice of career as it offers an opportunity to relate with companies and industries. Such a wish was expressed by a male primary education teacher in Greece, who indicated that “user profile in social media should be restricted only to professional contexts”, as well as by a female director in lower secondary in Finland, who suggested that social media “would support professional development”. Also, a female upper secondary student in Germany suggested that user profiles “could be of interest to companies for subsequent application submissions. So special activities or accomplishments on STIMEY should be stored in a user profile”.
- Personalization (including also aspects related to customization) was a category often endorsed by stakeholders in all countries. Personalization in pedagogy mainly refers to considering personal competence level and differences in knowledge, skills, rhythm, and ways of learning [9]. Under this category, wishes related with the ability of users to adopt and adjust the social media according to their preferences were included. For instance, a male STEM professional in Spain wished that a user profile is “designed by myself”, while a female parent in upper secondary education in Greece wished for “users to register with a name in their profiles, which in turn they would be able to control”. In some cases, personalization and customization were related with visibility, namely that users could gain more visibility by showcasing their interests when using social media. This attitude is expressed particularly in the statement of a male student from a primary school in Germany who stated that “[a...
Multiple representations were often highlighted by participants expressing their need to employ multiple types of media and tools in learning and instruction processes. Specifically, wishes which referred to combining any kind of digital or non-digital forms of presenting information including visual, multimedia, audio, text, simulations and animations [9] were included here. As a female student in lower secondary education in Finland suggested: “[An instant messaging tool] could be used in biology classes to upload images and discuss nature and animals”. Moreover, a male student from primary education in Germany stated the desire to “share posts about my interests, [using] microphone and audio because I can't type”. This desire is also illustrated by a female student in upper secondary education in Spain who hoped to use social media features in learning to ask questions, send photos or make a video call when needing help with homework.

Active knowledge construction was less commonly referred by the participants. Active knowledge construction is conceptualized considering learners’ active agency during learning and instruction processes [9]. Particularly, participants related to it in social media concepts with user-generated content. This is reflected in the statement of a female student in upper secondary education in Germany: “[In social networks], one could see videos that other students had created, aiming to instruct and facilitate knowledge learning of a subject, instead of having a teacher teaching the same subject”. Finally, a quite informative argument was offered by a female parent in primary education in Greece suggesting that “[social media] could be used to] provide news, digital tools for ICT, materials in text form and could be used by students, parents, and teachers.”

Participation and Involvement appeared more sporadically in data, as the final category. In this category, items referring to participatory, interactive and conversational teaching-learning interaction [9] were included. To illustrate, a male university student in Belarus wished that social networking would “bring together all trainees and trainers into a unified whole, and there would be no barriers in communication between them.”

IV. DISCUSSION

With a myriad of social media features, which are continuously changing and growing, it can be a difficult task to list and identify the ones that stakeholders find most interesting and crucial. This might explain the lack of research in this area, as pointed out earlier. To tackle this task, bottom-up and top-down approaches are employed in this study. In the bottom-up approach, the participating stakeholders’ wishes on the use of social media in learning and teaching are collected and analyzed for emerging themes and pedagogical design principles. These themes and principles then guide the selection, design and development of various features in the pre-identified social media concepts [8] within the STIMEY platform in a top-down approach. Using various pedagogic scenarios, the approach examines how these social media concepts and features fulfill the pedagogical design principles:

User profiles and Social Connections are designed with functionalities that allow users to register and partake in the platform’s learning activities, under the various roles of student, tutor or facilitator/mentor, and connect with each other based on their roles, interests or expertise. Thus, user profiles are fundamental in facilitating students’ self-regulated learning and personalized learning while still being connected to teachers who can be present as guides (pedagogical design principle named as teaching and learning aid). Functioning as a resume, a user profile also encloses other functionalities, such as an e-portfolio that collects a student’s learning achievements on the platform and can then be shared with potential employers or educational institutions and personnel (Connectedness to Future Life and Careers). User profiles also give users the ability to personalize and customize their presence on the platform with text and images (Personalization). Users can express their individual identity and interests in an “About” section, as well as on other functionalities in the profile like the timeline (or the “wall” [14]) where they can post status updates with multiple representations of various rich media (text, images, videos, documents, links, etc.). Finally, in order to participate in (participation and involvement) and collaborate on (collaborative methods) the active knowledge construction on the platform, users need first to register and create profiles that give them access and enable them to utilize the other social media features, such as connecting with each other to build networks, by adding friends to have permission and access to each other’s private profiles, and timeline, or following users for their public profiles and timelines. In one pedagogic scenario, we have elaborated based on these considerations, an upper secondary chemistry teacher can search the platform for a Pharmacologist (based on her experience and skills, found on her user profile), connect with her, and message her to invite her to join a discussion with his students on the platform.

Status updates and Social Feedback are designed with functionalities that enable teachers to set up contexts in various pedagogic scenarios (teaching and learning aid), and allow students to share knowledge among each other, as well as with facilitators/mentors as experts, and provide or receive critical feedback (participation and involvement, collaborative methods and active knowledge construction). Status updates also enable self-expression of interests, preferences,
opinions, expertise, etc., (personalization)) through functionalities that enable posting media-rich user-generated content containing text, images, videos, etc. (multiple representations). The accompanying social feedback functionalities, such as comments and replies, enable the furthering of discussions and knowledge sharing by providing critical feedback on users’ status updates. In one possible pedagogic scenario, a primary biology teacher can post a status update, asking students to list different types of summer flowers that they will be tasked to plant for a class project. Students can then comment on the teacher’s status update with photos, videos or links to different types of flowers that they’d like to grow. The teacher can then provide feedback by replying to students’ comments, to confirm or correct their selections. She can also further the discussion by asking the students to post instructional videos and links to growing their selected flower in their replies. She can also ask the students to read their peers’ comments and find a few who have made the same flower selection, in order to form a group that can be tasked with growing their selected flower.

- **Social messaging** is designed with functionalities that enable knowledge sharing and discussions in private bilateral conversations, such as between two peers discussing classwork, or among a predefined group of users, such as a teacher and his/her students continuing an in-class discussion outside of the classroom (teaching and learning aid). The rich media (text, images, videos, links, files, etc.) that can be shared in one-on-one or group chat messages, also enable personalization with multiple representation. The instant nature of social messaging enables quick discussions and easy participation (participation and involvement) that are useful during the collaboration between two users or a group of users (collaborative methods). In one pedagogic scenario, two lower secondary students working together on a group project can privately message each other when out of class to discuss the nature and structure of the work, share text, images and videos that can be used in the project, and refer to these messages whenever necessary. The students can also share the project file with each other as a message attachment.

- **Communities and Discussions** are designed with functionalities that enable teaching and learning in groups (collaborative methods), mirroring a classroom environment online. Teachers can take on a leading role by creating communities or discussion forum topics (teaching and learning aid), or a facilitating role by letting students create their own public or private communities and discussion forum topics under his/her supervision and guidance (active knowledge construction). At their fundament, communities and discussions are a collection of status updates with accompanying social feedback (multiple representations), confined to a preset list of users, who are members of these communities or discussions (participation and involvement), that is specific to an interest or topic, usually identified in the community name and description, or the discussion’s title and its location under a topic or a course (personalization). In one pedagogic scenario, a lower secondary physics teacher can create a discussion topic, title it “Collision Examples”, under her course on crashes and collisions, and ask her students to create their discussions under that topic, listing examples of collisions from everyday life. The students can further their knowledge by researching questions and constructing hypotheses on how the velocity and mass of an object-and the variable of time can affect momentum in these different examples, by reading their peers’ discussion posts and the teacher’s feedback and providing peer evaluation. The teacher can also encourage the students work in groups. They can create their own private communities, personalize them with a name and photo representing their group, and use them throughout the duration of the project or the course to discuss their work and collaborate on an assignment.

## V. Limitations

This study has statistical limitations, stemming from the study design. Particularly, the focus group data collected and analyzed may not be representative of the general population of European students, teachers, parents and professionals targeted by the STIMEY project, due to the small number of participants represented from the 5 European countries. However, focus groups were used to provide qualitative data, that shed light on trends of pedagogical design principles that are in common among stakeholders, and to enrich the understanding of the main findings from the literature review and the researchers’ expertise with relevant examples. Moreover, the analysis of the results was limited to the social media concepts that have been previously identified, while there may be several other social media features that can be apt in fulfilling the stakeholders’ wishes and requirements, based on the identified pedagogical principle designs.

## VI. Conclusion and Future Research

Although social media has gotten increased attention in educational research in the recent decade, most studies focus on the use of popular social networks and technologies outside of the classroom, and how they are perceived by students and teachers, mostly in higher education. There is, however, a lack in studies that examine the perceptions and practices of learners and teachers in primary and secondary education. More research is especially required on the use of social media features in the classroom based on preference and importance, and their impact on students’ learning and
teacher’s pedagogy. One of the objectives of the STIMEY project is to research and adapt a pedagogical framework that exploits the full potential of social media in learning, especially in STEM education. Initial research was geared towards identifying eight key social media concepts, or features, based on popular social networking sites and their potential role as learning tools in a pedagogical learning model. Concurrently, research was carried out on identifying 22 pedagogical design principles in hybrid STEM learning environments, based on focus group data from two European countries, and literature review. In this study, focus group data, from all five European countries represented in the STIMEY project, relevant to the participating stakeholders’ wishes on the use of social media in learning and teaching were analyzed. Results from participants’ wishes and statements indicated trends of seven pedagogical design principles, such as collaborative methods, teaching and learning aid, and multiple representations. The previously identified social media concepts were then further examined for which features and functionalities they include to fulfill the stakeholders’ needs, based on the seven resulting pedagogical design principles. The study has its limitations concerning the size of the focus groups, and the number of social media concepts taken into consideration. However, these limitations have been taken into account for future research, where the focus is on identifying additional social media features and functionalities based on previously collected and emerging stakeholders’ requirements, and diverse pedagogical scenarios involving students, teachers, organizations and parents. Finally, user testing and feedback on the STIMEY platform is planned to conduct a mixed qualitative and quantitative study with a larger number of participants which aims to analyze and assess the social media concepts and pedagogical design principles in this study.

ACKNOWLEDGMENT

This project has received funding from the European Union’s Horizon 2020 research and innovation programme, Science Technology Innovation Mathematics Engineering for the Young 2016-2019, under grant agreement No 709515.

Any opinions, findings, and conclusions or recommendations expressed in this material reflect only the authors’ views and the Union is not liable for any use that may be made of the information contained therein.

REFERENCES

Improvement of an Existing Microservices Architecture for an E-learning Platform in STEM Education

David Alessandro Bauer, Benjamin Penz, Juho Mäkiö, Manal Assaad
Department of Informatics and Electronics
University of Applied Sciences Emden/Leer
Emden, Germany
Email: david.bauer@hs-emden-leer.de, benjamin.penz@hs-emden-leer.de, juho.maekioe@hs-emden-leer.de, manal.assaad@hs-emden-leer.de

Abstract—This paper demonstrates and evaluates the technical improvement of an existing prototype of the STIMEY e-learning platform based on a microservices architectural pattern. The first approach is using our page fragments technology that allows to integrate contents of other microservices in a superordinate context but lead to difficulties regarding maintenance. The second approach holds all page fragments in one microservice, and the specific data is provided separately by domain-specific microservices which makes it easier to work with them, in case of the STIMEY platform, because domain-specific designers can now be assigned to just one respective microservice. Additionally, a conception to migrate the platform to Amazon Web Services (AWS) in the future is shown. A novel three-dimensional architecture model is introduced to visualize the used microservices’ architectural pattern. Three patterns are shown for the data access of the individual microservices and for their interconnectedness. At the end, it is discussed how the database design can be implemented.
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I. INTRODUCTION

As modern IT-technologies, like cloud computing and mobile computing, get more and more complex, difficulties with development and maintenance increase as well, thus driving innovation and research pressure to cope with these problems. This led to the construction of concepts like Domain-Driven Design. Continuous Integration, scalable systems and Software as a Service, which form the base of the idea of microservices. Microservices are applications that consist of a set of small, independent services in contrast to the large, monolithic kind of software systems [1]. Each microservice follows its own task but works together with other microservices to fulfill a more general purpose. This approach has several advantages such as [1]:

- the use of different technologies. Because every microservice is isolated, they can run on different platforms, and can even be implemented in different programming languages.
- that it is highly scalable. In contrast to monolithic architectures, the different parts of an architecture based on microservices can be scaled independently.
- a better exchangeability. Microservices can be exchanged independently, instead of the need to exchange the whole system, as it is the case with monolithic architectures
- a more convenient deployment. Each microservice can be deployed separately. With the monolithic approach, the whole system needs to be deployed in one, even if only small amounts of code have been changed.

Although the importance of microservices continually increases, research about this topic is mainly limited on the theoretical concept of microservices itself. [1] Therefore, this paper focuses on the applied architecture of a practical use-case. The explained architecture in this article has been developed for a project to research and create a Science, Technology, Engineering and Mathematics (STEM) related e-learning platform called Science, Technology, Engineering and Mathematics for the Young (STIMEY). The STIMEY [2] project is funded by the European Union and started in September 2016. The purpose of the platform is to interest young people to STEM and to bring teachers, students and their parents together to support STEM related learning and to increase the continent’s international competitiveness in that regard.

This paper aims at:

- a concrete use-case of an microservice architecture, the STIMEY platform,
- a conception for migrating to Amazon Web Services (PaaS) is shown,
- a novel visualization of the microservice architecture is illustrated,
- a novel page fragments technology will be introduced, and
- an overview of database implementation in context of microservices is given.

The paper is divided in five sections, starting with a brief description of the STIMEY platform in Section 2. The following section proffers a literature review on microservices is provided in related works. The fourth section presents and discusses the architecture of the STIMEY platform that uses microservices as a basic building block. The section covers mainly the above listed
contributions. The paper then concludes with a conclusion in the last section.

II. THE STIMEY PLATFORM

This section first motivates and then gives a brief overview of the STIMEY platform.

The international competitiveness of Europe strongly depends on the availability of good educated engineers [3]. To get good educated engineers, the STEM education must be more relatable to European youths to raise their interests and involvement in STEM careers. This interest needs to be awoken already at the school. This is the aim of the STIMEY project. To reach this overall goal, STIMEY project proposes a multichannel hybrid e-learning platform for STEM-Education. The platform provides e-learning components that are designed and developed on the base of a well-researched pedagogical framework [4] that is to be developed in the STIMEY project. By doing so, STIMEY aims to lower the barrier of young people to consider a STEM career as an attractive career alternative.

The participation of multiple parties is needed, unified in the STIMEY platform to reach the overall goal of the STIMEY project. Consequently, within the STIMEY platform not only students come together with their teachers. Additionally, other stakeholders, like universities, schools, parents, business and media partners need to join together to reach the common goal and to make STEM a natural part of the daily life of youths. By doing so we hope to give students the feeling that what they do is important and valuable, and we open all stakeholders an ability to demonstrate their engagement for the STEM education [5].

One of the central ideas of the STIMEY project is to get close to the interests and social identity of the students. For this, the STIMEY is constructed to be a socially motivational platform that supports and motivates students towards STEM subjects.

To do so, the STIMEY contains components that the students are familiar with, like social media and games to stimulate the emotional and educational engagement. There also exists a gamification-oriented [6] reward system that enables students to earn badges. These components are there to help with the intrinsic motivation of the students towards STEM subjects.

For example, the integrated social media tools enable the students to communicate about the STEM topics or to help each other in making exercises. The integrated games in turn are constructed such that the students can learn during gaming. The STIMEY-robot is a socially-assistive learning buddy that supports students and gives them feedback. The idea is to effectively use robot fellow artefacts for pupils’ emotional engagement, community bonding, efficient learning and motivation. Additionally, within the platform it will be possible to program the STIMEY-robot using a simple command set that is integrated in the STIMEY platform. The STIMEY-radio allows students to get on demand broadcasting programs about STEM subjects [7]. The integrated STIMEY e-portfolio provides the possibility for the students individually to collect information about courses and activities the student has participated in. Additionally, the STIMEY platform will contain entrepreneurial tools for engaging schoolchildren in innovations and stimulating their creative thinking. In order to integrate a wide array of existing educational tools, we have created in cooperation with SCIENTIX a mechanism to integrate existing tools such as solutions provided from SCIENTIX (Community for science education in Europe) in the STIMEY-platform.

The platform is constructed gender-neutral, so that boys and girls alike can identify with the components contained therein. The challenge of STIMEY is to reach even those students who are not enthusiastic about STEM. Especially girls are underrepresented in the STEM-sector. To be gender-inclusive means for STIMEY means that it supports a wide range of user behavior to provide low-threshold access to the platform.

The second central idea of the STIMEY project is to provide teachers the necessary modern tools to teach STEM in an attractive and engaging manner in-class or remotely, while also following up on students’ progress. For this, the platform allows teachers to create their own courses and course materials, to reuse the materials when creating new courses. Whether the content is more theoretical, or more practical and interactive, is determined by the teacher. The teachers are also able to reuse their created materials when creating new courses. Additionally, teachers may share their courses and course materials with other teachers. This supports the community building among teachers for example to share experiences in using the STIMEY in classes.

Other stakeholders, like parents and companies, are supported in suitable way. For example, parents are able to get information about the current state of the studies of their children or to communicate with their teachers and companies are able to add educational material into the platform.

For security reasons, it is considered to store personal data on different servers, to prevent developers and administrators who work on the platform, and possible attackers, to link data which is stored on the platform to personal information. Every user can determine who has access to his/her shared data.

The STIMEY components are based on a thorough research. The fundamental research focuses among others the following questions:

- Why STEM education is an issue today?
- Why STEM careers are not popular among young people?
- How to motivate and encourage young people to go for STEM careers? and
- What makes STEM unattractive or uninteresting and how positive aspects can be emphasized more?

To answer these questions, we are currently creating and implementing a novel pedagogical framework that exploits the full potentials of Social Media for STEM subjects in formal and informal contexts. Therefore, the major target groups and stakeholders are integrated into the development process. Additionally, to track the students’ performance
progress, suitable measurements methods, algorithms and tool are under development

All components integrated in the STIMEY-platform serve the goal to raise the attractiveness of STEM subjects among European youth. From the European perspective, it is important that the STIMEY-platform harmonizes with the STEM education in European schools. This is important to reach a critical mass of end users who will be motivated for a STEM career.

III. RELATED WORK

Microservices is a young architectural pattern, which follows the idea of service-oriented computing (SOA). SOA started as an attempt to overcome the drawbacks of monolithic software architectures. It provides loosely coupled services, each usually focused on one specific business process. The services are reusable and could be put together dynamically to address issues in continually changing business environments [8]. Although software that follows SOA architecture can consist of several internal services, the whole product has to be deployed as one unit, leaving it still monolithic, as [9] point out. To maintain scalability, copies of the whole application have to be used, which is not efficient regarding memory consumption. While such architecture makes it easy to develop and deploy large software, it also makes it costly to modify and maintain these applications, because they are difficult to understand. [9]

These problems lead to the development of alternative architectures that aim to conform to modern needs by breaking down the application into smaller independent services [9]. In 2012, a group of software architects chose the term microservices as the most fitting one for the common architectures they had been examining in recent time [1]. Before that, the concept of microservices has been known under different names, e.g. Adrian Cockcroft at Netflix called it “Fine grained SOA” [11]. Dragoni et al. say that there is no common definition of microservices, and therefore the concept is still in its infancy [12]. However, principal features of microservices have been defined by M. Fowler and J. Lewis [11]. For instance, microservices based architectures consist of small independently upgradable, replaceable and reusable components that can be deployed separately. If the code of one microservice is altered, only the microservice itself is affected and must be redeployed, instead of needing the whole application to be deployed again. Another feature of microservices is decentralized governance. The used technology for implementing a specific microservice can be chosen independently. Therefore, different Microservices can use different kinds of databases. The code of microservices can also be written in different programming languages, as long as a common interface is used to handle the communication between the microservices [1]. Other authors like S. Newman, E. Wolff, and A. Gupta built on the work of M. Fowler and J. Lewis to make concrete suggestions for conceptions and designs of architectures based on microservices [14][15][16][17]. Villamizar et al. [10] show a slight cost reduction by using microservices instead of a monolithic architecture. The average response time does not differ so much for the microservice architecture (although there is an overhead, through additional server instances). [10] Microservices were introduced in a lot of large companies, to overcome their growing needs of more scalability. For example, Google, Amazon, Microsoft, Netflix and Zalando have successfully introduced microservices for their business [10][13].

A systematic literature research has been conducted by Pahl and Jamshidi to collect and review the existing research on microservices. They discovered that a great amount of research about microservices is only theoretical and just a minor part of studies deals with actual technological solutions [18], leaving a research gap in that department.

One possible use case of microservices is web-based e-learning platforms like the STIMEY platform. D. Chandran and S. Kempegowda [17] state that irrespective of free or commercial products, the implementation of the hardware and software infrastructure are highly cost intensive. Although free e-learning software like Moodle is free to use, the high cost of installation, maintenance, as well as the high learning curve, could make them even more expensive then commercial products. In addition, existing e-learning solutions are often unable to collaborate with other educational facilities or dynamically scale the application. Also, the integration with other systems is expensive due to the proprietary nature of the existing e-learning solutions. Another issue is that in many cases the available hardware is not suitable for web 2.0 applications. D. Chandran and S. Kempegowda therefore propose a cloud-based solution for three defined scenarios to overcome these disadvantages [19]. With cloud-computing free resources can be allocated efficiently, thus providing reduced energy consumption and less costs.

Fazakas et al. [20] propose a technical solution for a collaborative e-learning platform based on microservices. The platform aims at making teaching and learning objectives easier by implementing loosely-coupled software modules. These modules provide synchronous learning functionalities like video communication or text-based chats, and asynchronous functionalities like multimedia authoring.

Martin et al. [21] describe and compare the two different approaches virtual machines and containers for the realization of cloud-based computing. Virtual machines are therefore fully functional operating systems that are running on top of a virtual hardware layer. The advantages of virtual machines are that they can be installed very quickly and booted within a few seconds. They also can be cloned and stacked with centralized tools. Disadvantages are that the additional layers for emulated hardware and operating system come with a significant overhead in performance. In contrast, containers come with performance near that of single-tenant physical servers. In addition, with containers, multiple instances of applications can be run on one single machine. Containers are also very lightweight, because of the absence of system libraries, which makes the boot-process very fast, and makes it possible to create and move containers almost instantly. This enables high scalability [21][22]. Docker is the most used container technology. Based on that it exists also a Kubernetes [23](orchestrator of containers) solution, former provided by Google (see also
Borg [24], predecessor to Kubernetes). An alternative to Kubernetes is Docker Swarm.

Another paradigm that supports large-scale cloud computing applications is serverless computing or function as a service (FaaS) that is an event-driven approach, utilizing lightweight processes that react to an event. The first service that follows serverless computing is AWS Lambda by Amazon Web Services [25]. For example, Google and Microsoft provide serverless computing services. [26][27]

An evaluation of different cloud computing services has been made by McGrath et al., showing the potential of the underlying technology on two use cases. For instance, systems using serverless computing are more scalable and flexible than previous technologies. [28] Using of AWS Lambda can reduce costs significantly, by 50-60% instead of using microservices [29].

IV. ARCHITECTURE OF THE STIMEY PLATFORM

It was decided to use microservices for the entire platform, which allows for development to take place in small separate teams. Microservices are autonomous, isolated services that are loosely coupled with other services. In general, every microservice has its own data storage (i.e., database, so redundancies are accepted). However, sharing the database may be appropriate for simplification. The data models must be kept separate from each other. Microservices can, for example, communicate via REST or WebSockets but they can also have a web interface. Furthermore, microservices are easily scalable, if they are stateless (no use of sessions). All required data must be loaded from the cache or the database directly.

In Figure 1 a novel visualization of the microservice architecture model is presented. In this model microservices may implement multiple layers. Normally, a microservice includes the business logic layer (inclusively offering of services to the outside) and the data access logic to the database (persistence). The communication layer as described above can be implemented using web protocols. In addition, a presentation layer may be included (HTML, JSON and XML). DDD stands for Domain Driven Design by Eric Evans ([30][31]). A concept is the smallest unit within a subdomain (categorization of related concepts). A bounded context is a subset that can be spanned in multiple subdomains. A domain can contain several functional subdomains. The life cycle consists of steps that a microservice goes through: the beginning design, development, testing and production. Maintenance and support are the last stage, or the microservice will be replaced by a better solution and the life cycle starts again. The Reference Architecture Model Industry 4.0 (RAMI4.0) [32] had significant influence in creating Figure 1, which depicts the Microservice architecture model.

Figure 2. Inner and outer architecture of microservices. [33]

According to Olliffe [33], the platform’s internal and external architecture is described in connection with microservices (see Figure 2). The external architecture includes, among other things, tools for configuration, routing, discovery of other microservices, monitoring, and automation (deployment). The microservices themselves are described in the internal architecture and are developed independently from each other. The communication among them is best done asynchronously, while there may be multiple instances of one microservice. A load balancer can be connected to all individual microservices to improve the distribution of workloads, for which the round-robin strategy is commonly used. State changes or notifications can be exchanged by microservices via the so-called messaging channels.

Every microservice on STIMEY platform belongs to one domain, whereas a domain consists of related topics. Each microservice is assigned to one responsible team. All microservices make use of the same technology, for better maintenance. For one, it is easier for the small core team to cope with only one technology. For another, there is a high fluctuate of additional team members (internships, project work, bachelor and master thesis), who can be trained faster that way. One advantage of microservices is that they are fine granular, so they can be easily scaled. There is also no single point of failure, because there are redundant instances for each microservice, and all microservices are not deployed together, like it is the case with a monolithic architecture. That way, older versions of microservices can be replaced during runtime.

A. Use of Microservices in the STIMEY Platform

The STIMEY platform in the actual version is divided into several independently developed domains (here: middle-tier, see Figure 3) that are researched, identified and detailed in previous research [4], such as:

- User profile: a visual display of the personal data associated with a specific user in the platform [34].
• Activity stream: typically, a dashboard, where tracked activities or events relevant to a user, community, topic or anything in the platform it’s built in [35].
• Community: an online space where individuals can feel part of a group and interact on a common topic or interest by creating posts, commenting, reading in such interest- and niche-specific forums [36].
• Social messaging: refers to the exchange of text messages through a chat tool in real-time [37].
• Online-Course: a supervised learning option for web browsers or mobile applications, that consists of a series of lessons [38].

The communication between microservices works by either calling each other’s REST-API, or by messaging (Publish-subscribe), whereas subscribers will be notified by the occurrence of new messages belonging to the subscribed topic. For instance, the gamification microservice (topic: “gamificationstream”) must be informed by rewardable activities from other microservices to improve the motivation and experience of the users. Also, for the activity stream, it is necessary to interact with other microservices to access their data which is necessary to calculate the ranking, so that activities or events relevant to the user can be shown in descending order corresponding to the given rank, starting by the highest rank for an activity or event.

The backend includes the microservices for the data access layer (stored files, cache, messaging system, and database for persisting data). The main microservice is part of the frontend, especially for login and sign-up and as a relaying layer (implemented as a proxy) to the underlying middle-tier microservices. It also contains the superordinate web pages of the STIMEY platform (using the technology of page fragments) where the individual microservices are embedded. These should be scalable for further development. Within the microservices, no classic server-based session data is held (data access is via the backend). It should also be noted that a REST-API exists for the platform/robot communication. Furthermore, the platform-to-robot (P2R) communication can be established by an Message Queue Telemetry Transport (MQTT) - Adapter (robot has subscribed on specific topic), which is an integrated part of the messaging service.

During the login process in the main microservice, an access token is stored as a cookie on the user’s browser, which is used for subsequent authentication. Furthermore, a language cookie is also stored for the purpose of multi-language support.

The microservices are deployed in Docker containers, running on CoreOS (Container Linux). This ensures an increased failure safety, as the containers can be restarted accordingly in the event of a failure. The entropy of the system, and hence the error rate, is reduced since the same conditions are always present for the system (in the form of containers, operating system virtualization). There exists also a Kubernetes solution, called Tectonic, which comes from the CoreOS team as well.

This microservice architecture was chosen at first, to follow a different approach for research, instead of the classical approach (mainly over REST-API’s). The main microservice uses the page fragments technology, which is explained more in detail in the Section B. Different from the classical approach the microservices provide also their own web pages in the presentation layer. This avoids the maintenance of all web pages in a centralistic way. The main microservice aggregates them in a superordinate context and sends the final web page to the client. In general, the page fragments technology works as intended, but it has to be extended, or further research is necessary, to find a way how it works more smoothly. In the current situation, the whole site will be newly rendered when the page is aggregated, including header, footer and side-menu. A possible solution could be to update only the changing fragment. This has to be further considered.

At the moment, we are planning to migrate to our new architecture model (Figure 4), that is similar to the classical approach of a microservice architecture. The development team recognized that it is more efficient to have the web pages on the same place, because there is an imbalance of developers to designers (much more developers). It is considered as ideal to have interdisciplinary teams working on microservices [15]. One is responsible for the frontend, one for the backend and one for the overall design. We currently do only server-side rendering (using Spring MVC, Model-View-Controller pattern) and plan to switch to client-side rendering (using Vue.js and React.js). This could at least reduce server load. Of course, this also has the disadvantage for the client that it has the costs of processing. One important aspect of the future of the STIMEY platform is also, to make it long-term production ready, as it is only a prototype as of now. This enables the possibility to migrate the STIMEY platform to a PaaS in the future. This reduces the risks involved with self-realizing a microservice architecture. PaaS from established vendors are much more optimized in scalability, resilience, managing, efficiency and uptime. The long-term costs can be reduced, because not so much manpower is needed, and vendors can organize the distribution of their service more efficiently over the world.

The main difference between the old and new architecture (Figure 4) is that with the new architecture only REST-API microservices are used for the communication of the corresponding domains, without providing additional

![Figure 3. Actual STIMEY platform architecture.](image-url)
web pages for each microservice. The REST-Service can be called by the REST-API-Gateway that can orchestrate other services or proxies them to the right target. Instead of a main microservice that assembles page fragments coming from different microservices, there is now a storage microservice that holds all the web pages. All teams are working on this microservice and the corresponding REST-API microservice, for which they are responsible. Additionally, there can be used a FaaS service optionally, which is using Vert.x (a Java alternative to Node.js) in combination with actor4j (an actor-oriented framework). The advantage, in comparison to REST-Services, is that they are finer granulated and light weighted. That way, thousands of stateless functions (or actors) can be deployed easily, in contrast to REST-API microservices, which are heavy weighted. Normally, functions are isolated in containers, for security and resilience reasons. In an own maintaining FaaS service this is not mandatory, because the underlying functions can be trusted. It would be otherwise, if different contributors were involved. This results in further performance advances. The serious games microservice is using the Apache web server and PHP and is developed from our partner from Belarus. The REST-API-Gateway can be monitored for generating statistics and further analysis of collected data.

The above described architecture, without page fragments technology, is very suitable to a possible migration to Amazon Web Services (Figure 5). The storage in Figure 4 corresponds to Amazon S3 in Figure 5. In both architectures, there is an API-Gateway for handling according requests sent from the client. Amazon Web Services has an authentication service called Amazon Cognito. This was implemented in the architecture shown in Figure 4 as an independent REST-Service called Auth. The API-Gateway can be monitored in both concepts (in Amazon called CloudWatch). Underlying services can use caching systems, also combined with data storage. It is also possible to use a publish-subscribe system, e.g. for the intercommunication of the services. In Amazon, there are also the Lambda Functions that are more cost-effective than API-calls shown by Villamizar [29]. Our REST services, as seen in Figure 4, are deployed in Docker Containers, so they can be easily migrated to Amazon ECS (Elastic Container Service) later. FaaS has its advantages, but it still has to be proven in practice, whether it is worthwhile to use it with accompanying greater complexity (thousands of light weighted functions) [42].

From the beginning, it was not planned to use Amazon Web Services or other PaaS, such as Microsoft Azure and Google Cloud Platform. For some companies, for privacy reasons and protection of intellectual property, an on-premise solution is more preferable. One of the requirements is to use only open-source software to keep the costs low. We decided to use Java as a core-language, because it is widely used and taught on universities. As mentioned before, it is difficult to realize and to maintain an own solution of a microservice architecture, especially in the long-term perspective. In contrast to that, there are open-source solutions like Serverless Framework [43], which makes it easy to switch between different cloud-computing providers (Azure Functions, AWS Lambda, Google Cloud Functions). There are also different providers for container solutions, like Google Kubernetes Engine or, like mentioned above, Amazon ECS and Azure Container Service (also over Kubernetes), "Kubernetes is an open-source system for automating deployment, scaling, and management of containerized applications." [23] At the current stage of prototyping, an on-premise approach is for us the best solution to fulfill the above mentioned requirements and initial goals.

B. Use of Page Fragments Technology in the STIMEY Platform

A microservice that uses the page fragments technology can integrate outputs of microservices in a superordinate defined web page.
Here, a proxy server is used that aggregates the individual page fragments (Proxy-Aggregator Design Pattern, see Figure 6), that are references to a microservice that is embedded in the superordinate web page. According to Gupta [16][44], this pattern can be seen as a mixture of the Proxy Microservice Design Pattern and the Aggregator Microservice Design Pattern. It differs only in that way that the microservices are not only REST endpoints. Instead, they are microservices which have also their own web pages (the so-called page fragments) in the presentation layer.

The implementation [45] of the page fragments technology is a developed derivative of Smiley’s HTTP-Proxy-Servlet (maintained by the MITRE Corporation). Zalando has a similar concept [46] and [47], where fragments (parts of a microservice) where developed by diverse teams (see Figure 8). The “layout service assembles the fragments and streams them to the client” [46]; see also BigPipe [48] by Facebook mentioned in [47].

C. Use of Caching/Volatile caching and messaging in the STIMEY platform

In the previous architecture, for caching/volatile caching and messaging the library was divided into two parts. Either an actor-oriented approach (Actor4j [40] comparable to Akka), or a classic implementation could be used (Redis as cache, NoSQL for persistence, RabbitMQ for messaging). The patterns: “non-volatile caching”, “volatile caching”, and “messaging”, offer the possibility to use messaging channels (state changes and notifications) via appropriate interfaces. The messaging pattern is a special pattern for chatting and message-based content. Only the caching and messaging patterns allow persistence of content.

D. Design of Database Structure

As shown in Figure 9, the model is split into different domains. The new database model is a separate model tailored to the needs of individual microservices (largely independent database models). A document-oriented NoSQL database is used as a database. This ensures efficient data processing even with large amounts of data. Known document-oriented NoSQL databases are, for example, MongoDB and CouchDB. A major advantage is the simple serialization / deserialization of the data binding objects into a database document and vice versa (document is stored in the form of a readable JSON string). For the documentation, it is helpful to not only display persistent data structures, but also data structures in the cache, because the data structure of the database is not necessarily the same as the data structure of the cache. Furthermore, the data flow between client and server should be shown in the superordinate context, because the data depends on external triggers. Because of the complexity of the microservice architecture, an extended view is necessary that includes all data structures and the corresponding processes. The whole system is developed in an agile environment so the data structures (and their underlying processes) are subject to evolutionary development processes.
V. CONCLUSION

This paper aims at contributing an example of how microservice architecture can be used to build a web platform in practice. This goal has been achieved by introducing the STIMEY platform as a use-case for microservice architecture, and how the architecture has been structured to fulfill the requirements. In addition, the first conception of a future architecture is shown, that builds on the lessons the development team has learned from the work on the current architecture.

The STIMEY platform is divided in several domains, each focused on one specific task, such as user profile, activity streams, and communities. With the microservices approach, each domain is realized by its own microservice. The current architecture of the STIMEY platform has a main microservice as the central hub for server-client communication.

In the current architecture, the main microservice uses the page fragments technology to assemble the outputs of other microservices to a resulting web page and streams them to the client. However, it turned out to be more efficient to have the web pages on one place. For one, the designers can work on only one microservice. For another, the concept of separation of concerns is followed more strictly that way, which makes it easier for the software developers to divide their work. Now they can work in pairs on a domain. One developer is responsible for the REST-API, and the other developer is responsible for the implementation of the front-end with client-side-rendering.

No session data is stored on the server-side, but an access token is stored as a cookie in the client-side browser. To increase failure-safety, docker containers are used for deployment of the microservices. The current system does server-side rendering, using Spring MVC. To reduce server-side cost, it is planned to use client-side rendering with the utilization of Vue.js and React.js in the future. The current architecture uses REST-API for the communication between microservices.

For future-proof scalability, resilience, and efficiency, it is also planned to use FaaS. This is going to make the microservices more lightweight, and to increase the performance significantly. The shift to the new architecture is also suitable for the usage of cloud services like Amazon Web Services that could be used in the future as an option.

The STIMEY platform supports volatile caching, non-volatile caching, and messaging, whereas non-volatile caching and messaging enable persistent data storage.

To fulfill the needs of particular microservices, largely independent database models are used, each modeled specifically to meet the requirements of their corresponding microservice. To allow efficient processing of data, a document-oriented NoSQL database is used.

It is planned to develop testing scenarios in the future to cater with multiple test-cases. Also, a case study that is focused on the research questions introduced in section II is going to be conducted.
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Abstract—Internet of Things (IoT) is a rapidly emerging technology which involved both a variety of research and a very wide range of industrial fields. It is increasingly interested in the use of a long range wide area network (LoRaWAN) to remotely monitor and manage the number of devices in real-time. In order to better manage and control a lot of devices, multicast is sometimes more suitable than unicast. However, in the LoRaWAN specification, unicast MAC transmission is only described but multicast MAC transmission is not specified. In this paper, we propose the multicast activation scheme to support multicast MAC transmission based on LoRaWAN. The presented scheme can reduce the energy consumption required for downlink and be used as a guideline for developing LoRaWAN-based IoT applications.

Keywords— IoT; LPWA; LoRaWAN; multicast; activation.

I. INTRODUCTION

Internet of Things (IoT) have been studied [1]-[3] and applied to a very wide range of fields such as intelligent buildings, manufacturing, agriculture, and goods transportation to remotely monitor and better manage things in real-time [4]-[7]. The devices in these applications typically send tiny amounts of data with limited low power in a long coverage area. In order to guarantee the characteristics of the devices, low power wide area (LPWA) technologies have become more popular than Wi-Fi or LTE [8][9]. Many LPWA technologies have arisen in the licensed spectrum (LTE Cat-0, LTE-M, NB-IoT, etc.) as well as unlicensed (LoRaWAN, SigFox, Ingenu, etc.). Among LPWA technologies, a long range wide area network (LoRaWAN) is widely employed in various applications (for example, shipping and transportation for industrial applications, temperature and moisture monitoring for agriculture, waste management for smart city) [10]-[13].

A large number of devices need to be grouped so as to better manage and control devices (e.g., configuring parameters, initializing devices). Multicast is more suitable than unicast to send small amounts of control information to a lot of devices. However, in the LoRaWAN specification [14], unicast MAC transmission is only described but multicast MAC transmission is not specified. Therefore, in this paper, we propose the detailed and possible multicast activation scheme to provide multicast MAC transmission based on LoRaWAN. The presented scheme can be used as a guideline for developing LoRaWAN-based IoT applications.

This paper is organized as follows. In Section II, we briefly introduce the LoRaWAN network architecture and protocol stack for a multicast activation. In Section III, we propose the multicast activation scheme based on LoRaWAN. In Section IV, we compare unicast and multicast in terms of energy consumption of transmitter over the air. Finally, Section V presents the conclusions.

II. LoRaWAN NETWORK

In this section, we introduce the LoRaWAN network architecture and protocol stack for a multicast activation.

A. Architecture

Fig. 1 shows the network architecture of LoRaWAN for a multicast activation. There are an end device, a gateway, a network server, an authentication, authorization, and accounting (AAA) server, and an application server. The end device can transfer and receive data packet to and from the gateway with PHY of LoRa. The gateway shall forward data packet between end devices and the network server. The network server can route data packet from the gateway to the AAA server or the application server, and back. The AAA server shall perform an authentication procedure for the end device and generate session keys such as a network session key and an application session key. The application server can collect and analyze data receiving from the network server. It is also able to process an authentication function without the AAA server.

B. Protocol Stack

Fig. 2 shows the protocol stack of LoRaWAN for a multicast activation. An end device is composed of the LoRa
PHY layer, the LoRaWAN MAC layer, and the application layer. For the radio interface, a gateway is communicated with the end device based on the LoRa technology. The gateway is connected to a network server over IP networks. The network server is connected to an AAA server based on RADIUS [15] over UDP/IP networks.

A multicast join request message contains MultiAppEUI, DevAddr, and DevNonce. MultiAppEUI is a multicast application identifier, i.e., the MultiAppEUI is a global application ID that uniquely identifies the entity able to process a multicast join request message. DevAddr is used to identify an end device within the current network. DevNonce is a random value generated by an end device. A multicast join accept message contains MultiNonce and MultiAdd. MultiNonce is a random value generated by an AAA server. MultiAddr is an identifier to identify a multicast group.

**B. Integrity of Multicast MAC Messages**

In order to ensure the integrity of multicast MAC messages, a message integrity code (MIC) should be appended to the end of the messages. For a multicast join request message integrity, MultiAppKey, MHDR, MultiAppEUI, DevAddr, and DevNonce are used as input parameters of the CMAC algorithm. An end device has been pre-configured with MultiAppEUI and MultiAppKey. MultiAppKey is an AES-128 root key specific to a multicast group. MHDR is the MAC header field, \(I\) is represented the concatenation of character strings. The MIC can be calculated by

\[
\text{MIC} = \text{cmac}[0..3](\text{MultiAppKey}, \text{MHDR} | \text{MultiAppEUI} | \text{DevAddr} | \text{DevNonce})
\]

For a multicast join accept message integrity, MultiAppKey, MHDR, MultiNonce, and MultiAddr are used as input parameters of the CMAC algorithm. An AAA server has been pre-configured with MultiAppKey. The MIC can be calculated by

\[
\text{MIC} = \text{cmac}[0..3](\text{MultiAppKey} | \text{MultiNonce} | \text{MultiAddr})
\]

For a network server to send a secure multicast join accept message to an end device, the message is encrypted with MultiAppKey as follows:

\[
\text{aes128} \_\text{decrypt}(\text{MultiAppKey}, \text{MultiNonce} | \text{MultiAddr} | \text{MIC})
\]

MultiAppKey is pre-configured in a network server and the MIC is the value calculated above.

**C. Derivation of Multicast Session Keys**

After verifying the MIC of multicast MAC messages, an end device and an AAA server can derive the two multicast session keys which are a multicast network session key (MultiNwkSKey) and a multicast application session key (MultiAppSKey). The session keys are calculated as follows:

\[
\text{MultiNwkSKey} = \text{aes128} \_\text{encrypt}(\text{MultiAppKey}, 0x03 | \text{MultiNonce} | \text{MultiAddr} | \text{DevNonce} | \text{pad16})
\]
MultiAppSKey = aes128_encrypt (MultiAppKey, 0x04 | MultiNonce | MultiAddr | DevNonce | pad16).

MultiNwkSKey is used to encrypt and decrypt the payload field of multicast MAC data messages between end devices of a multicast group and a network server. MultiAppSKey is used to encrypt and decrypt the payload field of application-specific data messages between end devices of a multicast group and an application server.

D. Multicast Activation Procedure

Fig. 4(a) shows a unicast join procedure and Fig. 4(b) shows a multicast join procedure. The detailed description of each step is as follows:

- Once initialization for the LoRaWAN wireless link access is finished, a unicast join procedure is performed between an end device and an AAA server via a gateway and a network server.
- If this procedure is successful, the end device and the AAA server should generate a network session key (NwkSKey), and an application session key (AppSKey).
- The end device may already have the pre-configured multicast group information that it wants to join.
- For joining a multicast group, the end device sends a multicast join request message to the network server including MultiAppEUI, DevAddr, and DeviceNonce through a gateway over LoRaWAN.
- The network server sends an access request message which includes the parameters of the multicast join request message to the AAA server based on the RADIUS protocol.
- If the end device is successfully authenticated, the AAA server shall respond to the network server with an access accept message which includes MultiNonce and MultiAddr.
- After the AAA server can generate the two session keys which are MultiNwkSKey and MultiAppSKey, it sends MultiNwkSKey to the network server. The AAA server also sends MultiAppSKey to the application server.
- Upon receiving an access accept message, the network server shall send a multicast join accept message with the above parameters (MultiNonce and MultiAddr).
MultiAddr) to the end device through the gateway over LoRaWAN.

- The network server shall store MultiNwkSKey receiving from the AAA server.
- When the end device receives a multicast join accept message from the network server, it should derive MultiNwkSKey and MultiAppSKey.

We have designed a similar multicast join procedure based on a unicast join procedure described in the LoRaWAN specification. We believe that the proposed scheme is helpful to developers in implementing MAC multicast protocols based on LoRaWAN.

IV. PERFORMANCE ANALYSIS

We compare unicast and multicast in terms of energy consumption of transmitter over the air. A transmitter is a gateway and a receiver is an end device or a multicast group. Energy consumption of transmitter which is located in the distance of d with n bit can be expressed as follows [16]:

\[ E_{Tx}(n, d) = E_{Tx-\text{elec}}(n) + E_{Tx-\text{amp}}(n, d) = E_{\text{elec}} \times n + E_{\text{amp}} \times n \times d^2. \]  

(1)

Energy consumption of receiver can be expressed as

\[ E_{Rx}(n) = E_{Rx-\text{elec}}(n) = E_{\text{elec}} \times n. \]  

(2)

In unicast and multicast, to analyze the total energy consumption of receiver with the number of end devices and multicast groups, the following terms are defined:

- unitCost: the energy consumption of transmitter, i.e., \( E_{Tx}(n, d) \),
- deviceNum: the number of end devices,
- groupNum: the number of multicast groups.

In unicast, the total energy consumption of transmitter can be calculated by

\[ E_{Tx,\text{unicast}}(n, d) = \text{unitCost} \times \text{deviceNum}. \]  

(3)

In multicast, the total energy consumption of transmitter can be calculated by

\[ E_{Tx,\text{multicast}}(n, d) = \text{unitCost} \times \text{groupNum}. \]  

(4)

In unicast and multicast, we assume that energy consumption of receiver is equal and examine the total energy consumption of transmitter with the varied weight value of unitCost as Sets 1, 2, 3 followed by Table 1.

<table>
<thead>
<tr>
<th>TABLE II. SETS OF UNITCOST</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set 1</td>
</tr>
<tr>
<td>Set 2</td>
</tr>
<tr>
<td>Set 3</td>
</tr>
</tbody>
</table>

For our experiments, we consider that deviceNum is increased by 10 from 1 to 100 and groupNum is given by 1, 2, 4, 5, and 10 with a 100-end devices. We can use the Gnuplot as a performance analysis tool. The simulation results are shown in Fig. 5 and Fig. 6. As illustrated in Fig. 5 and Fig. 6, as deviceNum and groupNum become increased, the total energy consumption of each transmission increases linearly. Especially, we note that groupNum is smaller, the difference of the total energy consumption of unicast and multicast is larger. Therefore, multicast can help to manage and configure a lot of end devices with less energy consumption of transmitter than unicast.

![Graph 5. Energy consumption of transmitter in unicast.](image)

![Graph 6. Energy consumption of transmitter in multicast.](image)

V. CONCLUSIONS

We presented the multicast activation scheme to efficiently control the number of end devices based on LoRaWAN in this paper. We defined new multicast MAC messages, create the MIC, and generated multicast session keys. Additionally, we proposed a multicast join procedure for an end device. Finally, we compared unicast and multicast in terms of the total energy consumption of transmitter over the air. The presented scheme can reduce the energy consumption required for downlink. The proposed scheme can be used as a guideline for developing LoRaWAN-based IoT applications.
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Abstract— A major drawback of Orthogonal Frequency Division Multiplexing (OFDM) signals is extremely high Peak-to-Average Power Ratio (PAPR). Signals with high PAPR lead to a lowering of the energy efficiency of the Power Amplifiers (PAs) and the shortened operation time causes a serious problem in battery-powered wireless terminals. In this paper, we propose a new power saving technique for wireless terminals. It is the combination of a polar modulation technique and Constant Amplitude Zero Auto-Correlation (CAZAC) equalizing technique. Proposed the polar modulation technique for the PA employs a current control by changing the common-gate stage bias in a cascade amplifier circuit. The CAZAC equalization scheme makes the PAPR of M-array Quadrature Amplitude Modulation (M-QAM) OFDM signals into the PAPR of M-QAM single-carrier signals. By using CAZAC-OFDM signal, proposed polar modulation PA exhibits overall efficiency of 40% at Error Vector Magnitude (EVM) of -32dB. Furthermore, a breakthrough technique which transcends barrier of 50% efficiency has been proposed. A prototype of Single Ended Push-Pull amplifier (SEPP AMP) exhibits power gain of 15dB over 100MHz to 1GHz, the maximum efficiency of 65% without polar modulation scheme.
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I. INTRODUCTION

Orthogonal Frequency Division Multiplexing (OFDM) system for high speed and high capacity communications is recently attracting attention in wireless applications, e.g., 3GPP LTE, Wi-Fi and WiMAX. It is well known that one of the most serious drawbacks of the OFDM system is its high peak-to-average power ratio (PAPR), which decreases the energy efficiency of power amplifier (PA) and increases transmitter power consumption. In mobile communications, high PAPR signal negatively affects device battery life.

To overcome the above problem, many techniques are proposed: Partial Transmit Sequence (PTS), Selected Mapping (SLM), etc. [1]. PTS and SLM techniques choose respectively the phase factor and candidate data block to minimize the PAPR of transmission signal, which improves PAPR performance. However, those techniques need side-information in the receiver side, i.e., phase factor and candidate number information, in order to demodulate the received signal correctly, which result in degradation of spectral efficiency, and additional power consumption of DSPs.

On the other approach to overcome the problem, some circuit topology for high-efficiency OFDM power amplifier design have been proposed [2]. Here, a polar modulation PA, or an envelope tracking PA, is the most promising one. In the polar modulation, OFDM signal is separated into phase modulation (PM) component and amplitude modulation (AM) one. The PM component is input to the PA as the quadrature signal with constant amplitude. On the other, the AM component is used as envelope tracking data, which supplies to the PA as drain DC biasing from adaptive output power supply using a DC-DC converter. In general, the efficiency of PAs operating in saturation region is higher than one in linear region. Therefore, the polar modulation PA improves energy efficiency under full-time operation in the saturation region.

In this paper, we propose a new power saving technique for wireless terminals. It is the coupling technique between envelope tracking operation of PAs and CAZAC (Constant Amplitude Zero Auto-Correlation) equalizing. Here, we had reported an original polar modulation PA using a cascade circuit topology [3]. One can control output power by changing common-gate stage biasing in accordance with signal envelope, which improves energy efficiency of PA by full-time operation in saturation region. Since the polar modulation is a simple method of separating into amplitude information and phase information, it can cope with all modulation schemes. We also reported that one CAZAC sequence in cooperation with IFFT signal-process converted the PAPR of the M-QAM OFDM signal into the PAPR of an M-QAM single-carrier signal. Here, this fact was our original discovery [4].

In this paper, this coupling technology has novelty and effectiveness in combining the features of CAZAC-OFDM which is constant amplitude and the characteristics of this PA which is power saving, where a more power-saving system can be created. The coupling technique reduces the PAPR of 5 dB at the 16QAM-OFDM signal while the system imposed no penalties on the BER performances. By using CAZAC-OFDM signal, proposed polar modulation PA exhibits overall efficiency of 40% or more at error vector magnitude (EVM) of -32dB which satisfies the requirement of IEEE 802.11 ac specification [5].

Moreover, a breakthrough technique, which transcends barrier of 50% efficiency has been proposed. As well-known, a Class-B amplifier allows operating at a power efficiency of
78.5%, while a Class-A amplifier operates at a power efficiency of 50%. The Class-B amplifiers, however, are strongly difficult to achieve high frequency and high linearity operations at the same time.

Our proposal of new circuit topology is certain kind of single ended pull-pull amplifier, or SEPP AMP, using a complementary MOSFET technology. The circuit topology is suitable for monolithic circuit configuration and easily applied commercially available process of CMOS foundries. A prototype of the SEPP AMP exhibits power gain of 15dB over 100MHz to 1GHz and the maximum efficiency of 65% with no use of polar modulation scheme.

Up to now we have shown that the polar modulation system is effective with various modulation schemes [3][4]. On the other hand, the contribution of this paper is to demonstrate the achievement of unprecedented power efficiency by combining CAZAC-OFDM which achieved the same PAPR as the single carrier in the world and power-saving polar modulation system.

This paper is organized as follows. Section II presents the proposed the operating principle of the coupling technique between envelope tracking operation of PAs and CAZAC. In Section III, a performance of proposed system is presented. In Section IV, the operating principle of further improvement of OFDM-PAs with SEPP and simulation results are given. Finally, Section V concludes this paper.

II. PROPOSED SYSTEM

In the proposed system, CAZAC-OFDM and polar modulation are used together to improve energy efficiency. Below, we explain CAZAC-OFDM and polar modulation and propose a system with improved efficiency. A description of OFDM system in section A, CAZAC equalizing technique in section B, and polar modulation technique in section C are shown.

A. OFDM system

In OFDM system, the frequency domain symbol \(X = [X_0, X_1, ..., X_{N-1}]^T\) is modulated by \(N\) size inverse Fast Fourier Transform (IFFT). The discrete-time OFDM signal with \(N\) subcarriers is represented as

\[
x_n = \sum_{k=0}^{N-1} X_k e^{j2\pi kn/N},
\]

where \(j = \sqrt{-1}\) and \(n\) is discrete time index. On the other hand, receiver acquires frequency domain symbol \(Y\) by applying FFT to received signal \(y\).

\[
Y_k = \sum_{n=0}^{N-1} y_n e^{-j2\pi kn/N} = \sum_{n=0}^{N-1} (x_n + Noise) e^{-j2\pi kn/N}.
\]

The PAPR of the OFDM signal (1) can be expressed as

\[
PAPR = \max_{0 \leq n \leq N-1} \frac{|x_n|^2}{E[|x_n|^2]},
\]

where \(E[\cdot]\) is expectation operator. PAPR represents amplitude fluctuation of each symbol. In order to improve the accuracy of PAPR, the OFDM signal \(x_k\) is converted to \(L\)-times oversampled time domain signal [1].

As shown from (2), the OFDM signal is composed of a plurality of subcarrier signals, which causes an increase in amplitude fluctuation. A high PAPR signal increases the Input Back Off (IBO) at the power amplifier in order to amplify the transmit signal without distortion. In general, increasing in IBO causes decreasing the efficiency of PA.

B. CAZAC equalizing technique

CAZAC sequence is constant amplitude and provides a good cross-correlation property. Therefore, CAZAC sequence is used in wireless communication systems such as channel estimation and time synchronization. The Zadoff-Chu sequence \(c_k\) which is one of the CAZAC sequences is represented as

\[
c_k = e^{j\pi k^2/N^2},
\]

where \(k = 0, 1, ..., N^2 - 1\) denotes the sequence index. In this paper, CAZAC \(N \times N\) matrix \(M\) is represented as

\[
M = \begin{bmatrix}
  c_0 & c_1 & \cdots & c_{N-1} \\
  c_N & c_{N+1} & \cdots & c_{2N-1} \\
  \vdots & \vdots & \ddots & \vdots \\
  c_{(N-1)N} & c_{(N-1)N+1} & \cdots & c_{N^2-1}
\end{bmatrix}.
\]

In CAZAC-OFDM system, multiply the signal with \(M\) before the IFFT of the transmitter. frequency domain symbol \(X' = [X'_0, X'_1, ..., X'_{N-1}]^T\) is represented as

\[
X' = MX.
\]

Therefore, the CAZAC-OFDM time signal \(x'\) is represented as

\[
x'_n = \sum_{k=0}^{N-1} X'_k e^{j2\pi kn/N},
\]

Receiver side can demodulate the original frequency domain symbol with using conjugate \(M^H\) [4].

Figure 1 shows PAPR performance of OFDM, CAZAC-OFDM and single carriers with using complementary cumulative distribution function (CCDF). Each signal has 64 subcarriers and oversampling factor \(L = 4\). As shown from Figure 1, CAZAC equalization improves PAPR performance about 2.5 dB of PAPR when CCDF value is \(10^{-3}\). In addition, the PAPR of CAZAC-OFDM and M-QAM signal is same performance, which results from (7).

C. Polar modulation technique

In polar modulation system, AM and PM components are input separately into PA as power voltage and quadrature modulation signal respectively. General polar modulation system supplies AM component into PA by using dc-dc
Prototype cascade PA is shown in Figure 3. In proposed system, the quadrature modulation signal is input to prototype PA as $RF_{IN}$. On the other hand, proposed system changes the common-gate stage voltage $V_{CON}$ to control envelope of output signal $RF_{out}$. Figure 4 shows the amplitude and phase shift of output at prototype cascade PA with 10dBm of quadrature modulation signal as input. As shown from Figure 4, changing the common-gate voltage $V_{CON}$ affects the power of output signal $RF_{out}$. Proposed system controls $V_{CON}$ to linearly amplify the input signal.

III. PERFORMANCE EVALUATION

We compare conventional OFDM system and proposed system combined CAZAC-OFDM and polar modulation PA. We show the setup of the simulation in section A and the result in section B.

A. Setup

We compare conventional OFDM system and proposed system combined CAZAC-OFDM and polar modulation PA. We have simulated the proposed system by the Advanced Design System 2016.01(ADS) and MATLAB 2014a. In proposed system, we use MATLAB to generate text files of data set of CAZAC-OFDM IQ signals which are input to polar modulation PA designed by ADS and output signal of PA in ADS is demodulated in MATLAB. We use ADS pallet’s OFDM signal source “WLAN IEEE 802.11” in 2.4 GHz and “SpectrumAnalyzerResBW” to measure spectrums.

Table 1 summarizes the simulation specifications. As carrier frequency, we use 2.4 GHz, which is industrial, scientific and medical (ISM) radio bands. Since we don’t evaluate bit error rate performance, we apply no encoding to transmission signal. If the coding rate is 1/2, data rate of proposed system is 24 Mbps in IEEE 802.11g. CAZAC-OFDM system don’t have null subcarriers. Therefore, we extend symbol time of CAZAC-OFDM to meet spectral mask in IEEE 802.11.

B. Simulation results

Figure 5 plots simulated Error Vector Magnitude (EVM)
### TABLE I. SIMULATION SPECIFICATION

<table>
<thead>
<tr>
<th>Modulation</th>
<th>OFDM</th>
<th>CAZAC-OFDM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mapping</td>
<td>16QAM</td>
<td>16QAM</td>
</tr>
<tr>
<td>Symbol time</td>
<td>4 usec</td>
<td>5 usec</td>
</tr>
<tr>
<td>Guard interval rate</td>
<td>1/4</td>
<td>1/4</td>
</tr>
<tr>
<td>Data rate</td>
<td>48 Mbps</td>
<td>48 Mbps</td>
</tr>
<tr>
<td>Carrier frequency</td>
<td>2.4 GHz</td>
<td>2.4 GHz</td>
</tr>
<tr>
<td>Number of data subcarriers</td>
<td>48</td>
<td>60</td>
</tr>
</tbody>
</table>

Figure 5. Simulated EVM versus average output power.

versus average output power. EVM represents demodulator performance in wireless communication system. In IEEE 802.11 a/g specifications, EVM of transmitter system must be less than -25 dB. As shown from Figure 5, simulated EVM is deteriorating with increasing average output power, which is caused by non-linear characteristic at polar modulation PA. CAZAC-OFDM system has superiority of about 2 dB in EVM as compared with the conventional OFDM system, which is caused by improving PAPR performance by CAZAC equalization (Figure 1).

The overall efficiency is shown in Figure 6. In the case of -25 dB or less of EVM, the efficiency of OFDM system is about 42 %. On the other hand, the efficiency of CAZAC-OFDM system is about 48 % in IEEE a/g specifications. Moreover, IEEE 802.11 ac specification requires the EVM of transmission signal ≤ 32 dB. The efficiency of proposed system is about 42 % at EVM of -32 dB in IEEE 802.11 ac specification, which is due to improve PAPR performance by CAZAC equalization. Efficiency means drain efficiency in this paper.

Figure 7 shows power spectral density of proposed system with CAZAC-OFDM and OFDM system. CAZAC equalization improves a roughly 5 dB in adjacent channel power ratio (ACPR). To sustain high efficiency at PA, IBO is required to be small. In the case of using high PAPR signal, small IBO causes nonlinear distortion. Since CAZAC equalization improves PAPR performance, ACPR of proposed system is suppressed.

IV. PROPOSAL OF FURTHER IMPROVEMENT OF OFDM-PAS

In addition to conventional amplifiers, we would like to propose a class B biased wireless amplifier which we could not realize until now. There is still a problem and class B behavior is not realized, but I would like to show a prototype circuit with reference to SEPP. We show the circuit topology in section A, the setup of the simulation in section B and the result in section C.

A. Circuit topology

Since the OFDM exhibit large PAPR and wide bandwidth, the PAs should deliver high efficiency and linearity over wide bandwidth and input dynamic range. Generally, a class-A PA has preferred for good linearity, but lowered efficiency under the condition of small input range. The polar modulation PA mentioned previously, exhibits good efficiency over wide input dynamic range as well as linearity. However, it requires additional signal processing circuits and order-made look-up tables for specific devices. On the other hand, instead of class-A, a PA operated at a deep class-AB or class-B achieves a...
high efficiency in wide input dynamic range, although it has a large gain deviation and degradation of linearity performance. Here, to overcome the problems of class-B PAs, it is considered that push-pull amplifier scheme is one of dominant candidates.

Our proposal is a certain kind of single ended push-pull amplifier, or SEPP AMP, using a complementary MOSFET technology, as in shown in Figure 8. The circuit topology is suitable for monolithic circuit configuration and easily applied commercially available process of CMOS foundries. As shown in Figure 8, the output may be direct-coupled to the load connected through a dc blocking capacitor. Where both positive and negative power supplies are used, the load can be returned to the midpoint (ground) of the power supplies. The NMOS and the PMOS amplify only half the sinusoidal waveform and is cut off during the opposite half. In a deep class-AB or class-B operation, the amplifier has favorable features, i.e., low idle current and small quiescent current. The features provide improved efficiency over wide input dynamic range. Moreover, symmetrical construction of the two sides of the circuit means that even-order harmonics are cancelled, which can reduce distortion and improve linearity.

Figure 9 shows the block diagram of transmitter with CAZAC-OFDM scheme for the SEPP AMP.

**B. Setup**

In ADS, both gate length of the NMOS and the PMOS is 0.18 μm. The transconductance gm of the NMOS and the PMOS is 513mS/mm and 253mS/mm, respectively. Ideal Class B operation requires complimentary devices are used to deliver the power instead of one. Each device conducts for alternate half cycles. To make good complementary pair, the gm of the PMOS must increase to those of the NMOS.

Since the ratio of the gm of the NMOS and the PMOS is approximately 2:1, the total gate width of the PMOS is set to twice width of the NMOS. Therefore, the total gate width of NMOS and PMOS is set to 900 μm and 1800 μm, respectively. In the S21 of S parameters, “Simulation-Sparam” is used. In the PAE uses the “P.Probe” of “ads_rflib”, subtracts the input power from the output power, divides the DC power and corrects it to a percentage.

**C. Simulation results**

Figure 10 shows the gain versus frequency characteristics of the prototype SEPP AMP. It exhibits power gain of 15dB over 100MHz to 1GHz. This flat gain performances are from no input and output matching circuits.

Figure 11 shows the efficiency versus the average output power of the SEPP AMP. The maximum efficiency of 65% has been obtained. Higher efficiency is expected if proper band-pass design of input and output matching circuits would be applied.

**V. CONCLUSIONS**

A new power saving technique for wireless terminals has been proposed. It is the combination of a polar modulation technique and CAZAC equalizing technique.
The CAZAC equalization scheme makes the PAPR of M-QAM OFDM signals into the PAPR of M-QAM single-carrier signals. By using CAZAC-OFDM signal, proposed polar modulation PA exhibits overall efficiency of 40% at EVM of -32dB. Furthermore, a breakthrough technique which transcends barrier of 50% efficiency has been proposed. A prototype of SEPP AMP exhibits power gain of 15dB over 100MHz to 1GHz and the maximum efficiency of 65% with no use of the polar modulation scheme.

ACKNOWLEDGMENTS

This research was supported by the UNIVERSITY LICENSE PROGRAM of Keysight Technologies, Inc. The simulations have been performed by use of the Keysight EEsOfEDA.

REFERENCES


Multinomial Distribution Based Blind Interleaver Parameters Estimation

Changryoul Choi and Jechang Jeong
Dept. of Electronic and Communication Engineering Hanyang University
Seoul, Korea
e-mail: denebchoi@gmail.com & jjeong@hanyang.ac.kr

Abstract—In this paper, we propose a blind interleaver parameters estimation algorithm. By modeling the distribution of the ranks of the random matrices as a multinomial distribution, we can easily identify the parameters of the interleavers blindly. Experimental results show that the proposed algorithm outperforms other blind interleaver parameter estimation algorithms.
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I. INTRODUCTION

Under the inherent channel impairments during communication, Error Correcting Codes (ECC) are indispensable for reliable transmission. In general, many ECCs are robust to the random errors but they are very weak to burst errors. For this reason, the interleaver which permutes the symbols (or bits) from several codewords so that any given codeword are well separated is introduced to handle this problem. Note that, for reliable communication, the receiver has to synchronize the data and deinterleave them before a channel decoder starts to operate [1].

In a non-cooperative context, an eavesdropper tries to find information without any knowledge of the communication parameters used. For a perfect recovery of data, one of the most important steps is blind estimation of the interleaver parameters using only the intercepted sequences.

Some algorithms exploiting the linearity of ECCs are proposed in the literature [2]-[11]. Algorithms using the properties of the dual codes are proposed in [2]-[4]. By finding a basis of a dual code by using the parity check relations, interleaver parameters can be blindly estimated. Algorithms using the linear dependence within a codeword were also proposed in [5]-[9]. Sicot et al. used both of the approaches and showed very good results [10]. Another approach exploiting the linear dependence among codewords and the specific distribution of the ranks of the random matrices are first proposed in [11]. Their algorithm, first, tries to identify errorless symbols by exploiting the distribution of the ranks of the random matrices and makes a rectangular matrix using the errorless symbols. If the interleaver period is not the same as the (horizontal) dimension of the rectangular matrix, it will have full rank. Otherwise, it does not have full rank [11].

In this paper, we propose a blind interleaver parameter estimation algorithm by modeling the distribution of the ranks of the random matrices as a multinomial distribution. By this modeling, we can transform the problem of estimating interleaver parameters into that of the probability matching. Using this probabilistic setup, we can efficiently determine interleaver parameters in a non-cooperative context.

The rest of this paper is organized as follows. Section II gives a review of some previous algorithms. In Section III, we explain our proposed algorithm. Simulation results and analyses are in Section IV, and we conclude in Section V.

II. PREVIOUS WORKS

In this section, we describe the system setup. And we explain in detail the property of linear dependence among codewords and the distribution of the ranks of the random matrices since the proposed algorithm is heavily dependent upon these properties.

A. System Setup

Let C be an \((n, k, d)\) linear code over \(GF(2)\), where \(n\) is the codeword length, \(k\) is the code dimension, \(d\) is the minimum Hamming weight of the codewords, and \(GF(2)\) represents the Galois field of order 2. By linearity, we can represent any codeword \(c \in C\) as follows:

\[
c = mG
\]

(1)

where \(c\) is a \(1 \times n\) row vector, \(m\) is a \(1 \times k\) row vector, and \(G\) is a \(k \times n\) matrix having full rank.

Since in almost all the communication systems, the interleaver size \(S\) is a multiple of the codeword size, we can represent \(S = \beta n\), where \(\beta\) is the number of codewords within an interleaver. We assume that the channel is a Binary Symmetric Channel (BSC) with transition probability of \(P_e\). Let \(l\) be a predicted interleaver period.

Note that the most fundamental and frequent operations of the proposed algorithm are the calculations of the ranks of the matrices. In this case, the matrix is of size \(l \times (l + q)\) \((q \geq 0)\). When making a sequence into a matrix of size \(l \times (l + q)\), we pile up the received symbols from leftmost top to rightmost bottom in raster scanning order.

B. Linear Dependence among Codewords

The \((n, k, d)\) linear code \(C\) over \(GF(2)\) is a \(k\)-dimensional subspace in an \(n\)-dimensional vector space. Due to this, there are \(k\) basis vectors in the \(n\)-dimensional vector space. If there are \(k + 1\) codewords, at least one of the codewords can be described by the linear combination of \(k\) basis vectors.
property of linear dependence among codewords can elucidate the rank behavior better than the property of linear dependence within codewords [11].

C. Distribution of the Ranks of the Random Matrices

Let the probability \( P_s \) be the probability that the rank of the \( l \times l \) square matrix is \( l - s \) (\( s \neq 0 \)) when \( l \to \infty \). In this case, we assume that the entries in an \( l \times l \) square random matrix take the values in \( GF(2) \) with equal probability. In [12], \( P_s \) is given by

\[
P_s = 2^{-s} \prod_{i=1}^{n} (1 - 2^{-i})^{n!} \prod_{i=1}^{l} (1 - 2^{-i})^{s}
\]

and when \( s = 0 \), \( P_s \) is given by

\[
P_0 = \prod_{i=1}^{n} (1 - 2^{-i}). \tag{3}
\]

Table I shows the values of \( P_s \) for some values of \( s \). Note that as \( l \) increases, the calculated \( P_s \) rapidly converges to theoretical values. From Table I, we can see that an \( l \times l \) square binary random matrix would very rarely have a rank as low as \( l - s \) (\( s \geq 3 \)).

If the rank of an \( l \times l \) square binary matrix \( A \) happens to be (\( s \geq 3 \)), we can assume that there are some structures in this matrix \( A \). That is, we can presume that the matrix has \( l - s - m \) (\( m \geq 1 \)) basis vectors and \( m \) distinct errors [11]. If we plug such ideas into the blind interleaver parameters estimation algorithm, when \( l = S \), low ranks can happen frequently. When \( l \neq S \), the rank of matrix \( A \) follows the distribution in Table I.

### Table I. \( P_s \) FOR SMALL VALUES OF \( s \)

<table>
<thead>
<tr>
<th>( s )</th>
<th>( P_s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.288788</td>
</tr>
<tr>
<td>1</td>
<td>0.577576</td>
</tr>
<tr>
<td>2</td>
<td>0.128350</td>
</tr>
<tr>
<td>3</td>
<td>0.005238</td>
</tr>
<tr>
<td>4</td>
<td>4.65669 \times 10^{-2}</td>
</tr>
<tr>
<td>5</td>
<td>9.69136 \times 10^{-5}</td>
</tr>
</tbody>
</table>

### Table II. Probability of Multinomial Distribution

<table>
<thead>
<tr>
<th>( EVENT_i )</th>
<th>( P_{EVENT_i} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.288788</td>
</tr>
<tr>
<td>1</td>
<td>0.577576</td>
</tr>
<tr>
<td>2</td>
<td>0.128350</td>
</tr>
<tr>
<td>3</td>
<td>0.005238</td>
</tr>
</tbody>
</table>

Assume that the number of trials is \( N \) and the numbers of events are \((x_0, x_1, x_2, x_3)\) in \( N \). Note that \( N = x_0 + x_1 + x_2 + x_3 \). We assume that the random vector \((x_0, x_1, x_2, x_3)\) follows the multinomial distribution. We also assume that the dimension of the matrices are \( l \times l \). Then, the probability \( P_l \) of this random vector is calculated as follows [13]:

\[
P_l = \frac{N!}{x_0!x_1!x_2!x_3!} P_{EVENT_0}^{x_0} P_{EVENT_1}^{x_1} P_{EVENT_2}^{x_2} P_{EVENT_3}^{x_3} \tag{4}
\]

Note that when the random vector follows the distribution in Table II, the probability \( P_m \) would be 1. Otherwise, its probability would be very small.

The proposed algorithm can be summarized as follows:

1) Randomly select \( l \) vectors and construct an \( l \times l \) square matrix.
2) Calculate the rank \( s \) of the matrix.
3) Count the number of \( EVENT_i \).
4) Repeat steps from 1) to 3) \( N \) times.
5) Calculate (4). If \( P_l \) is less than a predetermined threshold. Go to 7).
6) Increment \( l \) as \( l + 1 \) and go to 1).
7) Declare that the interleaver period is \( l \).

Note that a predetermined threshold is calculated according to the false alarm probability.

### IV. Experimental Results

We carry out some experiments to validate the proposed algorithm. In all the experiments, we use \((7, 4)\) binary Hamming code and random interleavers. In this case, when the interleaver period is \( S \), the search range of the interleaver period is set from 7 to \( S + 1 \), and the delay parameter is chosen randomly from 0 to \( S - 1 \). We set the threshold (which is related to a false alarm probability) as \( 10^{-10} \). For each Bit Error Rate (BER) the number of iterations is set to...
The number of intercepted samples available is 50,000. We compared the performance of the proposed algorithm with that of Gauss-Jordan Elimination Through Pivoting (GJETP) algorithm [10] and that of the Selecting the Errorless Symbols (SES) based interleaver parameter estimation algorithm [11].

Figure 1 shows the detection performance of algorithms when the interleaver period is 28. As can be seen from the figure, the proposed algorithm outperforms the other algorithms. The false alarm probability of the proposed algorithm and the SES based algorithm is 0 over the BER range [0.0175, 0.0475] from the figure 2. On the contrary, the false alarm probability of the GJETP is relatively high and when BER is 0.0475, its false alarm probability is 3.72%.

Figure 4 shows the false alarm probability (%) for the algorithms when the interleaver size is 35. As with the figure 2, the false alarm probability of the GJETP is relatively very high.

V. CONCLUSIONS

In this paper, we proposed an interleaver parameters estimation algorithm based on the probabilistic matching. By modeling the ranks of the random square matrices as a multinomial distribution, we can easily estimate the interleaver parameters. Experimental results show that the proposed algorithm outperforms other algorithms in terms of detection performance and the reliability.
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Abstract—Common actor implementations often use standardized thread pools without special optimization for the message passing. For that, a high-performance solution was worked out. The actor-oriented software framework Akka uses internally a ForkJoinPool that is intended for a MapReduce approach. However, the MapReduce approach is not relevant for message passing, as it may lead to significant performance losses. One solution is to develop a thread pool that focuses on the message passing. In the implementation of the Actor4j framework, the message queue of the actors is placed in threads to enable an efficient message exchange. The actors are operated directly from this queue (injecting the message), without further ado. It was further enhanced by the use of multiple task-specific queues. Fairness and the responsiveness of the system have been raised. In particular, the performance measurement results show that an intra-thread communication towards an inter-thread communication is much better and has very good scaling properties.
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I. INTRODUCTION

The use of cloud computing systems is used more often, especially as a Platform-as-a-Service (PaaS) solutions (e.g., Microsoft Azure, Amazon Web Services, Google Cloud Platform). A step further is to design the architecture of software as microservices instead of a monolithic design [1]. In this case, Docker images can be used [2], which can be uploaded to them (Azure Container Service, Amazon Elastic Container Service, Google Kubernetes Engine). An alternative microservice approach is the service factory of Microsoft Azure, which orchestrates among other services. Microservices are arbitrary scalable and easy to change [3] and reusable. In Microsoft Azure service factory actors are also used (Virtual Actor pattern [4]) [5]. The advantage of actor-oriented services is that they can hold lightweight representatives (the actors). They can be used as a replacement of the traditional middle tier [4]. Actors can be seen as a pendant to Function-as-a-Service (FaaS), if the actors are themselves stateless. Actors and functions can be called nanoservices, as a lightweight derivative to microservices. Scalability can be obtained by high parallelism (to divide a task in subtasks, or parallel execution of a task, if the underlying code is stateless). See also the Scale Cube by Abbott [6], which describes the three dimensions of scalability.

To ensure high parallelization, its one benefit to use multi-core systems. The computer world of the last few years has been characterized by a change ("The Free Lunch Is Over" [7]) from constantly increasing computing power to multi-core systems due to technical limitations. In particular, technical progress always lags behind practical requirements (Wirth's law [8]). Up to now, Moore's law was "that the number of transistors available to semiconductor manufacturers would double approximately every 18 to 24 months" [9]. This will presumably continue through the transition to multi-core systems. Due to the issues with parallel programs [10] according to the classic model (especially error prone in programming of complex systems with semaphores and mutexes), actor-oriented frameworks are becoming increasingly popular [11].

This work contributes to achieving a higher performance in the field of message passing. This is relevant for all systems, where a lot of messages have to be exchanged (e.g., Internet of Things, Internet of Services). It is intended to develop a specially designed thread pool for message passing. The framework Akka is used as a reference implementation, but this is written in Scala. In order to achieve comparability and to provide a realistic picture (for benchmarks in Section 7), the degree of implementation of the underlying actor model (actor4j) must have some complexity. The four semantic properties [11] of the actor model have to be taken into account during implementation. In addition, the actor model as a reactive system should satisfy the four principles of the reactive manifesto [12]. In particular, the responsiveness of the reactive system has to be taken into account, since this is also important in regard to the achievement of this work. Akka is currently a widespread and popular (has a very good rating on GitHub [13] and a lot of contributors) actor implementation. The users of Akka are large companies like Intel, Samsung LinkedIn, Twitter and Zalando [14]. According to Suereth: "Akka is the most powerful performing framework available on the JVM" [15]. The long-term goal is the establishment of a Java framework for the actor model as an alternative to Akka. Akka is written in Scala (except the Java-API), this can be a hindrance for Java developers to understand the
underlying architecture. There can be also an acceptance problem.

First, two important basic building blocks of this work are discussed. Accordingly, a brief introduction to the actor model and reactive systems is given. Then, a comparison between Akka and actor4j will be presented. Next, the solution approach of the novel framework actor4j is shown. Subsequently the results of testing actor4j are presented and discussed. This paper ends up with a conclusion and insight in the future works. The source code for actor4j is available under GitHub [16].

II. ACTOR MODEL

In classic concurrent programming, it goes over the concepts of shared state, mutual exclusion and semaphores. [17]. With increasing program complexity, the correctness of the program is difficult to proof or to verify. Especially, because concurrent programs are difficult to test [18]. However, the actor model, based on message passing, offers an alternative. The essential features compared to the classic concurrent programming are:

- no shared state,
- asynchronous message transfer, and
- message queue for each actor [17].

This eliminates the need to use proprietary synchronization techniques between the actors to protect the access to shared resources [17]. The data transmitted between the actors is conceptually immutable and thus does not require synchronization [17].

When a message arrives, actors can react by:

- myself send messages,
- instantiating more actors, or
- changing its own state [19].

These activities may influence the next incoming messages (possible behavioral change) [19]. The actor model was introduced in 1973 in a paper [20] by Carl Hewitt, Peter Bishop and Richard Steiger [21]. A message can contain any kind of data.

There are “four important semantic properties of actor systems: [state] encapsulation, fairness, location transparency and mobility” [11].

The state encapsulation ensures that no actor can directly call another actor. Secure messaging requires that messages are transmitted in the sense of call-by-value messages. However, call-by-reference is permitted in most actor frameworks. As the “deep copying is an expensive operation” [11], this criterion is not always followed in practice. Only actors can communicate with one another via messages [11].

Fairness means that all actors can be treated equally and supplied with appropriate messages. Uncooperative actors that, for example, perform active waiting, polling, or time-consuming calls are very likely to adversely affect other actors (actors are no longer operated, blocking the corresponding thread) [11].

Location transparency means that the naming is independent of its localization. The name of the actor is unambiguous and unchangeable [11].

Mobility allows the transfer of the actor to other nodes in the cluster. A distinction is made between weak and strong mobility. Weak mobility allows for the exchange of the underlying code with subsequent initialization of the context of the actor. Strong mobility includes the current context of the actor [11].

The actor model is successfully used in business, for example in WhatsApp or for RabbitMQ (implements AMQP protocol). For both you can set up publish-subscribe systems for messaging, based on the actor model. The programming language Erlang (actor-oriented programming language, see also Section 4) was used for that.

III. REACTIVE SYSTEMS

Nowadays, more and more data need to be processed in a shorter time. This is known under the term Big Data. Big Data is associated with very large amounts of data. It may be discrete or continuous data. These fall on particularly at very high frequented and interactive web services (e.g., Facebook, Google, IoT-Area). Especially, in data mining, data is evaluated in a targeted way to create value. A practical example of a use-case is the “Deutscher Wetterdienst” (Germany’s National Meteorological Service) that uses Akka for parallel processing or evaluating the historical meteorological data [22]. A solution to this can be reactive systems. Reactive systems are reacting to requested requirements. Applications should be fail-safe and easily scalable [12] for security issues.

Figure 1. Presentation of the basic principles of reactive systems from the Reactive Manifesto [12]. Arrows symbolize an influence on each other.

Reactive systems are characterized by four important properties (see Figure 1):

- **Message Driven**: Messages in the reactive system are exchanged asynchronously. The components are non-transparent. [12] The actor model can serve as a basic architecture.
- **Resilient**: The reactive system is fail-safe. If errors occur, it remains responsive. Superordinate components assume the responsibility for the handling of errors (Supervision, see Erlang [23],...
Akka [24]). Additional security provides the replication of functionality. [12]

- **Responsive:** The reactive system supplies time-sensitive feedback to its users and to its dependent components. This is also a prerequisite for an adequate response in the event of errors (supervision), as well as ensuring its function (task of the system). [12]
- **Elastic:** The reactive system remains adaptable even with changing requirements in regard to load capacity. If the load is changed, it can be intervened in a self-regulating manner. [12]

### IV. RELATED WORKS

Akka is used as a reference implementation for Actor4j. Akka was again influenced by Erlang, in terms of fault tolerance (Supervision). The actor-oriented software framework ActorFoundry implements the four semantic properties of the actor model.

**A. Erlang**

Erlang is influenced by the actor model [21] and uses this directly for their language. In Erlang, so-called lightweight processes (no system processes) are used, corresponding to the actors. According to [23], the only way of communication between the processes is asynchronous message passing. Processes have a "message queue" [25] and "Processes share no Resources" [23], to eliminate the need for synchronization between the processes. The location transparency (see Section 2, Actor Model) is given by a unique process identifier (PID).

![Schematic representation of the flow of message processing in Erlang VM (cp. [26])](image)

Each process is assigned to a thread (1:N-architecture) and is placed in the corresponding run-queue. Processes are executed by the scheduler, that takes processes out from the run-queue (Figure 2). The process itself takes a received message out of the mailbox and processes them. Erlang can be run with one scheduler or multiple schedulers (SMP support, SMP stands for Symmetric Multiprocessing). With one scheduler synchronization is not necessary, because only one thread is interacting. The first solution for SMP was to use the schedulers with one run-queue, but this was a bottleneck. There were too much "lock conflicts" [26]. This was resolved by using one run-queue per scheduler. [26]

Characteristics of Erlang [23]:

- **Scalability:** The Erlang VM "automatically distributes the execution of processes over the available CPUs" [23]
- **Fault tolerance:** To respond adequately to faults in the processes, it is important to take precautions (see Supervision). The processes are shielded from one another so that no chain reaction occurs in the event of a failure of a process.
- **Clarity:** Processes are the representatives of a parallel reactive system. The execution of the processes runs within sequentially. Asynchronously, the exchange between the processes takes place. This structuring leads to more clarity in programming and has more reference to our real world of life.
- **Performance:** It is indisputable to see the possible performance gains when parallelizing a sequential program when this is feasible. Distributing the work to several processes can lead to success.

![Supervision](image)

**OneForOne-Strategie**  **OneForAll-Strategie**

Figure 3. One-for-one supervision tree and One-for-all supervision tree [23].

The supervisor process monitors his worker processes, and in the event of an error, they are restarted. Two strategies are foreseen (see Figure 3). The OneForOne-Strategy restarts only the affected process. In the OneForAll-Strategy, on the other hand, not only the affected process is restarted, but also the neighboring processes (above the supervisor process). [23]
B. Scala – Akka

Scala is an object-functional programming language that runs on the JVM (is translated into bytecode). Since version 2.10.0, Akka is used as the default actor implementation [27]. Akka was influenced by the actor model, Erlang and Scala Actors [21]. By default, to forward messages to the actors Akka internally uses a “ForkJoinPool” from Java as a thread pool. An 1:N-architecture is used here. This means, each thread is responsible for the message delivery to its assigned actors (message is injected). The message exchange takes place via the queues of the actors.

Now follows a brief explanation of the message processing in Akka. Each actor has its own mailbox (queue). The dispatcher ensures that another message is processed (Figure 4). For this purpose, a new message is taken from the mailbox of the associated actor. The message processing is executed via a thread, where a new message is injected to the actor and the message is then processed by the actor. In addition, the dispatcher ensures that no actor is called more than once at the same time.

As a thread pool, a “ForkJoinPool” is used by default. In Java 7, the “ForkJoinPool” used a central input queue for new tasks to be executed, but it was viewed as a bottleneck. With Java 8 this was improved. Instead of using a central input queue, the new task to be executed is now randomly added in one of the worker queues. „The idea is to treat external submitters in a similar way as workers - using randomized queuing and stealing“ [29]. Unlike Akka, actor4j does not need these worker queues because messages are processed directly there via the message queues, belonging to the corresponding thread (see Chapter 6).

C. ActorFoundry

Previously, an actor was mapped to a separate thread (strict encapsulation, 1:1-architecture). However, this led to performance problems (thread context switching). Therefore, it was switched to an 1:N-architecture. “ActorFoundry” implements the four semantic properties of the actor model adequately. Messages are transmitted by default using a “deep copy”. “ActorFoundry” supports both the weak and the strong mobility. A further worker thread is provided, if uncooperative actors are recognized. This ensures system responsiveness. [11]

V. COMPARISON BETWEEN AKKA AND ACTOR4J IN TABULAR FORM

In the following section, Akka is compared with actor4j. First, the semantic properties are compared (see TABLE I). State encapsulation, fairness and location transparency were covered by both frameworks. Currently, actor4j only partly supports the mobility.

<table>
<thead>
<tr>
<th>Semantic properties</th>
<th>Akka</th>
<th>actor4j</th>
</tr>
</thead>
<tbody>
<tr>
<td>State encapsulation</td>
<td>Other actors cannot be referenced directly (ActorRef)</td>
<td>Other actors cannot be referenced directly (Universal Unique Identifier, UUID)</td>
</tr>
<tr>
<td>Fairness</td>
<td>Definition of a throughput</td>
<td>Definition of a throughput, additionally queues for different purposes</td>
</tr>
<tr>
<td>Location transparency</td>
<td>Actor has its unique ActorRef</td>
<td>Actor has its unique UUID</td>
</tr>
<tr>
<td>Mobility</td>
<td>Actors can be created remotely, ?</td>
<td>Currently partially implemented, only load balancing at creation time (related to threads)</td>
</tr>
</tbody>
</table>

In following, the reactiveness is compared with the reactive manifesto. Both frameworks are designed as message driven, resilient and responsive (see TABLE II). The elastic approach is currently not supported by actor4j.

<table>
<thead>
<tr>
<th>Reactive system</th>
<th>Akka</th>
<th>actor4j</th>
</tr>
</thead>
<tbody>
<tr>
<td>Message driven</td>
<td>Asynchronous message transfer, every actor has its own message queue</td>
<td>Asynchronous message transfer, message queue is located at the threads</td>
</tr>
<tr>
<td>Resilient</td>
<td>Supervision</td>
<td>Supervision</td>
</tr>
<tr>
<td>Responsive</td>
<td>Usage of additionally thread pools</td>
<td>Usage of Resource/Actor’s for heavy computations (additionally thread pool)</td>
</tr>
<tr>
<td>Elastic</td>
<td>?</td>
<td>Currently not implemented</td>
</tr>
</tbody>
</table>

Both frameworks implement the following features: pattern matching, persistence, the publish-subscribe pattern, and well reactive streams (see TABLE III). Additionally,
actor4j supports an anti-flooding strategy using ring buffered queues. For enhanced performance grouping of actors is also available. Caching with actors is also supported by actor4j (volatile and persistent caching over a database).

Table III: Comparison of Additional Features Between Akka and Actor4j

<table>
<thead>
<tr>
<th>Features</th>
<th>Akka</th>
<th>actor4j</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>Anti-flooding strategy</td>
<td>Anti-flooding strategy</td>
</tr>
<tr>
<td>-</td>
<td>Grouping of actors</td>
<td>Grouping of actors</td>
</tr>
<tr>
<td>Pattern matching</td>
<td>Pattern matching</td>
<td>Pattern matching</td>
</tr>
<tr>
<td>Publish-Subscribe</td>
<td>Publish-Subscribe</td>
<td>Publish-Subscribe</td>
</tr>
<tr>
<td>Reactive Streams</td>
<td>Reactive Streams</td>
<td>Reactive Streams</td>
</tr>
<tr>
<td>-</td>
<td>Caching</td>
<td>Caching</td>
</tr>
</tbody>
</table>

For the implementation of the remote communication between actors, both frameworks use different approaches (see Table IV). For actor4j, applications are provided that can include several actors, which can be deployed separately into the actor system. This can ensure a domain specific separation of concerns. Akka supports failure detector, sharing and a kind of distributed publish-subscribe.

Table IV: Comparison of Cluster Features Between Akka and Actor4j

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Akka</th>
<th>actor4j</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>TCP, UDP, Apache Camel</td>
<td>REST-API, Websocket, gRPC</td>
</tr>
<tr>
<td>Failure Detector</td>
<td>Failure Detector planned</td>
<td>Failure Detector planned</td>
</tr>
<tr>
<td>Sharding</td>
<td>Sharding planned</td>
<td>Sharding planned</td>
</tr>
<tr>
<td>Distributed Pub-</td>
<td>?</td>
<td></td>
</tr>
<tr>
<td>Subscibe</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

For testing Akka supports (see Table V) behavior testing and integration testing. Actor4j supports behavior testing and a verification method, integration testing is planned.

Table V: Comparison of Testing Features Between Akka and Actor4j

<table>
<thead>
<tr>
<th>Testing</th>
<th>Akka</th>
<th>actor4j</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>Behaviour Testing for an actor</td>
<td>Behaviour Testing for an actor</td>
</tr>
<tr>
<td>Integration Testing with JavaTestKit</td>
<td>Integration Testing planned</td>
<td></td>
</tr>
<tr>
<td>-</td>
<td>Verification</td>
<td>Verification</td>
</tr>
</tbody>
</table>

VI. ACTOR4J – FINAL DESIGN

In this Section the novel thread pool architecture (see Figure 5) for actor4j is presented. Actor4j uses mainly data structures that are lock-free (“synchronized by using a lock-free technique” [30]). Therefore, in contrast to classical synchronization techniques, performance loses are avoided. With the use of lock-free programming, performance loses are possible, too. This is the case especially if multiple threads are frequently accessing the same resource (e.g., compare-and-swap conflicts).

The actor-oriented implementations presented in related works use a sort of worker-queue for the thread pooling and every actor has its own queue. The first idea was to avoid this double queuing. Now the actors belonging to the thread, will be operated directly from the thread message queue. One advantage is that actor-context switches are avoided, that would happen in the classical approach, where an access to the actors queue is needed (pushing a new message to the queue). Instead new messages are pushed to the thread message queue, avoiding the actor context at first. The disadvantage is that concurrent access (mainly inbound) conflicts are raised on the thread message queue, caused by other threads. The second idea is that actors belonging to the same thread can communicate or share resources without synchronization techniques (also absence of lock-free programming). For this, a normal (not thread-safe) queue has been set up. The third idea is to use two-level queues, one that is thread safe and one that is not. This should reduce concurrent access conflicts, from the belonging working thread. The queue to the outside is protected, the inner queues enables a higher performance in the absence of additional protecting mechanism. The two-level queues where inspired by the CPU cache levels. There was taken for the overall design the same strategy as mentioned in [26]: “First make it work, then measure, then optimize”. Further explanations follow in the sub-sections below.

Figure 5. Presentation of the flow of message passing at actor4j (Thread pool architecture of actor4j).
A. 1:N-architecture

All actors are permanently assigned to one thread (1:N-architecture). The Thread is, in case of message delivery, responsible for injection the message and the execution of its associated actors. Actors can send messages to other actors. These messages are stored in the respective thread that is responsible for the receiving actor (see Figure 5 and Figure 6). For clarification, actors don’t have their own queue, as in the classic approach.

B. Queues

The division into different queues ensures a fair message flow. This ensures that other queues are processed (whenever the thread gets a time quantum), even when the input queue is used intensively. In each round (loop within the thread) of all queues, a fixed number of messages is processed if available. This is similar to the definition of throughput in Akka [31]. So, the reactive system remains responsive.

C. Three different ways of access

All queues use a ring buffer (also an effective block for an anti-flooding strategy). If both or more corresponding actors are assigned to the same thread, the internal queue can be accessed. This is implemented as a “CircularFifoQueue” [32] because no synchronization is required in this case. If accessed from another thread, the message is placed in the external queue. This must be thread-safe now (non-blocking programming). For external access and access from the server the queue is divided into two stages.

D. Two stage division

L2 (Level 2) corresponds to a “MpscArrayQueue” [33] and L1 (Level 1) of an “ArrayDeque”. This approach is intended to achieve a performance enhancement when a higher load of messages occur. The responsible thread then works mainly with L1 and loads messages accordingly. This concurrent access can be avoided to L2.

E. Directives queue

In regard to failure safety, there is also a special queue which directives are processed by the respective thread with the highest priority in order to ensure the consistency of the actor system. There are stop and restart directives that can affect single or multiple actors. If there are currently no messages at the respective thread, the thread either goes into the idle state for a short time interval or signals a yield (“Thread voluntarily releases its computing time” [34], translation).

F. Source code examples

Now follow some excerpts of the source code for clarification:

- Processing a maximum specified number of messages (throughput) per loop pass on the example of the internal queue.

```java
for (;;) hasNextInner<system.throughput &&
  poll(innerQueue) && hasNextInner++;
```

- For the external queue first tried L1 is to be processed. If there are no messages in L1, it will be loaded accordingly from L2.

```java
for (;;) hasNextOuter<system.throughput &&
  poll(outerQueueL1) && hasNextOuter++;
```

```java
if (hasNextOuter<system.throughput &&
  outerQueueL2.peek() != null) {
  ActorMessage<?> message = null;
  for (int j = 0;
   j < system.getBufferQueueSize() &&
   (message = outerQueueL2.poll()) != null; j++)
    outerQueueL1.offer(message);
  for (;;) hasNextOuter<system.throughput &&
    poll(outerQueueL1) && hasNextOuter++;
}
```

A complete implementation of the class ActorThread is given by default by the class DefaultActorThread [35].

G. Message processing in actor4j

Internally, message processing takes place in actor4j (see Figure 6), similar to Akka. An actor wants to send a message to another actor. This is first redirected to the corresponding ActorCell. The ActorCell class contains the actual background implementation of an actor. Each ActorCell is assigned an actor. The message is then forwarded to the dispatcher. This inserts the message according to the selected recipient into the corresponding queue of the thread (applied access options see Figure 5). As soon as the message can be processed by the thread, it is injected into the receiver actor for processing.

![Figure 6. Schematic representation of the flow of message processing in actor4j](source)

VII. ACTOR4J– RESULTS

The performance of message passing was tested with a DELL OptiPlex 7040, Intel® Core™ i7-6700 CPU (Skylake)
@3.40 GHz, 32 GB RAM and 8 MB L3 Cache. As the JVM Oracle JDK 9.0.4 was used under Windows 10, 64 Bit. Three benchmark scenarios are presented to get a picture of the performance of actor4j's message throughput.

1. In the first case, only the internal queue is claimed. The exchange of messages takes place on the same thread (best performance is awaited).
2. In the second case, if only the external queue is claimed. The exchange of messages takes place on different threads (worst performance is awaited).
3. As a third case, if the internal and external queue of the threads are used quasi evenly (bulk version). The exchange of messages takes place on the same or on a different thread (average performance is awaited).

Additionally, in this paper the skynet [36] benchmark as fourth benchmark is included, that shows message passing in combination of massively dynamic creating and stopping actors. In [37] this is done for “revealing the overhead for actor creation” (similar approach).

The legend “…actor4j_100” or “…akka_100” in the benchmark results means that a throughput of maximum 100 was set (cp. legends of Figure 7, Figure 8 and Figure 9). Accordingly, maximal one hundred messages per queue will be processed at once.

A. N-fold ring benchmark

The first is the N-fold ring benchmark. Ring or multi-ring benchmarks for actors can be found also in [11] and [37]. The idea is to bundle actors into groups, where they are guaranteed to run on the same thread and therefore no synchronization is required. For this purpose, an eightfold ring (see Figure 7) was generated for the benchmark, i.e., one ring per thread in the parallel version. Thus, no message exchange is needed between the threads at actor4j. In Akka this possibility does not exist. In the case of actor4j, only the internal queue (CircularFifoQueue) is used, since the members of the ring groups remain together on a thread. All actors are derived here from the ActorGroupMember class. In this case, Akka has no chance to equal actor4j.

In part, actor4j has a factor seven higher throughput compared to Akka. With ongoing number of actors deployed, the actor-context switches are increased in the corresponding thread. This results in less throughput. It also must be considered, that with enabled Hyper-Threading (HT), additional logical kernels through HT do not correspond to fully-fledged pure physical cores (only 30% increase in performance is expected) [9]. But with pure physical cores the result of this benchmark for actor4j should scale nearly linear, with an increased amount of cores (by less deployed actors).

B. Ping-Pong-Grouped benchmark

Next, the pairs were distributed over the threads so that both partners are on a different thread. This ensures that only the external queues of the threads are used. This is only possible with actor4j in such differentiated manner. The results in Figure 8 demonstrate that actor4j has lost in performance through the intercommunication between the threads. Akka stays nearly unchanged in throughput, what was also the case in the benchmark before. Hand in hand with more actors deployed, actor-context switches reduce the message throughput. As mentioned before Akka does double queuing on the thread pool and on the actors, which is also a possible performance obstacle (see Section 4). When multithreaded and with less actors deployed, actor4j has a possible break-in in throughput, due to less work for the corresponding threads, resulting in a blocking state.
C. Ping-Pong-Bulk benchmark

In the third benchmark (see Figure 9), the actors communicate with each other in pairs (ping-pong). In actor4j, the actors are randomly distributed over the threads. This means that both the internal faster queue (Circular FifoQueue) and the external queue (MpscArrayQueue) are used (see also Chapter 4, Actor4j-Final Design). However, the results should be interpreted with caution. Due to the random distribution of the actors, fluctuations can be expected when the benchmark is repeated. The same message is sent several times (in this case one hundred times) to the respective partner of the pairing (ping-pong), which starts the ping-pong scheme. As a result, a hundred messages are exchanged within the pairings each time the game is interchanged. This was also the benchmark for Akka or Akka.NET, with the advertising (50 million msg / s) over the resulting message throughput has been made [38].

It should be noted that Akka performs much better in bulk operations, with respect to message throughput. Both frameworks perform nearly constantly with the same throughput, for each data series. The reason for this is, that there are less actor-context switches, because a bulk operation is performed. Akka has at the last measuring point, problems to handle the massive amount of receiving messages, and struggles on that. Actor4j instead is protected by established ring buffer queues to the outside, this protects effectively against message flooding. The disadvantage of that is possibly losing messages (counteract by increasing the [buffer] queue size).

D. Skynet benchmark

At the last benchmark [36][39], slightly over one million actors are created (exactly 1,111,111 actors), by spawning for every actor recursively tens of them. The actors are sending their ordinal number back to the parent, which are then summed up (by one million actors is this 0.5M *(1M+1)-1M), with the result of 499,999,500,000. Every branch of an actor has one child actor with the same ordinal number as his parent (so that the overall sum is correct). In Figure 10, there is an example representation of the resulting actor system structure. This benchmark can be used as a stress test, for creating and optionally stopping actors, as well that the framework is correctly implemented.

The results in TABLE VI are showing that the Akka implementation for creating and stopping actors has a better performance. For inclusively stopping actors, the Akka implementation needs three times longer than for creating them only. The reason for that is that Akka needs much more time for message passing as actor4j, as seen in the equivalent ping-pong grouped benchmark. With one thread the actor4j implementation is slightly better in performance, because of the usage of a non-synchronized queue (only in the case of non-stopping the actors). For the case “without stopping the actors”, the actors will be stopped nevertheless after that, because otherwise the memory usage is going to grow constantly (is not included for calculation of the needed time).

<table>
<thead>
<tr>
<th></th>
<th>without stopping the actors</th>
<th>without stopping the actors (only one active thread)</th>
<th>with stopping the actors</th>
<th>with stopping the actors (only one active thread)</th>
</tr>
</thead>
<tbody>
<tr>
<td>actor4j</td>
<td>5,911 ms (s=133)</td>
<td>4,901 ms (s=97)</td>
<td>8,226 ms (s=223)</td>
<td>9,011 ms (s=238)</td>
</tr>
<tr>
<td>Akka</td>
<td>2,808 ms (s=213)</td>
<td>3,538 ms (s=112)</td>
<td>7,236 ms (s=274)</td>
<td>8,208 ms (s=185)</td>
</tr>
</tbody>
</table>

Which stands out in the three benchmarks discussed before, that actor4j with one active thread reaches minimum the same (or nearly the same) message throughput as the active multi-threaded variant of Akka. At some points it has even higher message throughput.
VIII. CONCLUSION

The results show that actor4j makes a more powerful impression than Akka. The final design (see Section 4) has proved to be elastic, responsive, and resilient. Actor4j was always convincing, no matter what the actor constellation (N-fold ring, ping-pong grouped, ping-pong bulk) was. These benchmarks can be used to determine the performance of inter- and intra-communication between the threads. It has been found that even with the use of lock-free queues these counter against a good scaling (see the ping-pong benchmark). On the other hand, a very good scaling is obtained with intra-communication, i.e., within a thread.

A. Advice

It is advisable to keep communication-active actors together in one and on the same thread, especially if they have a bounded context (see Domain Driven Design). By bounded context is meant that an assignment to a together interacting actor system is possible. With the actor model, agent-based systems can be implemented well. For example, it is useful to keep the ant grouped together as an actor system (sensors, actuators, control unit) in an ant simulation. An own basic ant simulation was built with Akka. An ant is built up by a composition of systems which are describing a comparable SDA-cycle (sense-decide-act) [40]. It is expected that more interaction will occur within the ant system than the environment. In addition, scaling is easier to implement as additional actors are distributed to more threads (when more processors are used).

B. Concept of the new architecture

In the classic design, one message queue is assigned to each actor. This was relocated as already presented to the competent actors thread. In theory, that makes sense. In the real world there is a medium, the surrounding world, between two actors. In particular, the air, which transmits speech through the sound and can be recorded by an actor by its sensors. This can be transferred to the actor model. This means, it makes sense that there is a kind of network layer between the actors, which temporarily stores messages for the actors. Actor4j is also oriented on the four semantic properties of the actor model (see Section 2). With actor4j it is possible to replace very easily the default thread and dispatcher implementation. Therefore, the framework is very flexible, for changing or different providing requirements.

C. Compliance of the four semantic properties

Communication partners are awarded in actor4j via their UUID. Direct access to another actor is so avoided (encapsulation). By default, a “deep copy” is carried out for the message transmission, if the prerequisites are fulfilled (interface Copyable implemented for the payload). The payload contains the actual message. The header (sender, recipient, tag) of the message is copied. A new instance of ActorMessage is generated that contains the header and the payload. Senders and receivers are represented by a UUID. The UUIDs do not change (final). It is also possible to transfer the payload as call-by-reference (without “deep copy”). This remains in the responsibility of the developer.

By alternately processing the queues in the actor threads, fairness is given. By adjusting the value of throughput, the degree of fairness can be adjusted. A throughput of one would be absolutely fair [31], but the message processing would then be more inefficient (reduction of the message throughput). The order in which messages are transmitted within an actor thread is given (intra-communication). In inter-threading communication, the sequence is only observed between two interacting actors [41]. Otherwise, message communication is not deterministic [19].

The location transparency is ensured by the unique UUID for actors. In actor4j, the assignment of an alias is also possible for the simple identification of an actor. A transfer of actors within the actor system (here: relocation to other threads) is currently not implemented (also not in the cluster).

The first purpose of mobility is load balancing. Another reason is the displacement of actors to a different location.

D. Future work

One problem is that as the number of actors increases, the throughput drops further and further. This is caused by the constant actor-context switching. Probably this cannot be avoided unless the computing power is increased (higher clock frequency or more physical cores). One useful enhancement could be a special priority queue (belongs to the thread), for prioritized tasks, which can be added by the actors. It is planned to test the actor4j framework under the EU project STIMEY.
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Abstract—The concept of self-evolving botnets, where computing resources of infected hosts are exploited to discover unknown vulnerabilities and the botnets evolve autonomously, has been introduced and their threats have been shown in the literature. In order to protect networks from the self-evolving botnets, this paper provides an epidemic model taking into account the infection routes in infection control environments to which countermeasures against the self-evolving botnets are applied. We show the behaviors of the epidemic model through simulation experiments.
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I. INTRODUCTION

Recently, machine learning techniques have been widely used and achieved significant results in various research areas. In addition, some researchers have proposed vulnerability discovery methods that discover bugs and vulnerabilities with machine learning techniques [5][6]. Although the main purpose of these methods is to protect software, they can be used for discovering unknown security holes and exploited for illegal attacks by malicious attackers. To perform illegal attacks, malicious attackers often control botnets, which consist of many infected hosts named zombie computers. The malicious attackers can discover unknown vulnerabilities with distributed machine learning using the computing resources of the zombie computers.

Based on these facts, in [4], Kudo et al. have introduced a new concept named self-evolving botnets. Self-evolving botnets discover vulnerabilities by performing distributed machine learning with computing resources of zombie computers and evolve autonomously based on the vulnerabilities. Accordingly, they infect other hosts and make themselves bigger. The authors have shown that the infectivity of self-evolving botnets is very high, compared with conventional botnets. In response, in [2], Hongyo et al. have proposed some epidemic models that consider countermeasures against self-evolving botnets and shown their effectiveness.

In this paper, we propose an epidemic model for self-evolving botnets taking into account the infection routes of the botnets in infection control environments to which some countermeasure methods are applied. Because the infectivity of the botnets often depends on infection routes, the proposed epidemic model expresses the infection routes by overlay networks that are constructed according to relationships among hosts. The proposed epidemic model makes continuous-time Markov chains with the overlay networks and show the behavior of the self-evolving botnets in infection control environments. The rest of this paper is organized as follows. Section II explains our proposed epidemic model. We then evaluate it in Section III.

II. EPIDEMIC MODEL FOR SELF-EVOLVING BOTNETS

We use an Susceptible-Infected-Recovered-Susceptible (SIRS) model to represent the state of each host in a network. In the SIRS model, “S” means that the host has vulnerabilities, “I” means that the host is infected, and “R” means that the host has no known vulnerabilities. Each host belongs to one of the states. We assume that hosts in the state R can get infected by unknown vulnerabilities which are discovered by a self-evolving botnet. Hosts in the state S move to the state I when they get infected by attacks of a botnet. Then, the hosts are embedded in the botnet. Hosts in the state S and the state I move to the state R when known vulnerabilities and the botnet malware, respectively, are removed from the hosts by suitable means, such as OS updates and anti-virus software. Note that we assume that all vulnerabilities are simultaneously removed in these cases. When the botnet discovers a new vulnerability, all hosts in the state R move to the state S because the botnet can infect the hosts by using the discovered vulnerability.

The proposed epidemic model considers relationships among hosts in the above SIRS model because infection routes of the self-evolving botnets depend on the relationships, e.g., their friendships, frequently accessed web sites, and physical network environments. To express the relationships, we use an overlay network consisting of hosts. Hosts in state I can infect only adjacent susceptible hosts on the overlay network. Under this assumption, the proposed epidemic model formulates the infection process of the self-evolving botnet as a continuous-time Markov chain, where the occurrence of each event a)-d) described below in the SIRS model follows a Poisson process.

(a) A new vulnerability is discovered by the self-evolving botnet according to a Poisson process with the discovery rate \( \eta(v + 1) \), where \( v \) denotes the number of infected hosts and \( \eta \) denotes the discovery rate of a new vulnerability by each infected host. The discovery rate is proportional to the number of infected hosts, which means that the self-evolving botnet performs distributed machine learning with the computing resources of the infected hosts. When this event occurs, all the hosts in the state R moves to the state S.

(b) Each host in the state S removes its own vulnerabilities according to a Poisson process with the recovery rate \( \delta_S \), and then moves to the state R.

(c) Each host in the state I infects an adjacent host in the state S on the overlay network according to a Poisson process with the infection rate \( \alpha \). In this case, the adjacent host moves to the state I.

(d) Each host in the state I removes the botnet malware according to a Poisson process with the removal rate \( \delta_I \), and then moves to the state R.
We then consider countermeasures against the self-evolving botnet. As the countermeasures, we adopt a Kill-Signal (KS) model and a volunteer model. The KS model proposed in [3] uses a warning signal called Kill-Signal having information on known vulnerabilities. In the KS model, the hosts in the state R send a Kill-Signal to susceptible hosts. The hosts receiving the Kill-Signal can know their vulnerabilities due to the Kill-Signal and repair them. The volunteer model aims to discover and repair unknown vulnerabilities with computing resources of volunteer hosts before the self-evolving botnet discovers the vulnerabilities, so that it suppresses the evolution of the self-evolving botnet. In this paper, for simplicity, we assume that all uninfected hosts (i.e., hosts in the states S or R) belong to a volunteer group and a network administrator can use their computing resources to discover vulnerabilities. The information discovered on vulnerabilities is shared by all uninfected hosts. These models add or replace the events in the Markov chain as follows.

(e) Each host in the state R sends a Kill-Signal to an adjacent susceptible host on the overlay network according to a Poisson process with the sending rate $\beta_S$. In this case, the adjacent host moves to the state R.

(f) A new vulnerability is discovered by the volunteer group according to a Poisson process. Accordingly, the infectivity of the self-evolving botnet is weakened. To represent this behavior, the volunteer model replaces the discovery rate of the self-evolving botnet described in event (a) with $\eta(v+1)/(\sigma(N-v)+1)$, where $\sigma$ denotes the vulnerability discovery rate of a vulnerable host.

### III. Evaluation

To examine the behavior of the proposed epidemic model, we conduct simulation experiments. We assume that there are $N = 1,000$ hosts in a network and the overlay network is constructed based on the Barabasi-Albert model [1], where the average degree of hosts is 20. One host is infected and all other hosts are in the susceptible state at time $t = 0$. We refer to the infected host at time $t = 0$ as the initial infected host. The parameters are set to be $\eta = 0.05$, $\delta_S = \beta_S = 0.1$, $\delta_1 = 0.1$, $\alpha = 0.1$, and $\sigma = 0.3$.

Figure 1 shows the botnet survival ratio as a function of the elapsed time. The botnet survival ratio means the ratio of the number of samples in which one or more infected hosts still exist at time $t$ to the total number of samples. In this figure, “Top” (resp. “Bottom”) indicates the result in the case where a host with the maximum (resp. minimum) closeness centrality is selected as the initial infected host. Furthermore, “default” represents the result of the self-evolving botnets without countermeasures, “KS” represents the result of the KS model, “volunteer” represents the result of the volunteer model, and “KS-volunteer” represents the result of the mixed model of the KS and volunteer models. As we can see from this figure, the botnet survival ratio is large when selecting a host with the maximum closeness centrality as the initial infected host. We also observe that the botnet survival ratio of “default” is very high. “KS” decreases the botnet survival ratio at early stage, but does not decrease with the time elapsed. On the other hand, “volunteer” first does not decrease the botnet survival ratio, but gradually decreases it. This result implies that the volunteer model can weaken the capability of the self-evolving botnet even though the self-evolving botnet spreads. Furthermore, “KS-volunteer” eliminates the self-evolving botnet early in all samples.

Figure 2 shows the average number of infected hosts of samples in which there exist infected hosts at time $t$ as a function of the elapsed time $t$. As shown in this figure, the average numbers of infected hosts of “default” and “KS” increase and converge to a high value, regardless of the closeness centrality of the initial infected hosts. On the other hand, “volunteer” can reduce the average number of infected hosts constantly. Furthermore, “KS-volunteer” can eliminate completely the self-evolving botnet.
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Abstract—A multi-platform application and its evaluation is presented in this work. It refers to the business process management software that allows organizations, institutions and companies, to use a system of integrated applications to manage the business and automate many back office functions related to technologies, services and human resources. The app is used for administration data, reviewing orders, creating invoices and adding new employees’ records. The app is also implemented in Azure, which is used as a platform for the cloud. A Web API and an Android application would significantly increase the Quality of Experience (QoE) of numerous mobile users, which can be implemented using the cloud services. It facilitates user’s work in terms of memory usage, hardware load, and responsiveness. QoE evaluation is done, as well. We managed to, not just create a reliable app, but also we made sure that it can expand and reach every user. Our approach improves the QoE, providing the users all necessary resources and performances, referring to Security, Easy to use concept, Time saving, and QR Code.
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I. INTRODUCTION

Information and Communications Technology (ICT) leads the world of modern technologies, more and more platforms come up every day, so software developers have serious challenges choosing the right tools in order to complete their tasks. This paper gives the feedback on some tools usage and helps in further understanding the main concepts in creating a multi-platform application, giving evaluation sense as well.

The concepts of maintaining a database using SQL are presented in [14]. The procedures can help a developer in creating scalable databases and they are explained here as well. The cloud implementation is done, so the multi-platform applications can easily communicate in-between. Also, functions and procedures from [15] and [16] are implemented.

Section 2 of the paper presents the Related work in the area, Section 3 gives a general overview of an app. In the first subsection, we talk about SQL databases, ER diagram explaining the details. In addition, we talk about some of the developed functions and how they can help developers towards the maintaining the data constraints. In addition, we give a little demonstration of the power of stored procedure, and a particular procedure. Moreover, the application is deployed on the cloud. In the second subsection, a presentation of the user interface of the application and some of the core features are introduced. Sections 4 and 5 speak about testing and results, as well as QoE. Sections 6 and 7 give the reader conclusions and future work ideas.

II. RELATED WORK

In [1], precise details on the importance of databases creation and implementation are presented. Authors give a comparison on several database management systems and their differences, which can contribute in choosing the right one. On the other hand, in [2] a web based data-driven application, and all its concepts, which give a great representation how today’s applications work, is presented. The applications in [2] are developed in Java, and the concepts can be used almost in every C style language.

Authors in [4], [5] present a great result for building data driven Web App. In [3], authors talk about the basics of SQL, [5] gives an advanced look into the language and go through some of the specific individual operations that each of the most known database management systems offer. In [6], [11], [12] great examples on both developing Windows and Web applications, using the C# language are given. It takes one of the concepts and breaks it apart thoroughly, from the bottom of the Class Library to converging it with other technologies, which gives a great concept on making easy and useful steps on creating excellent applications. The authors in [7][8] give the background of the language itself, representing the Common Language Runtime (CLR), giving concise explanation how it is transformed to byte-code and more.

In [9], an introductory overview of Cloud computing, several distinctions of different Cloud platforms such as Google Web Service, Amazon web service and Windows Azure, Cloud infrastructure are presented. The authors present Mobile Cloud, a review into services and applications. The authors in [10] give an in-depth analysis into cloud design patterns, the security flaws of each setup, the stability of architecture.

Referring the related work mentioned, the App presented in this work improves the security, easy to use, time saving concepts, and QR Code.

III. DEVELOPING WINDOWS APPLICATION

Windows applications, as well as mobile applications, are forms of application program, and are designed to perform
specific tasks directly for the user or, in some cases, for another application program. Web development implementation, as a process of building the web according to its design, enhances web specification, its implementation process, and presentation.

A. App’s architecture

Application architecture is built in such a way to provide efficient application and implementation. The Application itself is consisted of Web API, Web App, Employee panel, Admin Panel, connected to the Database, also connected to the PCs, Mobiles, iPads etc.

The decision to use cloud architecture is made for the simple reason of scalability and accessibility - the Web Application, its’ APIs, and Database, resides in the cloud. With this decision we have managed to cover all devices on the market and in the future target each one with a separate native application. The application itself is a dot.net core application which, by the .net core standards, can be developed on any machine. This is also a positive outcome, meaning that the application is optimized to use only the APIs that it needs, and also with additional requirement easily adding new ones. With this, concepts of scalability and meeting clients’ needs are satisfied. Another feature that can come out with the cloud is using social networks, also we can optimize the virtual machines’ performance by our needs, automatic jobs, have a multi-tenant, cloud-based directory, and identity management service (such as Azure Active Directory).

The database on the Cloud has its own server, instead of being an app database, and a link to it resides in the app, which is a web application. There is a deployment of both the application and database as well. The database has its own server, instead of being an app database, and a link to it resides in the app, which is a web application. There is an admin panel within the application, the implementation of employee panel and several other features will be included to improve the functionality. The application can be accessed from both mobile devices and PCs or laptops via Web browsers of any choice. A Web API and an Android App would significantly increase the Quality of experience of numerous mobile users, which can be implemented using the cloud services.

B. App’s Database and SQL

Each table in the database has its unique primary key and the specialized data in order to represent one entity. Some of the tables have composite keys, of two or more fields, with which we prevent concurrent data appearing in the database. In addition, there are unique keys on some of the table to strengthen the previous claim. The tables have constraints that are based on custom-made functions to help prevent inaccurate information being entered into the tables.

C. Functions Developed

Functions here serve as check constraints helpers, others as helpers to stored procedures so that large code will not be repeated, and some are used into views. One of the function checks the country calling code and the length of the phone number entered in the phone field of the Employee, Client and Supplier table. With this, we are preventing to have entries of any other country except chosen ones. The function presented within next code lines, takes three parameters date, number of months that we want to add and the number of days that we want to add. Then, the difference between the months from zero until today are calculated, zero being 01.01.1900, and a number of month is added. After that, we add the number of day. The main key here is because the DATEDIFF function returns an integer we cannot use it as a standalone function because we a date type not an integer. That’s why we have to add the DATEADD function.

```
CREATE FUNCTION [dbo].[MonthYear]
(
    @date date,
    @monthPlus int,
    @dayPlus int
) RETURNS date
AS
BEGIN
    DECLARE @MonthYear date
    SET @MonthYear = (DATEADD(MONTH, DATEDIFF(MONTH, 0, @date)+@monthPlus, @dayPlus))
    RETURN @MonthYear
END
```

Figure 2. Create Function

D. Stored procedure

There are many stored procedures for the database and they all serve for a different purpose. For instance, there are procedures for creating invoices both purchase invoices and regular, other server for updating the stock and so on. The procedure presented in the code snippet first checks if the date is later than the 20th of the current month and if the most recent generated pay is at least one month old. If that is true, the procedure calculates the sum of the total of
working hours and inserts it into the pay table. Finally, it returns the generated pay. If it is false, it returns the most recent pay.

PROCEDURE [dbo].[CreatePay]
     @employeeID int
AS
BEGIN
   SET NOCOUNT ON;
   DECLARE @grossTotal money;
   IF(GETDATE() >
      dbo.MonthYear(GETDATE(),0,19) AND (SELECT TOP 1
      dbo.MonthYear(Date,1,0)
      FROM Pay WHERE EmployeeID = @employeeID
      ORDER BY Date DESC) =
      dbo.MonthYear(GETDATE(),0,0))
   BEGIN
      SET @grossTotal = (SELECT SUM(Total) AS
                         Total FROM LogEmployeeHoursTotal WHERE
                         EmployeeID = @employeeID AND Date BETWEEN
                         dbo.MonthYear(GETDATE(),-1,19) AND
                         dbo.MonthYear(GETDATE(),0,19));
      INSERT INTO Pay(EmployeeID, Date, GrossPay)
      VALUES (@employeeID,GETDATE(),@grossTotal);
   END
   SELECT * FROM PayView WHERE EmployeeID = @employeeID AND Printed = 0;
END

Figure 3. Procedure listing

The developed application is a small enterprise resource planning software. It has a login screen, which every admin has its own username and password to log in, also log entry page where each employee checks in when comes or leaves the working place. In addition, with the app being implemented on the cloud, instead of a typical login you can also do an external one. This provides us with the opportunity to use social networking services, like Facebook, Google, or Twitter, to login or register into the app.

When the user logs in a tree menu, a window on the left appears in order the user can choose in which segment he/she wants to work in, and the dynamic content appears on the right. The menu is scrollable if it is expanded and out of screen but the dynamic con-tent stays fixed. If user goes deeper into the tree menu, he/she would get a specific operation for each node.

Here the user can see that there are textboxes where the required data can be written. The little three icons in the bottom represent the operations that users can perform, save, delete and edit previously generated pay. When the user clicks the generate pay button a popup appears showing the latest payment generated and there it can be either printed or updated.

The application has some good features like generating monthly wages automatically every 20th of the following month.

It shows all the required info for each sub-section (e.g., Employees name, address, when they took their last payment, how much was it, client specific invoices, etc.).

As it can be noticed in Figure 4, this is an user friendly App.

In Figure 5, an example for the employee node is shown:

Figure 4. Login and Employee log screens

Figure 5. Employee node

It updates stocks frequently, keeps track of every out-going or incoming invoices, and all of that can be done with just a simple push of a button.
IV. TESTING AND RESULTS

Several tests were performed for the application. One scenario is about performing a test in order to follow the hardware load when the application runs.

As in Figure 6, and Figure 7 respectively, the application did astonishingly well with a 100% success. Moreover, it can be noticed that the response time is fast, meaning fast delivery of service. In addition, in the next figure it can be seen that the application does not really take much CPU time and memory while running.

Figure 8 is presenting the Pen testing process.

The Web Application’s security was put to the test through several penetration testing tools from the Kali OS, such as Vega, OWASP ZAP, sqlmap and w3af.

There are some minor issues like low priority security, but as far as SQL injection and XSS security are concerned, the app outdone its self.

Figure 8 (a) Pen testing process – testing results from Vega (b) Pen testing process – testing tool results exposing the vulnerabilities

While Vega and OWASP ZAP found some minor security concerns, which can be easily fixed, sqlmap and w3af, which are more SQL Injection prone, found no problems regarding the previously mentioned argument.

V. QUALITY OF EXPERIENCE FOR MOBILE COMPUTING

Quality of experience (QoE) measures the difference between the user expectation and what the user received. This is beneficial to estimate the users’ perception of the quality of the service and it depends users’ satisfaction [12]. It represents how a service is accepted by the end-users. Using the QoE is beneficial to estimate the perception of the user about the quality of a particular service and it depends on the customer’s satisfaction in terms of usability, accessibility, retaining ability and integrity of using specific service [13]. The results presented in the following chart were obtained according to the Quality of Experience evaluation performed on a group of representatives consisted of colleagues from both Computer Science and Engineering, and Communications Net-work and Security Faculty, and one group consisted of professionals working in finances departments. They were given to run the application and a survey to rate the application’s UI design, responsiveness, and user-friendly aspect of the app. The survey is based on the Mean opinion score (MOS). The MOS is calculated as the arithmetic mean over single ratings performed by human subjects for a given stimulus in a subjective quality evaluation test. Thus in (1):

\[
MOS = \frac{\sum_{n=0}^{N} R_n}{N}
\]

(1)

R is the individual ratings for a given stimulus by N subjects. The results for each of the questioners are presented in Figure 9.

Referring our scenarios, 100 subjects were questioned, and the application were tested referring the timing of approximately ten minutes.

With the previous tests done, the users felt more secure handling the application, as almost 37% replied excellent to the survey question. Referring the QR code 35.5% were shown as excellent. The time saving factor was mixed and needs further assessment. The ease to use concept didn’t do
so poor, with almost 30% as excellent and 28.4 as very good, improvements would surely be beneficial here.

For the Security concept, 36.9% replied as excellent, 21.7% as very good, 20.2% as good, 14.1% as average, which is satisfactory, since the security concept is demanded, especially speaking about web apps and cloud services, concerning database security, attacks and intrusions into the system.

About the survey results referring the QR Code, 35.5% considered as excellent, 24.7% as very good, 18.8% as good, 13.9% as average.

As it is presented in the charts, the users’ satisfaction is positive. In terms of UI design and security (after presenting the test) the majority users gave an excellent review, while other thinks there can be improvements.

As for the responsiveness and ease of use the reviews were mixed, and therefore further improvement will be done.

The QoE and survey analyses show that satisfactory results are presented, of course there is always place for improvement, which is considered as future work.

VI. CONCLUSION AND FUTURE WORK

As ICT technology goes forward, the App developing grows ever so rapidly, the developers need to adapt as well. In this work, we gave a glimpse of the tools that can help apps grow forward, and even with a simple change to readjust to the current technologies, we evaluate, as well, the App in order to show the advantages and send some recommendations to future developers. Moreover, the toolset can be expanded further thanks to the implementation of the Cloud Service. Some of the techniques and concepts that are presented can even increase the apps responsiveness, as well as the Quality of Experience that the users have. Automated some of the day-to-day tasks and made financial life easier.

In a few words we managed to make sure that it can expand and reach every user.

For the future work, we will extend our work using several platforms, each one having their own app, and strengthen the current features furthermore. We will modify the web application using the Model-View-Controller pattern and the Entity Framework. A web API would greatly simplify the distribution of data on hand held devices more easily using the RESTful APIs. An Android application could to generate QR codes for employee log entries to substitute the current feature on the web app, even replace old systems and integrate IoT technologies. Furthermore, since the application will contain sensitive user data, security precautions that would be improved. In spite of that, further research in hybrid cloud will be performed, with having one private cloud and one public communicating with each other to prevent data loss, as well as further studies on how to improve current database security and web API security.
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