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The Thirteenth Advanced International Conference on Telecommunications (AICT 2017), held
between June 25-29, 2017 in Venice, Italy, covered a variety of challenging telecommunication
topics ranging from background fields like signals, traffic, coding, communication basics up to
large communication systems and networks, fixed, mobile and integrated, etc. Applications,
services, system and network management issues also receive significant attention.

The spectrum of 21st Century telecommunications is marked by the arrival of new
business models, new platforms, new architectures and new customer profiles. Next generation
networks, IP multimedia systems, IPTV, and converging network and services are new
telecommunications paradigms. Technology achievements in terms of co-existence of IPv4 and
IPv6, multiple access technologies, IP-MPLS network design driven methods, multicast and high
speed require innovative approaches to design and develop large scale telecommunications
networks.

Mobile and wireless communications add profit to a large spectrum of technologies and
services. We witness the evolution 2G, 2.5G, 3G and beyond, personal communications, cellular
and ad hoc networks, as well as multimedia communications.

Web Services add a new dimension to telecommunications, where aspects of speed,
security, trust, performance, resilience, and robustness are particularly salient. This requires
new service delivery platforms, intelligent network theory, new telecommunications software
tools, new communications protocols and standards.

We are witnessing many technological paradigm shifts imposed by the complexity induced
by the notions of fully shared resources, cooperative work, and resource availability. P2P, GRID,
Clusters, Web Services, Delay Tolerant Networks, Service/Resource identification and
localization illustrate aspects where some components and/or services expose features that are
neither stable nor fully guaranteed. Examples of technologies exposing similar behavior are
WiFi, WiMax, WideBand, UWB, ZigBee, MBWA and others.

Management aspects related to autonomic and adaptive management includes the entire
arsenal of self-ilities. Autonomic Computing, On-Demand Networks and Utility Computing
together with Adaptive Management and Self-Management Applications collocating with
classical networks management represent other categories of behavior dealing with the
paradigm of partial and intermittent resources.

The conference had the following tracks:

 Wireless technologies

 Optical technologies

 Signal processing, protocols and standardization

 Trends on telecommunications features and services

 Trends on protocols and communications models
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 Channel Estimation, Detection and Decoding

We take here the opportunity to warmly thank all the members of the AICT 2017 technical
program committee, as well as all the reviewers. The creation of such a high quality conference
program would not have been possible without their involvement. We also kindly thank all the
authors that dedicated much of their time and effort to contribute to AICT 2017. We truly
believe that, thanks to all these efforts, the final conference program consisted of top quality
contributions.

We also gratefully thank the members of the AICT 2017 organizing committee for their help
in handling the logistics and for their work that made this professional meeting a success.

We hope that AICT 2017 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in the field of
telecommunications. We also hope that Venice, Italy provided a pleasant environment during
the conference and everyone saved some time to enjoy the unique charm of the city.
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A Security Architecture for Remote Diagnosis of Vehicle Defects 

Kevin Daimi 
Computer Science and Software Engineering 

University of Detroit Mercy 
Detroit, USA 

email: daimikj@udmercy.edu
 

Abstract—Remote vehicle diagnostics within the auto 
industry will soon become a reality.  Currently, all 
maintenance work including diagnostics is being performed by 
dealership.  With the new setting of remote vehicle diagnostics, 
manufacturers will take the lead in the diagnostics process to 
improve their products and customer satisfaction.  This paper 
proposes a high-level architecture for the remote diagnosis of 
vehicle defects.  It then sets the ground for securing such an 
architecture due to the fact that safety and privacy of drivers 
and passengers are extremely challenging with the 
manifestation of security breaches.  

Keywords—Remote Vehicle Diagnostics; DTC, ECUs; 
Telematics; Security Architecture; Security Policy 

 

I. INTRODUCTION 
   Modern vehicles utilize a number of buses in the in-
vehicle networks.  These buses include Local Interconnect 
Network (LIN), Controller Area Network (CAN), Media-
Oriented System Transport (MOST), and FlexRay.  LIN 
handles the lowest data-rate functions, such as door locks, 
climate control, and mirror control.  CAN fits medium speed 
applications including body systems, engine management, 
and transmission.  High-speed data rates are dealt with by 
MOST, and therefore, it is convenient for multimedia and 
infotainment.   Finally, safety-critical applications, such as 
steer-by-wire, stability control, and brake-by-wire are 
managed by the FlexRay [1]-[5]. Connected to these buses 
are various Electronic Control Units (ECUs).  Modern-day 
vehicles are furnished with over 80 embedded electronic 
control units (ECUs), which oversee an enormous part of 
their functionality.  This functionality spans a broad 
collection of tasks including overseeing door looks, climate, 
sunroof, body systems, transmission, advanced safety and 
collision avoidance systems, and pressure monitoring 
systems.  On each ECU, a dedicated and independent 
firmware runs to control these tasks.  ECUs acknowledge 
signals from various sensors located at various parts and in 
different components of the vehicle. Using these signals, 
ECUs control various critical units in the vehicle [6]-[10].  
   The entire network, including the buses and the ECUs, 
demands protection against security attacks.  Some analyses 
of the buses, especially the CAN bus, have spotted various 
vulnerabilities in the available in-vehicle network protocols 
[11] [12].  All the potential attacks on cellular networks will 
find their way to the vehicle and can impact the ECUs.  
Therefore, it is critical to enforce the security of the buses 

and ECUs when remotely diagnosing problems of various 
parts of the vehicles controlled by these ECUs. 
   Vehicles experience various defects.  Some of these 
defects are considered safety-critical, while others are non-
safety critical faults.  Examples of these defects include 
problems with fuel consumption system resulting in fuel 
leakage and possibly a fire, broken or stuck accelerator 
controls, unexpected rupture of the engine cooling fan 
blades, improper operation of windshield wiper assemblies, 
wiring system problems that result in a fire or loss of 
lighting, a defect in child safety seats, inadequate operation 
of air conditioning and radio, ordinary wear of shock 
absorbers, batteries, brake pads and shoes, and exhaust 
systems, and excessive oil consumption.  The vast majority 
of vehicle defects result in issuing Diagnostic Trouble 
Codes (DTCs), which are collected by the Electronic 
Control Units (ECUs) overseeing the operation of these 
components. Faulty ECUs or bus errors can also result in 
defects including many of the stated defects above.  
Currently, all repairs and maintenance are performed by 
vehicle dealerships.  A future trend within the auto industry 
would be to execute these fixes remotely.  This approach 
will save auto manufacturers a huge amount of money 
including penalties payed as a result of casualties arising 
from these defects and from recalls, help manufacturer 
discover potential recalls ahead of time, and improve their 
products using the big performance data that will be 
available.  Dealerships’ time will be saved through receiving 
the diagnosis and fixing procedures directly from the 
manufacturer site.  Vehicle owners will feel safer, have 
increased trust in their vehicle’s manufacturer, and save 
considerable amount of time including the time spent at the 
dealership.  Obviously, for systems providing remote 
diagnosis to be productive and efficient, security is 
inevitable. 
   Pant, Pajic, and Mangharam [13] utilized an automotive 
ECU architecture for communications between the vehicle 
and a Remote Diagnostics Center to diagnose, test, update 
and verify ECUs’ firmware. Their diagnostics scheme 
concentrated on both real-time and non-real time defects, 
and involved a decision making function to perceive and 
isolate faults in a system with modeling uncertainties. The 
suggested framework incorporated in-vehicle and remote 
diagnostics with the goal of making vehicle recalls 
management cost-effective.  They only used three units in 
their approach.  Their scheme completely ignored security 
enforcement. 
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   A development of a prototype application for remote 
vehicle diagnostics, based on the Diagnostics over IP 
(DoIP) protocol was presented by Johanson, Dahle, and 
Söderberg [14]. Basic manipulation experiments with 
synchronous remote diagnostics read-out and control were 
portrayed. Various safety related concerns requiring closer 
investigation before a visible exploitation of remote 
diagnostics services becomes feasible were ascertained.  
Furthermore, a taxonomy of vehicle diagnostics applications 
was postulated.  This was proposed to interpret the 
divergences between synchronous (online) and 
asynchronous (offline) setups in local and distributed 
settings.  Their system merely dealt with remote vehicle 
diagnosis with no reference whatsoever to securing the 
remote vehicle diagnostics. 
   Ferhatović, Lipjankić, Handžić, and Nosović [15] 
introduced the implementation of a straightforward system 
for the diagnostics of vehicle faults.  Their implementation 
deployed the standard diagnostic trouble codes and relied on 
a client-server setting.  They presented some functionality 
and algorithms for that purpose. The communication link 
between the client and the server was achieved through 
mobile phone.  There was no connection with the 
manufacturer site.  Furthermore, securing the diagnostic 
process was not an option. 
   Oka, Furue, Bayer, and Vuillaume [16] introduced an 
analysis of the security properties for remote diagnostics 
with some overview of possible attacks. They investigated 
and categorized diagnostic services and examined mainly 
their suitability for being remotely performed. They later 
pinpointed relevant security properties for each of the 
suitable diagnostic service category. They indicated they 
will consider the security between the ECUs and telematics 
module and between the telematics module and the OEM 
server.  However, no message was encrypted and no key 
management system was provided.  Furthermore, 
authentication, integrity and confidentiality was loosely 
mentioned.  They used only three components, ECUs, 
telematics module, and OEM server.  
   This paper presents a security architecture for remote 
vehicle diagnostics.  The architecture includes a number of 
components. The vehicle site has three components: ECUs, 
Driver Interface Unit, and the Telematics Module.  The 
Telematics Server, Diagnostics Engine, Knowledge Base 
Manager, and the Performance-Historical Data Manager 
reside at the manufacturer site.  There are also two external 
components: Dealership Control Unit, and Supplier Control 
Unit.  The heart of this architecture is the Security Engine.  
The remainder of the paper is organized as follows: Section 
II will discuss the use case scenario for the architecture.  
Section III will introduce the security policy.  The remote 
vehicle security architecture is presented in Section IV.  The 
paper is concluded in Section V. 

II. REMOTE DIAGNOSIS SCENARIO 
   Figure 1 is used to explain the remote diagnostics 
scenario. This scenario will be carried out without reference 
to the Security Engine (SE) to better understand the 
technical concepts of remote diagnosis.  In the next section, 
security will be introduced.  The symbols used are collected 
in Table 1 below. The remote diagnosis scenario is depicted 
in the following use case: 
 
(1) When a problem occurs, Diagnostic Trouble Codes 

(DTCs) are generated. 
(2)  The DTC’s are stored in the respective ECU’s 

memory. In other words, the ECUs write down the 
conditions existing when the fault occurred and store 
them in their memory. The DTCs could also be 
distributed among several ECUs. 

(3) The Onboard Diagnostic System (OBD-II) has access 
to these DTCs. Other information is also stored when 
the trouble occurs.  This includes vehicle speed, engine 
RPM, engine coolant temperature, open/close states of 
the valves, and vehicle emission-related data required 
by law.   

(4) The Telematics Module (TM) of the vehicle 
communicates the problem-related information from 
the OBD-II to the Telematics Server (TS) of the 
manufacturer.  

(5) TS analyzes the uploaded information to see if further 
details are needed, and adds the vehicle VIN number 
and the diagnostics ID number (DID). 

(6) TS transfers all this information to the Diagnostics 
Engine (DE) at the manufacture site.  

(7) DE receives commands from the Diagnostic Center 
(DC) to start the diagnosis.  The DE is in charge of the 
actual diagnosis. It behaves like an expert system for 
diagnosis. 

(8) Diagnostics Engine extracts the possible symptoms 
from the diagnostics information.   

(9) DE communicates with the Knowledge Base Manager 
(KBM) and provides the found symptoms. 

(10) KBM consults its knowledge base (KB) to see if a 
solution can be found based on these symptoms.  

(11) If further information is needed, DE will be consulted.  
It is possible that DE will contact the Telematics Server 
if it cannot provide what the Knowledge Base Manager 
asks for. 

(12) The Knowledge Base Manger contacts the Diagnostics 
Engine and provides its findings.  Here, either a 
solution is found or no solution exists. 

(13) If KBM is unable to provide a solution using its 
knowledge base, DE will use its diagnostics algorithms 
to find a possible solution. 

(14) If DE cannot find a solution, it will get in touch with 
the firmware Supplier Control Unit (SCU) residing at 
the supplier site to provide diagnostics information and 
symptoms. 
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(15) The SCU provides the solution.  The solution can be 
updating the firmware of the ECUs that faced the 
problem, or completely flashing the firmware of the 
ECU to install a new firmware. 

(16) When the solution to the problem is found by the 
Diagnostics Engine and that solution does not need the 
dealership to be involved, the commands to fix the 
problem are sent to the TS. This is further elaborated in 
steps 20-21. 

(17) The Diagnostics Engine sends the fixes to the 
Knowledge Base Manager to update the knowledge 
base.  It also sends the diagnostics details including 
symptoms and fixes to the Performance-Historical Data 
Manager (PHDM) to update the vehicle’s performance 
and historical data stores.  These will be very valuable 
assets for business intelligence.  

(18) If there is a need to have the vehicle’s engine turned 
off, the Telematics Server will inform the TM. 

(19) The TM transmits a message to the Driver Interface 
Unit (DIU) to have the driver turn the engine off.  
When that happens, the TM informs the Telematics 
Server. 

(20) TS sends messages containing the fixes in a form of 
diagnostics commands to TM. 

(21) The TM communicates with the ECUs in question and 
the fixes will be applied. 

(22) If the solution involves more work than just simple 
fixes, such as new update and ECU flashing, and there 
is no Firmware Over-The-Air (FOTA), the dealership 
must be involved. 

(23) If the option of FOTA exists, the TS communicates 
with the TM to achieve that.  In this case, the vehicle 
must not be running. 

(24) If the dealership is needed, the Telematics Server will 
help the Diagnostics Engine in scheduling an 
appointment for the vehicle.  It will communicate with 
TM requesting the dealer’s name and address, and date 
and time of the appointment.  

(25) The TM communicates a message to the DIU informing 
the driver of the problem and requesting the name and 
address of the dealer, and the date and time of dropping 
the vehicle. 

(26) The received information from the DIU is sent to the 
TS via the TM. 

(27) The Diagnostics Engine communicates with the 
Dealership Control Unit (DCU) at the dealership site.  
The DCU will receive the symptoms and fixes in 
addition to the date and time of the appointment.  If 
there is a need to change the date/time, the TS will re-
contact the TM. The scheduled date should also give 
the dealership enough time to prepare spare parts if 
needed. 

(28) The vehicle will be fixed. 
(29) If a new update or a completely new firmware is needed 

as a result of the problem in the vehicle in question, a 

recall will be issued by the manufacturer for all vehicles 
of that model and year.  

 

 
 

Figure 1. Vehicle remote diagnosis security architecture 
 

TABLE I.  SYMBOLS USED 

Symbol Meaning 

DTC Diagnostics Trouble Code 
ECU Electronic Control Unit 
TM Telematics Module 
DIU Driver Interface Unit 
TS OBD-Based Telematics Server 
DC Diagnostics Center 
DE Diagnostics Engine 
SE Security Engine 
KBM Knowledge Base Manager 
PHDM Performance-Historical Data Manager 
DCU Dealership Control Unit 
SCU Supplier Control Unit 
OBD-II Onboard Diagnostic System 
VIN Vehicle Identification Number 
DID Diagnostics Identification 
PU Public key  
SK Symmetric key  
PR Private Key 
PDS Performance data store 
HDS Historical data store 
à Then in Section III, Sends in section IV 
ß à Both parties apply security requirements 
XS Parties communicating using SK 
MAC Message Authentication Code 
KB Knowledge base 
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III.    SECURITY POLICY 
   Security policies mandate what must be secured, and how 
to secure them to support the security architecture or the 
network security.  Without a security policy, a network may 
be compromised. With the intention of safeguarding access 
to various components of an information system, a network 
security policy should be developed. It consists of a list of 
conditions and actions to prevent illegitimate access to 
private information. Network security management has been 
focusing on security policies to the extent that security 
policy repositories are at the core of many network security 
management systems.  A security policy furnishes the basis 
for system security architecture [17]–[22].  In what follows, 
the security policy is represented by rules. 
 
IF component = SE à component can access {TM, TS, 
     SCU, DCU, DE, KBM, PHDM} 
IF X is an algorithm and X belongs to the list of algorithms 
    {RSA, EEC, AES, SHA-3, HMAC, DDA, CMAC, CTR, 
    CFB, …} approved by SE à X can be used 
IF X is a component & Y is a component & X and Y are 
    allowed to communicate & X has algorithm Z & Y does 
    not have algorithm Z à Z cannot be used 
IF component = ECU | DIU à only TM can access them 
IF component = DIU à ECUs cannot access component 
IF component = SCU | DCU à component is not allowed to 
    receive info about driving habits of the vehicle’s owner 
    including speed, route and the location of the vehicle 
    when the fault occurred 
IF component = TM à only TS can access component 
IF component = TS à only TM & DE can access it 
IF component = DE à only DCU, SCU, TS, KBM, & 
    PHDM can access component 
IF component = KBM | PHDM | DCU | SCU à only DE 
     can access component 
IF M is a message & M is sent to DCU | SCU à DCU | 
    SCU cannot deny receiving M 
IF M is a message & M is encrypted with PR | M is 
    encrypted with SK à M is authenticated 
IF M is a message & M is encrypted with Private Key |  
    MAC(M) is encrypted with PR à M is signed 
IF M is a message & X is the sender & Y is the receiver & 
    X encrypts M with Y’s Public Key | X encrypts M with 
    SK à M is confidential 
IF K is a key & SE did not distribute this key à K cannot  
    be used 
IF K is a key & X is a component & K is issued by SE à X 
    must receive the validity period of K from SE 
IF X is a component à X must have its own Intrusion 
    Detection System 
IF X is a component & A is a malicious activity & X 
    detected A à X must notify SE immediately 
IF X is a component & A is a malicious activity & X 
    detected A àX must stop its communication 
If X is one of the data stores in {PDS, HDS, KB} à X must 
    be encrypted 

IF X = PDS | HDS à X is only accessed by PHDM 
IF X = KB à X is only accessed by KBM 
IF X is a component & M is a message & M is received by 
    X at time = t & M is received again by X at time = t +1 & 
    … à X must terminate communication 
IF X is a component & M is a message & M does not 
    belong to the set of messages allowed for X à X denies 
    M & X informs SE 
IF X is a component & Y is a component & X and Y are 
    allowed to communicate & P is a protocol & P approved 
    by SE à X and Y can use P 
IF component X belongs to {ECU, DIU, TM} à X’s 
    outgoing messages are encrypted with PU 
IF component X belongs to {TM, DE, TS, PHAM, KBM, 
    DCU, SCU}  à X’s sent messages are encrypted with 
    SK 
IF X is a component & Y is a component and X 
    communicates with Y and D is an auditor à D may 
    access HDS 
IF X and Y are components & A is a malicious activity & X 
    detected M | Y detected M & A is blocked à X and Y 
    may continue their communication 

IV. REMOTE DIAGNOSIS SECURITY ARCHITECTURE 
   The Remote Diagnosis Security Architecture (RDSA) will 
be explained below using the available communication 
between various parties.  The messages sent will be 
represented symbolically including the type of encryption.  
In what follows, (PU, messages) is used to indicate that 
public key cryptology is used, (SK, messages) implies using 
symmetric key cryptology.  This will be followed by the 
security requirements (enclosed by parentheses) applicable 
to the message. 
  

A. The Security Engine 
   The heart of the remote diagnosis security architecture is 
the Security Engine (SE).  Note that the connection between 
TM and SE in Figure 1 has been omitted for clarity 
purposes.  The Security Engine is responsible for symmetric 
keys distribution and management, updating keys, issuing 
keys for Message Authentication Codes, and ensuring the 
security policy is not violated. It further controls the 
cryptographic algorithms and techniques used for 
encryption/decryption and message authentication. Initially, 
parties communicating based on symmetric cryptology have 
a preinstalled symmetric key that will be used just once by 
SE to forward the newly created symmetric key for each 
pair of parties. Once those parties receive these keys, the 
pre-installed ones are discarded.  SE also uses the created 
symmetric keys to communicate the keys needed for 
message authentication.  As part of the security policy, the 
Security Engine informs each pair of communicating parties 
what techniques they are allowed to use.  The parties can 
agree on a subset of techniques out of the allowable set of 
techniques approved by the SE during handshaking. The 
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relationships below illustrate what the SE sends the parties 
(XS) communicating using symmetric key.   
 
SE à XS: (Symmetric Key, MAC-Key, Algorithm Set) 

B. TM, ECUs and DIU Communications 
   The Telematics Module communicates with both the 
ECUs and the DIU. The public and private keys for TM, 
DIU, and ECUs are preinstalled at manufacturing time.  In 
addition, the ECUs and DIU have the public key of TM 
preinstalled, and TM has the public keys of DIU and ECUs 
preinstalled.  To replace the pre-installed keys, ECUs and 
DIU must change their public and private keys and use the 
old private key to encrypt the new public key before sending 
it to TM.  TM will create its new public and private keys 
and forward its public keys encrypted with the old ones to 
the ECUs and DIU.  This procedure will be followed every 
time the Telematics Module issues a request to replace keys.  
TM receives messages containing the DTCs and other 
vehicle status information when the fault occurred, such as 
vehicle speed, coolant temperature, and engine RPM from 
the ECUs and OBD-II system. TM and ECUs authenticate 
each other.  The messages containing DTCs and status 
information are encrypted using public key cryptology.  
Confidentiality of the exchanged messages is enforced, and 
the integrity of these messages is verified to ensure the 
messages have not been modified.  On the other hand, the 
messages sent by TM to ECUs include remediation 
commands (fixes).  These are also encrypted with public 
key. Confidentiality, integrity, and authentication are 
required. The same applies to the interaction between TM 
and DIU.  The messages sent by the TM to DIU include 
problem, turning engine off, providing dealer address, 
dealer name, date of appointment, time of appointment and 
appointment details when it is scheduled.  The DIU sends 
engine turned off, dealer address, dealer name, and 
requested date and time of appointment to TM. They first 
agree on the algorithms to be used for encryption and MAC, 
nonce(s), and the allowable waiting time for receiving a 
message to overcome replay attacks. The relations below 
exemplify these messages. 
 
TM à ECU: (PU, remediation commands) 
ECU  à TM: (PU, DTCs, status info when fault occurred) 
TM ßà ECU: (confidentiality, integrity, authentication) 
TM à DIU: (PU, turn engine off, request for dealership 
                         details, request for appointment details) 
DIU à TM: (PU, engine off, dealer details, requested 
                         appointment date and time) 
 TM ßà DIU: (confidentiality, integrity, authentication) 

C. Telematics Server and TM Communication 
   The Telematics Server is the only component that can 
communicate directly with the vehicle.  Virtually, it can 
provide various information to the vehicle through the TM.  
However, only the messages needed for this architecture 

will be introduced. Confidentiality, integrity, and 
authentication are also needed. The TS receives problem-
related information from the TM. The TM accepts fixes 
messages, inquiries for further problem information, 
requests for turning the engine of the vehicle in question off, 
request for dealership details, and driver preferred 
appointment date and time.  The symbolic representation for 
this communication is given below. 
 
TS à TM: (SK, fixes, further info request, dealership info 
                       request, appointment date/time request)  
TM à TS: (SK, problem-related info, dealership info, 
                      appointment date/time, engine off, VIN) 
TM ßà ECU:  (confidentiality, integrity, authentication) 

D. Telematics Server and Diagnostics Engine 
Communication 

   This is an internal communication within the 
manufacturer’s site. The Telematics Server supplies the 
problem related information received from the TM to the 
DE after adding the VIN number of the vehicle and the 
Diagnostic ID (DID).  The VIN number will help in 
retrieving further information about the vehicle in question 
if needed, and DID will designate the fault and will be used 
for indexing purposes. The TS will also provide further 
details from the TM if needed by the DE. The Diagnostics 
Engine will check if a solution exists, try to find a solution, 
and contact the supplier of firmware if it fails.  In any case, 
a remediation procedure is sent back to TS.  This includes 
fixing commands if there is no need to involve the 
dealership, request for scheduling appointment for the 
vehicle, need for further information about the problem, and 
request to turn the engine off. 
 
TS à DE: (SK, problem-related info, further info, 
                     dealership info, appointment date/time 
                     preference, engine turned off, VIN, DID)  
DE à TS: (SK, remediation procedure, dealership info 
                      request, appointment date/time, engine off 
                      request) 
DE ßà TS: (confidentiality, integrity, authentication) 

E. Diagnostics Engine and KBM Communication 
   Prior to applying any diagnostic algorithms, the 
Diagnostics Engine consults the Knowledge Base Manager 
to see if any solution exists in the diagnosis knowledge 
base.  It provides the KBM with all the symptoms of the 
problem, which are extracted from the DTCs.  The 
Knowledge Base Manager will reason about its knowledge 
base using the provided symptoms.  If a solution is already 
stored, KBM will send its details to DE. Otherwise, a 
“Solution does not exist” message is forwarded.  If no 
solution exists, the DE will try solving it itself.  If it finds a 
solution, it sends this knowledge to the KBM to be stored in 
the diagnosis knowledge base.  In other words, the 
knowledge base is augmented.  The DE will use the VIN 
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number to get any other needed information about the 
vehicle.  
 
DE à KBM: (SK, symptoms, further info about Vehicle,  
                          DE’s solution, DID)  
KBM à DE: (SK, KBM’s solution, DID) 
TM ßà ECU: (confidentiality, integrity, authentication) 

F. Diagnostics Engine and PHDM Communication 
   As a result of various diagnoses, diverse important data is 
accumulated.  Some of this data will be stored in the 
Performance Data Store (PDS) and the rest in the Historical 
Data Store (HDS).  Examples of the data stored in the 
Performance Data Store are DTC’s, symptoms, various 
vehicle status information when the problem occurred, 
solution, vehicle model and year.  The HDS will include the 
above and other communication messages in the 
architecture.  All this information is forwarded by the DE to 
the Performance Historical Data Manager to be stored in 
PDS/HDS.  These two data stores will accumulate big data 
that will be used by the manufacturer for a range of analyses 
and statistics.  These analyses and statistics are beyond the 
scope of this architecture.  However, the PHDM does 
provide some simple statistics on the number of 
performance records for certain vehicle models and years, 
and number of historical records for all vehicle models and 
years. 
 
Performance Data = {DTC’s, symptoms, various vehicle 
                                  status information when the problem 
                                  occurred, solution, vehicle model, 
                                  model year} 
DE à PHDM: (SK, performance data, all other 
                          communication messages)  
PHDM à DE: (SK, performance statistics, historical 
                         statistics) 
PHDM ßà DE: (confidentiality, integrity, authentication) 

G. Diagnostics Engine and DCU Communication 
   When the problem needs the dealership’s interference, the 
DE informs the Dealership Control Unit at the dealership 
site.  This is an external communication outside the 
manufacturer site. The dealership receives the diagnosis, 
remediation procedure, and the needed firmware or 
firmware fixes.  Furthermore, DCU receives the information 
of the driver and details of the appointment.  The dealership 
submits the details of fixing the vehicle and any possible 
functions in the vehicle impacted by the maintenance 
process.  If the vehicle cannot be fixed, the DE will re-
contact the firmware Supplier Control Unit.  Here, the 
security requirement, nonrepudiation, is required to prevent 
the dealership from claiming it did not receive the messages 
sent by DE. 
 
DE à DCU: (SK, diagnosis, remediation procedure, ECU 
                      firmware, driver details, appointment details) 

DCU à DE: (SK, maintenance details, other functions 
                      impacted) 
 
DCU ßà DE: (confidentiality, integrity, authentication, 
                           nonrepudiation) 

H. Diagnostics Engine and SCU Communication 
   When the DE is unable to find a solution for the problem, 
it contacts the firmware Supplier Control Unit.  This is also 
an external communication that needs nonrepudiation to be 
applied.  The SCU must receive the DTCs, the state of the 
vehicle when the problem occurred, DE’s analysis of the 
problem and trials stemming from DE’s attempts to fix the 
problem, and vehicle model and year.  On the other hand, 
the SCU provides firmware update, firmware fixes, or new 
firmware, and affected ECU.  Certainly, the vehicle model 
and year will be attached.  
 
DE à SCU: (SK, DTCs, vehicle state, DE’s analysis,  
                      model, year) 
SCU à DE: (SK, firmware update, firmware fixes, new 
                      firmware, affected ECU, model, year) 
SCU ßà DE: (confidentiality, integrity, authentication, 
                           nonrepudiation) 

V. CONCLUSION AND FUTURE WORK 

   This paper presented a comprehensive architecture for 
remote diagnostics of vehicle defects. This architecture is 
enhanced by adding a Security Engine to oversee and 
coordinate all possible security functions, procedures, 
policies, and key creation and distribution.  Traditionally, 
the Telematics Control Unit (TMU) is in charge of 
telematics.  Because TMU is an ECU, all the limitations of 
ECUs including message size apply here.  If TMU is used in 
the above security architecture, public key cryptology would 
have been the right choice for its communication with TS 
because TMU can only handle very short messages.    A 
new trend in vehicle industry is the use of a more powerful 
unit, the Telematics Module.  This is included in the above 
architecture.  A future improvement would be extending the 
system to deal with the buses defects, especially, the CAN 
bus errors. Here, another component will be added.  For 
systems of remote diagnosing to be trusted, driver privacy 
must be enforced when sending the information to the 
manufacturer site.  The next step after expanding the 
architecture would be implementing it. 
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Abstract—Battery consumption is a general problem in any
portable wireless device and it depends directly on the
transmission technology (cellular, Wi-Fi or short-range wireless
networks) that is used to send and receive data. When various
networks are available, mobile devices should be able to choose
which network interface to use based on a variety of factors, such
as required bandwidth or energy efficiency. This work proposes a
dynamic wireless network interface-selection mechanism focused
on minimizing the energy consumption of the mobile device,
allowing an increase in battery life. In doing so, Machine
Learning (ML) regression-based algorithms are used to predict
the energy cost per transferred byte for each type of available
network interface using field data. A comparison of the energy
consumptions for both the proposed mechanism and the Android
native method is performed. Numerical results show that our
proposal helps save energy.

Keywords–Network selection; energy consumption; wireless
interface; machine learning; regression.

I. INTRODUCTION

In the last decades, mobile communications have evolved
from a level of expensive technology used by a few individuals
to the condition of ubiquitous systems used by the majority of
the world population. The number of mobile subscriptions in
2016 was around 7.5 billion, surpassing the world inhabitants.
By 2020, it is expected that about 90% of people above six
years old will have a mobile phone and that the global IP
traffic will reach 2.7 zettabytes [1].

These forecasting scenarios are related to the evolution of
the smartphones that today are equipped with a wide range of
sensing, computational, storage and communication resources,
functionalities that have allowed mobile devices to perform
activities previously restricted only to computers [2]. All these
new functionalities presented by the recent mobile devices
require better components, such as faster Central Processing
Unit (CPU) and larger storage, which have turned smartphones
into energy-hungry battery-powered devices.

It is a well-known fact that battery consumption is a general
problem in any portable wireless device and it depends directly
on the transmission technology (cellular, Wi-Fi, or short-range
wireless networks) that is used to send and receive data (see
[3] and references therein). Kellokoski et. al. [4] analyze the
effect of making vertical handoffs on the energy consumption
of the smartphones. Since disconnecting from one network
to connect to another is an energy consuming activity, the
energy consumption related to the vertical handoff process is

Figure 1. Representation of cellular and Wi-Fi network integration: full line
circle – coverage area of a cellular network cell; dashed line circles –

coverage areas of the Wi-Fi hot spots.

reasonable as long as the new network to connect to is more
efficient than the original one. In [5], a quantitative analysis
on how the network quality affects the energy consumption in
smartphones for both 3G and Wi-Fi networks is presented. The
results show that poor wireless signal strength may increase
the energy consumption eight times on Wi-Fi and 50% on 3G.

In face of this, the 3rd Generation Partnership Project
(3GPP) started to investigate the possibility of integrating
cellular networks (3G or 4G) with Wi-Fi networks [6].
Figure 1 illustrates an example of cellular and Wi-Fi network
integration, where the larger circle (with full line) represents
the coverage area of a cell of the cellular network, while
smaller circles (dashed lines) represent the coverage area of
Wi-Fi access points. When various networks are available,
mobile devices should be able to choose which network
interface to use based on a variety of factors, such as required
bandwidth or energy efficiency.

In case of wireless network interface selection, there are
two possible approaches: one focused on the mobile device
and another focused on the wireless network infrastructure.
Most of the network interface selection algorithms proposed in
the literature focus on choosing the wireless network interface
that delivers the best quality of service, as can be seen, for
example, in [7]-[9]. In [7], Abbas et. al. propose a decision
tree to define the best network interface based on criteria such
as locality (at home or away from home), device speed and
signal strength. In [8], a fuzzy logic scheme is proposed to
select the best network interface. It uses the signal strength
for both 3G and Wi-Fi networks to estimate the rates for each
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interface and use them to select the appropriate option. In [9],
Lai et. al. analyze the wireless network interface selection as
a multi-criteria problem based on an utility function, defined
as the user satisfaction regarding the network interface choice.

The central point that motivates this paper is that, as
far as we know, there are not many works in literature
concerning energy consumption as the main network interface
selection criterion. So, this work proposes a dynamic wireless
network interface-selection mechanism focused on minimizing
the energy consumption of the mobile device, allowing an
increase in battery life. For this, Machine Learning (ML)
regression-based algorithms are used to predict the energy
cost per transmitted byte for each type of available network
interface and to choose the most energy-efficient one. Finally, a
comparison of the energy consumptions for both the proposed
mechanism and the Android native method is performed.

The remainder of this article is structured as follows.
Section II presents the proposed dynamic network
interface-selection mechanism. Details about the measurement
setup and the model tuning are also introduced. Numerical
results are provided in Section III. Finally, conclusions are
drawn in Section IV.

II. PROPOSED DYNAMIC SELECTION MECHANISM

Although most of the network interface-selection
mechanisms do not consider energy consumption as their
main selection criterion, energy-efficient mechanisms are
not a novelty. For example, in [10], an energy-efficient
adaptive scheme was proposed based on the mathematical
modeling of energy consumption and data transfer delay
patterns. However, in our case, we intend to find the most
energy-efficient network interface available for the mobile
device under a high network traffic, e.g. download a file
via browser, using field data. To achieve that, the proposed
mechanism estimates the energy cost per transferred byte and
uses this parameter as a network interface selection criterion.
The estimation of the energy cost per transferred byte is
obtained by ML regression-based algorithms.

A. Machine Learning

ML is a form of artificial intelligence by which computers
evolve the ability to learn from and make predictions based on
data. Today, ML has been used by organizations and academic
communities in a variety of ways, including enhancing
cybersecurity [11], improving medical outcomes [12], and
making automobiles safer [13].

ML algorithms are categorized into supervised and
unsupervised learning. In the first category, we have labeled
input and output data to provide a learning basis for future data
processing. In the second one, we have to draw inferences from
input data without labeled response. Considering supervised
learning, ML is divided into classification and regression
algorithms. The difference between them is that the former
aims to classify new data and the latter focuses on estimating
a new data continuous variable. Both algorithms depend on
training data, i.e., a set of examples with paired input and
expected output.

TABLE I. FEATURES COLLECTED FROM THE SMARTPHONE AND
THE WIRELESS NETWORK.

Feature Category Features
Battery info* Battery voltage and current

Execution time info* Execution time for each collect

Data transfer info* Number of transferred bytes

Global config. ADB status, Bluetooth status

Smartphone config. Accelerometer, Location Manager status

Bluetooth config. Bluetooth state, Bluetooth discovery state

Wi-Fi config. Wi-Fi state, signal frequency, link speed

Celullar config. Network type, connection status and state, RSSI

Process info Process list, CPU usage

B. Measurement Setup

To begin with, we collected data as a set of features from a
Motorola Moto G 2nd Gen. Dual SIM XT1068 [14]. After that,
we divided the data into two sets: the first one to generate (train
and test) the regression models and the second one to validate
our proposal by simulation. The collected features are shown
in Table I by feature category, including current and voltage
measurements and the value of transferred bytes for each
network interface individually. The feature categories marked
with (*) are the ones used to calculate the energy efficiency,
which will be described later. The number of transferred
bytes is measured by the difference of total transferred bytes,
value available in Android API, between two collect iterations.
Concerning the Wi-Fi signals, the environment in which the
data was gathered had six wireless access points, but the device
could only connect to one of them. For data gathering, a
self-developed app collected the features every five seconds,
while the mobile device was held in movement during the
entire gathering time to guarantee variable network conditions
for both Wi-Fi and 3G interfaces. It is known that the battery
voltage drops according to the level of the battery charge in a
non-linear way [15]. To prevent that, all measurements had a
maximum duration of five minutes and were started with the
fully-charged battery.

Considering that modern smartphones have reliable
readings from the battery [16], both current and voltage
measurements were obtained via software. The voltage
measurement was read via the BatteryManager class from
Android API [17], while the current measurement was obtained
from the Android system files. Based on voltage and current
measurements, we define the instantaneous power Pi as

Pi = ViIi (1)

in which Vi is the battery voltage in mV and Ii is the battery
current in µA. From Pi, we can define the consumed energy
Ec, as

Ec = Pi∆t (2)

where ∆t is the time interval in which the power in used.
Finally, we can obtain the energy cost per transferred byte Cb

as
Cb = Ec/Qb (3)

where Qb is the number of transferred bytes in the time interval
∆t.

To verify how the collected features affect the response
variable Cb, we apply the Recursive Feature Elimination (RFE)
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TABLE II. RANKING OF FEATURES GIVEN BY THE RFE
ALGORITHM.

Feature Ranking
User CPU usage 1

Cellular RSSI 2

Wi-Fi link speed 3

Wi-Fi RSSI 4

System CPU usage 5

Number of transferred bytes 6

Wi-Fi signal frequency 7

Cellular network activity type 8

Cellular network state 9

Cellular network data connection status 10

Cellular network connection type 11

Wi-Fi state 12

algorithm [18]. The objective of the RFE algorithm is to create
a rank of all input features from the most to the least relevant
of the set when considering the target variable. Table II shows
the ranking of features by relevance to the energy cost Cb

obtained by the RFE algorithm. To reduce the feature space
and, consequently, the computational complexity, we define a
threshold rank, where the features whose rank is below the
threshold are discarded. The threshold rank was found by
testing the models and checking if the accuracy was reduced
by removing the last ranked feature. This process was done
iteratively. Therefore, the threshold rank was defined as 12
and the 7 least relevant features were dropped from Table II.

Figure 2 shows a diagram that represents the development
of the regression model. The features used to train the model
are divided into categories, which, in turn, are grouped in
two sets (A and B). Even after optimizing the features by
the RFE algorithm, it is important to emphasize that some
features of the final dataset can not be used as part of the
training data. For example, due to limitations of the Android
Operating System (OS), during 3G data collection, the Wi-Fi
interface must be shut down, otherwise the smartphone will
always be connected to the Wi-Fi network. As a result, the
Wi-Fi configuration features (features whose rankings are 3,

4, 7, and 12 in Table II) are not included on the 3G training
data. Also, the number of transferred bytes Qb is not adopted
as input of the 3G training data, because when both interfaces
are available, the collected variable Qb normally refers to the
Wi-Fi interface. Conversely, the remaining features of the set
B (except those from the Wi-Fi configuration category) are
common to both network interface modeling. At last, since
features do not include the energy cost Cb, a parser is applied
to generate it (see (3)) for both 3G and Wi-Fi regression models
using the features of the set A.

C. Model Tuning

Cross-validation is a statistical method for estimating the
performance of a predictive model [19]. The basic form of
cross-validation is k-fold cross-validation. In this technique,
the data is initially split into k equally (or nearly equally)
disjoint data segments named folds. This partitioning allows
the execution of k iterations of the technique, where in
each iteration, a different fold is used for validation and the
remaining (k − 1) folds are used for training.

Figure 3 illustrates how the process of three-fold
cross-validation works. In each iteration, one ML algorithm
uses two folds to learn one model and, after that, the learned
model is asked to make predictions about the data in the
validation fold. In this work, the following ML techniques
are examined: Linear Regression (Ordinary Least Squares,
OLS) [20], Random Forest [21], Gaussian Process Regressor
(GPR) [22], K-Nearest Neighbors (K-NN) [23], Multi-Layer
Perceptron (MLP) [23], and Support Vector Regression (SVR)
[24]. To evaluate the ML algorithms, we use four metrics
to assess the outputs from the regressors: Mean Absolute
Error (MAE), Mean Squared Error (MSE), Median Absolute
Error (MnAE) and R2 score. Due to limitation of space, the
mathematical definitions of these metrics were omitted in this
work and can be found in [25].

The final step of the proposed mechanism is to compare
the estimates of the energy cost per transferred byte of new
data for each network interface and select the interface that
has the lower energy cost, or equivalently, the higher energy

Figure 2. Diagram representing the creation of the regression model. The feature categories marked in grey are only used for the Wi-Fi models.
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TABLE III. STATISTICAL ANALYSIS FOR THE WI-FI AND 3G DATA SUBSETS.

Feature
Wi-Fi 3G

Average Minimum Maximum Median Average Minimum Maximum Median
RSSI -58.55 dBm -80 dBm -27 dBm -59 dBm -74.11 dBm -103 dBm -53 dBm -73 dBm

User CPU 21.30% 2.00% 41.00% 20.00% 20.61% 6.00% 35.00% 20.00%

System CPU 12.20% 5.00% 22.00% 12.00% 11.56% 6.00% 20.00% 11.00%

Battery current 337 mA 205 mA 483 mA 341 mA 425 mA 326 mA 770 mA 408 mA

Battery voltage 4.20 V 4.17 V 4.24 V 4.19 V 4.20 V 4.17 V 4.22 V 4.20 V

Energy cost (J/B) 2.26e-05 7.46e-07 2.98e-04 1.75e-06 3.87e-06 1.06e-06 2.25e-05 2.92e-06

TABLE IV. EVALUATION OF REGRESSION MODELS FOR WI-FI AND 3G DATA SUBSETS.

Regressor
Wi-Fi 3G

MAE MSE (e+05) MnAE R2 MAE MSE (e+03) MnAE R2

OLS 241.48 1.59 170.09 0.41 19.31 0.86 14.31 0.09

SVR 294.64 3.10 145.17 -0.07 19.47 1.32 10.71 -0.05

Random Forest 58.31 0.28 2.62 0.89 14.56 0.70 9.03 0.46

K-NN 61.10 0.38 2.25 0.89 14.64 0.91 7.40 0.38

GPR 329.12 29.7 212.96 -0.08 21.46 1.29 13.84 -0.13

MLP 98.96 0.48 22.73 0.82 13.54 0.40 8.30 0.66

Figure 3. Diagram depicting the process of three-fold cross-validation.
Adapted from [26].

efficiency. In summary, the proposed mechanism dynamically
finds the threshold where the Wi-Fi interface consumes more
energy than the 3G interface, in case of high network traffic.

III. NUMERICAL RESULTS

All models considered in this work are implemented in
Python language, utilizing scikit-learn, an open-source ML
toolbox [25]. The performance metrics of the regression
models are evaluated for the ML regression-based techniques
mentioned in Subsection II-C.

After the data acquisition, we verify if the final dataset is
able to represent different network conditions. From this point,
we split the training dataset into two portions (Wi-Fi and 3G
subsets), since our objective is to generate an estimation of
the energy cost per transferred byte for each type of network
interface. Table III summarizes the statistical analysis for

both Wi-Fi and 3G data, containing the average, minimum,
maximum, and median for Received Signal Strength Indicator
(RSSI), CPU usage (user and system), battery information
(current and voltage) and parsed energy cost. The RSSI values
are within the range described in [8] from very low signal
strength (lower than -85 dBm and -95 dBm for Wi-Fi and
3G, respectively) to very high signal strength (higher than -55
dBm and -65 dBm for Wi-Fi and 3G, respectively). Battery
information (current and voltage values) is also consistent with
the results presented in [5], where the 3G interface drains more
energy than the Wi-Fi interface, on average. However, when
considering the energy cost per transferred byte, the collected
data shows that it is possible for the 3G interface to be more
energy-efficient under conditions where the Wi-Fi network has
a very low signal strength. The data also shows us that the
energy cost for the Wi-Fi interface has a higher variation.

Considering the Wi-Fi subset, we apply the six regressions
models previously mentioned. To find the best predictive model
for the Wi-Fi interface network, a three-fold cross-validation
is executed for each regression model. Table IV shows the
evaluation of the regression models for the Wi-Fi subset. The
results show that Random Forest and K-NN approaches have
better accuracy than the other ML techniques.

To refine the choice of the best regressor for the Wi-Fi
network, we compare the order of magnitude of the expected
and model responses. Table V illustrates the difference in order
of magnitude for Wi-Fi and 3G regressors. For Wi-Fi, the
Random Forest estimation have the same magnitude order of
the expected response on 82.4% of the cases, a value 1.5%
higher than the K-NN estimation. When analyzing situations
where the models estimations have a lower magnitude order
than the expected response, the Random Forest model is
better, with 8.8% against 10.3% for the K-NN model. With
this in mind, we define Random Forest as the best regressor
to estimate Cb for the Wi-Fi network interface among the
investigated options.

Let us now analyze the 3G network interface, where the
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TABLE V. DIFFERENCE IN ORDER OF MAGNITUDE FOR WI-FI AND 3G REGRESSORS.

Regressor
Wi-Fi 3G

Magnitude order (%) Magnitude order (%)
Equal Higher Lower Equal Higher Lower

Random Forest 82.4% 8.8% 8.8% 94.6% 0% 5.4%

K-NN 80.9% 8.8% 10.3% 93.3% 0% 6.7%

MLP – – – 98.7% 0% 1.3%

same regression models apply to the 3G subset. Table IV also
shows the performance metrics of the regression models for the
3G subset. It can be seen from the results that Random Forest,
K-NN, and MLP have better accuracy than the remaining of
the investigated ML algorithms. Similar to the Wi-Fi interface,
an investigation about the magnitude order of the expected
and real responses is executed. From Table V, we can see that
the MLP is the best option among the regression models to
estimate Cb for 3G network interface.

Defined the best regression model for each network
interface individually (1 for 3G and 1 for Wi-Fi), we simulate
the behavior of the proposed dynamic selection mechanism
using the second dataset defined in Subsection II-B, which
is equivalent to a 15-minutes long download. This simulation
is performed to compare the energy consumptions of our
proposal and the Android native selection mechanism. We
should remember that the Android native mechanism always
selects the Wi-Fi network interface when it is available.
Another relevant keypoint for comparison is that the energy
consumed on network interface switching is not considered.

Figure 4 shows the estimated energy cost per transferred
byte for Wi-Fi and 3G network interfaces for a 12-minute long
segment of the dataset. The whole dataset is not included on
the graph to make the lines distinguishable. Note that lower
energy cost means higher energy saving. Also from Figure 4,
it is possible to see time instants where the 3G energy cost
is lower than the Wi-Fi one, implying that the 3G network
interface is more energy-efficient and, consequently, its use
can extend the battery life. The results show that the proposed
mechanism chooses the 3G interface for about 26.7% of the
total time.
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Figure 4. Energy cost per transferred byte for each network interface for a
12-minute long segment of a download process.
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Figure 5. Comparison of the consumed instantaneous energy for both
mechanisms for a 12-minute long segment of a download process.

To estimate the energy saving associated with the use
of the proposed mechanism, we assume that the number of
transferred bytes is constant, independent of which network
interface is connected. The estimation of the consumed energy
is obtained from (3). Figure 5 represents the comparison
of the instantaneous energy consumption using the proposed
mechanism and the Android native mechanism for the
simulation dataset. We can see that, in certain moments of time,
the proposed mechanism selects the 3G network interface,
resulting in energy saving. Considering only these moments,
the average energy saving is around 48%.
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Figure 6. Comparison of the total consumed energy for both mechanisms for
a 12-minute long segment of a download process.
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Finally, we manage to analyze the total energy saving
for the proposed mechanism. Figure 6 represents the total
consumed energy by using the proposed and the Android native
mechanisms. The estimated data for both mechanisms shows
that our proposal generates an energy saving of approximately
11.2% on the scenario of variable network conditions. In
addition, we believe that it is possible to reach even higher
values of energy saving in more realistic scenarios, such as,
for example, when the smartphone is placed in a poor Wi-Fi
signal environment.

IV. CONCLUSION AND FUTURE WORK

In this work, we proposed a dynamic wireless network
interface-selection mechanism focused on minimizing the
energy consumption of the mobile device, allowing an increase
in battery life. For this, machine learning regression-based
algorithms were used to predict the energy cost per transmitted
byte for Wi-Fi and 3G network interfaces using field collected
data. Numerical results showed that Random Forest and
Multi-Layer Perceptron were the best regressors to estimate
the energy cost per transferred byte for Wi-Fi and 3G network
interfaces, respectively, among the investigated algorithms.
On an 15-minutes long download simulation, our proposal
presented around 48% of energy saving in situations where 3G
had lower energy cost than Wi-Fi. For the whole simulation,
the total energy saving was roughly 11.2%. Work is in
progress to investigate the behavior of the proposed mechanism
for other network scenarios, for example, in a streaming
environment. In addition, we aim to find better models to
estimate the energy cost for the network interfaces and to test
a real implementation of the proposed method to validate the
results obtained in this work.
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Abstract—Internet of Things (IoT) applications run in environ-
ments that have resource constraints and are unsecured. Due
to the nature of their environment, IoT systems should be
able to reason autonomously and take self-protecting decisions.
Currently, an adequate architecture to incorporate self-protection
in the IoT is not available. Thus, we design a new self-protecting
architecture based on the MAPE-K (Monitor, Analyze, Plan,
Execute and Knowledge) autonomic control loop that will run at
the application layer so that developers can add several security
services. In this paper, we address the impact caused by attacks
(SinkHole, Selective Forward, Black Hole and Flooding) in
relation to power consumption and interference in the operation
of the network created from the Routing Protocol for Low Power
and Lossy Networks (RPL) routing protocol.

Keywords–Autonomic Systems; Self-protecting; IoT; MAPE-K
loop; AIS.

I. INTRODUCTION

Recently, the integration of embedded systems, wireless
networks and the Internet led to a new application type, namely
Internet of Things (IoT) applications. A particular case of
IoT applications is the participatory sensing application where
people that live in communities and are dependent on each
other for daily activities exchange information to reach their
objectives [1]. Recommendations for a good restaurant, car
mechanic, movie, phone plan and so on were and still are some
things where community knowledge helps us in determining
our actions.

IoT applications will have a great impact on people’s life,
but currently only a small number of such applications is
available to our society. As the things are nodes of a network,
individuals can control, locate, and monitor everyday objects
remotely. For example, the use of wireless sensor technologies
allows monitoring the health of people in real time, enabling
brief diagnostics. The vital parameters of individuals such as
blood pressure, temperature, and so on, are measured through
sensor nodes that stay on the bodies of patients that continue
to do their daily activities [2]. Many benefits can be provided
by the IoT technologies in the health-care domain.

However, IoT applications run in environments that have
resource constraints and are unsecured. The resources con-
straint of the IoT devices can lead to security breaches. For
example, an attacker can try to maintain the IoT devices in
operation all the time, with the intention to consume all their
battery energy. This attack is a type of Denial of Service (DoS)
attack and can have a great impact on the application avail-
ability without the possibility of control by users. Therefore,
due to that environment, the security issue must be treated

autonomously. That is, the self-protection property must be
incorporated in the IoT systems [3].

However, the majority of security mechanisms in IoT is
composed of protocols and algorithms that run at the physical
layer or link layer of the protocol stack of the software system
[4]. These mechanisms are adequate to protect against the
problems relating to the confidentiality and the integrity, but
in some cases they fail on considering the availability.

Considering the availability of applications, self-protection
is the essential property that allows network nodes to com-
municate and react to attacks of hackers according to security
policies defined by users [5]. Thus, IoT systems should be able
to reason autonomously and make self-protecting decisions.

Therefore, in this context, we propose a self-protecting
architecture for the Internet of Things based on the MAPE-K
control loop [5] and the danger theory of the Artificial Intel-
ligent System (AIS) [6]. To show the use of the architecture,
we implement the execution phase describing the main attacks
in the IoT and their impacts in relation to power consumption
and interference in the operation of the network.

The remainder of this paper is organized into nine more
sections. Section II presents the limitations of related works
and highlights our contribution. Section III presents the au-
tonomic loop MAPE-K. Section IV presents the Routing
Protocol for Low Power and Lossy Networks. Section V gives
a brief overview of the main attacks that occur in the IoT
environment. Section VI outlines our architecture, considering
the MAPE-K control loop and its phases are described. Section
VII discusses how we implement the execution phase of our
architecture. Section VIII presents the results obtained so far.
Section IX concludes the paper and presents future works.

II. RELATED WORK
In the literature, there are several papers about computing

security based on the AISs and autonomic computing. Kephart
et al. [6] and White et al. [7] designed the first AISs in
response to the first virus epidemics, when it was found out that
the spreading of cure had to be faster that the contamination
by viruses. After, SweetBair [8] used a more sophisticated
technique to capture suspecting traffic and generate signatures
of worms. As a variant of this pattern, Swimmer [9] and also
Rawat and Saxena [10] presented an approach based on danger
theory for attack detection in autonomic networks.

SVELTE [11], as the authors claim, is the first Intrusion
Detector System (IDS) for the IoT. The work presented has
a huge contribution to design an IDS with the characteristics
of a network for IoT, considering the technologies used in
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the communications stack, such as IPv6 over Low power
Wireless Personal Area Networks (6LoWPAN) and RPL rout-
ing protocol. However, its approach does not have autonomic
characteristics for self protect the network from further attacks,
only the determined attack on the network project level. Like
the SVELT, the CAD [12] not only detects the attack, but
also tries to mitigate the damage caused by the attacker. The
CAD is directed to the wireless mesh network (WMN) and can
differentiate between losses occurring in the normal events of
a legitimate attack of the type Selective Forward.

The main limitation is that they are not well suited for the
IoT environment. They only present some particular solutions
that address a set of specific problems different of the IoT
environment. Besides, they do not consider the possibility
of development of new self-protecting services. Therefore,
programmers are unable to decide which policies are more
appropriate for their applications, considering still that the
resolved policies of low-level protocols sometimes are not the
most appropriate for all applications in the IoT.

Therefore, our solution advances previous solutions pro-
viding a new self-protecting architecture for the IoT and also
the possibility to extend such architecture with new security
services.

III. MAPE-K AUTONOMIC CONTROL LOOP
In March 2001, Paul Horn presented for the first time

the MAPE-K Autonomic Control Loop at an IBM event. The
MAPE-K Loop was presented as a reference model. Composed
of five modules that can be seen in Figure 1, the MAPEK-K
Loop is intended to distribute the tasks of each element of the
autonomic computing [13]. The modules that build the MAPE-
K Loop are, respectively, knowledge, monitoring, analysis,
planning, and execution.

Figure 1. Mape-K Autonomic Control Loop [14].

• The Knowledge module is in charge of keeping rele-
vant data in the memory to accelerate decision making.

• The Monitoring module uses sensors to collect data
from the managed element, which could be a software
or hardware resource, or an autonomic manager itself.

• The Analysis module provides mechanisms to inter-
pret the collected data from the monitoring phase and
predict future situations.

• The Planning module builds the necessary actions to
achieve the goals.

• The Execution module uses effects to make changes
on managed elements.

IV. ROUTING PROTOCOL FOR LOW POWER AND
LOSSY NETWORKS

RPL is an IPv6 routing protocol for Low power and Lossy
Networks (LLNs) that specifies how to build a Destination
Oriented Directed Acyclic Graph (DODAG) using an objective
function and a set of metrics and constraints to compute the
best path [15].

The RPL differs from other routing protocols that operate
in less-constrained environments. In LLNs, especially when
the network is made of devices that must save energy, it is
imperative to limit the control plane traffic in the network.

The graph built by RPL is a logical routing topology built
over a physical network to meet a specific criteria and the
network administrator may decide to have multiple routing
topologies (graphs) active at the same time used to carry traffic
with different set of requirements [15].

V. ATTACKS IN INTERNET OF THINGS
Most of threats in IoT environment attack the limited power

of the sensors. The limited power of these devices exposes
the network to many threats [16]. In this section, we will
discuss some of the latest and more common attacks on the
environment of the IoT and wireless sensor networks [17].

1) Selective forward: In a Selective Forward attack, the
attacker node receives the transmission packets, but refuses
to transmit some of them and drops those that it refused to
transmit. The attacker must choose which packets to discard
according to some standard such as size, destination or origin
[12]. In this case, only the packets released by the attacker
node can be freely transmitted.

2) Black Hole: In a Black Hole attack, the attacker node re-
ceives the transmission packets and drops all packets received,
regardless of type, size, origin or destination [12].

3) Sinkhole: In a Sinkhole attack, the attacker tries to
attract all the traffic from neighboring nodes [18]. So, prac-
tically, the attacker node listens to all data transmitted from
neighboring nodes. Only this attack does not cause too much
damage in the network, but together with another type of attack
(Selective Forward or Black Hole), can become very powerful.

4) Flooding: In a Flooding attack, the attacker explores the
vulnerabilities related to the depletion of the memory and the
energy. One manner to take advantage of this vulnerability is
when an opponent sends too many requests trying to connect
to the victim, every request makes the victim allocate the
resources in an attempt to maintain the connection [19]. Thus,
to prevent the total resource depletion is necessary to limit the
number of connections. However, this solution also prevents
valid nodes to create a connection with the victim, causing
problems such as queuing [19].

5) Hello Flood: In a HelloFlood attack, the attacker uses a
device with a powerful signal to regularly send some messages;
that way, the network is left in a state of confusion [17].
In order to find ad-hoc networks, many protocols use Hello
Messages for discovering neighbor nodes and automatically
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create a network. With the Hello Flood attack, an attacker can
use a device with high transmission power to convince every
other node in the network that the attacker is its neighbor,
but these nodes are far away from the attacker. In this case,
the power consumption of sensors is significantly increased,
because of protocols that depend on exchange information
between neighbor nodes for topology maintenance or flow
control [17].

Previously, we saw some of the most common attacks on
IoT networks and, next, we analyzed the possible strategies to
end or to mitigate the damage caused by them.

To stop the damages caused by attacks on a network, first
it is necessary to detect these attacks, using an IDS. An IDS
analyzes network activity and attempts to detect any unusual
behavior that may affect the integrity of the network. Based
on information provided by IDS, strategies are created to cope
with the attacks. For example:

• To mitigate Sinkhole - If the geographical locations of
the nodes of RPL DODAG are known, the effect of
Sinkhole attacks can be mitigated by the use of flow
control, making sure, that the messages are traveling
to the correct destination. The RPL protocol also sup-
ports multiple instances DODAG offering alternative
routes to the root DODAG [20].

• To mitigate Hello Flood - A simple solution to this
attack, it is perform a bidirectional check for each
message ”HELLO” [21]. If there is no recognition,
the path is assumed to be bad and a different route
is chosen. If geographical locations of the nodes of
RPL DODAG are known, all packets received from a
node that is far beyond of the common network node
transmission capacity can be dropped.

• To mitigate Selective Forward - An effective counter-
measure against Selective Forward attacks is to ensure
that the attacker cannot distinguish the different type
of packets, forcing the attacker to send all or none
packets [22].

Raza et al. [11] indicated that the most efficient and fastest
way to stop the damage of routing attacks is to isolate the
malicious node. Some forms to ignore the attacker node were
studied. These forms are:

• The Black List: After identifying the nodes and find-
ing the attackers, a list will be created and all the
malicious nodes will be added in order to exclude
them from the possible routes of traffic data. To ignore
the attacker, a verification will be done against the
Black List excluding all nodes found of the typical
RPL DODAG that have a root and multiple nodes.

• The Gray List: After identifying the nodes and finding
the attacker, a list will be created. The suspicious
attacker node will be added to this list with the
intention of excluding it from the possible routes of
traffic data, for a predetermined time. After the end of
the predetermined time the suspicious attacker node is
deleted from the list. In this way, if there is any doubt
about the identity of the attacker node, the node may
re-join the network. To ignore the suspicious attacker
nodes, when creating the routing, a verification will
be done against the Gray List excluding all nodes

found of the typical RPL DODAG that have a root
and multiple nodes.

• The White List: As in the example of the Black
List, a list will be created after identifying the nodes
and finding the attacker node. But, this time, will be
add into the White List only the valid nodes and all
malicious nodes will be excluded. This way will have
a verification stating which nodes are valid and must
belong to a typical RPL DODAG with a root and
several nodes.

VI. SELF-PROTECTION ARCHITECTURE
In Figure 2, we can see the self-protecting architecture

for IoT proposed in this research. It consists of five modules
(Monitoring, Analysis, Planning, Executing and Knowledge)
and it is based on the MAPE-K autonomic control loop [13].

Figure 2. The Self-Protecting Architecture.

The monitoring and analysis modules are responsible, re-
spectively, for collecting through the sensors, some information
of the network that will be analyzed to measure the possibility
of being associated with an attack. These two modules are
present in the network nodes and in the border router (6BR).
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The planning and execution modules will be responsible,
respectively, for identifying the attacker, the type of attack
and to mitigate the damage in the network. The information
listed as relevant data for analysis, planning and execution is:
type of transport protocol, type of application protocol, time of
communication, number of messages sent, number of messages
effectively sent and number of messages received.

The components of knowledge phase will be responsible
for keeping all the knowledge acquired by the system. Knowl-
edge about the planning and execution modules will be at 6BR.
The information kept by the Knowledge Module will be used
to facilitate and accelerate the discovery of the type of attack,
the attacker node and the action to be taken to protect the
network.

The complete design of this architecture can be found in
Mello et al. [23]. The monitoring and analysis phases were
implemented in [24]. Now, we describe how we implement
the execution phase.

VII. EXECUTION PHASE

The component responsible for the execution phase should
mitigate or stop the damage caused by the attacks occurred
on the network. The type of attack and the identification of
the attacker node will be the information that will influence
in the choice of the predetermined action to mitigate or stop
the damage in the network. These two important pieces of in-
formation will be provided by the Planning Phase. The reason
to find out the attacker node is, trying to isolate as quickly as
possible and create a new route, thus, avoiding further damage
to the network. The type of attack will be among one of the
two groups mentioned in Figure 3. According to the group
selected there will be a specific action to solve the problem,
because each type of attack causes different types of damage
on the network.

Figure 3. Taxonomy of RPL attacks

The first action to be taken by the components of the
execution module, after the attack is detected, it is to ignore
the malicious node. To perform this action it is important to
identify the network nodes as legitimate or malicious. Raza et
al. [11] say that it is necessary to be careful with the way
of identifying nodes. If possible, it should be avoided the
identification by IP address or MAC address, because they

can be easily falsified. After making the identification of the
nodes, some ways to ignore the attacker node were studied.
Three ways to isolate the malicious node were analyzed before
choosing the most convenient. The three ways are: Black List,
Gray List and White List.

The way chosen was the Black List, because the main-
tenance of this list is simple. This way, all valid nodes will
recalculate their rank in the RPL protocol (DODAG). To
recalculate the rank of all valid nodes, it will be necessary
to ignore the DODAG Information Object (DIO) of all nodes
with higher rank than theirs and the DODAG Information
Solicitation (DIS) and DIO of nodes that are present in the
Black List. Thus, for a stranger node to join the network, it
should be reported as safe and not be present in the Black List.

VIII. RESULTS
It was possible to simulate the Flooding and Black Hole

attacks (with SinkHole and Selective Forward variants). The
simulations with and without the attacking node were per-
formed in the Cooja, a simulator of the ContikiOS, following a
DODAG topology in which there is a certain number of nodes
and one of them will be the root.

We defined the number of nodes in the simulation and all
used the same platform (Skymote). The routing protocol used
was the RPL and the addressing protocol used was the IPV6.

It should also be noted that the simulation time should be
long enough for the data collection to begin. In our simulation,
we used a virtual time of 2 minutes. In the simulations, we used
11 nodes with a transmission rate of 50 meters and interference
range of 100 meters. The network simulation was generated
from the Cooja Simulator and can be seen in Figure 4.

Figure 4. Network Simulation.

After running the simulation for 2 minutes (virtual), the
Directed Acyclic Graph (DAGs) was generated by the Cooja
Simulator looks as shown in Figure 5. The node with ID 1 is
the root and the node with ID 11 seen in Figure 4 and Figure 5,
at first, is a common valid node, thus enabling the simulation
of the network without the presence of attacks. But to simulate
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the presence of the attacks on the network the node with ID
11 has been modified to act as the malicious node.

Figure 5. The Directed Acyclic Graph of the simulated network.

A. The simulation without attack
In this simulation, we do not have attacks and all nodes

are valid. As can be easily seen in Figure 6, all nodes have
the consumed power of less than 10%.

Figure 6. The Consumed Power without attack.

B. The simulation of the Black Hole attack
In this simulation the malicious node dropped all the col-

lected data application messages instead of forwarding them.
When using the Selective Forward variant in the simulation,
only the received data plane messages of some nodes with IP
specified by the attacker node were dropped. This way, it was
easily observed a malfunction in the network in relation to
packets delivery and packet integrity.

The Black Hole attack can also be enhanced if combined
with a sinkhole attack. When simulating the Black Hole with
the sinkhole variant, the DAG was changed. Some valid nodes
(ID 4, 5 and 10) in the neighborhood of the malicious node
(ID 11) have now set it as their parent. This way, the attack
has become even more efficient, because it is listening and
dropping a larger number of the received messages. The DAG
changed can be seen in Figure 7 generated from the Cooja
Simulator.

Figure 7. The DAG of the simulated network with Sinkhole attack.

C. The simulation of the Flooding attack

In this simulation the malicious node (Node with ID 11)
impacts nodes with IDs 4, 5, 6 and 10 (Figure 4). It is very
easy to see in Figure 8 that these nodes are particularly affected
by the attack in terms of ON and RX times and the malicious
node consumed a lot power with TX. So these nodes spend
a lot of energy and memory, to read the requests sent by the
malicious node. The power consumed by the attacker node and
by the nodes affected by the attack is well over 10% but, the
power consumed by other nodes remains below 10%.

Figure 8. The Consumed Power with Flooding attack.

D. The simulation with our Architecture to isolate the attacker
node

During the execution phase, our architecture is intended
to isolate the attacker node so that it does not cause further
damage to the network. When simulating the isolation of the
attacker node, the DAG was changed and another node, besides
the malicious node (ID 11) was also isolated.

The other node also isolated can be seen in Figure 9. This
other node was the with ID 10. This occurred because the node
with ID 10 was very far from the others.

18Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-562-3

AICT 2017 : The Thirteenth Advanced International Conference on Telecommunications

                           28 / 111



Figure 9. The DAG of the simulated network.

IX. CONCLUSION
In this paper, we have used the MAPE-K control loop to

design a new self-protecting architecture for the IoT. With this
architecture, it will be possible to incorporate security facilities
in the IoT systems releasing the programmer to treat only
the functional requirements. Besides, the user can extend the
architecture developing new security services to handle specific
attacks.

The research will help provide a self-protection mechanism
for IoT networks, facilitate the detection and the classification
of possible attacks on smart devices, mitigate the damage of
the attacks suffered ensuring better performance and increasing
the confidence of users when using devices connected to IoT
network.

The Self-Protecting architecture deals with five different
attacks (Sinkhole, Selective forward, Black Hole, Flooding and
Hello Flood) bearing in mind the memory consumption and
energy due to a lack of resource of the available devices in
the IoT environment.

The performance of the system should be evaluated to
verify if the Self-Protecting architecture has better results than
related work. New attacks and new technologies will emerge,
and then the work presented here may be extended to address
those.
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Abstract—In this paper, we propose a dynamic lightpath establish
method for elastic optical path networks (EONs). EONs provide
flexible frequency slot allocation and signal modulation. In EONs,
a routing, modulation level, and spectrum allocation (RMLSA)
problem is one of the most important technical issues. If routes,
modulation formats, and frequency slots are appropriately de-
termined for lightpaths, the spectrum efficiency is enhanced and
the blocking probability of connection requests are reduced. To
solve the RMLSA problem quickly and effectively, our proposed
method focuses on the maximum spectrum utilization. The
proposed method aims at smoothing the spectrum utilization of
each link and alleviating the fragmentation of frequency slots
by selecting routes, modulation formats, and frequency slots for
new connections based on the maximum spectrum utilization.
Through simulation experiments, we show that the proposed
method effectively reduces the blocking probability of connection
requests under the dynamic situations where connection requests
dynamically are generated and released.

Keywords–Dynamic Lightpath Establishment; Spectrum Alloca-
tion Method; Elastic Optical Path Networks.

I. INTRODUCTION

Recently, the traffic demands on the Internet have increased
rapidly. To cope with this increase in traffic demands, op-
tical path networks using wavelength division multiplexing
(WDM) [1] have been implemented. In optical path networks,
there is no bottleneck in the communication paths because
optical signals are transmitted without optical-electrical-optical
(OEO) conversion. Moreover, using WDM, many signals of
different wavelengths are transmitted through a signal fiber
in parallel. To realize optical path networks, a variety of
technologies, such as device development, routing methods,
and wavelength assignment methods have been studied [1].

Currently, optical path networks are implemented with
frequency grid WDM systems that have discrete wavelength
channels with bandwidth of 50 or 100 GHz. When a connec-
tion request arrives, the corresponding lightpath is established
by allocating a wavelength channel to a path of the lightpath.
The requested data is transmitted over the lightpath. In the
optical path networks, even if the amount of bandwidth of
a requested connection is small, a wavelength channel is
allocated to the connection because of the coarse spectrum
allocation granularity. This coarse spectrum allocation causes
low spectrum efficiency. To improve the spectrum efficiency,
the elastic optical path networks (EONs) have been actively
studied [2][3].

EONs provide flexible frequency spectrum allocation and
signal modulation. The frequency spectrum is divided into
narrow-band frequency grids called frequency slots (12.25 GHz
or less) as shown in Figure 1. Furthermore, flexible modulation
formats (e.g., BPSK, QPSK, and QAM) are used [4][5],
unlike the traditional optical path networks that only use
intensity modulation with a low transmission rate. Because of
these flexible attributes, EONs are a promising technology for
enhancing the use efficiency of the frequency spectrum.

We should consider a routing, modulation level, and
spectrum allocation (RMLSA) problem to efficiently uti-
lize the resources of EONs. A lightpath is established by
an RMLSA algorithm that selects a route, a modulation
format, and frequency slots for the lightpath. In general,
RMLSA is categorized as static RMLSA [5][6][7] and dy-
namic RMLSA [8][9][10][11]. In static RMLSA, a traffic
matrix that indicates the traffic volume between each sender
and receiver pair is known in advance. Accordingly, routes,
modulation formats, and frequency slots of lightpaths are deter-
mined by solving optimization problems or applying heuristic
algorithms. On the other hand, in dynamic RMLSA, a traffic
matrix is not available. Connection requests are stochastically
generated and the lightpaths are dynamically established ac-
cordingly. The performance metric in EONs using dynamic
RMLSA is typically the blocking probability of connection
requests. When there are no spectrum resources along a
requested connection, the connection request is blocked. This
paper deals with dynamic RMLSA for designing EONs with
low blocking probability.

In EONs, it is preferred that the frequency slots of each
link is evenly used. If the frequency slots of a certain link is
intensively used, the link becomes a bottleneck link. In this
case, lightpaths cannot be established further through the link.
Furthermore, the fragmentation of frequency slots degrades the
performance of EONs because connection requests using many
frequency slots are often blocked. To overcome this difficulty,
in this paper, we propose an RMLSA method that focuses
on the maximum spectrum utilization. The proposed method
selects routes, modulation formats, and frequency slots for new
connections based on the maximum spectrum utilization. By
doing so, the proposed method aims at smoothing the spectrum
utilization of each link and alleviating the fragmentation of
frequency slots. The proposed method is expected to reduce
the blocking probability of connection requests.
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Figure 1. Frequency grids and slots.

The rest of this paper is organized as follows. In Section II,
we explain EONs. Section III describes the proposed method.
In Section IV, the performance of the proposed method is
discussed with the results of the simulation experiments.
Finally, we conclude this paper in Section V.

II. RMLSA IN ELASTIC OPTICAL PATH NETWORKS

Table I summarizes the symbols used in this paper. Graph
G = (V,E) represents an elastic optical network consisting of
the set V of switching nodes and the set E of fiber links. Each
link e ∈ E has NFS frequency slots, which are labeled 1 to
NFS in ascending order from low frequency side, as shown in
Figure 2. Mask be denotes the NFS-bit bit-mask, and the ith
element be[i] represents the utilization of the ith frequency slot
on the link e. If be[i] = 1, the ith frequency slot is currently
used; otherwise, it is available for a new connection. As for the
link A–B in the Figure 2, be = [0011111111100] immediately
after the new connection uses the frequency slots. Guard bands
are allocated to both ends of the frequency slots, and thus each
connection needs the frequency slots used by guard bands.

Whenever a connection request arrives, the lightpath is
established by an RMLSA method. In general, an RMLSA
problem is divided to an RML problem and an SA problem.
In the RML problem, a route (path) of the new connection is
determined by a routing algorithm. An example of a routing al-
gorithm is the K-shortest path algorithm [12], in which the first
K shortest paths are maintained for each source-destination
pair and the paths are selected in the order of the length. The
modulation format of the connection is determined according
to the transmission distance along the path selected by the
routing algorithm. When the transmission distance is short,
a multivalue modulation format (e.g., 8QAM or 16QAM) is
adopted. In contrast, for long transmission distance, a low-
value modulation format (e.g., BPSK or QPSK) is adopted to
cope with the deterioration of communication quality.

In the SA problem, frequency slots are allocated to a path
selected by an routing algorithm. When we allocate frequency
slots, we should consider three constraints: spectrum continuity
constraint, spectrum non-overlapping constraint, and spectrum
contiguity constraint [11]. Let a denote the candidate spectrum
allocation of a new connection along the path. Spectrum
allocation a is represented by an NFS-bit bit-mask, and the
ith element a[i] ∈ {0, 1} is a binary valuable. If a[i] = 1, the
ith frequency slot is allocated to the path, otherwise, the ith
frequency slot is not used for the path of the new connection.
The SA problem determines the spectrum allocation a while
satisfying the following three constraints.

TABLE I. SYMBOLS.

Symbol Meaning
a NFS-bit bit-mask. The spectrum allocation If the ith ele-

ment a[i] = 1, ith frequency slot on the link e is used,
otherwise it is available.

be NFS-bit bit-mask. If the ith element be[i] = 1, ith
frequency slot on the link e is used, otherwise it is available.

Bp Number of frequency slots used by a connection along route
p

C Capacity of a frequency slot in case of 1-bit transmission
per symbol

E Set of fiber links
G Directed graph
K Number of candidate routes
NFS Maximum number of frequency slots in each link
V Set of switching nodes
Ps,d Set of candidate routes between sender node s and receiver

node d
Rp Modulation format level on the route p
Z Number of guard band slots
Λ Volume of the traffic demand requested by a connection

• Spectrum continuity constraint – This constraint
means that common frequency slots should be used
all the links on the path, because this paper assumes
that there is no spectrum converter in the network.
Note that a[i] = 1 indicates that the ith frequency
slots on all links along the path are allocated to the
new connection.

• Spectrum non-overlapping constraint – The new con-
nection should use available frequency slots that other
connections do not use:

NFS∑

i=1

a[i] · be[i] = 0, ∀e ∈ p. (1)

• Spectrum contiguity constraint – The frequency slots
of the new connection should be successive.

NFS∑

i=1

a[i] · CRS(a)[i]

=

{
Bp − 1 (Bp ∈ [1, NFS − 1])
NFS (Bp = NFS)

, (2)

where CRS(a) indicates a NFS-bit bit-mask that is
the circular-right-shift of a by one bit.

If there exist no spectrum allocation satisfying with these
constraints, the connection request is blocked.

The First-Fit method [9][10] is one of the simplest spec-
trum allocation methods. In the First-Fit method, the shortest
path is first selected from candidate paths. If there exists a
spectrum allocation satisfying with the constraints, the con-
nection uses the frequency slots of the spectrum allocation
along the path. When there are several spectrum allocations,
the frequency slots with smallest indices are chosen. Other-
wise, we select the second shortest path among the candidate
paths, and then check whether feasible spectrum allocations
satisfying the constraints exist. This procedure is repeated until
a spectrum allocation is found or all the candidate paths have
been checked.

We explain the spectrum allocation of the First-Fit method
using an example where the frequency slots on a path are
allocated as shown in Figure 3. When a connection that needs

21Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-562-3

AICT 2017 : The Thirteenth Advanced International Conference on Telecommunications

                           31 / 111



A

B

C

D
E

Path A-B-C

Link A-B

Link B-C

Path A-B-C

1       2      3      4      5       6      7       8     9     10     11    12    13slot number

frequency

new request

used frequency slot

guard band 

Figure 2. Frequency slots (NFS = 13).

two frequency slots arrives, there are two feasible spectrum
allocations, i.e., a1 and a2. The First-Fit method selects
a1 because a1 includes frequency slots with smaller indices
than a2. In the First-Fit method, the spectrum fragmentation
frequently occurs, and thus the frequency slots can not be used
efficiently.

III. PROPOSED LIGHTPATH ESTABLISHMENT METHOD

The proposed method aims at reducing the blocking proba-
bility of the connection requests by efficiently using spectrum
resources. In EONs, if the frequency slots of a certain link is
intensively used, the link becomes a bottleneck link. In this
case, lightpaths cannot be established further through the link.
Furthermore, the fragmentation of frequency slots degrades the
performance of EONs because connection requests using many
frequency slots is often blocked. Therefore, in order to reduce
the blocking probability of connection requests, the proposed
method selects a route, a modulation format, and frequency
slots for each connection while smoothing the spectrum uti-
lization of each link and suppressing the generation of the
fragmentation of frequency slots.

When a new connection request arrives, the proposed
method selects a combination of a path, a modulation for-
mat, and frequency slots. The proposed method prepares K
candidate paths Ps,d for each sender node s and receiver node
d pair in advance. The path p of the connection is selected
from among candidate paths Ps,d with feasible frequency
slots. The modulation format is then determined based on the
transmission distance of the path p. Finally, the frequency slots
are allocated to the path p.

A. Candidate paths and modulation formats
In this paper, we prepare K candidate routes using a K-

shortest path algorithm. For each sender and receiver pair
(s, d), the procedure of K-shortest path algorithm is as follows.
First, we calculate the shortest path p1 between sender node s
and receiver node d using Dijkstra’s algorithm in the topology
G, where the cost of each link is one. We adopt the path as
a candidate path. Ps,d := {p1}. We then doubles the cost of

Link A-B

Link B-C

1       2      3      4      5       6      7      8      9     10     11    12    13slot number

frequency

used frequency slot guard band 

candidate a
1 0       0      0      1      1       1      1      0      0      0       0      0      0
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2

0       0      0      0      0       0      0      0      0      0       1      1      1

Figure 3. An example of spectrum allocations.

the links e ∈ p1. We find the shortest path p2 on the resulting
graph, and the path is adopted as a new candidate path. That
is, Ps,d is updated as Ps,d := Ps,d ∪ {p2}. Next, we double
the cost of the links e ∈ p2. This procedure is repeated until
K candidate routes are chosen and Ps,d = {p1, p2, . . . , pK}
is constructed. Figure 4 shows an example of the K-shortest
path algorithm (K = 2) on a toy topology. In the example, the
candidate routes between sender node A and receiver node C
PA,C is obtained PA,C = {p1, p2}.

The modulation format of a new connection along each
path is determined based on the transmission distance. Accord-
ingly, the number of frequency slots used by the connection is
given as follows. Let Rp denote the modulation format level
on the route p, i.e., the capacity of the sub-carrier using a
single bit per symbol (1 for BPSK, 2 for QPSK, and 3 for
8QAM). Moreover, C denotes the communication capacity of
per frequency slot in the case of 1-bit transmission per symbol.
We describe the calculation of the number of frequency slots
when a connection requests traffic volume Λ. Let Bp denote
the number of frequency slots used by a connection along path
p. The value of Bp is given by:

Bp =

⌈
Λ

CRp

⌉
+ Z, (3)

where Z indicates the number of frequency slots for a guard
band.

B. Spectrum allocation
To avoid the fragmentation of frequency slots and smooth

the spectrum utilization, our proposed method focuses on
the maximum spectrum utilization. Let f(p,a) denote the
maximum spectrum utilization along path p when the spectrum
allocation a is adopted on path p in a first-fit manner. Formally,
f(p,a) is given by:

f(p,a) = max
i∈[1,NFS]

{
i
∣∣
∑

e∈p

be[i] + a[i] ≥ 1

}
. (4)

Note that different paths have a of different sizes because the
number Bp of frequency slots used by the paths is given by
(3).

First, our proposed method calculates the maximum spec-
trum utilization f(p,a) for each candidate route p ∈ Ps,d, and
then selects the path p and the frequency allocation a with
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Figure 5. Path p2 and its candidate spectrum allocations.

the minimum f(p,a). In the proposed method, the frequency
slots with large indices are reserved for future connections
as much as possible, and thus the frequency slots used by
established connections are squeezed into frequency slots with
small indices, which helps to alleviate the fragmentation and
smooth the frequency utilization.

C. Spectrum allocation example
We explain the spectrum allocation of our proposed method

using an example where frequency slots on shortest path p1 and
second shortest path p2 are used by the connections shown in
Figs. 3 and 5, respectively. When a new connection that needs
two frequency slots arrives, there are four feasible spectrum
allocations a1,a2,a3, and a4. Our proposed method calculates
the maximum index of used slots: f(p1,a1) = 11, f(p1,a2) =
13, f(p2,a3) = 9, f(p2,a4) = 12. f(p2,a3) is minimum,
and thus our proposed method selects route p2 and spectrum
allocation a3.

IV. PERFORMANCE EVALUATION

A. Simulation Model
To evaluate the performance of the proposed method, we

conduct simulation experiments with the network topology (24
nodes and 43 links) shown in Figure 6. For simplicity, we
assume that the length of each link is the same, and thus the
modulation format is determined in accordance with the hops
between sender and receiver pairs. We adopt 8QAM for less
than three hops, QPSK for three and four hops, and BPSK
for more than four hops are adopted. Communication capacity
C is set to be 2.5 Gbps, and Table II shows the transmission

Figure 6. Network model.

TABLE II. TRANSMISSION CAPACITY PER SLOT.

Hops Modulation Format Capacity [Gbps/slot]
1, 2 8QAM 7.5
3, 4 QPSK 5.0
More than 4 BPSK 2.5

capacity per frequency slot. The number NFS of frequency
slots on each link is set to be 100, the guard-band width is
one, and the number of candidate routes K is three.

The arrival of connection requests follows a Poisson pro-
cess with the rate λ. The lifetime tL of each connection request
follows an exponential distribution with parameter µ or a log-
normal distribution. The probability density function g of the
log-normal distribution is given by:

g(tL) =
1√

2πσtL
exp

(
− (log tL − ξ)2

2σ2

)
, (5)

where σ and ξ are parameters satisfying E[tL] = eξ+
σ2

2 . In the
following, scenarios adopting the exponential distribution and
the log-normal distribution are called the exponential lifetime
scenario and the log-normal lifetime scenario, respectively.
In the exponential lifetime scenario, µ = 10−4, and in
the log-normal lifetime scenario, ξ = 3.09, σ = 3.5. By
this setting, the mean lifetime of connections E[tL] is same
(E[tL] = 104) in both scenarios. Moreover, sender node and
receiver node are randomly chosen from among the nodes in
V . The bandwidth requirement volume Λ of each connection
is uniformly distributed between 1 and 10 Gbps.

We use two performance metrics: the blocking probability
and the network utilization. The blocking probability of the
connection requests is defined as follows:

number of blocked connection requests
total number of connection requests

. (6)

The network utilization is defined as follows:

sum of spectrum utilization
∑

e∈E E[ue]

number of links |E| , (7)

where ue indicates the spectrum utilization of link e, i.e., the
number of used frequency slots divided by NFS, and E[ue]
denotes the time average of the spectrum utilization of link e.
For each setting, we collect 1,500,000 samples for calculating
these performance metrics.
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Figure 7. Blocking probability

For the performance comparison, we show the results of the
First-Fit and the average spectrum-utilization (ASU) methods.
When a new connection request arrives, the ASU method
calculates the average spectrum-utilization for each candidate
route p, which is defined as the sum of the spectrum utilization
among p (

∑
e∈p ue) divided by the number of hops of route p

(|p|). Next, the path with the minimum spectrum-utilization
is selected, and if the feasible spectrum allocation exists
along the path, the connection is assigned to the spectrum
allocation. When there are some feasible spectrum allocations,
the spectrum allocation with smalles indices is selected. When
there is no feasible spectrum allocation along the path, the
ASU method selects the second-minimum spectrum utilization
path, and then checks whether a feasible spectrum allocation
exists. This procedure is repeated until a feasible spectrum
allocation is found. For the example in Figs. 3 and 5, the
ASU method calculates the average spectrum-utilization for
the candidate routes, which are 4/13 = 0.30 for path p1 and
{(4+2+3)/13}/3 = 0.23 for path p2. Therefore, the route p2 and
feasible spectrum allocation a3 on the route p2 are selected.

B. Results
Figure 7 shows the blocking probability as a function of

the arrival rate λ. We observe that the blocking probability of
our proposed method is smallest for any arrival rate λ. This
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Figure 8. Network utilization

result indicates that the maximum spectrum utilization is useful
for alleviating the spectrum fragmentation. Moreover, in the
log-normal lifetime scenario, connections with large lifetime
occasionally arrive, which highly degrades the performance of
the First-Fit method and the ASU method. In contrast, the
proposed method works well even if those connections arrive.

Figure 8 shows the network utilization as a function of the
arrival rate λ. The network utilization of the proposed scheme
is larger than that of the First-Fit method. This result indicates
that the free frequency slots are large and the frequency frag-
mentation frequently occurs in the First-Fit method. Moreover,
the network utilization of the proposed method is smaller than
that of the ASU method. Therefore, the ASU method wastes
the frequency resources by allocating paths with large hops.
Based on these results, we conclude that the proposed method
effectively uses the frequency resources.

V. CONCLUSION

In this paper, we proposed a dynamic lightpath establish-
ment method for EONs. Our proposed method focuses on
the maximum spectrum utilization. By doing so, the proposed
method aims at smoothing the spectrum utilization of each link
and alleviating the fragmentation of frequency slots. Through
simulation experiments, we showed that the proposed method
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effectively reduces the blocking probability of connection re-
quests under the dynamic situations where connection requests
dynamically are generated and released.
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Abstract — Enhanced Photonic Integrated Circuits (PIC) are 

required for the current demand of flexibility and 

reconfigurability in telecommunications networks. Thus, an 

extensive characterization and testing is necessary to provide an 

accurate prediction of the PIC performance. The use of Spatial 

Light Modulator (SLM) as a diffractive device to reconstruct 

images from Computer Generated Holograms (CGH) allows to 

modulate the wave form of a light beam. In this study, we 

proposed the use of the SLM technology as a flexible platform 

for feeding photonic integrated processors. Preliminary results 

were obtained, to produce a multiplexing/demultiplexing CGH 

to be applied into an optical chip for data compression based on 

Haar wavelet transform. 

Keywords - Photonic Integrated Circuits (PIC); Integrated 

Optics; Spatial Light Modulator (SLM); Computer Generated 

Holography (CGH). 

I. INTRODUCTION 

In the recent years, we have witnessed a huge increase in 

the data traffic which the traditional copper based electronic 

mediums fail to carry [1] [2]. The subsequent evolution in 

optical communications has led to the emergence of Photonic 

Integrated Circuits (PIC). PIC-based optical communication 

offers an efficient and cost-effective alternative to data 

transmission driving to a significant growth in the segment 

[1]. It is expected an annual growth rate of 25.2% during the 

estimate period of 2015 to 2022 [2]. Furthermore, PIC 

increasing demand can also be attributed to innovative 

applications in bio-photonics [1]. 

PIC can be characterized as a multiport device composed 

by an integrated system of optical elements embedded onto a 

single chip using a waveguide architecture [3]. The testing of 

optical components is more difficult than testing electrical 

components and for an accurate prediction of the PIC 

performance, an extensive characterization and testing is 

required [4]. Moreover, optical components testing is difficult 

and time-consuming, e.g., due to the tight 3D alignment 

tolerances for accurate coupling of light [4]. 

The SLM capability to dynamically reconfigure the light 

makes it an attractive technology to excite cores and/or modes 

[5], [6], as it allows the arbitrary addition or removal of 

channels by the software and it is anticipated that it can 

improve channel compensation. This feature can then be 

explored to feed/receive optical signal from the PIC. 

SLM is an electrically programmable device that 

modulates light according to a spatial (pixel) pattern [7]. This 

device can control incident light in amplitude-only, phase-

only or the combination phase-amplitude [7], [8]. However, 

common methods of hologram generation cannot arbitrarily 

modulate the amplitude and phase of a beam simultaneously 

[9], [10]. It is not then possible to simply address the inverse 

Fourier Transform of the desired pattern into the far-field and 

replicate the resulting distribution of amplitude and phase 

directly on the SLM [9]. Thus, it is necessary to apply 

optimization algorithms to calculate the best hologram 

possible within the constraints of the device [9]. 

The SLM based on nematic Liquid Crystal on Silicon 

(LCoS) technology is an electrically addressed reflection type 

phase-only spatial light modulator in which the liquid crystal 

is controlled by a direct and accurate voltage and can modulate 

the wave front of a light beam [8], [11]. It is used as a 

diffractive device to reconstruct images from Computer 

Generated Holography (CGH) [12]. This optical signal 

processing can be produced with different techniques, e.g., 

linear Fourier transform (i.e., linear phase mask) [13], 

Iterative Fourier Transform Algorithm (IFTA) [14], [15], 

Gerchberg-Saxton algorithm [16] and simulated annealing 

[17]. The use of a SLM as a diffractive device to reconstruct 

images from CGH allows to modulate the wave front of a light 

beam. 

In this study, we proposed the use of the SLM technology 

as a flexible platform for feeding photonic integrated 

processors, i.e., to feed/receive optical signal from the PIC. 

Preliminary results were obtained, to produce an expected 

CGH to be applied into an optical chip for data compression 

based on Haar wavelet transform. The paper is organized in 

four sections. Section II describes the methodology applied. 

Subsection II-A presents the design of the PIC for data 

compression; subsection II-B presents the generation and 

optimization of the CGH; and subsection II-C presents the 

SLM setup. Section III and IV presents the obtained results 

and its discussion, respectively. Section V concludes the study 

and presents future work.  
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II. METHODOLOGY 

The methodology is divided into three subsections: A) the 

design of the optical chip for data compression based in Haar 

wavelet transform; B) the algorithms used for the generation 

and optimization of the CGH; and C) the implementation of 

the SLM setup to acquire the CGH. 

A. PIC for data compression based on Haar wavelet 

transform 

The design of the new data compression chip based on 

Haar Transform (HT) is presented in Figure 1 [3]. 

 
Figure 1. Design of an optical chip for data compression based on HT. 

The chip is composed by four Distributed Feedback (DFB) 

lasers (L1-L4), three asymmetric couplers (C1-C3), six PIN 

photodiodes for network monitoring (PIN: L1, L4, C1, C2, 

C3M1, C3M2) two spot size converters, six multimode 

interferometers (MMI) 1x2 and one MMI 2x2. 

The HT operations include Low-pass (L) and High-pass 

(H) filters applied over one dimension at a time. This filtering 

operation corresponds to the calculation of the average 

between two neighbors’ pixels values (low-pass) or the 

difference between them (high-pass) [18]. The HT is 

implemented with a 3 asymmetric couplers (2x2) network, 

which reproduces the required operations, i.e., the average 

(sum) and the difference (subtraction) between the optical 

input pair [3]. The proposed asymmetric couplers were 

designed and simulated in the OptoDesigner from Phoenix 

Software [19]. 

The 2D HT can be decomposed in 4 sub-bands, LL, LH, 

HL and HH [18]. The LL gives the data compressed. In the 

chip these 4 sub-bands can be extrapolated from the 4 output 

waveguides (WG) at the end of the 3 asymmetric couplers 

network, see Figure 2. The measurements of the distance 

between the 4 WG at the end of the 3 asymmetric coupler 

network (represented as d1, d2 and d3 in Figure 2) have an 

order of magnitude of 200 m. Measurements were performed 

with a Leica microscope (DM 750M; 1CC50 HD) and an 

objective of 20x (HI Plan EPI, 20x/0.40) [20]. 

 

 
Figure 2. Measurements of the distance between the 4 waveguides (WG) 

at the end of the 3 asymmetric coupler network. 

Further description of the design and characterization of 

the optical chip can be found in this study [3]. 

B. Generation of the CGH 

The CGH produces a phase mask or diffractive optical 

element to apply to the SLM [13]. The information to be 

transformed (in the Fourier domain) is introduced into the 

optical system by the SLM, with a phase mask that is 

appropriate to the input function of interest [21]. The 

following calculus applied for the generation of the CGH were 

based in the Fourier optical principles presented in [21]. 

The CGH was obtained with a linear phase mask 

calculated in the frequency domain (1), where 𝑐𝑥 and 𝑐𝑦 are 

the horizontal and vertical tilt parameters, respectively; and 𝑓𝑥 

and 𝑓𝑦 are the spatial frequency matrix arrays corresponding 

to the image to be generated in the 𝑋 and 𝑌 axis, respectively. 

𝑀𝑎𝑠𝑘𝑙𝑖𝑛𝑒𝑎𝑟 = −2𝜋(𝑐𝑥 𝑓𝑥 + 𝑐𝑦 𝑓𝑦) (1) 

The mask transfer function to be sent to the SLM, is given 

by 𝐻𝑚𝑎𝑠𝑘 = ∠(exp(𝑖𝑀𝑎𝑠𝑘𝑙𝑖𝑛𝑒𝑎𝑟)) , ensuring that the phase 

values are set in the range of [−𝜋, 𝜋].  

An estimation of the output signal is given by (2). 

𝑆𝑜𝑢𝑡 = 𝑖𝑓𝑓𝑡(𝐻(𝑓𝑓𝑡(𝑆𝑖𝑛)) (2) 

𝑆𝑖𝑛  describes the signal of the input beam (3), where 
(𝑥0, 𝑦0)  provides the horizontal and vertical position and 
(𝑤𝑥, 𝑤𝑦) the width and the height of the beam, respectively, 

see Figure 3. 

𝑆𝑖𝑛 = exp (− (2
𝑥 − 𝑥0

𝑤𝑥 𝑙𝑜𝑔(√2)
)

2

− (2
𝑦 − 𝑦0

𝑤𝑦 𝑙𝑜𝑔(√2)
)

2

) (3) 

 
Figure 3. Diagram in Cartesian coordinate system describing the 

parameters (𝑥0, 𝑦0) and (𝑤𝑥, 𝑤𝑦) used for the estimation of the Input 

beam 𝑆𝑖𝑛. 
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1) Optimization of the CGH 

To obtain a hologram that replicates the output of the 4 

WG of the optical chip (see Figure 2), the linear 

transformations in the Fourier domain presented in (4), (5) 

were applied. 

𝐻 = ∠(𝑒𝑖𝐻1 + 𝑒𝑖𝐻2 + 𝑒𝑖𝐻3 + 𝑒𝑖𝐻4) (4) 

𝐻1 = exp (𝑖 ∗ (2𝜋(𝑐𝑥1 ∗ 𝑓𝑥 + 𝑐𝑦1 ∗ 𝑓𝑦))) (5) 

A phase-only SLM does not allow to simply address the 

inverse Fourier of the desired pattern into the far-field and 

replicate the resulting distribution of amplitude and phase 

directly on the SLM [9], thus it is challenging to spatially 

modulate the light with the expected resolution and accuracy. 

To overcome this difficulty, an iterative algorithm to 

obtain the desired hologram with an error factor 𝛿 ≤ 5% was 

implemented. The main steps of the algorithm can be 

described as: i) generate a 1st linear phase mask to produce 

the expected initial field (𝐼𝑒𝑥𝑝), based on (4); ii) initially set 

the four values 𝑎1−4  to 1, from 𝐻 = ∠(𝑎1𝑒𝑖𝐻1 + 𝑎2𝑒𝑖𝐻2 +

𝑎3𝑒𝑖𝐻3 + 𝑎4𝑒𝑖𝐻4); iii) acquire the hologram generated by SLM 

(𝐼𝑆𝐿𝑀) with a camera and feed this data to the algorithm; iv) 

calculate the difference between the hologram generated and 

the initial field expected, defined as error factor: 𝛿 =

𝑎𝑏𝑠(𝐼𝑆𝐿𝑀 − 𝐼1) ≤ 0.05 ; iv) if the condition 𝛿 ≤ 0.05  is not 

satisfied repeat steps (ii-iv) by iteratively adjusting the values 

of 𝑎1−4  to compensate the error factor. The algorithm was 

developed in Matlab [22], which was able to control both 

SLM and camera hardware. The block diagram of the 

algorithm is presented in Figure 4. 

 

 
Figure 4. Block diagram of the algorithm applied for the optimization of 

the CGH. 

The error factor ( 𝛿 ) reproduces the deviation of the 

generated hologram when compared with the expected output 

of the optical chip, i.e., the dimensions of the 4 WG.  

C. Setup to generate the CGH 

A reflective LCoS phase only SLM, model PLUTO-

TELCO-012, with a wavelength range of 1400-1700 nm, an 

active area of 15.36 mm × 8.64 mm, a pixel pitch of 8.0 µm, 

a fill factor of 92% and reflectivity of 80% [8] was used to 

generate the hologram. The setup was composed by: a laser 

(1550nm wavelength); a polarization controller; two lenses 

(AC254-050-C-ML, AR coating 1050-1620nm) L1 and L2 

with a focal length of 75mm and 250mm, respectively; a Near-

Infrared (IR) (1460-1600nm) camera (sensing area: 6.44.8, 

resolution: 752582, pixel size: 8.68.3) to capture the 

hologram produced; and a neutral density to avoid saturation 

in the camera acquisition, see Figure 5. 

III. RESULTS 

The hologram was generated in 1st order of diffraction 

where the polarization was occurring.  

 
Figure 5. Hologram acquired by the IR camera, left: initial CGH; right: 

CGH optimized. 

 Figure 6 presents the holograms acquired by the IR 

camera, i.e., the initial hologram fed to the optimization 

algorithm with an obtained error factor 𝛿 ≤ 17% (left figure) 

and the final optimized CGH, with an error factor 𝛿 < 2% 

(right figure). 

IV. DISCUSSION 

A significant improvement in the generated hologram is 

achieved with CGH optimization, i.e., a reduction of the error 

factor (𝛿) by 15%. Nevertheless, optical artefacts associated 

with the diffraction of light were not completely eliminated, 

i.e., additional 2 spots (with less intensity) are generated. This 

diffraction artefact can cause a reduction of signal expected at 

the 4 output WG of the optical chip. 

The phase mask that replicates the expected output of the 

optical chip can be used to multiplex/demultiplex the obtained 

result. Furthermore, a phase mask which addresses the HT 

operations can also be applied to invert the compression 

induced by the HT (optically implemented in the chip with the 

3 asymmetric couplers network). 

The use of the SLM will then allow to provide a proof of 

concept of the PIC operation. 

V. CONCLUSION AND FUTURE WORK 

An extensive PIC characterization and testing is essential 

to provide an accurate prediction of its performance. To 

complement the PIC characterization process is proposed in 

this study a concept to use the SLM as a flexible platform for 

feeding photonic integrated processors. The capacity of the 

SLM to dynamically reconfigure light allows to feed and/or 

receive information to the PIC. This data can be used to 

provide a proof of concept of the operation performed by the 

optical chip, e.g., 2D HT. A first preliminary result was 

obtained, i.e., a phase mask that can be used to feed/receive 

Start:
Generate a 1st 

linear phase mask 

to produce an expected 

initial field ( )

End:

Output Hologram

YES NO

: 

N iterations

Image of the CGH –

acquired by the camera 

and fed to the algorithm

SLM

CCD

SLM

Compare the hologram generated ( with the 

expected hologram ( values iteratively 

adjusted to 

compensate the 

error factor

=0.015

=0.013

=0.004

=0.140

=0.017

=0.172

Initial CGH CGH optimized

28Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-562-3

AICT 2017 : The Thirteenth Advanced International Conference on Telecommunications

                           38 / 111



the output of an optical chip for data compression based in the 

HT. 

Further developments will be conducted to implement the 

HT in the phase mask applied to the SLM and tested with the 

optical chip, to quantitatively prove the proposed approach. 
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Figure 6. Left figure: Scheme of the hologram reconstruction system, using a laser of 1550nm, a polarization controller, lens L1, a LCoS-SLM, lens 

L2 and a IR camera. Right figure: Photography of the setup presented in the left figure. 
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Abstract—The wavelength continuity constraint and the wave-
length integrity constraint imposed by Wavelength-Division Mul-
tiplexing (WDM) all-optical networks have been, for a long time,
the main constraints to be considered when solving the Routing
and Wavelength Assignment (RWA) problem in such networks.
However, in addition to the two aforementioned constraints, a
third constraint cannot be neglected anymore. This constraint is
related to the lightpaths’ Quality of Transmission (QoT), which
might become potentially unacceptable when the optical signal
propagates through long distances. Indeed, in WDM all-optical
networks, no signal regeneration at intermediate nodes is allowed
which induces some impairments in the transmission signal.
Since these impairments continue to degrade the signal quality
as it progresses toward its destination, the received Bit Error
Rate (BER) at the destination node might become unacceptably
high. This result might lead to inefficient utilization of network
resources resulting in higher rejection ratios. This is especially
severe when dynamic lightpath demands are considered. In this
paper, we propose to use rerouting as a solution to improve the
network throughput. We investigate and compare three different
rerouting categories, namely, passive rerouting, active rerouting
and hybrid rerouting. To the best of our knowledge, this is the first
attempt to use active and hybrid rerouting for optimizing WDM
all-optical network throughput with transmission impairments
consideration. Multiple simulation studies have been carried out
on different network topologies to evaluate and compare the
performance of the proposed algorithms.

Keywords–WDM all-optical networks; passive, active and hybrid
rerouting; Wavelength continuity constraint; Quality of Transmis-
sion (QoT); Service disruption period.

I. INTRODUCTION

WDM [1] optical networks are promising candidates that
are expected to satisfy the continually evolving requirements
for higher bandwidth services. Nowadays, 40 and 100 Gbps
connections are used thanks to WDM all-optical networks, also
known as WDM transparent optical networks, in which the
signals remain in the optical domain. In such a network, data
traffic is transported from one node to another in the form of
optical pulses carried over an end-to-end optical path, called
lightpath. A lightpath, generally spanning several fiber-links,
is established by allocating the same wavelength on all the
fiber links it traverses. This requirement is referred to as the
wavelength continuity constraint. Also, two lightpaths sharing
the same fiber must be identified by different wavelengths.
This requirement is called wavelength integrity constraint.
The problem of establishing lightpaths with the objective
of optimizing the utilization of network resources is known
as the Routing and Wavelength Assignment (RWA) problem
[2]. Many surveys have been carried out to investigate the

RWA problem assuming an ideal optical medium [2]. But
such a perfect optical transmission could never be achieved
in a realistic WDM network where fibers and non ideal
components induce multiple transmission impairments which
affect significantly the quality of transmission. Indeed, to
ensure the feasibility of proposed algorithms, in addition to
the two aforementioned constraints, a third constraint cannot
be ignored anymore. This constraint is related to the lightpaths’
QoT, which might become potentially unacceptable when the
optical signal propagates over long distances without electrical
regeneration.

Taking into account physical layer impairments, wave-
length continuity constraint and wavelength integrity constraint
when solving the RWA problem leads to inefficient utilization
of network resources and results in higher rejection ratios.
Traffic rerouting is a viable and cost effective solution to
improve the network throughput conditioned by the afore-
mentioned constraints. There are two ways to rearrange an
existing lightpath. One is wavelength rerouting (WRR), which
keeps the original path of the lightpath to be rerouted but
reassigns a different wavelength to the fiber links along the
path. Another is lightpath rerouting (LRR), which consists of
finding a new path with possibly another wavelength to replace
the old path. A comprehensive survey of rerouting techniques
can be found in [3]. Transmission of the existing lightpaths
to be rerouted must be temporarily shut-down to protect data
from being lost or misrouted. This period is referred to as
the service disruption period. It has been demonstrated in [4]
that WRR induces a service disruption period shorter than
that induced by LRR. Traffic rerouting can be divided into
three categories with respect to the timestamp of initiating
the rerouting procedure. The first is passive rerouting, which
initiates the rerouting procedure when an incoming lightpath
demand is about to be rejected due to lack of resources.
It aims at rearranging a certain number of existing light-
paths to free a wavelength-continuous route for the incoming
lightpath demand. The second category is active rerouting,
also called intentional rerouting, which reroutes dynamically
existing lightpaths to a more suitable physical path according
to some predefined criteria, without affecting other lightpaths,
so as to achieve a better rejection ratio performance. The
third category is hybrid rerouting which combines passive
rerouting and active rerouting. In this paper, the main objective
consists in applying active and hybrid rerouting to maximize
the number of established lightpath demands satisfying the
required QoT for a given physical network topology with
a fixed number of wavelengths per fiber-links and minimize
the incurred service disruption period. Lightpath demands are
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assumed to be with random arrivals and departures and referred
to as Random Lightpath Demands (RLDs). Four main physical
layer impairment effects are considered as dominating factors
that affect signal quality, namely Chromatic Dispersion (CD),
Polarization Mode Dispersion (PMD), Optical Signal to Noise
Ratio (OSNR) and Nonlinear Phase Shift (φNL).

The remainder of this paper is organized as follows. In
Section II, we briefly describe the investigated problem and
present related works. In Section III, the QoT computation
as well as the four QoT parameters considered in this pa-
per are presented. In Section IV, we present in details our
proposed QoT-aware rerouting algorithms. Performance results
are presented and analyzed in Section V. Finally, Section VI
concludes the paper.

II. DESCRIPTION OF THE INVESTIGATED PROBLEM AND
RELATED WORK

Taking into account the impact of physical layer impair-
ments when solving the RWA problem in order to make the
proposed RWA algorithms more effective has been, recently,
extensively investigated in the literature [5]. Impairments can
be classified into linear and non-linear effects [5]. Linear
effects are independent of signal power and affect wavelengths
individually. Amplifier Spontaneous Emission (ASE), PMD,
and CD investigated in [5][6][7], are generally considered
as the predominant factors inducing signal degradation when
evaluating network performance in low-speed transmission
systems. However, in high-speed optical networks non-linear
impairments as well as linear ones become more prominent and
could not be ignored anymore. Self-Phase Modulation (SPM),
considered in [8], and Four Wave Mixing (FWM) investigated
in [9], are some of the important non-linear impairments af-
fecting transmitted signal quality. Taking into account physical
layer impairments should lead to lower network performance
especially in terms of rejection ratio. That is why, we propose
here to use traffic rerouting to alleviate the effect of considering
these impairments.

The traffic rerouting concept has been applied to WDM all-
optical networks to alleviate only the impact of the wavelength
continuity constraint. Different rerouting techniques have been
proposed so far in the literature [3]. But, they assumed perfect
physical layer conditions. To the best of our knowledge, the
first attempt to use rerouting as a solution to maximize the
number of established RLDs satisfying the required QoT is
found in our studies presented in [10][11][12], where passive
lightpath and/or wavelength rerouting was considered. In this
paper, we investigate active and hybrid rerouting to alleviate
the transmission impairments consideration effect and mini-
mize the incurred service disruption period. The performances
of our QoT-aware rerouting algorithms are evaluated and
compared to those of our impairment-aware passive lightpath
rerouting algorithm previously published in [10] through illus-
trative numerical examples.

III. QUALITY OF TRANSMISSION COMPUTATION

In WDM all-optical networks, the QoT is generally eval-
uated in terms of BER. Generally, the required value of
BER in optical networks is varying between 10−9 and 10−12.
Determining the BER value instantaneously may be sometimes
very difficult. That is why another factor called Q-factor is

used to estimate the QoT in the network.Equation (1) shows
the relationship between Q−factor and BER.

BER =
1

2
erfc

(
Q√

2

)
(1)

To provide a qualitative description of the QoT in the
network, the Q-factor is estimated by combining four linear
and nonlinear effects. The effects considered in this study
are respectively: CD, PMD, SNR and φNL. In the following
subsections, we discuss the aforementioned four main quality
of transmission parameters and estimate the associated Q-
factor based on the models proposed in [5].

A. Chromatic Dispersion

The disparity in propagation velocity causes an optical
pulse broadening in the time domain. This phenomenon is
called CD. The CD’s power penalty is given by (2) [5].

EOPDC = 10log

(√
1 + (DL

σλ
σ0

)

)
(2)

where σ0 is the pulse width, σλ is the spectral width, L is
the fiber-link length and D represents the dispersion param-
eter characterizing the single mode fiber (SMF) used in the
transmission system.

B. Polarization Mode Dispersion

Different propagation velocities cause pulse broadening in
the frequency domain called PMD. The PMD’s power penalty
is evaluated according to (3), where TB is the bit time.

EOPPMD=5.1


(∑

f∈links
(

(∑
f∈spans

(PMDspan(f))2
) 1

2 (f))2

) 1
2

TB


2

(3)

C. Optical Signal to Noise Ratio

The amplification site, used to compensate fiber absorption
losses, consists of Erbium-doped fiber amplifier (EDFA) and
a section of compensating dispersion fiber (DCF) [5]. Optical
amplifiers affect transmitted signal quality by their own com-
ponent of noise known as ASE. The OSNR, which represents
the ratio of the average signal power to the average noise
power, is the parameter used to evaluate the degradation due to
ASE noise. The OSNR computed along a fiber-line composed
of M amplifier stages is obtained according to the following
equation [5]:

1

OSNR
=

∑
1≤i≤M

(
1
Ps

PASE

)
=

∑
1≤i≤M

(
NFstagehν∆fi

Ps

)
(4)

where NFstage is the noise figure of the stage, h is Plank’s
constant, ν is the optical frequency and ∆f represents the
bandwidth that measures the NF .

31Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-562-3

AICT 2017 : The Thirteenth Advanced International Conference on Telecommunications

                           41 / 111



D. Nonlinear Phase Shift φNL
Enhancing the intensity of the optical signal propagating

through the fiber raises the fiber nonlinearities which create a
nonlinear phase shift φNL computed according to Equation 5
[5]:

φNL =
n2ω0Pin
cAeff

(
1− eαL

α

)
(5)

where α is the attenuation parameter, n2 represents the
cladding index, Aeff is the area of cross-section of the fiber
core and ω0 and c are respectively the frequency and the light
velocity.

E. Q-factor Estimation
The Q-factor considering the four impairment parameters

described above is estimated according to the following ex-
pression:

Q =

(√
OSNR∆foptEXTP

EOPDCEOPφNL
∆felect

)
1

EOPPMD
(6)

where ∆fopt is the optical bandwidth, ∆felect is the
electrical bandwidth and EXTP is the extinction ratio which
represents the ratio between the ”one” level and the ”zero”
level.

IV. THE PROPOSED ALGORITHMS

In this section, we describe our QoT-aware rerouting algo-
rithms called the QoT-Aware Active Rerouting algorithm and
the QoT-Aware Hybrid Rerouting algorithm and referred to as
the QoT-AAR and the QoT-AHR algorithms, respectively. Our
proposed algorithms aim to optimize the network throughput
in WDM all-optical networks with QoT consideration and min-
imize the incurred service disruption period. Both algorithms
use the same routing and active rerouting procedures. They
consider the RLDs sequentially, that is demand by demand
at their arrival dates and compute for each RLD a suitable
path-free wavelength that meets the required QoT without
considering any rerouting. Also, both algorithms execute an
active rerouting procedure when an established RLD leaves
the network. Already established lightpaths that can be set up
on a new vacant shorter path are selected to be rerouted by
the active rerouting procedure in order to improve the network
resources utilization efficiency. The main difference between
the two proposed algorithms is that the QoT-AHR algorithm
launches a passive wavelength rerouting procedure to hopefully
free a wavelength-continuous route with an acceptable QoT
to accommodate an incoming RLD which will otherwise be
blocked by the routing procedure. On the other hand, the QoT-
AAR algorithm rejects any RLD failed to be set up by the
routing procedure.

Our proposed algorithms differ from the previously pub-
lished ones in the following aspects: First, when solving the
RWA problem, they explicitly take into account the physical
impairments imposed by the optical layer. However, rerouting
algorithms previously presented in the literature did not con-
sider any transmission impairments. Second, our algorithms
do not construct any auxiliary graph with crossover edges to
determine the set of existing lightpaths that should be rerouted.
Also, they do not use a random search algorithm to compute
the RWA for lightpath requests. We hope, therefore, that our

algorithms are less Central Processing Unit (CPU) intensive
than rerouting algorithms previously presented in the literature.

In the following subsections, first we define some nota-
tions. Then, we detail the routing and rerouting procedures,
respectively.

A. Notations
• Λ = {λ1, λ2, ..., λW } is the set of available wave-

lengths on each fiber link. W denotes the number
of available wavelengths per fiber link. We assume
that all the network links have the same number of
available wavelengths.

• The ith RLD, is defined by a 5−tuple
(si, di, πi, αi, βi). si and di are the source and
the destination nodes of the lightpath demand,
respectively; πi is the number of requested lightpaths.
For the sake of simplicity, we assume here that
π = 1. αi and βi are the setup and teardown times of
the lightpath demand, respectively.

• Pi,k, 1 ≤ i ≤ D (D the total number of RLDs),
1 ≤ k ≤ K, represents the kth alternate shortest
path connecting node si to node di. We use the hop
count as the link metric and compute beforehand K-
alternate (loop-free) shortest paths for each source-
destination pair (if as many paths exist, otherwise we
only consider the available ones).

• Ci,k,w is the cost of using wavelength λw on Pi,k.
The cost function is determined as follows:
Ci,k,w ={
ε, if λw is path− free on Pi,k
+∞, ifλw is already used

ε is a tiny positive value corresponding to the hop
count on Pi,k.

B. The routing procedure
The routing procedure uses the Quality Path Selection

Algorithm (QPSA) described in [5]. To establish an incoming
RLD, the QPSA considers the K-alternate shortest paths
(computed offline) in turn according to their number of hops. It
looks for the first path-free wavelength with a Q-factor higher
than the fixed threshold, Qthreshold. The Q-factor associated
with each couple (path, wavelength) is estimated according to
the expression given by (6). The RLD is hence established
on the first met suitable path among its K-alternate shortest
paths if such path exists.Otherwise, we distinguish two cases:
the QoT-AAR algorithm rejects the RLD definitively, or, the
QoT-AHR algorithm executes a passive wavelength rerouting
procedure.

C. The active rerouting procedure
Both algorithms execute the active rerouting procedure

every time an established RLD leaves the network. The active
procedure first computes φti, the set of existing RLDs that
should be rerouted when the ith RLD leaves the network at
time t knowing that the rerouting of an existing RLD is allowed
once during its life period in order to avoid the rerouting of an
active RLD multiple times as the RLDs departure times may
be very close. By doing so, we reduce the number of RLDs
to be rerouted and consequently the overall service disruption
period. Once φti is computed two cases may happen:
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• φti = ∅: None of the existing RLDs satisfy the
preceding constraints. No rerouting is to be executed.

• φti 6= ∅: Each RLD in φti is hence rerouted to a vacant
shorter path using the routing procedure described in
Subsection IV-B. The costs of the new path’s edges
used by the rerouted RLD are updated to +∞ and to
1 the costs of the released path’s edges.

D. The passive rerouting procedure of the QoT-AHR algorithm
The QoT-AHR algorithm launches the passive rerouting

procedure whenever the routing procedure fails to satisfy an
incoming RLD. It aims at freeing a wavelength-continuous
route that meets the required QoT as follows:
For each shortest path k, 1 ≤ k ≤ K, associated to the
incoming RLD numbered i and for each wavelength λw,
1 ≤ w ≤ W , we determine the set of RLDs that should
be rerouted φi,k,w to set up the incoming RLD numbered i.
We then compute the corresponding rerouting cost RCk,w =
|φi,k,w|. After that we compute RCmin the minimum rerouting
cost to satisfy the new RLD on Pi,kmin . If RCmin is finite,
the kth-alternate shortest path and the wth wavelength that
requires a minimum number of already established RLDs to be
rerouted is hence selected. Let φmin denote the corresponding
set of RLDs to be rerouted. Two cases may happen: all the
RLDs in φmin can be rerouted by only changing the used
wavelength whilst keeping the same physical path. In this case,
the incoming RLD is serviced using Pi,kmin on wavelength
λwmin . Ci,kmin,wmin is updated to +∞. We also update the
costs of the new paths used by the rerouted RLDs to +∞ and
to 1 the cost of the released paths. The second case that may
happen is that Pi,kmin using λwmin cannot be freed because
one or several RLDs cannot be rerouted. In that case, we
update RCkmin,wmin to +∞ and compute again the minimum
cost. If RCmin is infinite, the incoming RLD is rejected
definitively.

V. SIMULATIONS RESULTS

In order to evaluate the performance of the QoT-aware
rerouting algorithms presented in the previous section, we
carried out multiple simulation experiments on the 15−node
Pacific Bell network topology and the 16−node Cost Core
network topology, respectively. We assume that 43 wavelengths
are available on each fiber-link of the network (W = 43). Also,
5−alternate shortest paths (K = 5) are computed for each
possible source-destination pair in the network. We assume
that RLDs arrive at the network randomly according to a
Poisson process with common arrival rate per node r and once
accepted, will hold the circuits for exponentially distributed
times with mean holding time equal to 10 much larger than
the network-wide propagation delay and the connection set-up
delay. The source and destination nodes of the RLDs are drawn
according to a random uniform distribution in the intervals
[1, 15] and [1, 16] for the 15−node network and the 16−node
network, respectively. The required value of the Q−factor is
chosen equal to 6 which corresponds to a BER of 10−9.

We generate 25 test-scenarios, that is, 25 different traffic
matrices, run algorithms for each scenario, and compute mean
values. The QoT-aware rerouting algorithms performances are
measured in terms of average rejection ratio and average ratio
of rerouted RLDs. The average rejection ratio is defined as
the ratio of the average number of rejected RLDs to the total

number of RLDs arriving at the network. The average ratio of
rerouted RLDs is computed as the average number of rerouted
RLDs divided by the total number of RLDs arriving at the
network. In the following, we only provide the curves obtained
with the 15−node network as those obtained with the 16−node
network present the same tendency.

Figure 1. Average rejection ratio versus r.

In the following, we propose to compare the average re-
jection ratios, computed by our proposed QoT-aware rerouting
algorithms to those computed by the Quality Path Selection
Algorithm (QPSA) described in [5] which computes the RWA
for RLDs sequentially taking into account QoT requirements
and our Impairment-Aware Sequential Routing with Passive
Lightpath Rerouting (IA-SeqRwPLR) algorithm described in
[10]. The IA-SeqRwPLR algorithm considers the RLDs se-
quentially and computes for each RLD a suitable path and
a suitable path-free wavelength that meet the minimum QoT
requirement. The rerouting procedure is launched whenever the
routing procedure fails in setting up the considered RLD. The
rerouting procedure aims at freeing a path-free wavelengths
that meets the required QoT by rerouting a minimum number
of already established RLDs either by only changing the
used wavelength whilst keeping the same physical path or
by changing the physical path and then possibly the used
wavelength.

In Figure 1, we draw the average rejection ratios computed
by the four algorithms described above for various arrival
rates per node, r. From Figure 1, one may deduce three main
conclusions.

• The average rejection ratios increase with r due to the
limited number of available resources with acceptable
Q-factor. Thanks to rerouting (be it passive, active or
hybrid), the average rejection ratio is improved. On
the average, the rejection ratio is reduced up to: 8.58%
(respectively 6.55% for the 16-node network) with the
IA-SeqRwPLR algorithm, 8.16% (respectively 6.12%
for the 16-node network) with the QoT-AHR algo-
rithm and 1.5% (respectively 1.3% for the 16-node
network) with the QoT-AAR algorithm.

• The IA-SeqRwPLR and the QoT-AHR algorithms
outperform the QOT-AAR algorithm, outlining a sig-
nificant improvement in term of average rejection
ratio. In fact, the QOT-AAR algorithm has the worst
rejection ratio performance because it is so difficult,
for a given established RLD, to find a new shorter
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physical path satisfying the required QoT among its
K shortest paths. Also, imposing that an established
RLD can be rerouted on new physical path only once
during its life period results in decreasing the number
of rerouted RLDs and hence the network resources
consumption reduction becomes limited.

• Unexpectedly the IA-SeqRwPLR algorithm has a re-
jection ratio that is slightly lower than that computed
by the QoT-AHR algorithm despite the fact that the
QoT-AHR algorithm applies both active and passive
rerouting procedures. This is mainly due to the fact
that when applying passive rerouting procedure LRR
rerouting is not allowed which causes the failure of
the passive wavelength rerouting procedure to free a
wavelength-continuous route to set up an incoming
RLD. Also, the active procedure does not provide an
impressive network resources consumption reduction
as discussed above.

Figure 2. Average ratio of rerouted RLDs versus r.

In Figure 2, each group of three bars shows the average
ratio of rerouted RLDs computed using the IA-SeqRwPLR,
the QoT-AHR and the QoT-AAR algorithms respectively with
respect to r. The height of the blue bar indicates the average
ratio of rerouted RLDs using LRR whereas the height of the
white one shows the average ratio of rerouted RLDs using
WRR.

We notice, obviously, that the IA-SeqRwPLR and the QoT-
AHR algorithms require more RLDs to be rerouted when
r increases. In fact, when r increases, the probability that
an incoming RLD be rejected is higher and hence, more
existing RLDs have to be rerouted to set up the new RLD
and consequently the number of RLDs to reroute increases.
Under high traffic load, the average number of rerouted RLDs
reaches an upper bound corresponding to the network satu-
ration. Unlike those algorithms, the average ratio of RLDs
to be rerouted by the QoT-AAR algorithm decreases when
r increases. Indeed, when the network reaches its saturation
regime, it becomes difficult to reroute an active lightpath to a
shorter path satisfying the required QoT.

We also notice that the average ratios of rerouted RLDs by
the IA-SeqRwPLR and the QoT-AHR algorithms using LRR
are much lower than the average ratios of rerouted RLDs using
WRR. This should, hopefully, lead to short service disruption
period.

VI. CONCLUSION AND FUTURE WORK

In this paper, we have investigated the RWA problem
with signal-quality constraint for dynamic traffic in WDM all-
optical networks. Our proposed RWA algorithms apply active
or hybrid rerouting to alleviate the inefficiency brought by the
wavelength continuity and the QoT requirement constraints.
Obtained results show that passive and hybrid rerouting work
much better than active rerouting. Passive lightpath rerouting
is an efficient way to improve the rejection ratio performance
with a short service disruption period. Our forthcoming studies
will consider more physical layer impairment effects to make
the proposed algorithms more effective.
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Abstract—Efficiency and performance of the heavily used 
electronic devices in the field are always open for debate. As 
the technology advances, efficiency and performance of the 
electronic devices increase. Digital communication systems are 
also getting their share of this development trend. Digital 
communication systems, such as Digital Private Mobile Radio, 
Digital Mobile Radio/MotoTRBO, Association of Public-Safety 
Communications Officials-International Project 25 and Icom-
Kenwood NEXEDGE use half rate Advanced Multi-Band 
Excitation (AMBE) 3600 bps vocoder to provide clean and 
intelligible voice communication service. Although this half 
rate vocoder incorporates Forward Error Correction (FEC) 
coding to protect voice frames, its error correction 
performance does not meet today’s standards. To improve the 
FEC performance of the vocoder, in this work, we assess the 
FEC portion of the vocoder and propose a better performing 
FEC scheme. The proposed 2/3 rate convolutional code with 
vocoder frame length reduction provides a 4.41 dB coding gain 
in the high signal-to-noise region compared to AMBE FEC 
while preserving audio quality. Since all works are conducted 
around the vocoder section, improvements can be easily 
implemented in existing digital communication systems and 
standards. 

Keywords- Digital mobile radio; forward error correction; 
perceptual evaluation of speech quality; punctured convolutional 
coding; speech codec;  vocoder. 

I.  INTRODUCTION 

From small sites to huge organizations, mobile 
communication systems have evolved from analog to digital 
in order to keep up with the fast pace of the modern world. 
Since digital radios provide better sound quality and 
extensive data services compared to their analog 
counterparts, they are commonly used in areas where people 
need wireless communication. There is a large number of 
digital radio systems, which are already available, such as 
Digital Private Mobile Radio (dPMR) [1], Digital Mobile 
Radio (DMR) [2]-[3], NXDN [4], APCO P25 [5], digital 
smart technologies for amateurs (D-Star) [6], etc. All digital 
radios incorporate at least one type of vocoder to provide 
voice services over digital communication channel. There is 
a vast number of speech coders currently available. 
Advanced Multi-Band Excitation Speech Codec (AMBE) 
[1]-[2] is one of them and it is used in many communication 
systems. AMBE half rate 3600 bps vocoder is used in the 
following digital radio systems: dPMR, DMR/MotoTRBO, 

APCO P25 and NXDN [1]-[6]. AMBE 3600 bps vocoder 
consists of 1150 bps Forward Error Correction (FEC) and 
2450 bps vocoder data.  

AMBE speech codec is a type of speech compression 
technique. It consists of encoder and decoder. It can encode 
samples of voice data to a compressed stream and can 
generate synthesized voice output bits from the compressed 
bit stream [7].  

In theory, digital radios outperform their analog 
counterparts in terms of voice quality. We do not always 
have ideal conditions and also we do not always have high 
Signal-to-Noise Ratio (SNR) value. Due to attenuation and 
distortions in the communication channel, the overall Bit 
Error Rate (BER) performance of the digital radio degrades 
hence lowers the voice quality. Even though every 49 data 
bits of vocoder are accompanied by 23 FEC bits, the AMBE 
vocoder FEC cannot perform well. For this reason, limited 
communication range and bad audio quality can happen in 
noisy environments. To enhance the voice quality without 
modifying digital communication standards and protocols, 
the AMBE vocoder FEC should be improved. AMBE 
vocoder is an independent system which is realized in an 
isolated integrated circuit (IC) or a software library.  

To improve the FEC performance of the AMBE vocoder, 
a better FEC can be employed. In [8], the authors show that 
replacing the AMBE forward error correction scheme with a 
combination of block code and 5/6 rate Punctured 
Convolutional Code (PCC) provides 3.35 dB additional gain 
in the high SNR region. But, we can further increase the 
coding gain using solely convolutional codes, hence 
increasing the audio quality and the communication range. 
Although Turbo codes provide more coding gain than 
convolutional codes, they are not suitable for short block size 
such as 49 bits [9] [10]. In addition, it is widely known that 
Low Density Parity Check codes work better when large 
block sizes are utilized [11]. Because we are dealing with a 
small block size, convolutional codes are selected in the 
proposed FEC scheme. In this work, we proposed and 
present an improved FEC which outperforms the AMBE 
standard and the FEC scheme proposed in [8]. 

In the following section, existing FEC schemes are 
described. In Section 3, the proposed FEC scheme is 
explained. In Section 4, the performance analysis is 
presented. In Section 5, the results of the paper and the 
conclusion are explained. In the last section, the future work 
is given. 
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II.  EXISTING FEC SCHEMES 

AMBE 3600 bps vocoder is a very low-rate speech coder 
used for voice transmission. Due to the high compression 
ratio every bit of information in the compressed speech data 
stream has low or high importance, but not zero. Compressed 
audio is more vulnerable to bit errors compared to the 
sampled audio. Depending on which parameter bits are 
exposed to bit error, they either distort or impair the 
synthesized voice. So, vocoder frames must be protected 
very well to prevent audio loss in those digital radios using 
speech codecs like AMBE 3600 bps half rate speech coder.  

FEC is a largely researched and advanced technique to 
detect and correct errors in data frames. Different error 
correction codes can recover different number of bits. If the 
data is received with a greater number of errors than that the 
employed FEC can recover, the decoder cannot reconstruct 
the received data correctly. In those conditions, catastrophic 
errors occur while reconstructing data frames. In an 
environment where BER is very low, the AMBE vocoder 
performs well and provides good voice quality at 3600 bps 
[7]. However, when the BER values are very high, the 
AMBE vocoder cannot correct the received vocoder frame 
errors, hence cannot reconstruct the audio. To make the 
AMBE vocoder more noise resistant, a better FEC scheme 
should be implemented. 

One of the most commonly used vocoders, the half rate 
AMBE 3600 bps speech coder, is composed of 2450 bps 
voice and 1150 bps FEC data. By standard, AMBE coded 
voice is sent in 20 ms voice packets. Each voice frame is 
composed of 49 voice data bits and 23 FEC bits. The FEC 
used in the AMBE 3600 bps vocoder incorporates one 
extended Golay (24,12) code and one Golay (23,12) code. 
There is also data dependent scrambler and modulation key 
parameter involved in the FEC scheme. Standard FEC 
implementation is employed to protect the most sensitive 24 
bits while the remaining bits are left unprotected [5]. Block 
diagrams of the AMBE 3600 bps FEC encoder and decoder 
are given in Figure 1 and Figure 2, respectively. 

 

 
 

Figure 1. 3600 bps AMBE's vocoder FEC encoder scheme 
 

 
 

Figure 2. 3600 bps AMBE`s vocoder FEC decoder scheme. 
 

As seen in Figure 1 and Figure 2, AMBE FEC scheme 
uses modulation key and data dependent scrambler derived 
from the first Golay code while encoding or decoding the 
second Golay code. If an irrecoverable error occurs in the 
first Golay code, the modulation key and the descrambler 
sequence cannot be calculated correctly. Wrong modulation 
key and descrambling sequence create more errors and 
escalade the overall erroneous bit count. Due to the high 
number of bit errors, irrecoverable frames cannot be decoded 
and discarded. Hence, the voice quality falls catastrophically 
and the received speech cannot be synthesized at all due to 
high BER. This chain reaction becomes self-inflicted 
destruction for the vocoder frames. In such situations, the 
AMBE vocoder offers comforting silence or frame repetition 
in the place of irrecoverable frames.  

By standard, AMBE 3600 bps speech coder does not 
protect the whole voice frame from errors. Although less 
error sensitive or less significant vocoder parameter bits have 
less impact on synthesized voice quality, their effect is non-
zero. All the bits in compressed speech have either a major 
or a minor effect on the overall synthesized voice quality. 
For a communication channel where the BER value is lower 
than Pb=10-5, there is no noticeable change in voice quality 
and intelligibility. In contrast, when the BER value is higher 
than Pb=10-5, the synthesized voice quality degrades and 
impairs intelligibility. 

In order to improve the voice quality of the AMBE 3600 
bps vocoder by making the vocoder more immune to errors, 
vocoder frames should have better protection than what 
AMBE provides. To enhance FEC performance, Golay 
(23,12) code along with 5/6 rate convolution code FEC 
scheme was implemented in the AMBE 3600 bps vocoder 
[8]. Hybrid FEC encoder and decoder block diagrams of the 
referenced work are given in Figure 3 and Figure 4, 
respectively. 
 

 
 

Figure 3. Hybrid FEC encoder block diagram for vocoder in [8]. 
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Figure 4. Hybrid FEC decoder block diagram for vocoder in [8]. 
 

In the given work, Golay (23,12) code adds additional 
11 bits to 49 bits and makes 60 bits of data. After 5/6 rate 
convolutional code is applied, the frame becomes 72 bits. 
The referenced work incorporates block and convolutional 
codes in sequence to avoid making any modification to the 
AMBE vocoder frame while improving the FEC 
performance and synthesized audio quality.  

III.  PROPOSED FEC SCHEME 

For further improvement on the AMBE FEC 
performance, instead of using solely block codes or using 
block and convolutional codes in sequence, utilizing purely 
convolutional code yields increased coding gain. To utilize a 
better convolutional code than in [8], the number of FEC bits 
in vocoder frame should be increased by 1 bit. As given 
above, the AMBE standard produces 23 FEC bits for every 
49 vocoder data bits. In digital radio systems where vocoders 
and compressed data are used extensively, bit stealing is 
common practice to reduce data length to optimize the FEC 
or transmitted data rate [13] [14]. In order to steal 1 bit from 
vocoder voice frame data, more than 100 hours (over 19 
million voice frames) of AMBE 3600 bps coded records 
have been analyzed in terms of individual bit probabilities in 
the vocoder voice frame. Bit probabilities in vocoder voice 
frame are given in Figure 5. 

 
Figure 5. Bit probabilities in vocoder voice frame (calculated using 100 
hours, over 19 million voice frames of AMBE 3600 bps record). 

 
As seen in Figure 5, 37th bit in voice frame is zero with a 

82.104% probability. Additionally, 37th bit is one of the less 

sensitive bits in AMBE 3600 bps voice frame and represents 
the least significant bit of 5-bit gain value [7]. Having said 
that, we decided to discard the 37th bit in vocoder frames 
prior to encoding, and add 37th bit back to the frame with 
zero value after decoding. After bit stealing was taken into 
account, a vast number of vocoder voice frames were 
processed and their voice quality was assessed by using the 
perceptual evaluation of speech quality (PESQ) method. 
PESQ is an objective method for speech quality assessment 
of narrow-band telephone networks and speech codecs 
developed by the International Telecommunication Union 
(ITU) [15] [16]. Results of the PESQ tests showed that the 
stolen bit has very low impact on voice quality and 
intelligibility hence, its effect is negligible. PESQ test results 
for randomly selected synthesized speech files are shown in 
Table 1. 

TABLE 1. MEAN OPINION SCORES OF RANDOMLY SELECTED AND 

SYNTHESIZED SPEECH FILES AFTER PROPOSED BIT STEALING PROCEDURE 

APPLIED 
 

 Raw MOS MOS LQO 
File 1 4.392 4.480 
File 2 4.416 4.496 
File 3 4.434 4.508 
File 4 4.353 4.453 
File 5 4.419 4.498 

 
After bit stealing, 48 bit long vocoder voice frame 

became suitable for 2/3 rate PCC. The proposed PCC can 
obtain a 1/2 rate convolutional code with constraint length 
12 and the generator polynomial [6765 4627] [17]. The 
block diagrams of the proposed FEC encoder and decoder 
are given in Figure 6 and Figure 7, respectively. 

 
Figure 6. Block diagram of proposed 2/3 convolutional FEC encoder for 
vocoder. 
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Figure 7. Block diagram of proposed 2/3 convolutional FEC decoder for 
vocoder. 

IV.  PERFORMANCE ANALYSIS 

The bit error probabilities of the proposed FEC scheme 
are evaluated for four-level frequency-shift keying (4-FSK) 
modulation by Monte Carlo simulations. In the simulations, 
additive white Gaussian noise (AWGN) channel is 
employed. For comparison, the BER curves of uncoded 4-
FSK, AMBE standard, Golay codes, hybrid Golay and 5/6 
rate PCC FEC and the proposed 2/3 rate PCC FEC are also 
included in Figure 8.  

 
Figure 8. BER performance of uncoded, AMBE FEC, Golay (23,12) codes 
(AMBE FEC without scrambler), hybrid Golay (23,12) and 5/6 rate PCC 
and proposed 2/3 rate PCC. 

 
Compared to uncoded 4-FSK, the AMBE FEC scheme 

provides an Eb/N0 advantage of approximately 0.31 dB for a 
BER value of Pb=10-5. The hybrid Golay and 5/6 rate PCC 
FEC scheme [8] provides an Eb/N0 advantage of 
approximately 3.35 dB with respect to the AMBE FEC 
scheme. Relative to the hybrid Golay and 5/6 rate PCC FEC 
scheme, the proposed 2/3 rate punctured convolutional code 
FEC scheme provides an Eb/N0 advantage of approximately 
1.06 dB. Moreover, 2/3 rate punctured convolutional code 
FEC achieves 4.41 dB coding gain with respect to the 
AMBE FEC. Also, it can be clearly seen that the Golay code 
without data dependent scrambler (cyan curve), which is 
performance of Golay (24,12) and Golay (23,12) codes in 
sequence, is better than the AMBE FEC due to the high 

number of bit errors caused by the scrambler in low Eb/N0 
values. 

V. CONCLUSION 

For any of the digital radio systems listed in the 
introduction section, the received vocoder frames are 
conveyed to DVSI’s AMBE 3000 vocoder IC or vocoder 
software library within the radio central processing unit or 
digital signal processing without any interpretation or 
processing. Since voice frames are protected only by 
vocoder FEC, it is easy to change vocoder FEC to obtain 
more coding gain without modifying the air interface 
protocols used in radios. In this work, bit stealing enabled us 
to use 2/3 rate PCC inside the AMBE 3600 bps vocoder 
while preserving audio quality, as shown in the PESQ test 
results. Audio quality measurements are given in terms of 
mean opinion score and obtained using PESQ method. With 
the help of 2/3 rate PCC, we obtained 1.51 dB and 4.41 dB 
coding gain compared to the study in [8] and AMBE 3600 
bps FEC respectively. Increased coding gain provides 
increased voice quality and procures higher communication 
link quality in noisy environments. Increased coding gain 
may also help to extend battery consumption in battery 
powered radio. By utilizing the proposed FEC, we need less 
transmission power to achieve the same performance and 
communication range than that available with the present 
FEC. 

VI.  FUTURE WORK 

For further improvement on AMBE FEC performance, 
unequal error protection techniques can be utilized to obtain 
more coding gain or increased voice quality. For future 
work, unequal error protection schemes will be evaluated 
and applied in order to enhance voice quality or coding gain. 
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Abstract—Wireless Sensor Networks (WSNs) have become an
area of great interest due to their usage in a wide range of
applications. A preliminary study concerning the viability of a
WSN introduced in the environment is recommended, considering
that this type of network is applied with several variables that
influence the operation of the network. Those variables directly
affect the network performance metrics such as the Received
Signal Strength Indicator (RSSI). The present paper provides a
study about the application of a WSN on a specific environment
to practice sports, in which the RSSI metric was used to study the
link quality. The study uses several power prediction models, and
the results were compared with real measurements in order to
identify the best prediction model in this particular environment.

Keywords–Wireless Sensor; RSSI; Sports environment; Real
measurements.

I. INTRODUCTION

Wireless Sensor Networks (WSNs) have became a very
interesting research topic in the last few years. The recent ad-
vances in microelectromechanical systems technologies, wire-
less communications, and digital electronics have enabled the
development of low-cost sensor nodes, that are capable of
communicating with each other over short distances. Small
nodes consist of a few components: a radio part for spreading
data, a sensor part for sensing environment phenomena, a
processing unit and a power supply. The potential application
of wireless technologies has also been recognized by the
Institute of Electrical and Electronics Engineers (IEEE), which
set up a standardization group 802.15.4 for designing a new
physical layer for low-data rate communications combined
with positioning capabilities [1].

WSNs came into the spotlight during the past years due
to the advances in wireless communications, such as new
information technologies and electronic attributes developed
for those technologies [2]. It is even possible to affirm that
WSNs are a quite promising technology of this generation
since they have a great utility because of their implementation
in industrial control systems. Other advantages to be mentioned
are their low cost and multi-functional sensors that perform
surveillance functions and day-to-day activities control.

It is because of their versatility that WSNs have generated
increasing interest in the past few years [3]. In the last two

decades, surveys indicate that the wireless systems will be
capable of extending even more the application fields. There
are applications such as in health care, home automation
and automation in general. A relevant topic observed while
researching wireless systems, was the characterization of how
the radio signals range varies according to indoor and outdoor
environments because of the conditions on some ambient
factors, that can immediately make a transmission harder to
be done, due to interferences [4].

The main goal of this research is to perform a study in
addition to the works presented by [5] and [6], in which the
authors conducted a performance analysis of ZigBee devices
in each environment. This work uses the same space so that,
from the results presented in [5] and [6] the performances
can be compared with power prediction models, and, thus,
estimate the accuracy of the proposed model. This application
has importance because of the existence of different places,
such as for sporting events, which makes necessary the use
of resources to provide improvements, such as water, in
environments where this type of WSN is widely used.

This paper is organized as follows: Section II shows fun-
damental concepts in ZigBee and RSSI. Section III shows the
related works and Section IV shows the importance of power
prediction in networks. In Section V the mechanisms of Radio
Frequency (RF) Propagation are shown. Section VI shows
the Propagation Models used in this paper. In Section VII
the Statistical Methods used to analyze the measurements are
explored. Section VIII shows the Methodology of Experiments
and finally, Section IX shows the results and conclusion about
this work.

II. ZIGBEE TECHNOLOGY AND RSSI
The ZigBee technology is an option to supply a space in

WSN’s network architecture. This technology has advantages
compared of other communications protocols, such as Wi-Fi
[7] and Bluetooth [8]. ZigBee technology has a protocol which
supports mesh, star and tree networks, creating more than one
path possible between transmitter and receiver.

Thus, an information packet that can not be transmitted
through one path can find another path that may deliver it.
This works in a similar way with the routing table which is
created by a router, making possible the delivery of a packet.
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ZigBee operates in three frequency bands: 868 MHz in
Europe, 915 MHz in the USA and 2.4 GHz in the rest of the
world. It bases on IEEE’s 802.15.4 protocol to implement the
Physical (PHY) and Media Access Control (MAC) layers from
the OSI model. Other layers are defined by ZigBee Alliance
[9]. In many applications, and in the ZigBee Technology the
performance is measured by the RSSI metric.

Received Signal Strength Indicator (RSSI) is used as
a measurement system to estimate the transmission quality
between two nodes based on their relative distance. RSSI is
implemented under IEEE 802.11 Standard [10]. This method
uses relative distance to estimate the transmitted signal quality
by comparing the received signal with probability distributions
and location measurements based on the statistic analysis
method [11]. On RSSI, its importance is due to the severity
of fading effects on wireless communications, causing their
existence to directly affect the performance of wireless com-
munications systems [6], [12], [13], [14]. Most 802.11 radio
modules support RSSI, which means it is possible to calculate
received power to each received packet. The power or energy
of a signal travelling between two nodes is a signal parameter
that contains information related to the distance between those
nodes. This parameter can be used together with path-loss and
shadowing model for distance estimation [1].

III. RELATED WORKS

Various papers have been published with the purpose of
investigating the effects on the propagation of radio signals
in the ZigBee devices. Jafer et al. [15] have investigated
the effects caused by external factors on the RF signals.
Specifically, they have analysed the RF activity outdoors for 24
hours in order to investigate the influence of time on the RSSI
measurements and therefore to estimate the difference between
day and night measurements. The effects of the communication
were aleatory and erratic because people might have been
passing through the area. The effects of internal factors on
RSSI measurements have also been analyzed, such as the
effect of polarization antenna between the transmitter and the
receiver [16], or the effect of the conception of hardware
devices [17]. Pellegrini et al. [18] perform a RF propagation
analysis using collected RSSI values.

IV. IMPORTANCE OF PROPAGATION PREDICTION

Before implementing the designs and confirming the plan-
ning of wireless communication systems, accurate propagation
characteristics of the environment should be noted. Propa-
gation prediction usually provides two types of parameters
corresponding to the large-scale path loss and small-scale
fading statistics. The path loss information is vital to determine
the coverage of a base-station (BS) placement and also in
optimizing it. The small-scale parameters usually provide
statistical information on local field variations and this, in turn,
leads to the calculation of important parameters that helps im-
prove receiver (Rx) designs and combat the multipath fading.
Without propagation predictions, these parameter estimations
can only be obtained by field measurements which are time
consuming and expensive [19].

V. RADIO FREQUENCY PROPAGATION

With the increasing capacity of mobile communications,
the size of a cell is becoming continuously smaller: from

macrocell to microcell, and then to picocell. The service for
environments includes both outdoor and indoor areas.

When propagation is considered in an outdoor environ-
ment, three different areas catch our attention: urban, suburban,
and rural areas. In those cases, the terrain profile of the
particular area needs to be considered. The terrain profile may
vary from a simple, curved Earth to a highly mountainous
region. The presence of trees, buildings, moving cars, and other
obstacles must also be taken into account. The direct path,
reflections from the ground and buildings, and diffraction from
the comers and buildings’ rooftops are the main contributors
to the total field generated at a receiver, due to radio-wave
propagation.

Reflection, diffraction, and scattering are the three basic
propagation mechanisms that impact propagation in mobile
communication systems [20] which will be briefly explained
below.

A. Reflection
Reflection occurs when a propagating electromagnetic

wave impinges upon an object that has very large dimensions
compared to the wavelength of the propagating wave. It occurs
from the surface of the ground, from walls, and from furniture.
And when it does, the wave may also be partially refracted.

Figure 1. Reflection.

The coefficients of reflection and refraction are functions of the
material properties of the medium, and generally depend on the
wave polarization, the angle of incidence, and the frequency
of the propagating wave [20]. These effects are shown in Fig.
1.

B. Diffraction
Diffraction occurs when the radio path between the trans-

mitter and receiver is obstructed by a surface that has sharp
edges, (Fig. 2).

Figure 2. Diffraction.

The waves produced by the obstructing surface are present
throughout space and even behind the obstacle, giving rise to

41Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-562-3

AICT 2017 : The Thirteenth Advanced International Conference on Telecommunications

                           51 / 111



the bending of waves around the obstacle, even when a line
of sight (LOS) path does not exist between the transmitter
and receiver. At high frequencies, diffraction - like reflection
- depends on the geometry of the object, as well as on the
amplitude, phase, and polarization of the incident wave at the
point of diffraction [20]. These effects are shown in Fig. 2.

C. Scattering
Scattering occurs when the medium through which the

wave propagates, consists in objects with dimensions that
are small compared to the wavelength, and also where the
volume number of obstacles per unit is large. Scattered waves
are produced by rough surfaces, small objects, or by other
irregularities in the channel.

Figure 3. Scattering.

In practice, foliage, street signs, lampposts, and
stairs within buildings can induce scattering in mobile-
communication systems. A sound recognition on the physical
details of the objects can be used to accurately predict the
scattered signal strength [20]. These effects are shown in Fig.
3.

VI. PROPAGATION MODELS

Propagation models are fundamental tools for designing
and deploying any wireless communication system including
WSNs. The models are closely related to the system work-
ing environment and characteristics. In general, propagation
models are methods and algorithms used to predict the signal
strength level along with the description of the signal level
variability. Its main purpose is to predict the distortion and
attenuation of the RF signal that will reach the receiver [21].

Currently there are many mathematical models with the
purpose of predicting the average strength of the wireless sig-
nal transmission between two network devices. These models
are useful in estimating the radio area of coverage of a trans-
mitter and they are called propagation models, featuring the
signal strength when there is a separation between transmitter
and receiver. The PLdB represents the losses of the model, d
represents the distance, f represents the frequency, and the λ
is a wavelength and all losses from these models are given in
dBm.

A. Free Space Model
This model determines the power at the receiver in meters

of transmitting power, the gain of the antennas and the distance
between sender and receiver. They are not contemplated in
the model losses that may occur, due to the propagation
environment and the coverage area of an antenna that could be
irregular. The satellite communication, as there is line of sight
between transmitter and receiver, can be used as propagation

model. The attenuation (path loss) for the Free Space model
is defined by equation (1).

PLdB = −10 ∗ log(
Gt ∗Gr ∗ λ2

(4 ∗Π)2 ∗ d2
) (1)

Where Gt and Gr represents the transmitter gain and
receiver gain.

B. Log-Distance Model

Defined in [22] and [23], Log-Distance model considers
that the average received power decreases logarithmically with
distance from the transmitter. This model is characterized by
the (2) equation.

PLdB = PL(d0) + 10 ∗ n ∗ log(
d

d0
) (2)

Table I shows the values for the coefficients (n).

TABLE I. N EXPONENTS.

Environment Path loss exponent (n)
Free space 2
Urban area 2.7 to 3.5

Shadowed urban 3 to 5
Obstructed in building 4 to 6

C. Shadowing Adapted Model

Adapted models are implemented from the classic models
by adjusting (adaptation) their coefficients relation to field
measurement by the minimum mean square error technique.
The main advantage of this approach is the fact that it ”encap-
sulates” some model input parameters, thus avoiding problems
related to bad dimensioning, which can lead to considerable
errors of prediction. It is defined in [24] by equation (3).

PLdB = −10 ∗ β ∗ log(d) + 9 (3)

Where β is a path loss exponent of the environment.

D. Tewari, Swarup and Roy Model

This model is defined in [25]. This model was developed
based on measurements performed in the forest of India, which
resembles in some attributes, the Amazon rainforest [25], and
it is defined by equation (4).

PLdB = 88 + 20 ∗ log(fMHz) + 40 ∗ log(dKm)−
20 ∗ log[Ht(m) ∗Hr(m)] + Lf (dB)

(4)

Where Ht represents transmitter height, Hr represents
receiver height and Lf represents environmental losses defined
in [25].
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E. Weissberger Model
For empirical models, it was found that the model develo-

ped by Weissberger estimate the excess of attenuation pro-
duced by vegetation, which is a model of interest when
providing for the existence of foliage, and to make prediction
for small stretches [26]. The loss model is given by equations
(5) and (6).

Case d ≤ 14m:

PLdB = 0.45 ∗ f0.284 ∗ d (5)

Case 14m ≤ d ≤ 400m:

PLdB = 0.45 ∗ f0.284 ∗ d0.588 (6)

Where d represents distance and f represents frequency.

F. ITU-R Model
The International Telecommunication Union Recommenda-

tions (ITU-R) Model, defined in [27], is given by equation (7).

PLdB = 0.2 ∗ f0.3 ∗ d0.6 (7)

G. COST 235 Model
Defined by [28], this model is given by equations (8) and

(9).

PLdB = 15.6 ∗ f−0.009 ∗ d0.26 −With leaf (8)

PLdB = 15.6 ∗ f−0.2 ∗ d0.5 −Without leaf (9)

H. RIM Model
RIM (Radio Irregularity Model) is a model developed

purposefully for wireless sensor networks. In isotropic models
of radio coverage, the received power is obtained by equation
(10).

Pr = Pt − PL+ F (10)

Where Pr represents received power, Pt represents trans-
mitted power, PL represents the path losses and F represents
component of fading. This model is defined by [29] and as the
literature already mentions, the radio coverage is not a perfect
circle in real environments [23], neither it resembles a circle.
The RIM model is based on this irregularity. To symbolize the
irregularity of the radio coverage model, the parameter DOI
(Degree of Irregularity), was introduced in the RIM model.
Fig. 4 shows this irregularity of behavior in the propagation.

It is possible to observe that the bigger by the image
irregularity of the radio coverage is, the higher the DOI value
parameter. The description of the DOI calculation irregularity
is given by equation (11).

PR = PE − (PLDOI ∗Ki) + F, (11)

where:

• PLDOI = Path Loss with DOI adjustment;
• F = Component of fading.

• Ki = Coefficient representing the difference in losses
path loss in different directions, where Ki =
1, case(i = 0), i.e., the angle being the angle 0 is
analyzed, in reference to line of sight;

• i = Coefficient of i-nth degree.

Figure 4. Irregularity coefficient in the radio coverage.

VII. USED STATISTICAL METHODS

The results obtained have undergone a process of statistical
analysis for validating data. Such reliability is based on the
methods that follow.

A. Mean Square Error (MSE)

In practical terms, the Mean Square Error (MSE) equals the
sum of the variance and tendentiousness square estimator. An
estimator is used to deduce the value of an unknown parameter
in the statistical model. The estimating of MSE is expressed
by (12).

MSE =

∑n
t=1 e

2
t

n
, (12)

where:

• et: error caused by the difference between sample and
predicted value;

• n: number of periods.

B. Mean Absolute Percentage Error (MAPE)

The average absolute percentage error calculation estimates
how exact is the actual value with the estimated one, in
percentage. Such a connection is expressed by (13).

MAPE =

∑n
t=1

∣∣∣ (At−Pt)
At

∗ 100
∣∣∣

n
, (13)

where:

• At: real value in t period;

• Pt: prediction in t period.
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VIII. METHODOLOGY OF EXPERIMENTS

The methodology adopted during the assembly from a
RSSI measurer and subsequent measurements with it were
made under the following step’s schedule.

• First Step: The used device had a direct-access
terminal on a specific pin to read the RSSI. A PWM
(Pulse Width Modulation) modulated signal was read
in the pin. This signal was treated as an analogical
output but it is, as a matter of fact, a digital output
that generates an alternating signal (low and high
digital levels), where the data is codified in how long
the pin’s output stands on a digital level.

• Second Step: Compatibility tests were performed
between the used Arduino Uno R3 platform and the
XBee modules and basic trigger circuits with the
modules, in order to verify whether there was correct
communication maintenance between the devices. At
this stage, the prototypes were assembled in assembly
boards. Other electronic components were also added
to the project, such as a 16× 2 LCD (Liquid Crystal
Display) display for showing the reading values, and
components responsible for maintaining and feeding
the display, among other devices.

• Third Step: At this stage, the source-code executed
by the prototype was written. The source-code devel-
opment used an open-source programming framework
for microcontrollers, called Wiring, that includes sev-
eral on-the-box applications allowing an easy devel-
opment of various input-output operations. That is one
of the reasons whereby it is the standard development
language for Arduino projects. The analogical pin (the
one who provides the RSSI value) was read through
the pulseInt() function, made for occasions like this
one. This function reads a high or low pulse on the
pin and then returns to its duration in milliseconds.
Thus, it measures the PWM pulses length.

Figure 5. Receiving device standing on the ground, during first measurement.

The code executed by the micro-controller responsible
for the reading function can be found in the following
code, and Fig. 5 shows the prototype.

int dur = pulseInt (A1,LOW,200);
float val = analogRead(A1);

int rssi=(dur+50)*(-1);

• Fourth Step: The measurements were made on an out-
door sports field, Fig. 6. The transmitter was fixed and
the receiver was taken to increasingly longer distances
from the transmitter. Two tests were made: on the first,
both devices were on ground level. Starting with one
meter distance, the transmitter’s signal strength on the
receiver was measured. The distance was increased up
to the point where there was no connection. This test
was performed on a sunny day, in the afternoon, with
low wind, temperatures between 28 and 31 Celsius
degrees, and air humidity at 65%.

Figure 6. Place of measurements.

• Fifth Step: At this stage we did the analyzes of
samples collected from the comparison variables of
the models used and the real measurements.

IX. RESULTS AND CONCLUSIONS

From the conclusion of the data analysis, which was the
last stage of the work methodology, we obtained satisfactory
results that were expected for the work proposed. Fig. 7 shows
the curve obtained from the real RSSI values versus power
prediction curves for each propagation model.

The calculations of Mean Square Error (MSE) and Mean
Absolute Percentual Error (MAPE) were used as statistical
methods to measure the approximation of the actual measure-
ment with the proposed models. The results are described in
Table II.

TABLE II. TABLE OF RESULTS.

Model MSE MAPE
Log-Distance n =2 218.810050 17.019827
Log-Distance n=3 399.298599 24.947916
Log-Distance n=4 1319.050187 45.931788

Log-Distance Shadowing 67.151034 9.985123
Free Space (Friis) 184.344305 19.477650

RIM-DOI 252.340084 16.715468
Weissberger d<14 44.966762 6.869068
Weissberger d>14 395.457018 22.606341

Tewari, Swarup e Roy 1855.379165 57.330225
ITU-R 635.934654 30.098993

COST 235 With leaf 144.596843 5.358066
COST 235 Without leaf 550.381070 27.301250

The deployment of a WSN in sports environment requires
the study of signal propagation in order to find the best way of
positioning sensor nodes, and the power of prediction of RSSI
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values is very important to building this network. This work
contributes to the deployment of WSNs in the region of the
Campina Grande - Paraı́ba in order to optimize the usage of
resources, such as water and electricity, considering that those
sports environments require a lot of water.

Figure 7. Used Models and Real RSSI Values.

From the analysis of the propagation models to power
prediction, we conclude that the Weissberger Model d < 14
and COST 235 with leaf are the best way to model the
power prediction in that area, but other models also had good
results. The major contribution to the research was the use of
a technology, such as ZigBee, applied to the monitoring of
sports practicing areas. That was the main objective of this
research, which was effectively reached.

The requirement of the experiments stands in the verifica-
tion of the viability of applying ZigBee in that specific type of
environment, since to our knowledge, was not done in literature
so far. In addition, it was possible to perform an experiment
to test the effectiveness of an external RSSI meter, which can
be used visually and externally.

For this work, we chose to study only the transmission
range of the sensors in sports environments. In future work, we
intend to study the impact of climate on those measurements,
arranging the schedules for data collection on different days
with different climate and temperatures.
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de sensores sem fios,” PHD Thesis, U. Madeira, Madeira University
publisher, Portugal, vol. 1, no. 1, 2010.

[27] R. ITU-R, “P. 1238-7,” Propagation data and prediction methods for the
planning of indoor radio communication systems and radio local area
networks in the frequency range, vol. 900, 2012.

[28] A. Nordbotten, “Cost 235: Radiowave propagation effects on next
generation fixed-services telecommunication systems,” Telektronikk,
vol. 92, 1996, pp. 128–130.

[29] G. Zhou, T. He, S. Krishnamurthy, and J. A. Stankovic, “Models and
solutions for radio irregularity in wireless sensor networks,” ACM
Transactions on Sensor Networks (TOSN), vol. 2, no. 2, 2006, pp. 221–
262.

46Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-562-3

AICT 2017 : The Thirteenth Advanced International Conference on Telecommunications

                           56 / 111



A Proposal for a New OFDM Wireless System
using a CAZAC Equalization Scheme

Ryota Ishioka, Tomotaka Kimura and Masahiro Muraguchi

Faculty of Engineering, Tokyo University of Science, Tokyo, Japan
Email: 4316609@ed.tus.ac.jp, {kimura, murag }@ee.kagu.tus.ac.jp

Abstract—It is well known that one of the most serious draw-
backs of the orthogonal frequency division multiplexing (OFDM)
scheme in wireless applications is its high peak-to-average power
ratio (PAPR), which decreases the efficiency of power amplifiers
(PAs) and increases transmitter power consumption. We propose
a constant amplitude zero auto-correlation (CAZAC) equalization
scheme, which is a robust way of overcoming the PAPR problems
with the OFDM scheme. The CAZAC equalization scheme makes
the PAPR of multilevel quadrature amplitude modulation (M-
QAM) OFDM signals into the PAPR of M-QAM single-carrier
signals. This paper proposes a new wireless system that introduces
the CAZAC equalization scheme. CAZAC improves the estimated
power-added efficiency of the PAs for a 16-QAM OFDM system
with 52 subcarriers from 10 to 30% because it reduces the
PAPR of 5 dB while the system imposes no penalties on the bit
error rate (BER). The paper also provides theoretical analysis
of CAZAC equalization and information on spectral control and
the efficiency of BER under fading environments.

Keywords–OFDM; CAZAC sequence; Zadoff-Chu sequence;
PAPR reduction.

I. I NTRODUCTION

Orthogonal frequency division multiplex (OFDM) systems
that attain high speeds and high capacity have recently been
attracting attention in wireless applications, e.g., wireless
local area networks (WLANs), third generation partnership
project long-term evolution (3GPP LTE), and the digital video
broadcasting-terrestrial (DVB-T) standard [1] [2].

However, the main drawback of OFDM is its high Peak-to-
Average Power Ratio (PAPR), which decreases the efficiency
of the power amplifiers (PAs) and increases transmitter power
consumption [3] [4]. Therefore, a number of techniques have
been proposed to reduce the PAPR [3]. Well-known techniques
are clipping-and-filtering, partial transmit sequence (PTS), and
selected mapping (SLM). Clipping-and-filtering limits the peak
amplitude of the transmission signal. However, non-linear dis-
tortion causes BER to degrade. PTS partitions input data into
disjoint sub-blocks. Moreover, each sub-block are weighted by
a phase factor.

This technique chooses the phase factor to minimize the
PAPR of combined signals. SLM generates multiple candidate
data blocks. All data blocks represent the same information.
Although PTS and SLM can be expected to create a certain
reduction in PAPR, both techniques need side information in
the receiver, which decreases spectral efficiency. The most
practical solution to improving PAPR is to introduce single
carrier frequency division multiplexing access (SC-FDMA).
The 3GPP LTE system adopts SC-FDMA for uplink multiple
access systems [2] [5]. However, SC-FDMA has not been

considered to be suitable for next-generation high-speed com-
munications.

A new PAPR reduction technique with constant ampli-
tude zero auto-correlation (CAZAC) equalization was recently
proposed [6] [7]. This technique multiplies frequency domain
OFDM symbols and CAZAC sequences to reduce the PAPR of
OFDM signals. However, this technique needs to use all sub-
carriers in the frequency domain, which violates the spectrum
mask defined by the IEEE 802.11 a/g standard. Since this is not
an easy problem to solve, CAZAC equalization was used for
visible light communications that did not need to take spectral
management into consideration.

This paper proposes a new wireless communication system
with the Zadoff-Chu sequence scheme, which is one of the
most well known CAZAC schemes. The M-QAM OFDM
signal acts as if it were an M-QAM single-carrier signal in the
system by introducing the Zadoff-Chu sequence scheme as the
CAZAC scheme. Therefore, CAZAC improves the estimated
power-added efficiency of PAs from 10 to 30% for a 16-
QAM OFDM system with 52 subcarriers because it reduces
the PAPR of 5 dB while the system imposes no penalties on
BER. This paper also provides a theoretical analysis of Zadoff-
Chu sequence equalization and information on spectral control
and BER under fading environments.

This paper is organized as follows. Section II analyze
the CAZAC-OFDM system and consider applying CAZAC-
OFDM to wireless communication. Section III presents the
effect of CAZAC-OFDM in wireless communication. Finally,
conclusions are drawn in Section IV.

II. PROPOSED SYSTEM

A. OFDM system

The frequency domain symbol,X = [X0, X1, ..., XN−1]
T

in OFDM systems is modulated byN -size Inverse Fast Fourier
Transform (IFFT), which converts the frequency domain to
the time domain. The discrete-time OFDM signal withN
subcarriers is represented as

xn =
N−1∑
k=0

Xke
j2πkn/N , (1)

wherej =
√
−1 andn are the discrete time indices. However,

receiver acquires frequency domain symbolY by applying
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FFT to received signaly.

Yk =
1

N

N−1∑
n=0

yne
−j2πkn/N

=
1

N

N−1∑
n=0

{
xn + σ2

}
e−j2πkn/N , (2)

whereσ2 is noise power.
The PAPR of the OFDM signal (1) can be expressed as:

PAPR=
max |xn|2

E[|xn|2]
, (3)

whereE[·] is the expectation operator. PAPR is an index that
represents the amplitude fluctuation of the OFDM signal for
each frame. We can see from Eq. (2) that the OFDM signal is
composed of a plurality of subcarrier signals, which causes
an increase in amplitude fluctuations. A high PAPR signal
requires the power amplifier to operate at a large input-back-off
(IBO) due to the corresponding value of the PAPR to amplify
the transmission signal without distortion. Increasing the IBO
generally greatly decreases the efficiency of PA.

B. CAZAC-OFDM

CAZAC sequences involve constant amplitude and provide
excellent cross-correlation properties. Therefore, CAZAC se-
quences are used in wireless communication systems such as
channel estimation and time synchronization. The Zadoff-Chu
sequence is one of these CAZAC sequences. The Zadoff-Chu
sequence,{ck}, is represented as:

ck =

{
ejπk

2/L (L is even)
ejπk(k+1)/L (L is odd)

, (4)

where L is the length of the CAZAC sequence andk =
0,1,...,N2 − 1 denotes the sequence index. CAZAC sequences
are generated by cyclic shift of the original CAZAC sequence.
The periodic cross-correlation function,ρ, is defined as:

ρ(m) =
L−1∑
n=1

cnc
∗
(c−m) mod L

=

{
L (m = 0)
0 (m ̸= 0)

, (5)

wherem represents integer variable. In this paper, we choose
L = N2 in this paper, where CAZACN×N precoding matrix
M is represented as:

M =


c0 c1 · · · cN−1

cN cN+1 · · · c2N−1

...
...

. . .
...

c(N−1)N c(N−1)N+1 · · · cN2−1

 . (6)

Frequency domain symbolX′ = [X ′
0, X

′
1, ..., X

′
N−1] in

CAZAC-OFDM is represented as:

X′ = MX. (7)

Therefore, the CAZAC-OFDM time signal is represented
as:

x′
n =

N−1∑
k=0

X ′
ke

j2πkn/N . (8)
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Figure 1. Proposed CAZAC-OFDM system

All sub-carriers in a CAZAC-OFDM system include data
symbols. This system cannot include null sub-carriers. There-
fore, the spectrum of the proposed system does not satisfy the
spectrum mask.

The Zadoff-Chu sequences in Eq. (5) have periodic cross-
correlation performance. Therefore the original frequency do-
main symbol,X, can be demodulated by using complex
conjugateMH .

MMHX = NX. (9)

Figure 1 shows the configuration for a transmitter and
receiver in the CAZAC-OFDM system, which applies CAZAC
precoding matrixM to the mapping data after serial-parallel
conversion.

C. Analysis of CAZAC OFDM

We clarify why the PAPR of CAZAC-OFDM was the
same as the PAPR of mapped data signals such as 16 QAM.
Frequency domain symbolX ′ is represented as:

X′ = MTX

=


c0X0 + c1X1 + · · ·+ cN−1XN−1

cNX0 + cN+1X1 + · · ·+ c2N−1XN−1

...
c(N−1)NX0 + · · ·+ cN2−1XN−1

 .(10)

We assumed thatL = N2 was even in the following since the
OFDM system uses FFT, which rapidly computes the discrete
Fourier transform (DFT) with input data having a length with
a power of two. Therefore, we propose that baseband OFDM
signalxn can be represented as:
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Figure 2. Constellation diagram in time signal which is equalized by
CAZAC sequence

xn =
N−1∑
k=0

{
N−1∑
l=0

cl+kNXl

}
ej2πkn/N

=
N−1∑
k=0

{
N−1∑
l=0

ejπ(l+kN)2/LXl

}
ej2πkn/N

=

N−1∑
l=0

ejπl
2/N2

{
N−1∑
k=0

ej2πk(l+n)/Nej2πk
2

}
Xl

=
N−1∑
l=0

ejπl
2/N2

{
N−1∑
k=0

{
−ej2π(l+n)/N

}k
}
Xl.(11)

Equation (11) can be transformed as:

N−1∑
k=0

{
−ej2π(l+n)/N

}k
=

{
N (−ej2π(l+n)/N = 1)
0 (−ej2π(l+n)/N ̸= 1)

.

(12)
In this case, if−ej2π(l+n)/N = 1, then 2(l + n)/N is odd.
From 0 ≤ l ≤ N − 1 and0 ≤ n ≤ N − 1, l andn correspond
one to one. Therefore, when Eq. (12)= N , l is represented
as:

l = (N/2− n) mod N. (13)

Therefore,xn is represented as:

xn = N · c(N/2−n) mod N ·X(N/2−n) mod N . (14)

The signal at timen in Eq. (11) is obtained by rotating the
symbol of Xm. Therefore, the time signal of the proposed
system looks like a single-carrier signal. Figure 2 plots the
baseband signal on the complex plane. We applied 16 QAM as
constellation mapping to the frequency domain symbol in this
case. The PAPR of a single-carrier signal is generally lower
than that of a multi-carrier signal.

The proposed system firstly applies FFT to input signal
Y on the receiver side to obtain for get symbolY in the
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Figure 3. Power spectrum of sinc function with and without Null sub-carriers

frequency domain. The proposed system then multiplies the
received signalY and the inverse matrix,

{
MT

}H
.

Y ′ =
{
MT

}H
Y

=
{
MT

}H{
MTX +G

}
= N ·X +MG, (15)

whereG is the noise added to each subcarrier andM is the
conjugate of the matrixM . All elements of the matrixM are
complex number on the unit circle. In addition, all elements
of the matrixM are also complex number on the unit circle.
Therefore, noise is dispersed for all sub-carriers. As a result,
the proposed system is robust against noise including only
specific frequency components such as frequency selective
fading.

D. Proposed system

The frequency domain symbol of CAZAC-OFDM in Eq.
(10) includes data sub-carriers in all sub-carriers. Figure 3 plots
the difference between the spectrum with and without null
sub-carriers. If the IEEE 802.11 specifications are taken into
consideration, the normalized frequency can be multiplied by
40 MHz. The filtering normalized frequency in Fig. 3, which
is smaller than 0.25, degrades BER. It is necessary, on the
other hand, to reduce the power spectrum by 20 dB between
the normalized frequencies of 0.225 and 0.275 according to
the specifications of the spectrum mask. Therefore, it is not
possible for filtering to satisfy the spectrum mask.

We solved this problem in this research by decreasing
the symbol rate. Moreover, data sub-carriers were allocated
to all sub-carriers without using null sub-carriers. Therefore,
the proposed system did not decrease the data rate despite the
decreasing symbol rate.

III. PERFORMANCEEVALUATION

We conducted simulation experiments with the matrix
laboratory MATLAB/Simulink to evaluate the performance
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TABLE I. SIMULATION SPECIFICATION.

Modulation OFDM CAZAC-OFDM

Mapping 16QAM 16QAM
Bandwidth 20 MHz 16 MHz
Symbol time 4 µ sec 5 µ sec
Data rate 48 Mbps 48 Mbps
Carrier frequency 100 MHz 100 MHz
Number of data subcarriers 48 60
FFT size 64 64
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Figure 4. CCDF performance

of the proposed system. Table I summarizes the simulation
setting. We will now present the simulation results of OFDM
and single-carrier (16 QAM) systems to enable a comparison
of performance.

We first considered the complementary cumulative distribu-
tion function (CCDF) of PAPR to evaluate the performance of
PAPR, which is the probability that PAPR will be higher than
a certain PAPR valuePAPR0, i.e., Pr(PAPR > PAPR0).
Figure 4 plots the CCDF of PAPR using the proposed system
as well as the OFDM and single-carrier systems. We found
that the PAPR of the proposed system was almost equal to
that of the single-carrier system. Moreover, the PAPR of the
proposed system was improved by 5.8 dB at the CCDF of
10−3 compared with the OFDM system. This PAPR reduction
resulted from CAZAC equalization. The CAZAC equalization
in Fig. 2, converted the amplitude of the OFDM signal to
the amplitude of the mapped data such as 16 QAM, which
improved PAPR.

We next examined the bit error rate (BER) of the proposed
system. We considered three channels: additive white Gaussian
noise (AWGN), AWGN & frequency selective fading channels,
and Rayleigh fading. A specific frequency (101 MHz) was
highly attenuated, as plotted in Fig. 5 in the AWGN &
frequency selective fading channels, in addition to AWGN.

Figure 6 plots the BER of the proposed system and the
OFDM system under AWGN and the AWGN & frequency se-
lective fading channels. The results indicate that the proposed
system does not degrade BER. The signal power of specific
sub-carriers is highly attenuated in the OFDM system, and thus
BER is large even when the noise power is low. In contrast,
the BER of the proposed system is small because the influence
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Figure 5. Frequency selective fading model
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Figure 6. BER versus EbN0 under AWGN and frequency selective fading
environments

of fading is spread to all sub-carriers. This indicates that the
proposed system has excellent capabilities to resist frequency
selective fading.

Figure 7 plots the BER of the proposed and the OFDM
systems under AWGN and Rayleigh fading channels. We found
that the BER of the proposed system was comparable to that
of the OFDM system in both channels. Therefore, CAZAC
equalization did not affect the multi-path fading compensation
of OFDM.

Finally, we show the spectrum of the proposed system in
Fig. 8. By decreasing the symbol rate, the spectrum of the
proposed system satisfies the spectrum mask standardized by
IEEE 802.11 specification [1]. Therefore, the proposed scheme
can be applied to wireless communication systems such as Wi-
Fi and LTE.

IV. CONCLUSION

We proposed a new OFDM wireless system using the
CAZAC scheme, which made the PAPR of the M-QAM
OFDM signal into the PAPR of an M-QAM single-carrier
signal. We found the performance of the system was the
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Figure 8. Spectrum for proposed system

same as that of single-carrier signals through simulations
using MATLAB/Simulink. Therefore, we expected that the
CAZAC scheme would approximately improve the power-
added efficiency of the PA for a 16-QAM OFDM system
with 52 sub-carriers from 10 to 30% because it reduced the
PAPR of 5 dB while the system imposed no penalties on BER.
The system satisfied the spectrum mask defined by the IEEE
802.11 a/g standards, while maintaining the same data rate, by
adjusting the symbol duration of the standards and increasing
the number of data sub-carriers. Moreover, the CAZAC scheme
had an advantage in reducing BER under frequency selective
fading environments and not degrading BER under Rayleigh
fading environments.
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Abstract—Capacity and coverage improvements in 
mobile communication networks have evolved to 
accommodate increased use of broadband data. One way to 
enable the use of broadband data is to utilize the mmWave 
band. The mmWave-based mobile backhaul solution is very 
useful for providing broadband data traffic for mobile 
service providers, including carriers. However, when 
moving at high speed like a high-speed train, a proper 
handover algorithm is required in a mobile backhaul 
system in order to overcome the high handover shortage or 
delay experienced at these frequencies. Fast and efficient 
handover reliance on these high-speed moves has a 
significant impact on the control layer procedure. In this 
paper, we design a cascade handover method and evaluate 
the throughput of handover data in a Mobile Hotspot 
Network (MHN) using a spectrum band over 6 GHz. 
 

Keywords-throughput; handover; backhaul; mobile 
hotspot network; above 6 GHz. 

I. INTRODUCTION 

Mobile data traffic has grown 4,000 times over the 
past decade and global mobile data traffic is growing 
30.6 exa-bytes per month by 2020 [1]. As more than 50 
billion connected devices are expected to be launched, 
including 1.5 billion cars worldwide, mobile 
communication networks have become an important 
factor in meeting the needs of specific vertical 
industries and dramatically increasing the number of 
devices [2]. Cellular-type small cells below 6GHz are 
not the same in terms of user and system requirements 
to meet the need for a significant increase in data 
traffic when considering ultra-dense network solutions. 
Especially when moving at high speed, very different 
requirements are required.  Small backhaul in urban 
areas is an effective solution for inter-cell interworking. 
However, the problem caused by mobility in high-
speed is still under investigation in the mmWave-based 
backhaul network [3], [4]. Especially, it can provide 
low cost and small architecture, such as mmWave 
backhaul, channel feasibility, use of large scale MIMO, 
measurement of mmWave propagation, and 
combination of multi beam antenna for outdoor 
mmWave mobile communication [5]-[7]. MmWave-
based technology has evolved over the last few decades 
and has contributed to reducing the number of cells 
required. Backhaul and fronthaul networks for 5G 
transport are also presented in the Xhaul architecture, 
which allows for flexible and reconfigurable all 

network elements.  
For high-speed transport (HST), such as subways 

and trains, some results with high data rates of up to 
350 km/h have been presented [9]-[10]. At 60 km/h at 
60 GHz, the Doppler spread is over 3 kHz and is 
several hundred microseconds faster than today's 
cellular systems. Also, high shadowing conditions can 
overcome beam conditions, but channel conditions 
force mmWave beam blocking due to large changes in 
path loss in mobile environments [3]. We design and 
implement a cascade handover scheme, which enables 
faster and more efficient handover. Through this 
simulation, we tried to confirm the relationship between 
packet generation and handover at high speed. We 
propose this method and evaluate the performance of the 
method according to data throughput. The rest of this 
paper is mentioned as follows. Section II introduces 
related work and Section III outlines the MHN system. 
Section IV presents the proposed cascade handover 
scheme including window. Then, procedures and 
performance evaluations for synchronization and 
handover execution are described in Sections V and VI. 
The conclusion is in Section VII. 

II. RELATED WORK 

To provide broadband access, such as virtual reality 
and augmented reality services for users in these HSTs, 
it is imperative to overcome the challenges of poor 
channel conditions and large numbers of simultaneous 
handovers. As the number of small cell layout increases 
in 5G, fast handover is required at cell edge [8], [11]. 
Reference [11] shows two improvements in handover 
performance in LTE systems. One is to prevent radio 
link failure in the handover, which provides the 
reliability of the transmission of the handover procedure 
while the user equipment is under poor radio channel 
conditions. The other is to define an early handover 
preparation through an Early Handover Preparation with 
Ping-Pong Avoidance (EHOPPPA) handover to ensure 
reliable transmission of the handover procedure in good 
radio channel conditions. In order to apply this in HST, 
we face some problems, such as mmWave-based beam 
processing and high mobility. Thus, an mmWave-based 
Distributed Antenna System (DAS) for mobile 
communication systems is introduced and can transmit 
data up to 1 Gbps at distances of up to 1 km using the 27 
GHz spectrum band [12]. In addition, having a network 
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of moving connected terminal devices can support faster 
and higher functionality. 

Since the advent of new technologies for mobile 
communications for HST, multiple base stations have 
been designed for low interference and low handover 
times. For this purpose, MHN is a mobile backhaul 
based on mmWave, and several base stations are 
installed at intervals of 1km next to the railway for users 
who boarded in HST, and trains pass through MHN's 
mRUs along the railways in turn. The focus of this paper 
is on the subway of the city and in the HST placement in 
rural areas and is designed to have a cell radius that is 
wider than the current small cell size for city radius and 
small cell placement, i.e., a radius of 500 m. The 
coverage of this arrangement is such that the spacing 
between the two mRUs is less than 1 km due to the 
mmWave characteristics such as propagation loss, 
shadowing (e.g., humidity, rain fades and blockage) and 
Doppler spread [12].  

The LTE physical layer is designed to support high 
throughput data delivery of 350 km/h and even 500 km/h 
in rural areas than 3G systems. However, the situation of 
HST can still suffer from LTE networks. First, the 
wireless channel status changes greatly in HST 
environment. Second, handover between cells is often 
apt to occur in terms of speed. To solve this problem, 
LTE-based cell array technique was introduced in [10]. 
While cell arrays may be effectively active on the 
approaching LTE cell, there are some difficulties in 
supporting seamless handover that does not interfere 
with the multimedia stream. LTE-based solutions are 
limited in meeting Gbps multimedia services. The 
handover decision procedure in LTE network between 
two eNBs is typically initiated by the eNBs without 
communicating with the MME. The decision of the 
home eNB that moves the UE to the target eNB is based 
on a measurement report for the UE, such as a Channel 
Quality Indicator (CQI), the target eNB is ready to 
prepare radio resources before confirming the handover. 
As soon as a handover is completed, the target eNB 
indicates the home eNB to release its resources. 

III. MOBILE HOTSPOT NETWORK 

Since MHN typically spans geographical areas, it is 
not economically feasible to build specific networks for 
users who are always in the HST. Therefore, a mobile 
wireless backhaul network that can be accessed even 
during high-speed movement between Wi-Fi and the 
network is needed so that users can connect to the network 
via Wi-Fi installed in the HST without changing the 
specifications of the terminal. In the MHN, the 27 GHz 
band was designed and used to provide mobile wireless 
backhaul to the HST. An mmWave backhaul data traffic is 
converted to Wi-Fi data traffic inside the HST. In Figure 
1, the MHN architecture based on mmWave 
communication for HST is introduced. The overall 
architecture consists of multiple mobile radio units (mRU), 
multiple mobile vehicular equipment (mVE), and mobile 
digital devices (mDU) connected to the mobile gateway 

(mGW). Each mDU communicates with multiple mRUs 
over fiber optics and is responsible for baseband signal 
processing. Each mRU function is an important part of the 
RF transmission at the base station with unique cell 
identity. Beamforming can support multiple independent 
wireless links between mRU and mVE. One mDU and 
several mRUs belong to mNBs. The handover procedure 
is established between the home mNB and the target mNB 
via the M2 interface. Other Packet Data Unit (PDU) 
streams can be transmitted between mRU and mVE. The 
multi-antenna installation of mVE is designed to reduce 
handover latency by maintaining multiple connections to 
the mRU over the M-Uu interface. MVE is a relay that is 
connected to the mobile router using the T1 interface and 
the mobile router is connected to the Wi-Fi AP using the 
T2 interface. Passengers on board can easily access Wi-Fi 
via their mobile handsets. This architecture also greatly 
improves spectral efficiency by allowing mRUs to 
simultaneously use the same radio resources. The mRU in the 
mNB can communicate with the mVEs before and after the 
HST using a beam like the mmWave-based base station [12]. 

 

 
 

Figure 1. MHN Architecture. 

IV. HANDOVER SCHEME WITH WINDOW 

The MHN handover scheme has a synchronized 
channel structure and a cell search algorithm that can 
reliably process neighbor cell search when the 
interference of the home channel is 25 dB or more. The 
MHN proposed a cell search algorithm in which the 
offset and the reserved region are located at positions of 
synchronized channel symbols according to cell ID [12]. 
In this paper, we propose a handover method for fast 
movement between mVE and mRU. The handover 
procedure of cell 3 must be triggered at the maximum 
power of the assumed mRU3 before entering the next cell 
4 in the target mRU4 due to the sudden drop of the 
received power at the cell edge of cell 3. From the 
viewpoint of high-speed movement, the faster the 
handover time, the lower the data transmission rate. 
Further, if the handover time is too late, the received 
power of the target mRU4 received by the mVE is too 
low, which may cause a handover failure as shown in 
Figure 2. In [12], it provides an LTE-based solution that 
can support high throughput and continuous multimedia 
services for HST users, in order to ensure that wireless 
channel conditions change rapidly and connections are 
not interrupted frequently for fast handovers. 
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(a) 

 
(b) 

Figure 2. Cell search and time scheme for fast handover in MHN [13]. 
(a) Concept and (b) Scheme. 

  

The solution uses a “cell array” that can organize 
continuous cells along the railway in cooperation with 
the femtocell service through Wi-Fi communication that 
collects traffic demand within a train [10]. The cascade 
handover method uses the window based on the moving 
speed of the HST, and the size of the window is 
determined by the HST’s speed. As the moving speed 
increases, the size of the window increases. When the 
speed decreases, the size of the window decreases. 
Equation (1) determines the size of the W window based 
on the moving speed and shows how to calculate the 
window size through each moving speed (= velocity): 
 

2

1
2

1)(log10  velocity
sizeW                        (1) 

 

where Wsize represents the window size being shipped. 
The velocity indicates the moving speed in km/h. From 
the point of view of the handover between the two 
mRUs, the corresponding window size was calculated 
using the moving speed received from the HST. 
 

TABLE I. WINDOW SIZE WITH RESPECT TO MOVING SPEED OF 

TRANSPORT 

velocity 
(km / hour) 

window size 
(Wsize) 

moving 
distance 
(m / sec) 

moving speed 
between mRUs 

(sec / 1 km) 

100 2 27.8 36 

500 3 138.9 7.2 

750 4 208.3 4.8 

 

Table I shows the results of a simple method of 
calculating the window size according to each HST 
mode with different moving speeds (e.g., the speed of 

the subway is 100 km/h, about 500 km/h for HST and 
about 750 km/h for future HST). This minimizes 
interrupt times for handover and cell search times (e.g., 
mVE and target mRU should find best handover timing). 
Therefore, depending on the speed characteristics of the 
HST over 500 km/h, which is a condition experienced by 
the system, the connection to be sustained is affected by the 
long downtime that can be very intermittent between 
mRUs. 

 
 

Figure 3. Assigned cases for window size. (a) Velocity is 100 km/hour 
as shown in subway. (b) Velocity is about 500 km/hour as shown in 

HST. (c) Velocity is about 750 km/hour for future HST. 

V. CASCADE HANDOVER PROCEDURE 

We use neighboring cell search and handover 
structure in the region where the power of the home cell 
is very large. In our procedure, a cascade handover 
concept and technique with window is used as shown in 
Figure 3. The window considers the special features of 
the mRU to determine the moving speed, coverage and 
radio resource management. The handover scheme aims 
at selecting and transmitting the target mRU without 
interruption. The shorter the duration of the unnecessary 
handover procedure, the more efficiently the handover 
mechanism will be implemented. Also, as shown in 
Figure 2-(b), the home mRU decides to handover the UE 
moving to the target mRU when the signal strength is 
high. To use this technique, the mRU must be 
synchronized within the calculated window size before 
performing the handover procedure. An improved 
handover procedure is shown in Figure 4. 

 

A. Synchronization for handover preparation 

Synchronization between home mRU and target 
mRU has been introduced to minimize handover 
interruption time due to high speed. If the home mRU in 
source mNB is mRU0 and mRU0 is followed by target 
mRU1, mRU2, ... mRUn, then the target mRU1 to mRUn 
are the neighbor cells to be handed over. First, we 
calculate the window size according to the speed of 
movement by HST, as in (1). In addition, a synchronous 
channel structure / cell search algorithm is required to 
stably perform neighbor cell search even when the 
interference of the home cell is higher than 25 dB. In this 
paper, we introduce a synchronization procedure 
between mRUs on the assumption that the synchronous 
channel structure and the cell search algorithm are 
operating. 
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Figure 4. Handover procedure using window between mVE and mNBs. 

 
The home mRU then sends a handover ready 

message to each target mRU corresponding to the 
window size calculated as the handover preparation 
information. Note that the mRU belongs to the mDU, 
and because the mDU and mRU belong to the mNB, the 
message is received by the mDU in the mNB. If window 
size is 3, it is assumed that the moving speed of the HST 
between the home mRU and the target mRU is about 500 
km/h. In case of synchronization for handover between 
home mRU and target mRU, improvement of Radio 
Resource Control (RRC) message and application of 
window use are performed in terms of time and location. 
 

target mRUs at Home mRU(= mRU0)  → {mRU1, mRU2, mRU3}   (2) 

target mRUs at Home mRU(= mRU1)  → {mRU2, mRU3, mRU4}  (3) 
: 

target mRUs at Home mRU(= mRUn-3)  → {mRUn-2, mRUn-1, mRUn}  (4) 
 

Equation (2) to (4) list the sequence of target mRUs 
according to the change of the home mRU when the 
window size according to the HST speed is determined. 
The overall value for this can be explained by the 
following (5). The mRU not participating in the 
handover is in the sleep mode in order to block the 
power consumption, and the value "0" in (5) means the 
mRU corresponding to the sleep mode. For efficient 
operation of the sleep mode, inter-mRU synchronization 
by the RRC in the mDU is most important. 
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where Ai,j represents status of mRUs associated with time 
(i), j is location of each mRU. ah is home mRU and 
at,(1,2,3) is target mNBs. Ai,j is calculated according to the 
conditions of the following equation. 
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,
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             (6) 

 

where window size can be considered as 0 < Wsize ≤j. 
There is the number of mRU and velocity for HST. For 
the considered simulation practical environment, we 
select the velocity for train is below 750 Km/h and the 
number of stations is more than 3 respectfully.  

B. Handover preparation in home mRU in mNB 

As soon as the handover decision is complete, the 
home mRU of the mNB sends a "handover request" 
message containing target mRU IDs to target mRUs 
equal to the window size for admission control when 
dynamic resource allocation by the scheduler is activated. 
MRU compares its mRU ID with the target mRU ID sent 
from the home mRU. An mRU with a different ID does 
not send a “handover request confirmation” message to 
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the home mRU. In this way, the moving speed of the 
HST is stably maintained even when the moving speed 
changes between 0 km/h and the maximum speed. 

C. Handover execution in home mRU in mNB 

For handover performance, in order to ensure smooth 
mobility between the home mRU and the target mRU in 
the mNB, the home mRU and all target mRUs within the 
window size need to share the optimal resource 
allocation. The home mRU sends resource allocation 
information to the target mRUs for fast handover 
execution. When the handover procedure is complete, 
the role of the home mRU is taken by the target mRU 
and the window move is moved to the next mRU. This 
approach is done so that the neighboring target mRUs of 
the home mRU are pre-assigned with the logical network 
entities by the control entity of the peer mRUs to the 
users accessing the Wi-Fi via the mVE in the HST. In 
particular, cooperating peer mRUs can centralize the 
architecture associated with the handover procedure that 
controls the data service of the target mRU, thereby 
contributing to a reduction in seamless service and 
handover interruption time. 

D. Sleep mode for less power consumption in mRU 

Due to the characteristics of subways and trains, the 
ratio of the total running area to the whole area is very 
limited depending on the moving speed and position of 
the train. The train passes the waiting status for a certain 
period of time and then the next train passes. Therefore, 
since the base stations located between the train and the 
next train continue to consume electric power, the 
electric power is cut off after the train has passed and the 
entrance of the train is received from the neighboring 
home RU in the vicinity of the RRC message in advance, 
which will contribute to power saving. The data delivery 
in home mRUs is typically done using a point-to-multi 
point approach, which is deployed in a dense 
arrangement. This scheme ensures a high data rate 
between the mVE and the mRU and at the same time 
minimizes intra-system interference that may occur 
between different cells of the MHN. Therefore, mRUs that 
do not participate in the handover procedure are put into 
sleep mode without power consumption. The home mRU 
enters the sleep mode as soon as it receives the “handover 
complete” message. In particular, if the mDU to which the 
home mRU belongs is different from the mDU to which 
the target mRU belongs, the base station handover must 
occur. At this time, the entire mNB (its mDU and mRUs) 
serving as the base station transits to the sleep mode. 

VI. PERFORMANCE EVALUATION 

A simulation based on a MHN in the mmWave range 
assumes that the train will run on a straight rail. The 
simulation model presented in this paper is evaluated on 
trains as an on-off model, and the possibility of access 
interception has a great influence on fast handover and 
scheduler design. Because the test cannot be performed 
in a real environment like a train running at a speed of 

500 km/h, this simulation has replaced train speed by 
adjusting the interval of packets occurring between two 
mRUs. The design of on-off model for the application 
level depends on exactly how the access is described at 
the link level. In probabilistic modeling, each on-off 
source can be characterized by a two-state Markov chain 
with a Poisson ratio. Under this assumption, the analysis 
of the IP traffic model between mNB and mVE is mainly 
performed using the on-off model. The data streams 
exchanged between the mRU and the mVE can be 
described by an on-off model, which indicates that the 
processing time of each “on” model represents the 
generation of one data stream at a constant rate of 500 
Mbps and the processing period of each “off” model is 
indicated the inactivity period between adjacent data 
streams. The configuration and flow of the on-off model 
for evaluating the handover procedure is shown in Figure 5.  

 

 
 

 

Figure 5. On-off Model to generate packets for handover 
 

 

This model shows the operational status of the mVE, 
which provides a different set of performance than the 
3GPP common User Equipment (UE). MVE converts the 
data received from multiple UEs into a packet stream 
through Wi-Fi which is an access point (AP) operating in 
the HST, and transmits the data stream to mRU. When 
the transmitted packet stream arrives at the mRU, the 
mRU may select it based on the exponential distribution. 
In probabilistic modeling, individual on and off modes 
can be characterized by a two-state Markov chain with a 
Poisson's rate, λ. The sojourn times of the two states can 
be exponentially distributed by the exponents α and β. 
This means that the model is related to the next 
interaction. ① mRUs receiving the users' data streams 
from the mVE send the data stream to the connected 
mDU. ② the gateway is connected not only to the home 
mDU, but also to the target mDU, which is the neighbor 
mDU of the home mDU to control the data stream. Each 
data stream is distributed within the mNBs in the home 
and target mDU. The distribution between mVE and 
mRU means the capacity of mRU and handover 
triggering, and the distribution between mRU and mDU 
includes handover at the cell boundary. mDU 
orchestrates those interactions and make sure of keeping 
session connection without interruption. 
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Figure 6. Handover interruption time according to traffic arrival rate. 
 

In Figure 6, it can be shown that the handover 
downtime increases from 100km/h to 750km/h according 
to the data traffic arrival rate, when the window size 
requiring minimum handover interruption time is 
expected. The data traffic arrival rate is generated by 
PDUs that occur per second. When HST is operating at 
500 km/h or less, the handover interruption time is 
maintained steadily according to the traffic, but the 
performance is drastically degraded as the traffic 
gradually increases at 750 km/h. This means that if the 
HST speed exceeds 500kh/h, the data traffic arrival 
interval is less than 1msec, or the data arrival rate is 
more than 12,500, the proposed handover method cannot 
provide proper window size. Therefore, we need another 
approach for handover that depends on window size. For 
example, as the HST operates at a speed of 750 km/h, the 
cell radius between the two mRUs must be at least 500 m 
to solve the performance degradation. 

VII. CONCLUSION 

The large bandwidth available at mmWave 
frequencies can greatly increase the capacity of the fifth 
generation wireless systems based on wireless backhaul. 
However, when moving at high speeds, utilizing the 
optimal handover algorithm in the MHN system to 
overcome the high handover shortage rate or delay 
experienced at these frequencies, a suitable handover 
algorithm is required. In particular, a fast moving mVE 
ahead of the target mRU will require a decision as to 
when to initiate a handover, and if this determination is 
made too fast or too late, a delay or short circuit of the 
session may occur. In this paper, we propose a method 
for providing information about target mRUs through a 
window to determine timing to start a fast and efficient 
handover. The results show that cascaded handover with 
windows improves cell search and extends link range to 
reduce handover interruption time. This procedure 
provides the user of the HST with an efficient handover 
scheme from the home mRU to the target mRU in the 
window according to the rate, and can be performed 
without collaboration with the evolved packet core 

(EPC). A prepared message communicates directly with 
the target mRU and the home mDU to which the home 
mRU belongs. It also analyzes both the MHN using the 
27 GHz range and shows all of the measurement and 
simulation results to verify the use of the handover 
method with the MHN window. In addition to 
supporting high speeds of over 500 km/h, many 
technical issues remain. We will improve the proposed 
handover method by extending the simulation 
environment for further research. 
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Abstract—Based on the rising numbers of broadband Internet 

users and the resulting higher importance of broadband 

infrastructures, previous analyses often focused on the relation 

between competitive market behavior and the development of 

customer broadband penetration rates. Additionally, some 

prognoses also consider the relation between the development of 

market concentration and customer prices. Taking into account 

the focus on both of these connections, the influence of 

competitive intensities, regulatory frameworks and the 

broadband development are rarely considered. Here, this paper 

will especially examine the interrelation between the 

development of market concentrations and regulatory 

frameworks on broadband access speeds and different customer 

prices and price models. Furthermore, impacts of the national 

regulatory frameworks are not considered in depth. Previous 

analyses have often examined the influence of regulatory 

behaviors and decisions on the development of market 

concentration. However, the impact of national regulatory 

frameworks on the other named factors is not considered in 

detail. Therefore, in this paper, we start addressing the named 

open issues. Due to the paper’s status as a work in progress, it 

will mostly indicate some theoretical background, literature, 

methodology and some first results of the competitive analysis. 

Despite increasing competition (based on Hirschmann-

Herfindahl values), approximately half of the considered fixed 

broadband markets still demonstrate huge discrepancies 

between the incumbent and competitive network operators.   

 
Keywords-broadband development; market concentration; 

Hirschmann-Herfindahl-Index; broadband access speeds, prices 

and penetration.  

 

I. INTRODUCTION 

As a result of the increasing use of Internet services within 
broadband Internet infrastructures in daily business and 
private life, the availability of these services is becoming 
increasingly important as a location factor [1][2]. 

In the world and particularly in the considered European 
and Asian broadband markets, different standards for the 
provision of broadband infrastructures subsist [3], which are 
responsible for the various broadband developments. On this 
account, in each regional/national market, different technical 
standards of broadband infrastructures, broadband 
penetrations, market situations and regulatory obligations in 
fixed-line telecommunication markets can be observed 

[1][4]. These differences result by the following reasons: (a) 
customer broadband demand, (b) prices for broadband 
services, (c) quality and combination of technologies 
providing broadband infrastructures (availability of wires and 
ducts), (d) implementation costs, (e) competition policy, (f) 
competition, and (g) demography and culture [1][4][5].   

Most publications on this topic focus on the analysis of 
the relationship between: (a) regulatory and governmental 
frameworks, (b) competition, (c) broadband diffusion and 
adoption, (d) coverage and (e) penetration [6][7]. 
Furthermore, various papers deal with considerations 
regarding (a) the relations between implementation costs and 
customer prices, (b) operators and different broadband 
infrastructures, and (c) demand and supply of broadband 
Internet services [8][9][10]. Yet, the development of 
broadband does not only depend on the customer adoption 
and diffusion of broadband infrastructures. Broadband 
developments include all services and benefits which are 
targeted to strengthen and process: (a) higher broadband 
coverage and penetration, (b) higher broadband connection 
speeds, (c) higher number of offered services, (d) a higher 
technical standard of the infrastructures, and (e) measures to 
create acceptable prices for customers and to induce customer 
broadband demand. The following relations have been rarely 
considered so far: (a) the influence of competition (market 
concentration) on the development of broadband access 
speeds, (b) the influence of competition on the development 
of customer prices for broadband services, (c) the impact of 
regulatory frameworks on the market concentrations in 
broadband networks, (d) the impact of regulatory frameworks 
on the development of broadband penetration rates, and (e) 
the influence of regulatory behavior on the customer prices. 
The regulatory frameworks are considered solely as drivers 
for the different kinds of competition and the impact of this 
competition on the development of broadband penetration 
rates. As mentioned, the other impacts are not considered.  

This study will firstly examine the impact of market 
concentrations on the fixed-line broadband development. 
Based on this relationship, we will analyze the different types 
of regulatory frameworks and their influence on competition. 
In the further steps, we will focus on the influences of the 
aforementioned factors with the focus being on broadband 
access speeds. For the evaluation, we have collected 
secondary data of fixed-line broadband markets in Europe 
and Asia to conduct a combined cross-sectional and 
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longitudinal panel data analysis with ordinary least square 
regressions. The chosen time range of said data will include 
the years between 2004 and 2015 in order to reflect on the 
reasons for the different country-specific broadband 
developments, levels of competition/market concentration 
and regulatory behaviors over time. Apart from the different 
regression models, the intensity of competition will be – in a 
first step – measured through the usage of different economic 
concentration models. Following this approach, we will 
discuss how the regulatory frameworks can be examined. 

The paper will proceed as follows: based on the 
introduction, Section 2 will present the literature review and 
the hypotheses. Section 3 will include the research 
methodology. Section 4 will indicate the first results of the 
examinations. After all, we will conclude the paper in Section 
5.  

II. LITERATURE REVIEW 

Due to the various influence factors described, broadband 
market conditions and issues of broadband provision, the 
term of broadband development includes: the development of 
coverage and penetration of the existing broadband 
infrastructures, the expansion/upgrade of new and old 
infrastructures, the changing customer prices for broadband 
services and the quality of the broadband networks 
(broadband connection speeds).  

Based on liberalizations of the fixed-line broadband 
markets in developed and emerging countries, various 
network operators and service providers compete in the 
provision of broadband Internet accesses and services. In 
order to address potentially large customer base and to 
quickly get back the effected expenditures, the operators 
often focus on broadband developments in regions with high 
population densities and low implementation costs [9][11], 
which count as economic efficient areas [10]. This approach 
significantly reduces the incentives for investments, 
implementations and upgrades of the existing broadband 
infrastructures in rural regions with lower population density 
significantly.  

However, in situations when competitors get access to the 
broadband infrastructure of the incumbent or when the 
competitors have their own broadband access infrastructure 
(cable or fiber), the customer prices for broadband services, 
the broadband diffusion and provision respectively are 
influenced. Especially in cases of providing access for new 
entrants and controlled prices, regulatory decisions and 
behaviors by the governmental authorities could possibly 
strongly influence the existing market situations.  

The opening of existing broadband infrastructures creates 
an intense price competition, which strengthens the 
broadband adoption by customers [6][7]. 

In case of competitive situations in broadband markets, 
the prices for broadband services decrease and the broadband 
diffusion and provision increase strongly [6][7]. The 
competition of different network operators and service 
providers exert a positive influence on customer adoption of 
broadband access networks and can be named as one of the 
key drivers to reach high broadband penetration rates [7].  

To sum up the previous findings [6][7], the first 
hypothesis will examine the relationship between broadband 
diffusion and the development of market concentrations. 

 
H1: A stronger competition (higher competitive intensity) 

leads to higher broadband penetration rates.  
 
The relationship between (1) competitive intensities and 

(2a) the development of broadband connection speeds and 
(2b) customer prices for broadband services has thus far not 
been considered in greater detail. As a result of the mentioned 
market conditions, one can assume that competition is a main 
driver for the development of broadband infrastructures and 
broadband services. It can be expected that a competitive 
broadband market structure leads to higher connection 
speeds, since competitors invest financial resources in new 
infrastructures and equipment in order to differentiate from 
existing market players and to get in a better market position 
in comparison to the incumbent.  

 
H2: Regional telecommunication markets with a higher 

level of broadband competition have higher broadband 
connection speeds.  

 
The hypothesis expects that more competition leads to 

faster broadband connection speeds, lower prices and higher 
penetration rates. If the hypothesis turns out to be true, it can 
be concluded that in broadband markets with higher 
concentrations usually strong monopolists and oligopolists 
try to hold and increase their market shares instead of 
investing into new infrastructures and push further broadband 
developments. In the past incumbents are often not forced to 
grant possible market entrants access to their broadband 
network. Based on the missing fear of a possible new market 
entry of a new competitor, the incumbent has no incentive to 
develop a new or better infrastructure.  

Only if the monopolist fears a competitor’s market entry 
or the incumbent is forced to grant the access for new market 
entrants, it will have an incentive to upgrade the current 
infrastructure in order to improve the quality of its broadband 
networks and services.  

In addition to the first two described hypotheses, existing 
competitive intensities in broadband markets could positively 
impact customer prices for broadband services [8][9][12]. 
Price reductions influence individual market shares and 
market power compared to the competitors. In addition, the 
market entry is made more difficult by the fact that the 
(potential) new providers achieve lower sales with their end 
customers at constant costs for the use of the infrastructure of 
the incumbent [5]. Due to these circumstances, the following 
hypotheses H3 and H4 will investigate and capture the open 
issue: Do customer prices have an impact on broadband 
developments in regional markets? Currently, measurements 
of the relationship between competition, customer broadband 
prices and broadband penetration are not considering the 
achieved and the delivered broadband connection speeds [8].  

In competitive market situations, competitors decrease 
their prices to reach a broader customer base. Therefore, the 
broadband adoption can be positively influenced and will 
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increase over time.  This relationship turns out to be one of 
the driving indicators for broadband penetration [9]. But 
operators and providers in competitive market structures have 
to deal with the issue that enterprises lead a price competition 
based on the margin of cost coverage, which results in 
decreasing customer revenues. The influence of competition 
on customer revenues leads to problems if the network 
operators have difficulty to provide the financial resources for 
new investments in broadband infrastructures.  Furthermore, 
companies try: (a) to differentiate their products and (b) to 
invest in the broadband infrastructure to get into a better 
market position than competitors [9]. In general, a weaker 
competition (higher market concentration) leads to higher 
customer broadband prices and lower investments in 
infrastructure [9].  

Generally, it can be ascertained that prices for broadband 
services and the adoption of accesses are negatively related 
[6][13]. However, the prices also depend on the customer’s 
willingness to pay and the demand for broadband services. 
Since customers are price sensitive, a declining price induces 
a higher willingness to adopt and use broadband access [9]. 
So far, researchers have only considered the influence of 
broadband prices on the development of penetration rates. 
However, there is currently no evidence regarding the 
relation between broadband prices and the development of 
broadband connection speeds. 

 
H3: A stronger competition leads to lower monthly 

customer prices for broadband access. 
 
H4: Lower customer prices for broadband access lead to 

a faster development of broadband connection speeds. 
 
Following the introduction of the presented competitive 

considerations, the relationships of the regulatory 
frameworks on the development of (a) market concentrations, 
(b) customer prices, (c) penetration rates, and (d) broadband 
connection speeds need to be analyzed too.  

Based on the vast range of governmental initiatives and 
regulatory instruments (e. g., implementation of market 
liberalization), it is normally intended that the competitive 
forces rule the market power and market shares on their own 
[14]-[17]. However, in some cases the market forces are not 
strong enough to regulate the market and regulatory 
authorities have to intervene [16]. On the base of different 
kinds of regulations (especially access regulations), 
Kiesewetter et al. [18], and Waverman and Koutroumpis [19] 
found out that regulations directly influence the market 
concentration in broadband markets. Regulations are able to 
force the incumbent to open the networks for competitors 
[20]. Therefore, the existing market structures and especially 
the market position of the incumbent can be influenced by the 
implementation of regulations. In this situation, the 
regulations shall remove burdens and constraints and may 
overcome the lack of competitive behavior [7][16][20]. A 
possible change of market structures allows new entrants to 
enter the market and take the risk of a foreclosure of the 
incumbent [20]. Hence, the acceleration of competition 

should induce a stronger competition with a higher rate of 
broadband adoptions [6].  

 
H5: Regulatory behavior and mandatory access 

regulations will positively enhance competitive market 
behaviors.   

 
Supporting the previous explanations, Gruber and 

Koutroumpis [7], and Wallsten [21] mention the fact that the 
implementation of regulations (especially unbundling) 
stimulate higher broadband penetration rates. However, 
Briglauer and Gugler [5] found that only few regulatory 
decisions influence broadband penetration rates directly. 
Possibly, regulations can also negatively impact the 
development of broadband penetration rates [3].  

 
H6: Regulatory behavior and mandatory access 

regulations will positively relate to broadband penetration.   
 
Furthermore, regulatory authorities are able and allowed 

to set price regulations. Therefore, they have to check if the 
incumbent is trying to use his market power to set higher 
prices than a market with competitive structures. If the 
incumbent cannot force higher prices, the gained revenues, 
financial resources and the incentives for further broadband 
investments will decrease. Also, the new entrants are not 
willing to invest high amounts, because they cannot set higher 
prices as the incumbent to get customers [7][20]. On one 
hand, regulatory authorities have to verify whether the prices 
are based on the long incremental or opportunity costs [20]. 
This behavior could discourage possible investments in 
broadband infrastructures, because the companies do not gain 
high revenues. On the other hand, governmental authorities 
support the roll-outs of new infrastructures with different 
offers of funding [5]. Based on these explanations, we 
originate the following two hypotheses.    

 

 

H7: Regulatory behavior and mandatory access 
regulations will positively impact stronger broadband 
developments and higher broadband connection speeds. 

 
H8: Regulatory behavior and mandatory access 

regulations will negatively relate to customer prices. 

III. METHODOLOGY 

As the previous explanations indicate, we will analyze 
relationships between broadband developments, the 
respective market concentrations and broadband market 
regulations in particularly Western European and Southeast 
Asian markets.  

The focus lies on countries of the European Union 28 
(EU28) and the Association of Southeast Asian Nations 
(ASEAN), as well as additional countries such as 
Switzerland, Japan and the Rep. of Korea. The reason why 
said regions of the world were selected are as follows: (1) 
EU28 and ASEAN are regions with (a) multiple countries, (b) 
a comparable number of inhabitants, and (c) national 
territories. (2) Like the EU28, the ASEAN system is also 
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developing to get in the position of a central commission for 
economic, social, regulatory and juridical resolutions. 

For the cross-sectional and longitudinal panel data 
analysis of the described relationships, we have collected 
secondary data from: (a) the regulatory authorities of the 
considered countries, (b) the International 
Telecommunication Union (ITU), (c) the Organization for 
Economic Cooperation and Development (OECD), (d) the 
European Union, (e) telecommunication authorities and 
ministries, and (f) national institutions and governments. Due 
to the different sources, the elicitation of the data can vary. 
Therefore, we test the data validity and reliability with 
exploratory factor analysis and Cronbach’s Alpha to verify 
the trust in the collected secondary data [22]-[24]. 
Nevertheless, some discrepancies between the collected data 
and the anticipated time trend of the data cannot be excluded. 
Due to few data errors and issues, some of the considered 
countries are not considered in detail.   

The evaluation of the competitive intensities follows 
different concentration models, (Hirschmann-Herfindahl-
Index (HHI), Linda-Index (LI)) which measure the intensity 
and disparity of the national broadband markets’ competition 
and to compare the different operators’ market shares [25]-
[28]. 

The HHI, as one of the most popular models to evaluate 
market concentrations, will be used to measure the intensity 
of competition based on absolute key figures. The collected 
market shares illustrate the number of customers of each of 
the biggest three providers in relation to the total number of 
customers in the specific national broadband market [25][26]. 
The HHI describes the weighted average of concentration and 
squares the collected market shares (see (1), S describes the 
market share of each specific network operator, i describes 
the considered operator) [26]-[28]. 

 

HHI = ∑ Si
2
×10.000m

i=1  = ∑ (100 × Si)
2m

i=1  (1) 
 

The LI does not reach the same usage and awareness level 
but the results show how much the market varies from perfect 
competition (LI-value of 1). Generally, the LI is used to 
examine the disparity between the biggest and following 
companies. Therefore, the disparity measures an existence of 
market dominance and describes if the inequalities between 
the operators lead to significant changes in the competitive 
behavior [26]. The LI value is based on a two times 
calculation and presents a double average index (see (2) and 
(3), CR stands for the Concentration Ratio, which is the single 
sum of the market shares of the considered number of 
network operators, i describes the considered operator) [26], 

which separates the enterprises with significant and 
insignificant impact on the market enterprises, where the 
quotient of the market shares reaches the maximum. 

 

Vi,m= 

CRi
i

CRm- CRi
m-i

   (2) 

 

Lm= 
1

m-1
× ∑ Vi,m

m-1
i=1   (3) 

 
Nevertheless, we may also use the Exponential-Index and 

Horvath-Index (a) to investigate the collected data with 
alternative concentration models, (b) to cover the results of 
the previous named concentration models, and (c) to establish 
some other possible interpretations of the data base.  

Furthermore, we will only examine the developments in 
the fixed-line broadband markets. Analyses of the market 
concentration and competitive situation are based on the three 
largest network operators (according to customers). This is 
justified by the fact that: (a) there are only three network 
operators in some of the individual markets [29]; and (b) in 
markets with a larger number of network operators the 
influence of these other / smaller network operators is of 
secondary importance for the competition situation. 

The longitudinal analysis, which spans a time range from 
2004 to 2015, will also cover some cross-sectional elements 
to conduct comparisons between the various countries in 
consideration. The needed data is composed of the network 
operators’ market shares, broadband penetration rates, 
customer prices and some basic economic facts like Gross 
Domestic Product (GDP), exchange rates, price parities, 
households and population density. The hypotheses will be 
analyzed and estimated using various econometric and panel 
data techniques. Generally, each hypothesis will be tested by 
an ordinary least square regression to figure out if the results 
are significantly able to present the named relationships. For 
each hypothesis, we define the following regression 
equations, which can be seen in Table 1. All stated equations 
will be calculated twice. In the first attempt, we test the 
regression equation assuming single/multiple linear 
relationships between the dependent and independent 
variables. In the second step, we analyze the collected data 
with logarithmic equation models. Both approaches will be 
utilized to get a broader understanding of the collected data 
and the possible relationships.   
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TABLE 1. REGRESSION EQUATIONS 

 

H1: a) PEt  = α + β
1
CIt  + β

2
SFt + β

3
PDt + ε 

       b) TPEt  = α + β
1
TCIt  + β

2
SFt-1  + β

3
PDt + ε 

       c) PEt+1 = α + β
1
CIt  + β

2
SFt  + β

3
PDt + ε 

PE – value of the broadband penetration 

TPE – trend based value of the broadband penetration 

CI – values of the competition index (HHI. LI etc.) 

TCI – trend based values of the competition index  

SF – monthly subscription fee 

PD – population density 

BS – broadband connection speeds 

IF – installation fee 

GDPC – Gross Domestic Product per Capita 

RI – regulatory index 

DM – years of membership in EU28 or ASEAN 

Β – changing variable term 

ε – error term 

α – constant  

t – year of consideration 

t-1 – past year of consideration 

H2: a) BSt  = α + β
1
CIt  + β

2
PEt  + ε 

       b) BSt  = α + β
1
TCIt  + β

2
PEt-1  + ε 

       c) BSt  = α + β
1
CIt-1  + β

2
PEt-1  + ε 

H3: a) SFt  = α + β
1
CIt  + β

2
GDPCt + β

3
IFt + ε 

       b) SFt  = α + β
1
TCIt  + β

2
GDPCt-1  + β

3
IFt + ε 

       c) SFt  = α + β
1
CIt-1  + β

2
GDPCt-1  + β

3
IFt + ε 

H4: a) BSt  = α + β
1
SFt  + β

2
GDPCt  + ε 

       b) BSt  = α + β
1
SFt  + β

2
IFt  + ε 

       c) BSt  = α + β
1
SFt-1 + β

2
GDPCt-1  + ε 

H5: a) CIt  = α + β
1
RIt  + β

2
GDPCt + β

3
DMt + ε 

       b) CIt-1  = α + β
1
RIt-1 + β

2
GDPCt-1  + ε 

       c) TCIt  = α + β
1
RIt  + β

2
GDPCt  + β

3
DMt  + ε 

H6: a) PEt  = α + β
1
RIt  + β

2
DMt + ε 

       b) TPEt  = α + β
1
RIt  + β

2
DMt + ε 

       c) PEt+1 = α + β
1
RIt  + β

2
DMt  + ε 

H7: a) BSt  = α + β
1
RIt  + β

2
DMt  + ε 

       b) BSt  = α + β
1
RIt-1  + β

2
DMt + ε 

H8: a) SFt  = α + β
1
RIt  + β

2
GDPCt + β

3
IFt + ε 

       b) SFt  = α + β
1
RIt  + β

2
GDPCt-1  + β

3
IFt + ε 

       c) SFt  = α + β
1
RIt-1  + β

2
GDPCt-1  + β

3
IFt + ε 

IV. FIRST RESULTS 

In order to analyze the relationship between competition, 
broadband connection speeds, customer broadband 
penetration rates and prices, the intensity of competition 
(HHI) and the disparity (LI) between the market players will 
be examined.  

For the analysis of the broadband market concentrations, 
the considered values of the HHI will be separated into the 
three parts: (1) HHI below the value of 2,000 (low 
concentration), (2) HHI between the values of 2,000 and 
4,000 (moderate concentration), and (3) HHI above the value 
of 4,000 (high concentration), based on [25]-[28].  

Ideally, the fixed-line broadband markets should have 
stable HHI market concentration values which do not exceed 
1,800 overt time.  

Apart from Japan (divided consideration of NTT East and 
West), all European countries with low HHI-values below 
2,000 are European countries situated in the continent’s 
Northern or Eastern parts (Lithuania, Denmark, Sweden, UK) 
(see Figure 1, 3, and 4). These countries are also in the Global 
top ten of highest average broadband connection speeds [30]-
[34].  

 
 
 
 
 
 
 
 

 

 

Figure 1. Market concentration of the three biggest fixed broadband 

network providers in Northern Europe from 2004 to 2015 (x-axis: years; y-

axis: HHI values) 
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Figure 2. Market concentration of the three biggest fixed broadband 

network providers in the biggest four Western European countries (except 

UK) from 2004 to 2015 (x-axis: years; y-axis: HHI values) 

 

 

Figure 3. Market concentration of the three biggest fixed broadband 

network providers of further European countries from 2004 to 2015 (x-axis: 

years; y-axis: HHI values) 

 

 
Figure 4. Market concentration of the three biggest fixed broadband 

network providers of Asian countries from 2004 to 2015 (x-axis: years; y-

axis: HHI values) 

In general, most fixed-line broadband markets of the 
EU28 and ASEAN now reach HHI-values between 2,000 and 
4,000 and are moderately concentrated. When considering 
the named period, it can be concluded that market 
concentrations in most countries have decreased from HHI-
values above 4,000 (high concentrated) to moderate 
concentrated market structures. This development presents 
diminished market forces and the change of strong 
monopolistic into rising competitive market structures. 
Generally, the considered broadband markets are moderately 
concentrated (e. g., Ireland, Germany, Portugal, South Korea) 
(see Figure 1, 2, 3, 4). Nevertheless, some countries (Croatia, 
Iceland, India, Philippines) still have HHI-values above 
4,000, which implies that the biggest operators were able to 
hold their market powers and avoid strong competitive 
structures (see Figure 1, 3, 4). 

Generally, the moderate or high market concentrations in 
the broadband markets suggest that national regulatory 
authorities should review the current market behaviors of the 
existing network operators. To create better competitive and 
network access opportunities, regulatory authorities could 
introduce access regulations, which secure possible market 
entries by competitors.   

Nevertheless, two different developments can be mainly 
comprehended. (1) During the last ten years, the intensity of 
competition in the most considered broadband markets 
increased and the previous monopolistic structures could be 
diminished. (2) In the developed countries, the reduction of 
the power of the monopolistic incumbent is stronger than in 
the developing countries and the developed countries also 
have stronger competitive broadband market structures.  

The used Linda-Index describes the disparity between the 
biggest three operators. In general, higher market 
concentrations translate into higher disparities between the 
operators. The disparity can be measured in two different 
ways. On one hand, the LI examines the discrepancy between 
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the biggest and second biggest companies in the market and 
on the other hand, the LI can evaluate the discrepancy 
between the biggest, the second biggest and third biggest 
companies in the considered market. Based on the evaluation 
of the three biggest operators in the broadband markets, we 
will consider the second option with the inclusion of the 
second and third biggest companies.  

 
 

 

Figure 5. Market concentration of the three biggest fixed broadband 

network providers in Northern Europe from 2004 to 2015 (x-axis: years; y-

axis: LI values) 

 

 
Figure 6. Market concentration of the three biggest fixed broadband 

network providers in the biggest four Western European countries (except 

UK) from 2004 to 2015 (x-axis: years; y-axis: LI values) 

 

 
Figure 7. Market concentration of the three biggest fixed broadband 

network providers of further European countries from 2004 to 2015 (x-axis: 

years; y-axis: LI values) 

 

 
Figure 8. Market concentration of the three biggest fixed broadband 

network providers of Asian countries from 2004 to 2015 (x-axis: years; y-

axis: LI values) 

The consideration of the European and Asian fixed-line 
broadband markets yields LI-values between 2 and 5 for the 
most countries (see Figures 5, 6, and 8), which indicates that 
discrepancies between the operators still exist. Nevertheless, 
the declining trend of the LI-values shows that in most 
countries the differences between the incumbents and the new 
market entrants decrease (e. g., Germany, Italy, Slovenia, see 
Figures 6 and 7). In the future, these broadband markets could 
reach a nearly equal distributed market power. However, the 
results also show that the disparities between the network 
operators in some markets increase (e. g., Austria, 
Switzerland, see Figure 7).  Only in the British market the LI-
value is close to 1 and indicates a nearly equal distributed 
broadband market (between the different market operators) 
(see Figure 5). Combining this result with the fact that the 
British market has the oldest history of liberalization, it can 
be concluded that longer open access market could lead to 
more equally distributed market shares. This issue needs 
verification by hypothesis testing and we will include this in 
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their evaluations. Furthermore, a couple of countries show 
nearly the same LI-values over the whole-time frame (e. g., 
France, South Korea, see Figure 6 and 8). The reasons why, 
on one hand, the disparities are very stable and, on the other 
hand, they vary, will be investigated in the future.  

The variations between European and Asian markets are 
quite low, but nonetheless the LI-values of a couple of 
countries present higher values. Therefore, network operators 
in these countries should compensate more inequalities as far 
as possible. These discrepancies are not sufficiently to draw 
conclusions from since the results of the LI-values also vary 
too strongly among network operators in a couple of 
countries. In general, the disparity (difference in market 
power and influence) between the incumbent and the 
competitors cannot be taken as reason for the different 
broadband connection speeds and developments. It can be 
just estimated that a more equal distribution of market power 
could lead to higher broadband connection speeds.  

In the beginning of the regression analyses, the evaluation 
of the correlations shows that the calculated market 
concentrations correlate significantly (p-values below 0.05) 
with the development of the broadband connection speeds. 
The result supports the assumption that a stronger 
competition could lead to higher broadband connection 
speeds.  

In addition, the same significant correlations between 
broadband penetration rates and market concentrations exist 
(p-values below 0.05). The correlations imply that higher 
competitive intensities and stronger competitive behaviors 
lead to rising broadband penetration rates.  

Due to the correlative relations, it is necessary to prove if 
a regressive context between the mentioned factors exists.  
 

V. CONCLUSIONS AND FUTURE WORK 

As aforementioned, the status of the paper is a work in 
progress and therefore, improvements in the results and in 
ongoing research will be necessary. Currently, we have 
collected the needed secondary data and have started to 
analyze the competitive intensities. Following this first 
overview, we will evaluate the above-mentioned hypotheses 
using the ordinary least square regressions to test the 
established regression equations. Additionally, we will 
measure the different regulatory behaviors of the considered 
countries and to be able to examine the named relationships 
in the regression equations.  

Despite the named conditions and the different 
developments in the national broadband markets, the general 
trend presents increasing competitive structures in the fixed 
broadband markets. Combining the results of the HHI and LI 
analysis, the incumbents in each national broadband market 
have lost market shares and the disparity between the 
different providers is decreasing. As shown in the results, few 
countries (especially in Asia) still have very powerful 
incumbents and a general statement concerning all 
considered countries cannot be done at this status of work.  

At this time in evaluation work, the results are on a 
preliminary stage, which will be a starting point for the 
ongoing research. 
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Abstract— The use of social networking sites and social media 

tools is on the rise, as the most common activity of today's youth. 

Thus, leveraging social media concepts in learning can make 

education more relatable to the youth in this digital era.  This 

paper identifies key current social media concepts, such as user 

profiles, activity streams, and status updates, among others, and 

analyses how they support pedagogical learning approaches, 

with the progressive inquiry-based model used as an example. 

The preliminary study serves as an introduction to a series of 

future research and empirical studies on the integration of key 

existing social media concepts and the development of novel 

ones in a hybrid educational environment, called Science, 

Technology, Innovation, Mathematics, Engineering for the 

Young (STIMEY). The STIMEY environment will combine 

social media components, robotic artefacts, and radio, and 

connect students, educators, parents and organisations, based 

on a pedagogical framework researched and developed to 

increase the European youth’s interest and engagement in 

Science, Technology, Engineering and Mathematics (STEM) 

education and careers.  

Keywords-E-Learning; Pedagogy; Social Media; STEM; 

Technologies. 

I.  INTRODUCTION 

In a world that is becoming more technology-oriented, it 
is getting difficult to engage and maintain the interest of young 
learners in formal settings. Contemporary educational systems 
fail to successfully awaken the desire for active and 
responsible learning. Learners’ levels of engagement during 
their years of schooling are low and many students report 
feeling bored or even hating school [1]. On the other hand, the 
popularity of social media continues to rise each year, 
currently with over 2.3 billion active social media user 
accounts globally, at a   penetration   rate   of   31%   of   total   
global population [2]. Thus, leveraging social media concepts 
can be key in attracting the students’ interest for Science, 
Technology, Engineering, and Mathematics (STEM) 
education and careers, and making it more relatable to them 
from a young age. This paper presents a preliminary concept 
of integrating social media concepts in the pedagogical 
framework for a hybrid educational environment with multi-
level components, called Science, Technology, Innovation, 
Mathematics, Engineering for the Young (STIMEY) [3]. The 
STIMEY project is funded by Horizon 2020 H2020-SEAC-
2015-1 program, ongoing between September 2016 and 

August 2019, with partners in Germany, Spain, Finland, 
Greece, and Belarus. It aims to make STEM education and 
careers more attractive for 10- to 18-year-old students in 
Europe, with a hybrid learning environment that combines 
social media components in its Web platform, robotic 
artefacts, and radio broadcasting. The socially motivational 
environment for emotional and educational engagement is 
being designed and developed based on a pedagogical 
framework to educate, engage and increase the youth’s 
interest in STEM [4]. 

The STIMEY environment will also provide the necessary 
modern tools for teachers, parents and organizations to take 
part in the students’ progress and development, such as social 
media tools, gamification, collaborative and creative tools, 
entrepreneurial tools, serious games, and tools for challenges, 
activities and competitions. Thus, universities, schools, 
teachers, students, parents, business and media partners come 
together to complete a circle in which STEM becomes a part 
of the daily life of youth in an educational environment that 
also prepares them for future careers [4]. 

A. Research Objectives 

The overall objective of the STIMEY project is to 

contribute to the increase in competitiveness of the European 

Union economy, with results that will enable young people, 

ages 10 to 18, to become highly competent in STEM topics 

and be motivated to pursue STEM careers [4].  

The specific objectives, stemming from the general goal, 

in relation to social media components, are to:  

 create a pedagogical framework that exploits the full 
potentials of social media for STEM topics in formal 
and informal contexts; 

 create a Web platform for multimodal 
communication, social media concepts and tools, and 
professional identity development. The e-profile and 
social media tools of the STIMEY Web platform will 
support students’ needs to communicate, share and 
interact with peers, STEM event organizers, academic 
members, professionals, companies, etc.  

 create electronic portfolio presentation tools to 
support students in promoting their STEM activities 
and achievements – participation in relative activities 
in formal (e.g., schools) and non-formal (e.g., science 
centre activities, competitions, etc.) education, STEM 
project completion, competition awards, etc. – with 
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multimedia and social media tools that also enable 
them to receive feedback from the STIMEY 
members.  

The STIMEY project addresses the specific challenges in 
achieving the objectives by creating a shift from traditional 
towards innovative and effective methods [5] to increase the 
attractiveness of STEM education and careers, and boost the 
interest of young people in STEM.  

Based on extensive research, testing and European-wide 

collaboration, the STIMEY project is then developing a set 

of novel pedagogical approaches grasping a holistic vision of 

existing challenges to offer an educational multi-channel 

solution that integrates social media, robotic artefacts, radio 

broadcasting, entrepreneurial tools and serious gaming, into 

a complex learning environment [4]. 

In Section 2, a literature review on the use of social media 

in learning and education serves as a starting point when 

researching and developing a technology-enhanced learning 

environment for raising European youth’s interest and 

attraction towards STEM studies and careers. An overview of 

the research and development of the pedagogical framework 

follows in Section 3. In Section 4, key social media concepts 

are identified and their role as learning tools is discussed in 

detail. The risks of social media use and strategies to mitigate 

them are briefly introduced in Section 5, while Section 6 

presents a conclusion of the research with an outlook on 

future research within the project. 

II. SOCIAL MEDIA USE IN LEARNING AND EDUCATION 

Social media concepts are forms of electronic 
communication, such as Web sites for social networking and 
microblogging, through which users create online 
communities to share information, ideas, personal messages, 
and other content (as videos). That is only one of the various 
definitions of social media across different disciplines and 
points of views [6]. While many may think of social media 
exclusively as social networks like Facebook [7], its landscape 
is far more inclusive of basic forms, such as microblogging 
(e.g., Twitter [8] and Snapchat [9]), blogs (e.g., Tumblr [10] 
and Wordpress [11]), wikis (e.g., Wikipedia [12]), podcasts 
(e.g., Apple iTunes [13]) and content communities (e.g., 
Instagram [14] and Youtube [15]). And those are only some 
of the current modern forms of social media. As it is 
seemingly difficult to pinpoint a single definition of social 
media, it is better to understand it as a group of new kinds of 
online media, which share most or all of the following 
characteristics [16]: 

 Participation: social media encourages contributions 
and feedback from everyone who is interested. It blurs 
the line between media and audience. 

 Openness: most social media services are open to 
feedback and participation. They encourage voting, 
comments and the sharing of information. There are 
rarely any barriers to accessing and making use of 
content – password-protected content is frowned on. 

 Conversation: whereas traditional media is about 
“broadcast” (content transmitted or distributed to an 
audience), social media is better seen as a two-way 
conversation. 

 Community: social media allows communities to 
form quickly and communicate effectively. 
Communities share common interests, such as a love 
of travel, an environmental issue or a favorite artist. 

 Connectedness: Most kinds of social media thrive on 
their connectedness, making use of links to other sites, 
resources and people.  

Teenagers are among the most prolific users of social 
networks and social media tools. While they primarily use 
them to communicate with friends, they also use them and 
other interactional technologies to gather information and aid 
in decision-making. These advances are expanding the world 
of today's youth in ways that have yet to be fully understood 
[17]. Additionally, studies show that young people learn 
differently with social media and online technology tools, and 
as a result, the need for more flexible education and online 
interaction has become critical [18].  

Given its increasing popularity and significance, various 
literature has researched the use of social media in different 
disciplines, such as business, marketing, software 
engineering, collaboration, etc. Special focus has also been 
given to researching the use of social media in education, as it 
is increasingly being leveraged as a learning and teaching tool. 
Yet, there is not much research and literature published on the 
intellectual and social practices that the youth demonstrate—
either in top social networks, such as Facebook—or in niche 
social network sites, social gaming, or mobile networking 
applications designed for educational purposes. Preliminary 
research results indicate that [19]: 

 96% of students with Internet access report using 
social networking technologies  

 75% of students in 7th through 12th grades have at 
least one social media profile  

 59% of students who use social networking talk about 
education topics online  

 50% of students who talk about education topics 
online, talk specifically about schoolwork  

 59% of schools say their students use social 
networking for educational purposes 

 27% of schools have an online community for 
teachers and administrators 

Other studies have found that some school tutors have 
embraced smartphones and social media as mobile learning 
devices [20]. While critics say that social media discourages 
communication, supporters feel that it can enhance learner 
interactions, particularly for those learners who are too shy to 
fully participate in class [21].  

Nonetheless, only few studies examine the influence of 
social media features and their attendant social practices on 
learners. Although educational research devoted to 
understanding young people’s purposes for using social media 
is increasing, research on the features they find most 
engaging, the socio-technical practices they employ, and ways 
to define and assess learning and communication using social 
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media, is still lacking. Thus, so far, educators, researchers, and 
designers remain unclear about whether social media can 
support or inhibit learning, how and under what conditions 
[22]. The STIMEY project thus aims to clear that out, by 
researching how key social media concepts can be integrated 
in an e-learning environment based on pedagogical 
framework to support learning. The following section 
examines in detail how a pedagogical model can be adopted 
then integrated with social media concepts and tools.  

III. PEDAGOGICAL FRAMEWORK RESEARCH AND 

DEVELOPMENT 

In the development of a pedagogical framework for the 

STIMEY environment, various pedagogical models, such as 

project-based, problem-based, inquiry-based, exploratory, 

experiential, and expansive learning are analyzed in the 

context of technology-enhanced STEM learning 

environments. However, in the initial phase of the project, 

and for this research paper, the progressive inquiry model 

[23] is used as an example to demonstrate how social media 

concepts can be integrated to support its elements [24] in a 

general learning environment: 

 Creating the context: A study project is connected to 
its context (e.g., real-world problem to be solved) and 
its meaningfulness to learners is made clear. 

 Setting up research questions: Learners formulate 
questions which arise from their own attempts to 
understand and explain the problem. 

 Constructing working theories: Learners formulate 
hypotheses and initial intuitive conceptions based on 
their background knowledge. 

 Critical evaluation: Learners evaluate strengths and 
weaknesses of their working theories. 

 Searching deepening knowledge: More information is 
searched so as to examine better the working theories 
in the light of new information. 

 Generating subordinate questions: New, more 
specific questions are formulated so as to 
progressively deepen the inquiry. 

 Constructing new working theories: More articulated 
working theories are formulated and displayed based 
on progressive inquiry. 

 Shared expertise: All aspects of inquiry can be shared 
with other learners. Through social interaction, 
contradictions, inconsistencies and limitations can be 
made evident. Further, instructors play an important 
role in guiding and scaffolding learners’ process of 
inquiry. 

Understanding and developing pedagogic theories and 
approaches under the pedagogical framework allows for better 
reflection on learning, and its implications for the design of a 
social media-powered learning environment. Thus, for this 
paper, a mix of learning approaches is developed and adopted, 
as seen in Figure 1, and then further explored, as an example 
of how it can be supported with social media concepts. The 
learning approach covers the set of theories and underlying 

Figure 1. Learning Approach Model Development 
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models adopted for this research, while the learning tasks 
relate to the different components of learning activities [25]. 
Based on this model and the STIMEY project objectives, the 
learning tasks’ components are divided as follows: 

 Types: assimilative, information handling, adaptive, 
communicative, productive, and experiential. 

 Technique: brainstorming [26], presentation, 
structured debate, and unstructured discussion. 

 Roles: learner, tutor, facilitator or mentor (referring 
also to parents, organization members, etc., in the 
STIMEY environment), and group leader or member.  

 Interaction: individual, 1 to 1 learner to learner, 1 to 
1 learner to tutor (and vice versa), 1 to 1 learner to 
facilitator (and vice versa), 1 to 1 tutor to facilitator 
(and vice versa), individual to many and many to 
many (as in groups and discussions), etc. 

 Tools: can be interactive, adaptive, communicative, 
productive or narrative. These include social media 
concepts suggested in the next section based on how 
they can support and enable this learning model. 

In the following section, key social media concepts are 
proposed as the tools (see Figure. 1) to enhance and facilitate 
learning, based on their significance in supporting the 
progressive inquiry model as an example. As the pedagogical 
framework research continues, with detailed literature review, 
focus groups and testing, STIMEY will develop a learning 
approach specifically suitable for a STEM learning 
environment, which will form the basis of the social media 
concepts integration in the final stages. 

IV. IDENTIFYING KEY SOCIAL MEDIA CONCEPTS AND 

THEIR ROLE AS LEARNING TOOLS 

As the STIMEY project aims to investigate the use of 
social media in supporting learning activities, the research is 
initiated by evaluating key contemporary social media 
concepts and how they can support a pedagogical learning 
model. These concepts are intuitively derived from common 
features in popular social networking sites, such as Facebook 
[7] and Google Plus [27], and e-learning platforms, such as 
Khan Academy [28], Digischool [29] and Edmodo [30]. 

A. User Profile 

A user profile is the visual display of personal data 
associated with a specific user in a platform. The profile 
refers, therefore, to the explicit digital representation of a 
user’s identity [31]. This feature allows users to add personal 
information, and showcase their knowledge and skills, while 
also controlling the visibility and privacy of the profile. This 
form of self-presentation satisfies several human needs, as a 
study by MySpace has shown [32]. The profile is also the 
cornerstone of a user’s activity on STIMEY, containing a 
timeline of their activities and progress, connections, status 
updates, and other content as explained in detail hereafter. The 
user profile’s role in teaching and learning, as shown in Figure 
1, is, therefore, indirect but elementary in enabling the rest of 
the concepts and supporting activities. User profiles can also 

help, for example, to identify learners’ interests so as to 
choose study projects which are personally meaningful for 
them (creating the context) and to group learners based on 
their expertise areas (shared expertise). 

B. Status Updates 

A status update is a feature that allows users to discuss 
their thoughts, opinions, or important information with their 
connections. Similar to a Tweet on Twitter, or a status on 
Facebook, a status is usually short and generally gives 
information without going into too much detail as a blog post, 
but may also contain other types of media, such as image or 
link. When the status is updated, it posts on the user's profile, 
as well as in the activity stream of their connections [33]. This 
feature enables the most basic form of communication, yet 
most crucial, in support of various phases of inquiry-based 
learning, see Figure 1. For example, through status updates, 
users can post information about the context they are working 
on or share their research questions or working theories, as 
well as generate context based on other users’ posts and 
updates, contributing to shared expertise. It also supports 
various learning tasks’ types, such as reading and viewing 
(other users’ statuses), writing (text updates), creating and 
presenting (media status updates), and discussing (through 
Social Feedback, seen next). Moreover, it enables the 
techniques of brainstorming, presenting and unstructured 
discussions. 

C. Social Feedback 

In a social media environment, it is critical for users to 
have the ability to add their opinions about the quality or 
relevance of the content. Common examples are “like/not 
like,” “thumbs up/thumbs down,” star ratings, social 
commentary, tagging, flagging and reporting. Feedback has 
long been utilized as an effective tool to enhance learning, and 
social media concepts serve as a platform for effective 
feedback communication to improve relationships and 
performance in a learning environment [34]. Social feedback 
is most significant in supporting the co-creating of working 
theories and in critical evaluation, but overall plays an 
important role throughout sharing the expertise in inquiry-
based learning, in Figure 1, especially in enabling discussing 
(through comments and replies), reading and viewing (of 
other users’ comments and replies), and writing and 
presenting (of comments and replies, with media). 

D. Social Connecting 

The essence of social media, as well as the STIMEY 
project, is being used by people to build social networks or 
social relations with others who share similar personal or 
career interests, activities, backgrounds or real-life 
connections [35]. Thus, functions, such as “invite friend”, 
“add friend”, “follow account”, etc., are at the cornerstone of 
social media concepts, to enable communication, 
collaboration and knowledge sharing among members. Young 
people particularly value social and interactive opportunities 
for learning [36]. This concept, therefore, drives multiple 
pedagogical frames that depend on the interactions of various 
roles (learners, tutors and facilitators/mentors), such as 
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brainstorming, critical evaluation (by exchanging feedback), 
and sharing expertise. 

E. Activity Stream 

With the development of social media, the activity stream 
has become a common way to present a list of recent activities 
and aggregated information to users. Essentially, it is a digital 
interface component that lists activities or events relevant to a 
person, group, topic or everything in the environment in which 
it is built [37]. Thus, it is a central component in a social 
learning environment where users can keep track of their 
connections’ and communities’ updates (whether in benefit of 
generating context or critical evaluation), platform’s news and 
updates, and any other elements’ updates they subscribe to. In 
relation to inquiry-based learning (see Figure 1), the activity 
stream sets the stage for most steps, especially in generating 
context from activity updates, and receiving/providing 
feedback on those updates for critical evaluation. 

F. Social Messaging 

Instant messaging (IM) is not a new concept, or one that is 
specific to social media, yet it has become an essential 
integrated part of the experience. It refers to the exchange of 
text messages through a software application in real-time [38]. 
Popular features of social messaging applications include text 
chat, group chat, message notifications, status updates, media 
(file) sharing, and most prominently, the usage of stickers or 
little rich images to depict mood and convey messages in non-
verbal format [39]. This concept enables deeper discussions, 
collaboration, brainstorming and sharing expertise in inquiry-
based learning. It is also most essential in enabling the 
interactions between the various roles, whether through one to 
one (bilateral chat) or many to many (group chat) 
communication 

G. Community 

Online communities are generally regarded as online 
'spaces' which individuals 'feel part of' and where they can go 
to interact on a common topic or interest [40]. They allow 
users to create, post, comment to and read from their own 
interest- and niche-specific forums. What makes communities 
so appealing is the ability to control access to them, to find 
and connect with only “like-minded” people or people who 
share a common purpose. Thus, such communities have 
“moderators” or admins, who create them, set their privacy 
settings (public or private), and grant special permissions to 
others (to join, to comment, to post, to invite, to approve 
invitations, to moderate, etc.). These communities are 
essential in promoting a sense of community among learners, 
and access to them is even more important than the physical 
education environment [36]. Communities enable 
assimilative, communicative and productive learning tasks’ 
types, all of the learning tasks’ techniques, and sharing 
expertise among members (through contribution to setting up 
research questions, critical evaluation, and generating 
subordinate questions), all relevant to inquiry-based learning. 

H. Discussion Forum 

Discussion forums exist in a variety of distance learning 

platforms, such as e-learning platforms (Moodle [41], 

Blackboard [42], e-tutor [43], etc.) or mobile platforms 

(WhatsApp [44], etc.). These forums provide online learners 

opportunities to collaborate and cooperate to construct 

knowledge [45]. Therefore, they are not specifically a social 

media concept, but they are a basic form of digital socializing 

that is essential in a learning environment. The main 

difference between discussion forums and communities is 

that in a forum, all users are at equal level, requiring no 

special permissions or access to post and discuss with others. 

Any user is allowed to start a topic and to respond to one. 

Content is usually segmented by topic, rather than by people 

[46]. Other discussion-related concepts, such as Q&A, can 

also be helpful and employed to facilitate more direct 

question posing, searching and answering, with users given 

also the ability to “vote” for and feature the correct answer 

(relevant to “critical evaluation”) to enable better and more 

reliable expertise sharing around a specific topic (for e.g., 

courses). As in communities, discussion forums enable 

assimilative, communicative and productive learning tasks’ 

types, all of the learning tasks’ techniques, and sharing 

expertise among members. 

V. RISKS OF SOCIAL MEDIA USE AND MITIGATION 

STRATEGIES 

Although social media presents many benefits and 

opportunities, as demonstrated earlier, it can also pose some 

risks and challenges, especially when children and 

adolescents are involved. The main risk they face online 

today are risks from each other, risks of improper use of 

technology, lack of privacy, sharing too much information, or 

posting false information about themselves or others [47]. 

These risks must be recognized, addressed and mitigated 

whenever possible through social media principles and 

guidelines. Apart from developing and enforcing guidelines 

and policies to mitigate these risks, educating and 

encouraging users to engage in risk mitigation activities is 

considered good practice. By providing users with functions, 

such as privacy settings, controlling user permissions (adding 

or blocking users), flagging and reporting abusive or illegal 

content and users (as part of the social media concepts’ 

features presented earlier), they gain better control over their 

own security and privacy. Thus, raising awareness among 

users about these risks, and empowering them to take more 

control over their privacy and security, are among the top 

mitigation strategies that will be researched and employed in 

STIMEY. 

VI. CONCLUSION AND FUTURE RESEARCH 

While the use of social media in learning and education is 

still open and in need of much research, early indications 

show very promising results. With most European youth 

using social media increasingly in many aspects of their lives, 

it is critical to research its uses and benefits. In the context of 
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education, social media must be based on strong fundaments 

to leverage its benefits as a learning tool. Thus, it is essential 

that the social media concepts designed and employed in an 

e-learning environment are based on and emerge from a well-

developed pedagogical framework. As demonstrated in this 

paper, social media concepts can be investigated to be used 

as tools that can support the various learning tasks in learning 

approaches, such as the progressive inquiry model. Key 

social media concepts, such as user profiles, activity streams, 

and communities, can enable and facilitate learning through 

discussions, collaborations, sharing expertise, and other 

learning fundaments. 

As the project evolves, with more concrete research 

results on the pedagogical framework, end-user involvement, 

the STIMEY platform’s requirements engineering, and a 

structured analysis of e-learning and blended learning 

environments, additional social media concepts will arise and 

be further investigated, and quantified experiment results will 

be conducted for verification. Moreover, research will be 

carried out on the technical integration of the social media 

concepts as learning tools within the STIMEY environment’s 

multiple technological components. 
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Abstract—This work presents an analysis of mobility prediction,
concluding that it is an undecidable problem. Even though one
cannot always predict even its own future movement actions, it
does not mean that there is no use for mobility knowledge. In
mobile networks, better knowledge on how and when a node
(hereafter referred as a mover) will decide on its next movement
actions might lead to near-optimum protocol performance. In
such situations, before endeavoring into sophisticated analysis by
way of restricted mobility traces gathered just for that purpose,
one could start checking on how much we already know (or
are able to find out) about mover’s actions. Based on that, the
next step would be to work on how to use mobility data more
appropriately. As we use such data, we can increasingly better
understand mobility, making space for adaptive communication
protocols. Such methodology does not go against any other ana-
lytical studies for capturing mobility properties; on the contrary,
it just anticipates other uses for mobility data. Even though it is
not feasible yet to consider upgrading existing routing protocols,
so that full mobility knowledge is taken into account, one can
envision an application routing over an overlay network. There
is much hope for such an approach given that mobile networks
are going to be more widely available as the Internet-of-Things
evolves.

Keywords–Mobile networks; mobility metrics; communication
protocols; computability; undecidability.

I. INTRODUCTION

It would be interesting to devise an algorithm for comput-
ing all future paths to be taken by a mobile node (hereafter
referred to as a mover). Understanding mobility at such level
would provide means for solving many problems in real life,
including networking by way of optimum communication pro-
tocols in mobile ad hoc networks (MANETs) [1]. Nevertheless,
is it really possible to construct such algorithm?

One could start by comparing such an endeavor to other
similar problems already addressed in computer science.
Lloyd [2] proposed a turing test for free will, which consists
of determining whether one (or any other external decider)
can know one’s decision before the decision is even taken. He
concludes that, regardless if the world is deterministic or not,
the one who passes the test is inclined to believe that he is
endowed with free will, because it is an undecidable problem.

A mover can be anything capable of wandering around
under a given scenario, considering all its constraints, which
can be as complex as we can imagine. However, one could
imply that mover’s actions follow some pattern, which could
possibly be identified if there would be enough data on
mobility traces for analysis. Such an approach has already

been taken for some specific mobility targets (e.g., human
mobility [3] [4]). Nevertheless, the results usually provide just
some probabilistic insights into mobility patterns, which are
specially useful for enhancing mobility aware protocols.

A path can be thought of as a sequence of actions taken
by the mover when going from point A to point B, and it is up
to the mover to choose the next action. As for the whole path,
one can ask if the mover is able to predict all future actions
it will take. Of course, if the mover has the capabilities to do
so, we have already answered the very first question.

What we take into account in terms of computer capabili-
ties could also be decisive to solve this problem. Assuming
that quantum computers can efficiently simulate the laws
of physics, it is also possible to conceive quantum Turing
machines [5]. The inner process involved in every mover’s
action can be thought of as a sequence of operations. The
situation is such that whether the mover itself or any other
mover tries to simulate such sequence of operations, it will take
more time than the original mover’s sequence of operations [2].

Once assured on the undecidability of mobility prediction,
one should not give up on finding ways to somehow explore
mobility information whenever available. This leads to laying
out the underlying requirements for taking part in the network
or the services’ agreement the mover has agreed upon. Based
on the mobility information the mover is going to make avail-
able, the next step is to identify services/protocols, which can
take advantage of such information. One desirable approach
would be having the basic networking services working with
and without mobility information. That is, mobility knowledge
should be used to improve existing networking services, basi-
cally following an on demand and software defined network
approach [6] [7].

Therefore, before starting gathering mobility traces for
sophisticated analytical analysis, it is worth checking what
mobility data can be assumed as granted in given scenarios.
It does not mean that such analytical studies are not worth
the effort, but one might ask if the desired services are not
achievable through simpler approaches employing information
and mechanisms known to be available beforehand. In addi-
tion, getting mobility traces might end up being impractical or
not so representative depending on the sampling methodology
or the number of participants.

As the network evolves, mobility traces could also be stored
for later processing. That is, as there will be more mobility
traces over time, it will be possible to go further into the
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Figure 1. Cantor’s diagonal argument applied to the mobility prediction
problem.

analytical analysis as well (as a desirable side effect). In this
case, mobility metrics can be employed to better capture some
mobility properties [8].

Briefly, the remainder of the paper is organized as follows.
In Section II, we start by showing that mobility prediction is
an undecidable problem. That is, there is no way to know
in advance what is the path to be taken, or not, by any
mover (not even by the mover itself) in all situations. In
Sections III and IV, we focus on how mobility awareness could
improve communication in mobile networks. In Section IV, we
conclude this work.

II. THE UNDECIDABILITY OF MOBILITY PREDICTION AND
ITS IMPLICATIONS

Let us consider two countably infinite sets, one for all the
movers,

M = {m0, m1, . . . mi, . . . },

and the other for all the paths,

P = {p0, p1, . . . pj , . . . }.

We are going to leverage our analysis on Cantor’s diagonal
argument [9], showing that it is not possible to devise an
algorithm for computing whether a mover will or will not take
a path for all pairs (mi, pj).

For that, we start by taking into account the Cartesian
product M × P as the domain set of a function f , where
every pair (mi, pj) is mapped to 1 or 0, showing, respectively,
whether mover mi will or will not take path pj (see Figure 1).
Therefore, each row represents the possible movement actions
(i.e., paths) of a mover; that is, each mover in M is represented
as an infinite binary sequence.

If we can show that there is a mover, mk, which is not
present in the set of movers, we actually show that the set
M is uncountably infinite. To devise such mover, for each
i-th position of the sequence describing mk we assign the
complement of f(mi, pi). By doing so, mover mk’s sequence
differs by one position from every single mover in the set M
and, therefore, mk ̸∈ M . This is a contradiction, because we
had assumed that all movers were included in the set M .

As the number of Turing-recognizable languages (i.e.,
decidable sets) is countable [9], there is no algorithm capable
to deal with an uncountably infinite set of movers. Thus, for
all possible movers and paths, it is not possible to know

beforehand whether a mover will take a particular path or not.
Therefore, mobility prediction is an undecidable problem.

When employing recursive reasoning, one uses a mathe-
matical relationship between terms in a given sequence, and
such recursive computation can be simulated by either classical
or quantum Turing machines [5]. If any system must operate
according to the known laws of physics, meaning that the
world itself could be simulated by a Turing machine, one can
conclude that:

1) There is no general technique to determine whether
or not the mover is going to follow a given path at
all (i.e., the Cantor’s diagonal argument).

2) In case the mover is under a time constraint, then
trying to determine the movers next path sometimes
takes more time than the mover takes to perform the
actions.

3) A computationally universal mover can not answer
all questions about its future behavior.

4) A time constrained computationally universal mover
takes more time to simulate its next path than it takes
it to actually perform that process directly.

Lloyd [2] employed the same reasoning for showing that
one cannot prove that a decider does not possess free will;
however, one cannot prove that one has free will either.
Basically, one can always claim its decision as one’s own
choice, and behave as possessing free will.

With all that said, it does not mean that one cannot ever
determine a given mover’s next path. Nevertheless, it is also
clear that one cannot always determine any mover’s next path.

Next, we explore ways to take advantage of the mobility
information which is already granted in many situations.
That is, before taking on any complex analytical approach,
start from the mobility information that can be provided
by the users/movers themselves, and build around that the
protocols/applications that can be used right away in mobile
networks even when it is not possible to change the behavior
of the lower layer protocols (e.g., network protocols).

III. MOBILITY AWARENESS IN MOBILE NETWORKS

In this section, we ask ourselves how mobility awareness
might improve communication in mobile networks. It is always
desirable to have the means and mechanisms to improve the
network performance overall, but the focus here is just on the
benefits from exploring mobility itself. Figure 2 presents an
overall schematic and guidelines for the mobility information
addressed in this section.

A. How much we know about mover’s actions?
Taking into account mobility information when devising

communication protocols may help improve the overall net-
work performance; and this has already been done [10]–[12]!
However, as it is not possible to predict all future movers’
actions, one could well focus just on the information which is
somehow related to mobility in an acceptable and predictable
way for at least some situations (which might be exactly the
ones we are interested in). In such cases, and before trying
to gather real traces for sophisticated analytical analysis, it
is worth focusing on the mover’s mobility data known in
advance to some acceptable degree of detail. To begin, one
could pinpoint some important mobility information such as:
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Figure 2. Overall schematic and guidelines for mobility information.

• Is there a repeating schedule with fixed stopping points
(e.g., bus terminals)? Even though one might not know
in advance all intermediary positions when a mover
is going from a starting point A to a finishing point
B, just having the information about where the mover
should be at certain points in time is paramount if one
would like to schedule a message/packet relay to well
known communication agents (probably static routers)
at stopping points. Note that it is not the same as
not knowing when movers are expected to show up at
some defined communication points (as static routers
by a highway waiting for any mover wandering about).

• Is the mover willing to make available its exact
location or, at least, its whereabouts? Considering
there are ways to protect one’s confidentiality and
privacy, find ways to explore how we could enhance
communication protocols given that movers are will-
ing to help by providing some information about
their location (either exact or an approximation). Even
though this might sound unacceptable sometimes, the
fact is that there are ways to better explore these
situations specially when such information has already
been made available voluntarily by users through
many apps/servers (e.g., Global Positioning System
(GPS) location may be embedded within tweets in
Twitter).

• Must the mover provide its location periodically? This
hypothesis is stronger than the previous one, because

now the mover does not get to choose if it shares
its location or not. The point here is how often the
mover does so, as well as assuming that there is a
communication link at such moments (i.e., it is not
about recording one’s position for later transmission).

• Is the mover willing to provide some details about its
itinerary? As for the case when the mover has fixed
stopping points, which are scheduled to be reached
at some known points in time (with an expected
variance), a mover could make available its complete
itinerary. The point here is how much detail is ex-
pected to be provided by the mover (i.e., How well
characterized is the itinerary?):

◦ The mover could provide both GPS coordi-
nates and their expected reaching times;

◦ Or just GPS estimates and coarse target times.
• Must the mover provide some details about its

itinerary? Likewise, the mover might be forced to
provide its itinerary as part of the communication
service itself. In this case, even though there are
security concerns whenever location information is
shared with a third party, there are ways to guarantee
privacy, confidentiality, and integrity.

B. How to use mobility information appropriately?
With the mobility information available, one can start

focusing on when and where such data should be part of
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any decision making process. Communication protocols must
comply with safety and liveness properties, while efficiently
handling the available resources. Firstly, it is necessary to
address the following questions:

• Who receives mobility data information?
◦ A centralized entity;
◦ A cluster/leader (cluster-head) in the vicinity;
◦ Or data gets broadcasted among all peers.

• How often mobility information is obtained and sent
out by movers? This will depend on the information
granularity and the imposed restrictions/requirements
among the entities involved in the communication.

Secondly, it is required to sort out how mobility informa-
tion might be useful for communication protocols:

• For the link layer and routing, the mover itself could
act as a router/relayer:

◦ Among movers, whether mobility information
is shared directly among movers or it comes
from a centralized node or cluster-head;

◦ Among movers and external nodes (e.g., any
node in the Internet): for example, in situations
where a centralized node acts as an access
point to the Internet.

• For the upper layers (e.g., application):
◦ Application content can be shaped according

to on demand needs as we know the mover’s
whereabouts or its intended destination.

C. What can we learn from mobility?
As mentioned before, as a sort of good side effect, mobility

information can be gathered for further analysis in a similar
fashion as mobility traces are captured just for analytical
studies. However, it is not likely to produce as many details
as when it is solely planned for capturing mobility traces.
Considering the situations pinpointed earlier, by default, the
obtained traces are going to include some but not necessarily
all positions taken by the mover.

Nevertheless, even though the mover desires to or has
agreed upon providing only the required mobility information,
locally it can always track its own movement with more detail
for later use or to make it available to analytical analysis, if
desirable. At the end, it is even possible to have more and
better traces compared to those obtained just for some specific
purposes.

It is even worth checking how the mover might help itself
when analyzing its own movement actions. For example, if the
mover has a predictable behavior for the next hours or days,
it could plan where and when to get and send information in
advance. In addition, if the mover shares this information with
other peers or a centralized node, there will be plenty of other
possibilities.

According to Tanenbaum [13], “Never underestimate the
bandwidth of a station wagon full of tapes hurtling down
the highway”. Whatever storage capabilities one can conceive,
either in terms of storage capacity, size, and data transfer rates,
it is always possible to imagine that data can be stored in
the movers memory and be delivered later when reaching the
destination or getting closer to it (in terms of communication
connectivity or geographical location).

As one learns from its own behavior and from other peers,
it is possible to combine traditional communication approaches
with customized ones, and they could well be implemented at
the application layer as an overlay network infrastructure [14]–
[16]. There are many possibilities in this case: for example,
considering the movers capabilities that are acceptable for a
given delivery task (i.e., transporting a large backup file from
its own application or from another peer to the cloud), once it
is known in advance that the mover will stay connected to a
fast network for enough time (i.e., for relaying the content or
delivering it directly to the destination), such task could well
be planned accordingly.

IV. WELL SAID, BUT WHAT TO DO THEN?
So far, we have been looking at how much mobility

information is available, how we could possibly use it, and
how we might improve our overall knowledge on mobility for
enhancing communication in mobile networks. One can take
for granted that there will be an ever growing number of mobile
entities with computer and communication capabilities (e.g.,
the Internet-of-Things [17] promises to contribute to that);
therefore, it is reasonable to consider a richer communication
environment. In such context, it is worth to take into account a
software defined network approach whenever conceiving ways
to take advantage of mobility information. In this sense, it
might be possible to improve communication performance in
mobile networks even when focusing just on the application
layer itself.

When it comes to using such mobility information, one
should consider it as coming from a continuous feedback
process, evolving as the network advances. Once again, it does
not go against any particular mobility aware protocol approach
based solely on specific captured mobility patterns; however,
following our proposed methodology, one could start right
away from existing communication protocols by extending
them or working just on the application layer. As pointed
out before, movers’ current locations and the next intended
ones are straightforward for applying into routing processes in
mobile networks.

In a wider network environment (e.g., the Internet), of
course it would not be an easy task to adapt the existing routing
protocols to take into account mobility data in a broader
sense. However, given that we expect movers to be at the
last mile of the network, an application layer routing over an
overlay network [18] is possibly the most attractive alternative
when it comes to employing the proposed methodology. While
in direct reach of each other, movers could act as routers
among themselves, and whenever relaying any message/packet,
decisions should be leveraged on the better expected result
in terms of who can possibly make it faster to the desired
destination (or fixed infrastructure leading to the destination)
based on the known mobility information. This might sound
like any traditional routing approach, but the difference here
is that it could be based on the mobility information provided
by those who know better about it: the movers.

Let us look at an example (see Figure 3 as a reference).
Consider mover A wants to send a backup file to a restricted
private cloud infrastructure accessible only to peers taking part
in the group. Having the mobility information of some of A’s
peers (i.e., movers B, C, D, and E), mover A decides to transfer
the file to mover B because it is going to be closer to another
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Figure 3. What can we do then? An example of an application routing approach based on an overlay network.

mover, C, for an acceptable period of time (i.e., enough time
for transferring the backup file). In turn, later on, mover C is
known to shift to a place where it is going to stay connected
to the Internet for some extended period of time. Besides that,
it is also known that there is another peer, mover D, which
is going to stay connected for enough time to get the backup
file relayed through the Internet from mover C. In addition to
that, mover D is also a good candidate because it can relay the
file to another peer, mover E, which is known to get in touch
with the destination (a private cloud infrastructure) later on.

Even though this short example might sound a little far
from reality now, it is likely that such application overlay
networks will become common given the infrastructure to be
built on and around the Internet-of-Things.

One could as well argue that mobility awareness has been
receiving plenty of attention when designing communication
protocols so far [10]–[12] [19]–[21]; however, what is actually
proposed here is that we could change the starting point
when designing such protocols: first of all, analyze what
useful mobility information coming from the user/mover is
already available or otherwise could be made available, and
starting to work with just that. Depending on the application
requirements, and the required security protocols, we could
possibly achieve better, or at least reasonable, performance
results.

V. CONCLUSIONS

Even though it is impossible to predict all movement
actions of any mover, one could possibly enhance commu-
nication considering just what one already knows about its
own mobility actions, from other peers, and eventually from a
centralized point of coordination.

Basically, before going through specific analytical anal-
ysis (usually based solely on a restricted set of mobility
traces), we should focus on mobility information we could

get spontaneously or as part of the protocol/application re-
quirements/agreements. Again, this does not mean one cannot
continuously strive to improve one’s insight into mobility
patterns through the analytical approach. This can also go
hand in hand with the proposed methodology because mobility
traces are a possible good side effect of collaborative mobility
aware protocols/applications.

Using mobility data appropriately can improve overall
mobile network performance and introduce new features and
services not available yet (e.g., better cloud service experience
in a mobile environment) due to its intrinsic limitations. First,
one must take into account who actually gets such data (i.e.,
all peers, a centralized node, or cluster heads). Periodicity is
also crucial here, because of its impact on accuracy. When
thinking about protocols, depending on the granularity and
accuracy of mobility data, routing can be enabled among peers
or among peers and a fixed infrastructure. At the application
layer, with the implementation of overlay networks, one can
really expand the mobile network possibilities, and there are
plenty of security mechanisms available for making it attractive
even to more concerned users.

What is missing then? Essentially, when designing new
mobility aware protocols, we suggest that a methodology
similar to the one proposed here be followed: start from
the mobility knowledge that is somehow granted given the
requirements/agreements for some service. That is, one should
start working on the mobility information provided by the
movers themselves. It is even possible that a more sophisticated
approach may end up not providing better performance results
or just only marginal improvements not worth the cost. Taking
into account the promises around the Internet of Things,
simple solutions for mobility awareness should be strongly
considered.
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Abstract— In this paper, we propose a new routing protocol for
named data networking (NDN) based ad hoc networks. One
feature of our protocol is that it adopts a hybrid approach
where a proactive routing is used in the producer side network
and a reactive routing is used in the consumer side network.
Another feature is that we focus only on the name prefix
advertisement in the proactive routing. The result of
performance evaluation focusing on the communication
overhead shows that our proposal has a moderate overhead
both for routing control messages and Interest packets
compared with some of conventional NDN based ad hoc
routing mechanisms proposed so far.

Keywords- Ad Hoc Network; Named Data Networking;
Proactive Routing; Reactive Routing.

I. INTRODUCTION

Recently, Information Centric Networks (ICNs) have
been widely studied as a future Internet architecture well
suited for large scale content distribution. Named Data
Networking (NDN) [1] has been widely adopted as a
platform for ICN research activities. The fundamental
adopted in NDN is the name of required content, not the
address of hosts containing content. NDN uses two types of
packets in all communications: Interest and Data. A
consumer requesting a piece of content sends an Interest
packet containing the content name. A producer providing
the corresponding content data returns a Data packet to the
consumer. NDN routers transferring the Data packet cache
the packet for future redistribution.

Originally, NDN was designed for wired network
topology, but it can be effectively applied to wireless multi-
hop ad hoc network topology. Since nodes move around in
wireless ad hoc networks, the routing mechanism is a more
important research topic compared with wired networks. In
NDN, the purpose of routing is how to construct Forwarding
Information Base (FIB) for name prefixes, which specifies
the correspondence between a name prefix and a face (or a
neighbor identifier) to the content with this name prefix.

There are several proposals on the routing in NDN. For
the wired NDN topology, those proposed in [2] and [3] are
examples introduced in an early stage. Both of them are
based on the link state routing protocol, which maintains and
advertises link statuses between neighbors, shares the
topology information, and creates routing tables from it. The
protocol in [4] is a new proposal based on the link state
routing considering multipath routing.

In the case of NDN based wireless ad hoc networks, both
proactive and reactive approaches are proposed [5]-[9]. This

trend is the same as IP based ad hoc networks. MobileCCN
[6] and TOP-CCN [7] are examples of the proactive routing
mechanism. MobileCCN is an application of RIP [10] to the
NDN based ad hoc routing. TOP-CCN is an application of
OLSR [11]. On the other hand, E-CHANET [8] and REMIF
[9] are examples of the reactive routing mechanism, which
are considered extensions of Ad Hoc On-Demand Distance
Vector routing (AODV) [12].

These NDN based ad hoc routing mechanisms have pros
and cons. The proactive routing can create FIB in response
to an up-to-date network topology, but has some overheads
of routing control message exchange. On the contrary, the
reactive routing has no overheads of routing, but has some
overheads of Interest packet transfer.

In this paper, we propose a new NDN based ad hoc
routing which has the following two features. First, in a
typical ad hoc network used in a public space, such as
shopping malls and museums, a content producer side has a
stable network where producers and intermediate routers are
located in fixed positions. On the other hand, consumers are
mobile nodes which change their locations quite often.
Therefore, a hybrid approach which uses the proactive and
reactive routing is considered to be useful. In the IP based
ad hock network, a hybrid routing is also proposed [13].
Based on these considerations, we take a hybrid approach
that the proactive routing is adopted in a producer side
network, because of its in-advance route setting, and the
reactive routing is adopted in a consumer side network,
because of its flexibility for mobility.

The second feature is about the procedure of proactive
routing. The NDN proactive routing procedures proposed so
far are advertising both the network topology and the name
prefixes. However, the point of NDN routing is how the
name prefixes are disseminated. In order to realize this
requirement, it is sufficient that the shortest path information
is maintained for individual producer. So, we proposes a
new proactive NDN routing focusing on just the name prefix
advertisement.

The rest of this paper consists of the following sections.
Section II describes the related work on NDN and NDN
based ad hoc routing. Section III proposes our new protocol,
and Section IV shows the performance evaluation focusing
on the routing control and Interest transfer overheads.
Section V concludes this paper.
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II. RELATED WORK

A. Overview of named data networking

NDN nodes (consumers, NDN routers and producers)
maintain the following three major data structures [1].
 Forwarding Interest Base (FIB): used to forward

Interest packets toward producers of matching Data.
 Pending Interest Table (PIT): keeping track of Interest

packets forwarded to producers so that returned Data
packets can be sent to consumers.

 Content Store (CS): caching received Data packets
temporarily.

When an Interest packet arrives on some face, the content
name in the Interest is looked up. If there is a copy of the
corresponding Data packet in CS, it is sent out to the face the
Interest packet arrived on and the Interest packet is discarded.
Otherwise, if there is a PIT entry exactly matching to the
received content name, the Interest’s arrival face is added to
the PIT entry and the Interest packet is discarded. Otherwise,
if there is a matching FIB entry, then the Interest packet is
sent to the face specified in the FIB entry.

As described above, the routing mechanism in NDN is a
procedure to create FIB entries for published name prefixes.
As for the routing in wired NDN topology, the major
protocols proposed so far [2]-[4] are based on Open Shortest
Path First (OSPF) [14], which is a link state based intra-
domain routing protocol used widely in IP networks.
Among them, Named-data Link State Routing protocol
(NLSR) [3], for example, introduces two types of link state
advertisements (LSAs): Adjacency LSA and Prefix LSA.
An Adjacency LSA is similar to an LSA defined in OSPF
and contains a list of neighbor name and cost of the link to
neighbor. A Prefix LSA is designed for NDN and contains
name prefixes. An NDN node sends Periodic “info” Interest
packets for neighbor detection. If it receives an “info”
Content reply, it considers that a neighbor is alive. An NDN
node also sends periodic “Root Active” Interest packets. If
any link state information has changed, its reply is returned.
After that, an Interest packet requesting a new LSA and its
corresponding Data packet are exchanged.

B. NDN based ad hoc routing mechnisms

For NDN based ad hoc networks, there are a lot of
research activities [5]. Among them, MobileCCN [6] and
TOP-CCN [7] are typical examples of the proactive routing
mechanism. In MobileCCN, NDN nodes regularly broadcast
their own FIB, obtain neighbors’ FIB, and re-create own FIB.
The idea is similar to that of Routing Information Protocol
(RIP), in which routers send their own routing table to their
neighbors periodically [10]. As is in RIP, the scalability is a
problem in MobileCCN.

TOP-CCN is an extension of the Optimized Link State
Routing (OSLR) [11] to the NDN based ad hoc routing.
TOP-CCN introduces a new packet called Content
Announcement (CA). It also introduces the idea of
multipoint relay (MPR) and publisher MPT (PMPR). A CA
packet contains name prefixes, node id and type of sender,
list of neighbors’ id and type, and so on. It is used for the
neighbor discovery and MPR selection, through single hop

broadcast, and for the link state information announcement,
through multi-hop flooding. A multi-hop CA packet is
generated by PMPR and flooded by MPRs and PMPRs, and
it is used to create the topology information and FIB. Since
the base of TOP-CCN is OLSR used in IP networks,
however, multi-hop CA packets provide over-specified
information. For example, a route between consumers,
which is never used in NDN, can be obtained from this
information.

On the other hand, the reactive routing mechanism is
original in ad hoc networks. There are many examples [5],
including REMIF [9], which we use in the performance
evaluation. REMIF does not use any routing control
messages and therefore NDN nodes do not maintain FIBs.
Instead, a route to producer is detected during Interest packet
flooding. In order to avoid a broadcast storm problem,
REMIF adopts differed re-broadcasting with remaining
energy checking. Although REMIF has better performance
than E-CHANET [8] as for the Interest forwarding overhead
[9], the overhead may increase depending on the node
density and the average hops between consumers and
producers.

III. PROPOSAL

A. Design principles

We have adopted the following design principles for our
hybrid NDN based routing mechanism.
 As described above, we divide a whole NDN network

into the producer side and the consumer side. In the
producer side, NDN nodes including producers and
intermediate routers have their location fixed. So, a
proactive routing mechanism is introduced in this part.
On the other hand, the consumer side includes mobile
nodes working as consumers or intermediate routers.
Those nodes move around and the network
configuration often changes. In this part, a reactive
routing mechanism is introduced.

 For the producer side, our proactive routing focuses
only on the name prefix advertisement. It constructs a
directed acyclic graph (DAG) starting from each
producer. An FIB entry for a specific name prefix is
given by pointing upstream nodes so as to traverse the
corresponding DAG in a reverse direction. If there are
more than one upstream nodes, all of them are
registered in the entry and used for multipath
forwarding [15].

 In order to create a DAG for a specific name prefix, the
corresponding producer issues a Name Prefix
Announcement Request (NPAreq) packet. It is
broadcasted, and if any receiving NDN nodes are on the
corresponding DAG, they return a Name Prefix
Announcement Reply (NPArep) packet by unicast.

 As for the consumer side, NDN nodes do not use any
control packets for routing. Instead, the FIB entry is
created by the first Interest packet for a name prefix.
The first Interest packet is flooded throughout the
consumer side, and after it reaches some node in the
producer side, this Interest packet is transferred to the
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producer. When the corresponding Data packet returns,
a temporary FIB entry is created at the nodes in the
consumer side. For the following Interest packets for
the same name prefix, this FIB entry is used.

B. Detailed design for producer side

Table 1 shows the parameters contained in NPAreq and
NPArep packets. Producer node ID is the MAC address of
the producer node, and NPAreq and NPArep packets can be
uniquely identified using this ID and nonce. A producer
periodically generates NPAreq packets containing the name
prefix list which it is publishing. Hop count is the number of
hops from the producer. When a producer side node receives
an NPAreq packet, it rebroadcasts the received packet with
incrementing hop count and setting the number of
downstream nodes, and returns an NPArep packet to the
sender of the NPAreq packet, according to the procedure
described below.

Figure 1 shows the structure of FIB used by producer
side nodes. An FIB entry is created for an individual name
prefix, and it may contain multiple forwarding candidates.
Each candidate has the forwarding parameters and the
routing parameters. The forwarding parameters are the ID
(MAC address) of upstream node and other performance
related values as defined in [14]. The routing parameters are
used both to select and rank the upstream node providing
shortest path to the name prefix and to compose a NPAreq
packet to be rebroadcasted.

A node receiving an NPAreq packet follows the below.
1. The node checks whether there is an FIB entry for the

name prefix specified in the received NPAreq packet.
2. If there are no such entries, it adds a new entry with the

MAC address of the sender of the NPAreq packet set in
the upstream node ID. It sends an NPArep packet to
the NPAreq sender, and rebroadcasts the NPAreq
packet.

3. Otherwise, it checks whether there is a forwarding
candidate which has the same producer node ID. If

there is such a candidate, then look for candidates in
which the nonce is the same as that in the NPAreq
packet.
(3-1) If there are no such candidates, handle this

NPAreq as a new advertisement. That is, it
deletes the producer node ID and nonce pair from
the list in all of found candidates. If the list
becomes empty, it deletes the candidate and adds
the producer node ID and nonce with creating a
new candidate when necessary. It sends an
NPArep packet to the NPAreq sender, and
rebroadcasts the NPAreq packet.

(3-2)Otherwise, that is, when there are some candidates
having the same pair of producer node ID and
nonce with the NPAreq packet, it compares the
hop count in the entry with that in the NPAreq.
(3-2-1) If the hop count in the entry is smaller,

then ignore the received NPAreq packet.
(3-2-2) If two hop counts are the same, then it

checks whether there are any candidates
which have the upstream node ID identical to
the NPAreq sender address.
A) If there is such a candidate, it ignores

the received NPAreq packet.
B) Otherwise, that is, when the NPAreq is

sent by a new upstream node, it adds a
new forwarding candidate, and returns
an NPArep and rebroadcasts the
NPAreq.

(3-2-3) Otherwise, that is, when the hop count in
the entry is larger than that in NPAreq packet,
it handles this NPAreq as a new
advertisement, and acts as specified in step
(3-1).

4. Following the first part of step 3, the last step is for
when there are no candidates with the producer node ID
specified in the NPAreq packet, that is, when an
NPAreq with the same name prefix from a new
provider. In this case, it compares the hop count in the
FIB entry with that in the received packet, and acts in
the same way as (3-2-1) through (3-2-3) according to
the result.

When a forwarding candidate is created or modified, the
number of downstream nodes managed by upstream node
needs to be modified according to the received NPAreq
packet.

When a node receives an NPArep packet, it looks for a
forwarding candidate with the producer node ID and nonce
in the packet, and increments the number of downstream
nodes managed by this node by one.

Figure 2 shows an example of this protocol. As shown in
Figure 2(a), there are six producer side nodes connected with
wireless links shown in dashed lines. Among them, node 2
is a producer and the others are NDN routers. As shown in
Figure 2(b), in the beginning, node 2 broadcasts an NPAreq
packet with producer node ID = 2, nonce1, “name”, hop
count = 1, and number of downstream nodes = 0. Nodes 1, 2,
and 5 receive this packet, create an FIB entry as shown in the
figure, and return an NPArep packet individually. Then

TABLE 1. PARAMETERS IN NPAreq AND NPArep PACKETS.

Figure 1. Structure of FIB at producer side.
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node 5 rebroadcasts the NPAreq packet with changing hop
count to 2, and nodes 4 and 6 respond it. Node 2 receives the
packet but ignores it. When node 5 receives the NPArep
packets from nodes 4 and 6, the number of downstream
nodes in this node is set to 2.

Next, node 1 rebroadcasts the NPAreq packet, to which
node 4 responds. As a result, the FIB entry in node 4 has
two forwarding candidates to node 1 and 5. Similarly, the
NPAreq packet rebroadcasted by node 3 is handled by node
6. In the end of this advertisement, the NPAreq packets are

rebroadcasted by nodes 4 and 6, but nobody responds to
them. The generated DAG is shown in Figure 2(c).

After some periods, node 2 broadcasts a new NPAreq
packet with nonce2. After this new NPAreq packet is
disseminated, the FIBs of individual nodes are set as shown
in the figure. It should be noted that the FIBs in nodes 4 and
6 have two forwarding candidates with node 5 and nodes 1/3
as the upstream nodes, respectively. These candidates are
ranked by the number of downstream nodes managed by
upstream node (“dw2”). Since node 5 has two downstream
nodes, the forwarding candidate to node 5 is ranked first.

So far in this subsection, we do not mention PIT in
producer side nodes. The PIT structure in producer side
nodes is identical to that used in original NDN nodes [15],
except that the face ID is replaced by the neighbor node ID
(MAC address).

C. Detaild design for consumer side

We introduce a reactive routing mechanism to the
consumer side network in the following way. FIB is not set
in the consumer side in the beginning. When a node starts to
retrieve a specific content, the first Interest packet for the
content is flooded among consumer side nodes. When an
Interest packet reaches some producer side node, it will be
transferred to the corresponding producer. The producer
sends back the Data packet containing the requested content.
It is transferred through the reverse path of the Interest
packet. When it goes through the consumer side nodes, FIB
entry is set in individual nodes. The following Interest
packets accessing to this name prefix use the FIB arranged.
For the consumer side, we use the original formats of Interest
and Data packets and the original structures of FIB and PIT,
except that the first Interest packet is broadcasted and that a
neighbor node MAC address is used as a face ID.

Figure 3 shows an example of the communication
sequence between a mobile consumer and a producer. As
shown in Figure 3(a), the producer side nodes are the same
as in Figure 2(a), and there are three consumer side nodes
(nodes p, q, r). The dashed line shows a wireless link.

We assume that the FIBs are arranged in the producer
side nodes. As shown in Figure 3(b), node p starts contest
retrieval for name prefix “name” and the first Interest is for
“name/001”. The Interest packet is broadcasted and nodes q
and r receive it. Then node q rebroadcasts the Interest packet,
and nodes 6 and p receive it. Node p ignores this Interest,
because it is a duplicate one. Node 6 relays the received
Interest packet to node 5 according to its FIB. On the other
hand, node r also rebroadcasts the Interest packet, which
nodes 6 and p receive. But both nodes ignore this Interest
because of the duplication.

The Interest packet is sent to node 2, the producer, via
node 5, and in response to it, the Data packet containing the
content of “name/001” is returned along the reverse path of
the Interest packet. That is, the Data packet goes via nodes 5,
6, and q, and reaches node p. When node q relays the Data
packet, it creates an FIB entry for “name” which indicates
that the upstream node is node 6. Similarly, when node p,
the consumer, receives this Data packet, it creates an FIB
entry for “name” indicating that the upstream node is node q.

Figure 2. Communication sequence at producer side.
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For the following Interest packets, nodes p and q use the
created FIB. That is, the next Interest packet requesting
content for “name/002” is sent to node q in the unicast
communication. Similarly, node q relays this Interest to
node 6 directly.

When some nodes move and the communication link is
broken, the Data packet is not returned and the timer for
Interest packet will expire. At that time, node p will
broadcast the lost Interest packet, and the similar procedure
with the first Interest is performed.

IV. PERFORMANCE EVALUATION

This section describes the results of performance
evaluation for the overhead of routing control and Interest
packet transfer. We compare our proposal, TOP-CCN as an
example of proactive mechanism, and REMIF as an example
of reactive mechanism. Figure 4 shows the network
configuration used in the evaluation. Nodes are arranged in
a grid network, n nodes in the horizontal direction and 4
nodes in the vertical direction. Similarly with the examples
above, the dashed line is a wireless link.

Figure 4(a) shows the detailed configuration for our
proposal. The first and second rows are the producer side,
and the third and fourth rows are the consumer side. Figure
4(b) shows the detailed configuration for TOP-CCN.
According to [7], the light gray nodes are PMPRs and the
dark gray nodes are MPRs. In REMIF, all nodes are handled
equally.

We assume that some nodes in the first row work as
producers. That is, the number of producers changes from 1

to n. We also assume that consumers locate in the third and
fourth rows. In the evaluation, one consumer communicates
with one producer for independent content. So, the cache is
not effective in this evaluation.

A. Results of routing control overhead

Since our proposal and TOP-CCN use a proactive routing
mechanism, they have some overheads in routing control.
Routing control is performed periodically, but in this
evaluation, we calculate the total number of control packets
exchanged in one turn. We suppose there are � producers.

The details for our proposal are as follows. First, we
consider the case that there is one producer (a node among
1,1 through 1,n). The producer issues an NPAreq packet,
and it is rebroadcasted by any other nodes in the first and
second rows, once per node. So, the total number of
broadcasted NPAreq packets is 2�. As a result of routing
control, a rudder style network is generated as a DAG (see
Figure 2(c)). In order to generate this configuration, one
NPArep packet is transferred once over one wireless link.
Therefore, the total number of transmitted NPArep packets is
equal to the number of wireless links, that is, 3� − 2. So,
the routing overhead for one producer is 5� − 2 in our
proposal. For the case of � producers, the total number
becomes � times as the case of one producer. Therefore, the
result is �(5� − 2).

In the case of TOP-CCN, the number of control packets
does not depend on the number of producers. The details for
TOP-CCN are as follows. For non-MPR nodes (white nodes
in Figure 4(b)), one CA packet is sent for advertising itself,
and another CA packet is sent for MPR selection. So, the
number of CA packets is 2 per node. For MPR nodes, a CA
packet is sent after one neighbor detection, and the number
of neighbors is 3. One CA packet is sent for MPR selection.
For route announcement, it sends CA packets as many as the

Figure 4. Evaluation network for proposal and TOP-CCN.

Figure 3. Communication sequence between consumer and producer.
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number of PMPR. Therefore, the number of CA packets is 4
+ number of PMPR per node. For PMPR nodes, one CA
packet is sent after one neighbor detection (there are four
neighbors), and one for MPR selection. For relaying multi-
hop CA packets, the number of CA packet transfer is equal
to the number of PMPR nodes. Therefore, the total number
is 5 + number of PMPR per node. The number of MPR and
PMPR is 2� and 2(� − 2) , respectively. As a result, the
total number is

2 × 4 + 2��4 + 2(� − 2)� + 2(� − 2)�5 + 2(� − 2)� =
8�� − 6� + 4.

Figure 5 shows the number of routing control packets
when n is 10, by changing the number of producers (m) from
1 to 10. In our proposal, the number of NPAreq and NPArep
packets changes from 48 to 480 when m changes from 1 to
10. On the other hand, in TOP-CCN, the number of CA
packets is always 744 independently of m. In REMIF, there
are no routing control packets.

B. Results of Interest transfer overhead

In spite of the weakness in routing control overheads, the
proactive mechanism provides more efficient Interest packet
transfer then the reactive mechanism. Here, we suppose that
there are one hundred Interest packets for one specific name
prefix, and count the total number of Interest packets
transmitted over wireless links (total Interest hop count).
The calculation is done by changing the number of consumer
and producer pairs from 1 to n.

In the case of TOP-CCN, the optimum route is used for
all Interest packets. When there is one consumer / producer
pair, the average hop count of one Interest packet is obtained

in the following formula. Please remember that a producer is
located in the first row, and a consumer is located in the third
or fourth row. The first item is an average vertical hop and
the second is for horizontal transfer.

�

�
+

∑ ∑ |���|�
���

�
���

��
=

�

�
+

����

��
For 100 Interests with m consumer / producer pairs, the total
Interest hop count (average) for TOP-CCN is

100��
�

�
+

����

��
�.

In the case of our proposal, only the first Interest packet
is flooded among consumer side nodes and producer side
nodes except the producer itself. So, the total Interest hop
count (average) for our proposal is

(4� − 1)� + 99��
�

�
+

����

��
�.

In the case of REMIF, since there is no FIB, every
Interest packet is flooded. In the grid configuration used
here, every node except the producer will rebroadcast each
Interest once. So, the result is 100(4� − 1)�.

Figure 6 shows the total Interest hop count (average)
when n is 10, by changing the number of consumer /producer
pairs (m) from 1 to 10. This figure indicates that the total
number of REMIF is much larger than the others. The result
of our proposal is slightly higher than TOP-CCN.

V. CONCLUSIONS

In this paper, we proposed a new NDN based ad hoc
routing protocol, which combines the proactive and reactive
approaches. We assume that, in a common ad hoc network,
nodes in the information provider side are located in a fixed
position and user nodes are mobile terminals. The proposed
method introduces a proactive routing in the producer side
and a reactive routing in the consumer side. Our proactive
routing focuses only on the name prefix advertisement.
Through a theoretical analysis, we showed that our proposal
provides a lighter routing overhead than TOP-CCN, a
proactive approach, and the similar Interest transfer overhead
with TOP-CCN, which is much better than REMIF, a
reactive approach.
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1Université de Tunis El Manar, École Nationale d’Ingénieurs de Tunis, Laboratoire de Systèmes
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Abstract—In this paper, we investigate further improvement in
performances of Wavelength Division Multiplexing (WDM) trans-
parent networks under scheduled and random traffic by applying
traffic rerouting. Scheduled traffic corresponds to high priority
traffic, whereas random traffic corresponds to best effort traffic.
Indeed, in WDM transparent networks, the wavelength clash
constraint along with the wavelength continuity constraint result
in inefficient utilization of network resources and lead to higher
rejection ratio. The traffic rerouting concept is a cost-effective
and viable solution used to alleviate the inefficiency brought by
the wavelength continuity, but it induces a service disruption
period. Therefore, minimization of the incurred service disruption
period is imperative. Our proposed rerouting algorithm proceeds
in two separate phases. It first computes off-line the routing and
wavelength assignment (RWA) for scheduled lightpath demands
(SLDs) before considering random lightpath demands (RLDs)
on the fly on the remaining network resources. Thus, if an
incoming RLD cannot be established in the absence of a free
wavelength-continuous path between its source and destination
nodes, the proposed algorithm may reroute a minimum number
of not yet routed SLDs and already routed RLDs. Rerouting
of already routed SLDs is not allowed since they correspond to
high priority guaranteed service. Allowing rerouting of not yet
routed SLDs should lead to a shorter service disruption period.
The performance of the proposed algorithm is evaluated and
discussed through extensive numerical experiments. Significant
improvements are demonstrated, either in terms of rejection ratio
or in terms of service disruption period, in comparison with
rerouting algorithms previously presented in the literature.

Keywords–Routing and Wavelength Assignment (RWA); Service
disruption period; Traffic rerouting; Wavelength continuity con-
straint; WDM transparent networks.

I. INTRODUCTION

An optical network provides a common infrastructure over
which a variety of services, such as video on demand, video
conference, distance education can be delivered [1]. The re-
quirement for networks with high capacity is increasing. There
are many ways to increase the capacity of the optical fiber and
one of the ways is Wavelength Division Multiplexing (WDM).
In WDM networks, an optical communication path, referred
to as lightpath, is set up to support a connection between two
optical wavelength-routing nodes. The problem of establishing
lightpaths with the objective of optimizing the utilization of
network resources is known as the Routing and Wavelength
Assignment (RWA) problem [2]. The RWA problem has been
extensively investigated in the literature and several approaches
have been proposed either for static traffic or dynamic traffic
(see [3], among others).

In the absence of wavelength converters, optical networks
are referred to as transparent networks or all-optical networks
[4]. In such networks, a lightpath is established before data
can be transferred by allocating the same wavelength on all the
fiber links in the route through which data traffic is transmitted.
This constraint is called the wavelength continuity constraint
[5]. Also, two lightpaths sharing at least one common fiber-
link must be identified by different wavelengths to prevent the
interference of the optical signals. This second constraint is
called the wavelength integrity constraint. These limitations
lead to inefficient utilization of wavelength channels which
results in higher blocking ratios. Wavelength conversion and
traffic rerouting are the two possible mechanisms that can
increase the efficiency. Using wavelength converters poten-
tially allows the network to support a larger set of Lightpath
Demands (LDs). But, such converters remain too expensive.
When wavelength conversion is not available, rerouting is used
to improve network usage. It consists in rearranging certain
existing lightpaths to free a wavelength-continuous path for
the incoming LD. There are two ways to rearrange an existing
lightpath. One is partially rearranging, which only changes the
used wavelength and keeps the same physical route. This is
also referred to as wavelength rerouting (WRR). Another is
fully rearranging, which consists of finding a new physical
path with possibly a new wavelength to replace the old path.
This is referred to as lightpath rerouting (LRR). A taxonomy
of rerouting schemes can be found in [6]. Transmission of the
existing lightpaths to be rerouted must be temporarily shut-
down to protect data from being lost or misrouted resulting
in service disruption incurred by the longer propagation delay
for transmitting signaling messages in transparent wide-area
networks [7]. This period is referred to as the service disruption
period. Therefore, in such networks, minimization of the
incurred service disruption is imperative.

In this paper, we present a new rerouting algorithm in order
to get further improvement either in terms of rejection ratio or
in terms of service disruption period when two classes of traffic
demands are considered:
• The first class is referred to as Scheduled Lightpath

Demand (SLD). A SLD is a connection request with
known setup and teardown times. The SLD model is
deterministic since the demands are known in advance
and is dynamic because it takes into account the
evolution of the traffic load in the network over time.

• The second class is referred to as Random Lightpath
Demand (RLD). A RLD, also called dynamic lightpath

87Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-562-3

AICT 2017 : The Thirteenth Advanced International Conference on Telecommunications

                           97 / 111



demand, is a connection request that arrives randomly.

Through numerical results, we outline that thanks to rerout-
ing, the lightpath demands’ rejection ratio is improved and that
our LRR algorithm selects a minimum number of established
RLDs to be rerouted which should hopefully lead to a short
service disruption period.

The rest of this paper is organized as follows. Section
II presents related work. In Section III, we summarize our
main contributions. In Section IV, some notations are given.
In Section V, we present in detail the proposed rerouting
algorithm. Numerical results and concluding remarks are given
in Sections VI and VII, respectively.

II. RELATED WORK

The traffic rerouting concept has been applied to WDM
transparent networks to alleviate the impact of the wavelength
continuity constraint. In [7], Lee et al. introduced the WRR
concept by studying the rerouting problem with the objective of
minimizing the disruption incurred due to WRR. In [8], Mohan
and Murthy proposed a time optimal wavelength rerouting
algorithm based on the Parallel Move-To-Vacant Wavelength-
Retuning (MTV-WR) rerouting scheme. In [9] and [10], the
authors proposed two low complexity wavelength rerouting
algorithms to improve throughput and to reduce blocking
probability in wavelength division multiplexed networks. The
former is called the Shortest Path Wavelength ReRouting
(SPWRR) algorithm while the latter is called the Lightpath
ReRouting Algorithm (LRRA). The authors also demonstrated
that LRRA gives better results and can be implemented in
huge networks for good blocking performance. Recently, a
new lightpath rerouting scheme called Sequential Routing with
Lightpath Rerouting (SeqRwLR) has been proposed in [11] to
improve the rejection ratio while keeping a short service dis-
ruption period. In [12] and [13], the authors investigated hybrid
rerouting to increase the network throughput and minimize the
incurred service disruption period. In [14], the authors com-
pared passive, active and hybrid rerouting. They demonstrated
that when there is wavelength conversion, passive rerouting
outperforms active rerouting, and hybrid rerouting can only
improve the performance over passive rerouting slightly. Also,
they demonstrated that, in the absence of wavelength convert-
ers, hybrid rerouting can improve the blocking performance
significantly. Later, two RWA algorithms applying active light-
path rerouting are presented in [15]. The authors show that,
in the absence of wavelength converters and in contrast to
the results announced in [14], active rerouting works much
better than passive rerouting but induces a longer service
disruption period. Improving the performances of transparent
optical networks in terms of rejection ratio by exploiting the
set-up delay tolerance specification contained in the Service
Level Agreement (SLA) has already been investigated in
[1][16][17][18]. The basic idea is to delay LDs instead of
rejecting them due to the current network state and try to
establish them after some time, since other routed LDs may
leave the network and its network resources are released.
While in all of the above described algorithms dynamic traffic
is considered, in [19], the authors proposed a new lightpath
rerouting scheme to optimize network resources allocation
considering scheduled and random lightpath demands. Their
scheme prohibits SLD rerouting while the establishment of a
new RLD may require the rerouting of one or several RLDs.

To the best of our knowledge, this is the first attempt to
apply rerouting of not already established SLDs to maximize
the number of established RLDs and moreover, minimize the
incurred service disruption period. The performances of the
proposed algorithm either in terms of rejection ratio or in terms
of service disruption period are demonstrated to be promising
through illustrative simulation results.

III. CONTRIBUTION OF THE PAPER

In this paper, we present an efficient RWA algorithm
for WDM transparent networks working under the wave-
length continuity constraint without wavelength converters.
We anticipate to alleviate the inefficiency brought by the
wavelength continuity constraint by the use of an efficient
lightpath rerouting strategy minimizing the number of rejected
LDs. A combination of two traffic classes, namely, SLDs and
RLDs are considered. Permanent lightpath demands (PLD)
(i.e. static lightpath demands which are preknown connection
requests and if accepted, remain in the network indefinitely)
are not considered in this study because, once established,
these demands remain in the network indefinitely. This can
be considered as a reduction in the number of available
wavelengths channels on some network fiber-links.

Our proposed scheme computes the RWA for the SLDs
and the RLDs separately. First, it computes the RWA for
the SLDs off-line, as SLDs correspond to preknown traffic,
aiming at minimizing the number of blocked SLDs. Taking the
assignment of the SLDs into account, the RWA for the RLDs
is computed sequentially. When an incoming RLD cannot be
established in the absence of a wavelength-continuous path
between the source and the destination of the RLD, we try to
reroute one or several SLDs in the set of SLDs that are not
yet routed and/or a minimum number of already routed RLDs
aiming hopefully at freeing a wavelength-continuous path to
accommodate the incoming RLD. We assume that an already
established SLD cannot be rerouted since SLDs correspond
to high priority guaranteed service, and only SLDs that have
not been routed yet can be rerouted. Unlike SLDs, already
established RLDs may be rerouted to accommodate the new
incoming RLD. In order to shorten the duration of the service
disruption period, our rerouting algorithm promotes rerouting
of not yet routed SLDs. This is because the service disruption
period incurred by rerouting a not yet routed SLD is shorter
than that incurred by rerouting an already established RLD.
Theoretically, the service disruption period incurred due to
rerouting a not yet routed SLD is very short since the SLD
is not yet routed and the data transmission is not yet started.
Our proposed algorithm differs from the previously published
ones in the following aspects:

• First, it considers two classes of traffic demands.
Only RLDs have been considered in all the others
algorithms presented in the literature. In [19], two
types of traffic demands are considered.

• Second, when a new RLD is to be rejected by the rout-
ing phase, the rerouting phase selects one or several
RLDs and/or not yet routed SLDs to be rerouted in
order to accommodate the new RLD. Whereas, in [19],
the rerouting of SLDs is forbidden once the optimal
RWA for the SLDs is computed off-line and only
rerouting of already established RLDs is allowed. As
mentioned above, rerouting not yet routed SLDs has a
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direct impact on the duration of the service disruption
period.

• Third, our proposed algorithm does not construct any
auxiliary graph with crossover edges to determine the
set of active lightpaths that should be rerouted as in
[7][8][11]. Thus, our algorithm should be less Central
Processing Unit (CPU) intensive than rerouting algo-
rithms previously presented in [7][8][11].

IV. NOTATIONS

We use the following notations and typographical conven-
tions:

• G = (ν,E, ϑ) is an arc-weighted symmetrical directed
graph representing the network topology with vertex
set ν (representing the network nodes), arc set E (rep-
resenting the network fiber-links) and weight function
ϑ : E → R+ mapping the cost of the links set by the
network operator.

• N = |ν|, L = |E| are respectively, the number of
nodes and links in the network.

• D is the total number of LDs (SLDs and RLDs) which
arrives at the network over the considered time period.

• W denotes the number of wavelengths per fiber-link.
• Λ = {λ1, λ2, ..., λW } is the set of available wave-

lengths on each fiber-link of the network.
• The ith LD, 1 ≤ i ≤ D (to be established), is

defined by a 5−tuple (si, di, πi, αi, βi). si ∈ ν and
di ∈ ν are the source and the destination nodes of
the LD, respectively; πi is the number of requested
lightpaths; and αi and βi are the setup and teardown
time of the LD, respectively. Here, for the sake of
simplicity, we assume that each LD requires only one
lightpath between the source and the destination nodes
(πi = 1).

• Pi,k, 1 ≤ i ≤ D, 1 ≤ k ≤ K, represents the kth

alternate shortest path in G connecting node si to
node di (source and destination of the ith LD). The
hop count is used as the link metric and K-alternate
(loop-free) shortest paths for each source−destination
pair (LD) are computed beforehand according to the
algorithm described in [20] (if as many paths exist,
otherwise we only consider the available ones).

• Pi, 1 ≤ i ≤ D, is the set of alternate shortest paths
computed between the source and destination nodes
of LD number i. Hence |Pi| ≤ K. This computation
is done in a preliminary step prior to any routing.

• P is the set of alternate shortest paths computed
between the source and destination nodes of each
possible node pair in the network. Clearly |P | ≤
N(N − 1)K.

• c(i, k, w, t), 1 ≤ i ≤ D, 1 ≤ k ≤ K, 1 ≤ w ≤
W is the cost of using wavelength λw on the kth-
alternate shortest path in G from node si to node di
of LD numbered i at time t. The cost function of each
considered path is determined as follows:

c(i, k, w, t) =

{
ε if λw is path-free on Pi,k
∞ if λw is already used by another

LD on at least on link of Pi,k

ε is a tiny positive value corresponding to the hop
count on path Pi,k.

• θ(i, k, w, t), 1 ≤ i ≤ D, 1 ≤ k ≤ K, 1 ≤ w ≤ W ,
denotes the set of LDs to be rerouted when serving the
incoming RLD number i at time t using wavelength
λw on Pi,k.

• cr(j), 1 ≤ j ≤ |θ(i, k, w, t)| is the cost of rerouting
the jth LD ∈ θ(i, k, w, t) in order to satisfy the
incoming RLD on Pi,k, using wavelength λw.

cr(j) =


τ, if the LD to be rerouted is a not

yet established SLD
σ, if the LD to be rerouted is an already

routed RLD

τ is a tiny positive constant and σ is a positive
weighting factor indicating the penalty of rerouting an
already routed RLD to accommodate the new demand.
σ is chosen such that (σ � τ) to promote rerouting
of not yet routed SLDs. τ and σ are chosen such
that the number of RLDs to be rerouted is minimized
which should lead to the minimization of the service
disruption incurred by rerouting.

• cr(i, k, w, t) =
∑
j∈|θ(i,k,w,t)| cr(j), 1 ≤ i ≤ D, 1 ≤

k ≤ K, 1 ≤ w ≤ W is the cost of rerouting to
set up the incoming RLD number i at time t using
wavelength λw on Pi,k.

• crmin = min1≤k≤K,1≤w≤W cr(i, k, w, t) is the mini-
mum cost to satisfy the new RLD number i at time t
on Pi,kmin using wavelength λwmin .

V. THE PROPOSED SCHEME

Our proposed LRR algorithm called SepRwLR, for Sepa-
rate Routing with Lightpath Rerouting, handles the SLDs and
the RLDs separately, as shown in Figure 1. First, it considers
the RWA for SLDs before considering the RLDs. The objective
is to minimize the number of blocked SLDs. No rerouting is
performed when computing the RWA for SLDs. Taking the
RWA of the SLDs into account, the SepRwLR then tries to
route sequentially the incoming RLDs in the following two
phases:

• The first phase, also called routing phase, computes
the RWA for a new RLD without considering rerout-
ing.

• If Phase I fails, rerouting phase determines which
LDs (already routed RLDs and not yet routed SLDs)
are to be rerouted and how they will be rerouted to
accommodate the incoming RLD.

Subsection V-A details the routing and wavelength assign-
ment algorithm for LDs (be it scheduled or random) whereas
Subsection V-B details the rerouting algorithm for RLDs.

A. Routing and Wavelength Assignment for LDs
At the incoming time of a new LD, we first try to establish

it without rerouting any active lightpaths according to the
traditional sequential Dijkstra based algorithm. The associated
K-alternate shortest paths (computed off-line and denoted Pi)
are considered in turn according to their number of hops. We
look for the first path-free wavelength. The LD is hence set
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Figure 1. Block diagram of the SepRwLR algorithm.

up on the first met path-free wavelength among its K-shortest-
paths if such path exists. The wavelength assigned to this
path is selected according to a first-fit scheme [21] whenever
multiple wavelengths are available on the considered path. If
a path-free wavelength to satisfy the demand does not exist,
two cases may happen: the demand is a SLD, in which case
it is rejected since no rerouting is performed when computing
the RWA for SLDs. The second case that may happen is that
the demand is a RLD in which case the rerouting phase will
be considered.

B. Rerouting algorithm for RLDs
We assume that a new RLD arrives at time t and that the

routing phase fails to set it up. Thus, the rerouting phase is
launched aiming hopefully to free a path along one of its K
shortest paths as follows:

For each shortest path Pi,k, 1 ≤ k ≤ K, associated to
RLD numbered i, rejected by the routing phase, and for each
wavelength λw, 1 ≤ w ≤ W , we determine the set of RLDs,
θ(i, k, w, t), that should be rerouted to establish the incoming
RLD on the selected path and wavelength. The minimum cost
of rerouting, crmin, is then computed. If crmin is finite, its
associated kth-alternate shortest path and the wth wavelength
are hence selected. Let θmin denote the corresponding set of
LDs to be rerouted. Two cases may happen: all the LDs in
θmin can be rerouted by only changing the used wavelength
whilst keeping the same path or by changing the physical path
and then possibly the used wavelength. In this case, the incom-
ing RLD is established using Pi,kmin on wavelength λwmin .
c(i, kmin, wmin, t), the cost of using Pi,kmin on wavelength
λwmin , at time t is updated to +∞, as well as the cost of
all the paths in P that share at least one common link with
Pi,kmin . We also update the costs of the new paths used by
the rerouted LDs to +∞ and to ε the cost of the released

paths. The second case that may happen is that Pi,kmin using
λwmin cannot be freed because one or several LDs cannot be
rerouted. In that case, cr(i, kmin, wmin, t) is updated to +∞
and the minimum cost is computed again. If crmin is infinite,
the incoming RLD numbered i is definitively rejected.

For an illustration, we consider a graph representing a net-
work with five nodes and bidirectional fiber-links, as shown in
Figure 2, and the set of LDs described in Table I. Two shortest
paths (K = 2) are computed for each source destination pair
as shown in Table I. We assume that each fiber has only one
wavelength λ0.

Figure 2. 5-node test network.

TABLE I. SET OF LDS TO BE SET UP.

Number s d π α β K shortest paths Nature

1 5 3 1 100 808 5-3 / 5-4-1-2-3 RLD
2 2 5 1 303 1100 2-5 / 2-1-4-5 SLD
3 2 5 1 405 715 2-5 / 2-1-4-5 RLD
4 1 2 1 607 1118 1-2 / 1-4-5-2 SLD

The RWA for the SLDs is shown in Table II.

TABLE II. RWA FOR THE SLDS.

Number s d π α β Path Wavelength

2 2 5 1 100 1100 2-5 λ0

4 1 2 1 607 1118 1-2 λ0

Now, we have to consider the RLDs taking into account the
RWA for the SLDs. When RLD 1 arrives, λ0 is selected to set
it up on P1,1 = 5− 3. SLD 2 arrives at time t = 303 and has
to be set up on P2,1 = 2 − 5 using wavelength λ0 according
to Table II. At time t = 607, RLD 3 has to be set up. The
routing phase fails to find a path-free wavelength and hence
the rerouting phase is considered. On P3,1 = 1−2−3, the set
of LDs to be rerouted is θ3,1,λ0,607 = {SLD4}. SLD4 is an
SLD not routed yet, thus cr3,1,λ0,607 = τ . The set of LDs to
be rerouted, on P3,2 = 1−4−5−3, is θ3,2,λ0,607 = {RLD2}.
RLD2 is an already routed RLD hence cr3,2,λ0,607 = σ. Since
τ � σ the minimum cost crmin = cr3,1,λ0,607 is selected and
the algorithm selects the not yet routed SLD 1 → 2 to be
rerouted on the following new physical path 1 − 4 − 5 − 2.
Then, it routes RLD3 on P3,1 = 1− 2− 3.

VI. NUMERICAL RESULTS

In this section, we attempt to experimentally evaluate and
compare the performance of the SepRwLR scheme presented
in the preceding section. We use the 14−node network topol-
ogy shown in Figure 3. The source and destination nodes for
SLDs and RLDs are chosen according to a random uniform
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distribution in the interval [1, 14]. The RLDs requests arrive
as independent Poisson processes with common arrival rate
ν = 1 and, once accepted, hold the network resources with
independent exponential times with common mean holding
time µ = 300. The set-up and tear-down times for the SLDs
are set according to a random uniform distribution in the same
interval of RLDs arrivals. We compute K = 5 shortest paths
between each node pair in the network if so many paths exist,
otherwise we consider only the available ones. We assume also
that there are W = 32 wavelengths on each fiber-link.

Figure 3. The 14-node network topology (NSFNET).

In order to evaluate the performance of our proposed
scheme, we propose to compare the results obtained with the
SepRwLR algorithm to those obtained with the following two
algorithms:
• The separate routing algorithm (SepR) which com-

putes separately the RWA for the SLDs and the
RLDs according to the algorithm described in [22]
without considering rerouting. The average rejection
ratio obtained by this algorithm is considered in order
to highlight the gain obtained thanks to rerouting.

• The separate routing with rerouting algorithm (SRWR)
which routes in two separate phases the SLDs and the
RLDs. To accommodate an incoming RLD rejected at
the end of the first phase, the SRWR algorithm uses
the rerouting algorithm described in [19]. SLD (be it
routed or not yet routed) rerouting is forbidden. The
SRWR algorithm is the only algorithm presented in
the literature considering two types of traffic. All the
others consider only random traffic.

Figure 4 shows the average rejection ratio computed when
D, the total number of LDs arriving at the network during
the observation period, varies. We notice that the rejection
ratio increases with the traffic loading. This is because when
the traffic loading increases, network resources decrease and
therefore it becomes more difficult to serve a new incoming
demand. The curves show that both of rerouting algorithms
improve the rejection ratio significantly compared to the no-
rerouting case. We also observe that the SepRwLR algorithm
performs better than the SRWR algorithm. In fact, as the
SepRwLR allows the rerouting of not yet routed SLDs (which
is forbidden in SRWR) in addition to existing RLDs to set
up an incoming RLD to be rejected by the routing phase, the
number of rejected RLDs is hence minimized.

Figure 5 shows the average rejection ratio gain computed
by the SepRwLR algorithm versus D. The rejection ratio gain

Figure 4. Average rejection ratio versus D.

Figure 5. Average rejection ratio gain versus D.

has been computed as the difference between the average num-
ber of rejected LDs computed without rerouting i.e computed
by the SepR algorithm and the average number of rejected
LDs computed by the SepRwLR algorithm divided by D and
multiplied by 100. A maximum rejection ratio gain of 3.5% is
observed for D = 1300 under the aforementioned simulation
parameters. The average rejection ratio gain decreases when D
increases. This is mainly due to the fact that, when the number
of LDs exceeds 1300 and since the number of wavelengths
on each link is fixed, the network becomes saturated and it
becomes impossible to accommodate more incoming LDs even
by rerouting since no network resources are left.

Figure 6 shows the average number of rerouted LDs when
D increases. Each group of two bars shows the average number
of rerouted LDs by the SepRwLR (first bar from the left-
hand side) and the SRWR algorithm (second bar), respectively.
The height of the white segment indicates the average number
of rerouted not yet routed SLDs whereas the height of the
black one shows the average number of rerouted already routed
RLDs. We observe that the SepRwLR algorithm requires fewer
already routed RLDs to be rerouted than the SRWR algorithm.
This is because the SepRwLR promotes rerouting of not yet
routed SLDs at the expense of rerouting of already routed
RLDs in order to reduce the service disruption period and that
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Figure 6. Average rerouted LDs versus D.

is why we can say that the service disruption period incurred
by our rerouting algorithm is shorter than that of the SRWR
algorithm. From Figure 6 we also notice that the number of
LDs to be rerouted by the SepRwLR and the SRWR algorithms
respectively decreases under heavy traffic load because the
probability that an already routed RLD or a not yet routed
SLD be retunable on the same path or on new path becomes
infeasible. This is because the saturation regime of the network
is achieved.

VII. CONCLUSION

In this paper, we propose a lightpath rerouting scheme to
further improve the performances of transparent networks. Our
algorithm considers both SLDs and RLDs. Our algorithm’s
objective is to further minimize the rejection ratio and the
service disruption period. Simulation results show that our
algorithm achieves better performance in terms of rejection
ratio and reduces considerably the service disruption period
since it promotes rerouting of not yet routed SLDs. Our
forthcoming studies will investigate further improvement of
WDM transparent networks performance by applying traffic
rerouting and set up delay tolerance.
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Abstract—In this paper, the public-key cryptosystems based on
error-correcting codes are considered. The most known code-
based public-key cryptosystem belongs to McEliece and its
security is based on decoding vectors of given weight t in linear
code, equivalent to some private code with minimal distance
d = 2t+1. Another class of code-based cryptosystems is known,
whose security is based on complete decoding task (or searching
through all possible error vectors). It is supposed that the security
of these systems may significantly overcome those of McEliece.
In the paper, the cryptosystem from this class is proposed based
on bursts-correcting codes.

Keywords–Code-based public-key cryptosystems; Cryptosystems
based on complete decoding task; Bursts-correcting codes.

I. INTRODUCTION
The public-key cryptosystem, proposed in 1978 by R. J.

McEliece, is based on error-correcting codes [1]. The idea
of the system is to select the error-correcting code for which
the effective decoding algorithm is known, and then to hide
this code in linear code of arbitrary structure. The description
of initial code, usually given by its generator matrix, serves
as private key, while the description of obtained code with
arbitrary structure is public key. Being very computationally
effective, McEliece cryptosystem did not obtain much practical
usage, which is mainly argued by its large key sizes.

Though the decoding task of arbitrary linear code is NP-
complete [2], it should be noted that in classical variant of
McEliece cryptosystem its public and private keys are equiv-
alent codes, and in fact the adversary should solve the task of
decoding in sphere of some radius, which seems simpler than
arbitrary linear code decoding by minimal distance. Besides,
the attacks revealing the code’s structure are also possible [3]-
[4].

In [5], the class of public-key cryptosystems is proposed
which is based on the task of complete decoding, that is,
decoding of coset leaders in the standard array [6]. However,
the selection of particular system from this class requires
definition of masking transformation and the set of error
vectors applied during encryption. Some attacks on the variants
of such definitions were considered in [7]. Practical examples
of the systems based on complete decoding task are also given
in [7][8].

The paper is organized as follows. Section II gives the
description of McEliece cryptosystem. Section III describes
the class of cryptosystems based on complete decoding task.
In Section IV, the variant of the system from this class is pro-
posed based on bursts-correcting codes. Section V concludes
the paper.

II. MCELIECE CODE-BASED CRYPTOSYSTEM
The construction of McEliece public-key cryptosystem is

based on linear (n, k) code for which the polynomial decoding
procedure is known, providing correction of any combination

of t or less errors. The family of Goppa codes are usually
considered for this purpose [1][6].

In McEliece cryptosystem, each user constructs private and
correspondent public keys as follows:

1) Select integers k, n, t as general system parameters.
2) Select generator (k × n) matrix G of linear (n, k)

code, for which the effective procedure ψ of correct-
ing any combination of t errors is known.

3) Select random binary non-singular (k×k) matrix M.
4) Select random (n× n) permutation matrix P.
5) Calculate (k × n) matrix G′ = MGP.
6) Public key is (G′, t), private key is (M,G,P).

To encrypt the message, one should do the following:
1) Represent the message as binary k-bit sequence m.
2) Select random n-bit binary vector e of weight t.
3) Calculate ciphertext c = mG′ + e.

To decrypt the ciphertext, one should do the following:
1) Calculate c′ = cP−1.
2) Obtain m′ by decoding c′ in code G using ψ.
3) Calculate m = m′M−1.
Decryption is correct, since c′ = cP−1 = (mG′ +

e)P−1 = (mMGP+ e)P−1 = (mM)G+ eP−1 and eP−1

is the vector of weight t.
In the next section, we will describe the class of public-key

cryptosystems based on complete decoding task.

III. THE CLASS OF CRYPTOSYSTEMS BASED ON
COMPLETE DECODING TASK

The straightforward attack on McEliece cryptosystem is
decoding of error vector of weight t in the code G′. The system
would be significantly harder break into if decryption would
require to correct not only error vectors of weight t, but all
coset leaders, that is, performing complete decoding [6].

Consider the following variant of public and private keys
construction [5][7]:

1) Select generator (k × n) matrix G of linear (n, k)
code, for which the effective procedure ψ of correct-
ing any errors from the error set E is known (for
example, E may be the set of vectors of weight t).

2) Select random binary non-singular (n×n) matrix M.
3) Calculate (k × n) matrix G′ = GM.
4) Define the error set E′ = {e′ : e′ = eM, e ∈ E}.
5) Public key is (G′, E′), private key is (G,M).

To encrypt the message, one should do the following:
1) Represent the message as binary k-bit sequence m.
2) Select random n-bit binary vector e′ ∈ E′.
3) Calculate ciphertext c = mG′ + e′.

To decrypt the ciphertext, one should do the following:
1) Calculate c′ = cM−1.
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2) Obtain m by decoding c′ in code G using ψ.
Decryption is correct, since c′ = cM−1 = (mGM +

eM)M−1 = mG + e, where e ∈ E, and the procedure ψ
may be effectively used.

The security of the described class of systems is based
on the fact that the adversary needs decoding in the code
G′, while G′ is not only non-equivalent to the code G as in
McEliece cryptosystem, but after multiplying G by M from
the right the error-correction capability of public code G′ is
unknown (and may be rather low). In addition, the structure
(for example, weight) of vector e′ is unknown (and, in fact, it
may not be the coset leader for G′), thus the best attack may
turn out not to perform the complete decoding, but instead to
use brute force by vectors from E′, which may be a more
complicated task. Finally, we note that the set E itself may
not be published and this may be used to further strengthen
the system.

On the other hand, the described class proposes only a
general approach, and not the particular cryptosystem. First,
not only Goppa code may be used as private code G, and
not only vectors of fixed weight may form the set E. This
is of special interest since, in the last years, code-based
cryptosystems using codes other than Goppa codes have been
considered [9][10]. Surely, by selecting particular classes of
codes new possibilities may arise for the adversary, which
should be thoroughly taken in consideration.

Next, the method of defining the set E′ should be specified,
which for security reasons should have exponential cardinality.
In [7][8], some examples of such definition are given. In the
next section, the public-key code-based cryptosystem from the
described class is proposed, based on bursts-correcting codes.

IV. CODE-BASED CRYPTOSYSTEM USING
BURSTS-CORRECTING CODES

Let us consider the following variant of the system from
the class described in the previous section:

1) Select generator (k × n) matrix G of linear (n, k)
code, for which the effective procedure ψ of correct-
ing any errors from the error set E is known.

2) Select random binary non-singular (n × n) matrix
M2.

3) Define the error set Ẽ and (n× n) matrix M1 such
that for any ẽ ∈ Ẽ vector ẽM1 belongs to E.

4) Calculate matrix M = M1M2.
5) Calculate (k × n) matrix G′ = GM2.
6) Public key is (G′,M, Ẽ), private key is

(G,M1,M2).
To encrypt the message, one should do the following:

1) Represent the message as binary k-bit sequence m.
2) Select random n-bit binary vector ẽ ∈ Ẽ and calcu-

late e′ = ẽM.
3) Calculate ciphertext c = mG′ + e′.

To decrypt the ciphertext, one should do the following:
1) Calculate c′ = cM−1

2 .
2) Obtain m by decoding c′ in code G using ψ.
Decryption is correct, since c′ = cM−1

2 = (mGM2 +
ẽM1M2)M

−1
2 = mG + e, where e ∈ E, and the procedure

ψ may be effectively used.
In this variant, the set E′ is defined by the vectors ẽM,

which in turn requires effective definition of Ẽ. Besides, the

Figure 1. Definition of matrix M1

matrix M1 should be defined mapping the vectors from Ẽ to
E.

For example, Ẽ and E may coincide and be formed by the
vectors of some fixed weight. In this paper, we propose the
system, where the set E is formed by vectors in which the
number of positions between first and last non-zero elements
are no greater than some value b and such error vectors are
called error bursts of length b. In coding theory, the bursts-
correcting codes are known to be capable of correcting single
error bursts of a given length [11][12]. As the set Ẽ we will
also consider the set of error bursts of some length.

Consider as M1 the matrix shown in Figure 1. The
gray color corresponds to positions filled by random binary
elements, other positions are zeros. Clearly, such matrix defines
mapping of error bursts of length x to error bursts of length b.

Then, the specification of the proposed system may be
finalized by the following conditions:

• Set E: the set of bursts of length ≤ b.
• Matrix G should define the code for which effective

procedure of correcting single bursts of length b is
known.

• Set Ẽ: the set of bursts of length ≤ x. Clearly, x
should be included in system’s public key as definition
of Ẽ.

Note that code G′ has no known structure: neither
its bursts-correction capability nor its minimal distance are
known. Moreover, the set E′ = {e′ : e′ = ẽM} contains
vectors of arbitrary structure, with arbitrary weights and which
are not error bursts. Thus, it seems that the structure of bursts
used by private code cannot be exploited by the adversary, and
the best attacking strategy is to search through the elements of
E′.

Quantitative estimation of system parameters: bursts
lengths x and b, cardinalities of E′ and Ẽ, and finally selection
of k and n which define the key size depends on class of
bursts-correction codes being used. This class should contain
exponential number of codes for given b, k, n, and the codes
should not possess the structure which may be used by the
adversary to perform the structural attack. One variant for
such codes is the class of low-density parity-check codes
(LDPC). The bursts-correction capabilities of some LDPC
codes were investigated in [13][14]. However, these codes
cannot be directly applied in proposed cryptosystem since
they are strongly structured, and the task of bursts-correction
code selection for usage in the proposed cryptosystem may be
considered as further research.
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V. CONCLUSION
In this paper, a code-based cryptosystem using bursts-

correction codes is proposed. This system belongs to the
class of cryptosystems based on complete decoding task.
It is supposed that cryptosystems from this class allow to
achieve better security than the McEliece cryptosystem. The
selection of particular codes for usage in the proposed system,
which allows qualitative estimation of parameters and perhaps
requires additional cryptanalysis research is the direction of
further investigations.
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efficiency case with affordable complexity.  
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I.  INTRODUCTION  

Resource spread multiple access (RSMA) is an overloaded 
multiple-access (OLMA) strategy, which is closely related to 
code-division multiple access (CDMA) [7] and interleave-
division multiple-access (IDMA) [8]. RSMA was proposed in 
[1][2] as a candidate for new radio (NR) uplink (UL) multiple 
access. Current assumption for RSMA receiver 
implementation is that very low rate channel coding is used in 
the system. In this case, quite simple approaches can be used 
for the RSMA receiver implementation. In [3], the use of two 
types of receivers was proposed: 

1. Match filter (MF): Each layer descrambles and de-
spreads the signal before passing it to the decoder. 
Detection is done by the Hermitian transpose of 
spreading/scrambling sequence matrix, which can be 
viewed as a match filter. 

2. MF+successive interference cancellation (SIC): Once 
a packet is decoded, then its waveform can be 
cancelled from the received waveform. The receiver 
re-attempts to decode unsuccessful packets. The 
iteration stops when no new packet needs to be 
decoded. 

This type of receiver can be used in Ultra Reliable Low 
Latency Communications (URLLC) scenario and to some 
extent in Massive Machine Type Communications (mMTC) 
scenario but it hardly can be used for Enhanced Mobile 
Broadband (eMBB) transmission since in this case, low 
spectral efficiency (SE) caused by usage of very low code rate 
is a drawback. Joint maximum likelihood (ML) detection 
provides the optimum performance but the complexity of this 
type of the receiver grows exponentially with the number of 
users. 

The message passing algorithm (MPA) can be used in the 
receiver for non-orthogonal MA employing low-density 
signatures like LDSMA [4] or SCMA and it provides good 
performance with affordable complexity. However, it cannot 
be applied directly to RSMA detection since RSMA does not 
use low-density signatures, i.e., the number of users colliding 

over one resource element (RE) is equal to the number of all 
users. 

In this paper, we propose to use a combination of MPA 
and projection based interference cancellation (IC) for RSMA 
signal detection. 

 
The rest of this paper is organized as follows. Section II 

describes the application of MPA for OLMA detection and the 
projection based IC. Section III describes the hybrid receiver 
combining MPA and projection based IC for RSMA 
detection. Simulation results are represented in Section IV. 
The conclusions close the article. 

II. MPA FOR OLMA DETECTION AND PROJECTION 

BASED IC 

A. MPA for LDSMA signal 

The application of MPA for the detection of the LDSMA 
signal is described in [4]. This application is based on the 
structure of the LDSMA signal. Users in LDSMA share the 
available REs in such a way that only limited number of users 
can transmit over a particular RE. 

The structure of this system can be described with the help 
of indicator matrix 𝐅𝑁×𝐾  defining the signals of K users 
spreading their signals over N REs. An example of indicator 
matrix for N = 12 and K = 16 is presented in Figure 1. 

 

Figure 1. Indicator matrix, 𝑲 = 𝟏𝟔, 𝑵 = 𝟏𝟐, 𝒅𝒖 = 𝟑 and 𝒅𝒄 = 𝟒. [4]. 

 
The position of ones in the nth row of the indicator matrix 

𝐅𝑁×𝐾 denotes the set of users who contribute their data at the 
nth symbol, while its kth column represents the set of symbols 
over which the user spreads his/her data. The maximum 
number of ones in each column 𝑑𝑢 indicates the maximum 
number of nonzero spread symbols, which can be located for 
each user among the 𝑁 possible time-frequency resources. It 
is also clearly seen that each spread symbol will collide in the 
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channel with 𝑑𝑐 (maximum number of ones in row) symbols 
from other users. 

If the indicator matrix has the same number of ones in each 
column, i.e., 𝑑𝑢  and also the same number of ones in each 
row, i.e., 𝑑𝑐 , but is not necessarily equal to 𝑑𝑢 , then the 
structure is called regular indicator matrix, otherwise, it is 
called irregular indicator matrix.  

As can be seen from the description of the indicator matrix 
it corresponds to the description of the parity-check matrix of 
the LDPC code. Due to this fact, the idea of MPA used for 
decoding LDPC codes is applicable for LDSMA signal 
detection. 

An indicator matrix can be represented by a bidirectional 
bipartite factor graph. In Figure 2, the graph for the LDPC 
matrix shown in Figure 1 is illustrated. 

 

Figure 2. Factor graph representation of the indicator matrix shown in 

Figure 1 [4]. 

 
In this graph, the upper (variable) nodes {𝑢𝑘}, 𝑘 = 1, … , 𝐾 

are connected to the 𝐾 user transmitted symbols; the lower 
(function) nodes {𝑐𝑛}, 𝑛 = 1, … , 𝑁 represent N REs carrying 
the encoded information and being connected to the 
observations at these REs {𝑦𝑛}, 𝑛 = 1, … , 𝑁 ; the edges 
between indicate which REs are occupied by a user. From this 

graph, we find that there is an edge between pair (𝑐𝑖 , 𝑢𝑗) if and 

only if the matrix element 𝐹𝑖𝑗  is nonzero. We see also that 

each node 𝑐𝑛  is connected to 𝑑𝑐  nodes and each node 𝑢𝑘  is 
connected to 𝑑𝑢 nodes. 

Let edge 𝑒𝑛,𝑘 be the edge that connects a function node 𝑐𝑛 

to a variable node 𝑢𝑘 . At the function node 𝑐𝑛 , the local 

channel observation at the corresponding RE 𝑦
𝑛
 is made and 

is given by 

 𝑝(𝑦𝑛|𝐱[𝑛]) =
1

√2𝜋𝜎
exp (−

1

2𝜎2 ‖𝑦𝑛 − 𝐠[𝑛]𝑇
𝐱[𝑛]‖

2

), (1) 

where 𝐠[𝑛] and 𝐱[𝑛] is the set of channel coefficients and the 
set of transmitted symbols corresponding to non-zero 
elements in the nth row of the indicator matrix, i.e., 
corresponding to the users contributing to the nth RE. 

Each message being exchanged must be in the form of a 
vector of size |𝒜| comprising the reliability values for each of 
the possible values taken from the symbol constellation 
alphabet 𝒜. Note that, the message must be normalized such 
that the sum of all probability values for all alphabet symbols 
is one. LLRs can be used instead of probabilities. Then, the 
size of message is |𝒜| − 1. 

Let symbol 𝑦
𝑛
 be the symbol of observation. The message 

being sent from function node 𝑐𝑛 onto edge 𝑒𝑛,𝑘 is the product 

of the messages received from edges 𝑒𝑙,𝑛 (𝑙 ∈  𝜀𝑛\𝑘, where 𝜀𝑛 

is the set of 𝑑𝑐  variable nodes connected to the function node 

𝑐𝑛 defined by the nth row of index matrix 𝐅𝑁×𝐾  (variable node 
𝑢𝑘 must be excluded from this set)) with the local function at 

𝑐𝑛 and being summarized for the variable associated with the 
edge, i.e., 𝑥𝑘. Similarly, the variable node 𝑢𝑘 will send onto 

edge 𝑒𝑛,𝑘  a message, which is the product of the messages 

received from edges 𝑒𝑚,𝑘 (𝑚 ∈  𝜉
𝑘
\𝑛, where ξk is the set of 

𝑑𝑢 function nodes connected to the variable node 𝑢𝑘 defined 

by the kth column of index matrix 𝐅𝑁×𝐾  (function node 𝑐𝑛 
must be excluded from this set)).  

Let 𝜇
𝑐𝑛←𝑢𝑘

 and 𝜇
𝑐𝑛→𝑢𝑘

 be the message sent along edge 𝑒𝑛,𝑘 

from variable node 𝑢𝑘 and function node 𝑐𝑛, respectively. The 

message 𝜇
𝑐𝑛←𝑢𝑘

 gives an updated inference of 𝑥𝑘 based on the 

observation taken at symbols 𝑦
𝑚

, 𝑚 ∈  𝜉𝑘\𝑛: 

 𝜇𝑐𝑛←𝑢𝑘
(𝑗) = log

𝑃𝑒𝑥𝑡,𝑛(𝑥𝑘 = 𝑎𝑗)

𝑃𝑒𝑥𝑡,𝑛(𝑥𝑘 = 𝑎0)
= ∑ 𝜇𝑐𝑚→𝑢𝑘

(𝑗)

𝑚∈ 𝜉𝑘\𝑛

,

𝑗 = 1, … , |𝒜| − 1, 

(2) 

where 𝑎𝑗 ∈  𝒜  is the corresponding element of the 

constellation alphabet 𝒜. 
Appending the set of equations (2) with the additional 

restriction 

 
∑ 𝜆𝑛,𝑘𝑃𝑒𝑥𝑡,𝑛(𝑥𝑘 = 𝑎𝑗)

|𝒜|−1

𝑗=0

= 1, (3) 

where 𝜆𝑛,𝑘 is a normalizing coefficient, and solving this set of 

equations, we obtain   

 
𝑃𝑒𝑥𝑡,𝑛(𝑥𝑘 = 𝑎𝑗) =

exp (𝜇𝑐𝑛←𝑢𝑘
(𝑗))

𝜆𝑛,𝑘 (∑ exp (𝜇𝑐𝑛←𝑢𝑘
(𝑖))

|𝒜|−1
𝑖=0 )

, 

𝜇𝑐𝑛←𝑢𝑘
(0) = 0. 

(4) 

The denominator in (4) is constant for all 𝑃𝑒𝑥𝑡,𝑛(𝑥𝑘 = 𝑎𝑗),
𝑗 = 0, … , |𝒜| − 1. Then (4) can be simplified to 

 𝑃𝑒𝑥𝑡,𝑛(𝑥𝑘 = 𝑎𝑗) = exp (𝜆𝑛,𝑘
′ 𝜇𝑐𝑛←𝑢𝑘

(𝑗)), 

𝜇𝑐𝑛←𝑢𝑘
(0) = 0. 

(5) 

where 𝜆𝑛,𝑘
′  is the normalization coefficient and is chosen to 

satisfy (3), 𝜆𝑛,𝑘
′ = − log 𝜆𝑛,𝑘. 

At the function node 𝑐𝑛, the inference of 𝑥𝑘 is updated and 
is given by 

 𝜇𝑐𝑛→𝑢𝑘
(𝑗) = log

𝑝𝑒𝑥𝑡,𝑛(𝑥𝑘 = 𝑎𝑗|𝑦𝑛 , 𝐱[𝑛]\𝑥𝑘)

𝑝𝑒𝑥𝑡,𝑛(𝑥𝑘 = 𝑎0|𝑦𝑛 , 𝐱[𝑛]\𝑥𝑘)
,

𝑗 = 1, … , |𝒜| − 1. 

(6) 

Applying Bayes’ rule to the nominator and the 
denominator of (6) and taking into account that the a priori 
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pmf of 𝑥𝑘  should not be included in the computation of a 
posteriori pmf of 𝑥𝑘, we obtain 

 𝜇𝑐𝑛→𝑢𝑘
(𝑗)

= log
𝑝𝑒𝑥𝑡,𝑛(𝑥𝑘 = 𝑎𝑗|𝑦𝑛 , 𝐱[𝑛]\𝑥𝑘)

𝑝𝑒𝑥𝑡,𝑛(𝑥𝑘 = 𝑎0|𝑦𝑛 , 𝐱[𝑛]\𝑥𝑘)

= log
𝑝𝑒𝑥𝑡,𝑛(𝑦𝑛|𝐱[𝑛], 𝑥𝑘 = 𝑎𝑗)𝑃(𝐱[𝑛]\𝑥𝑘)

𝑝𝑒𝑥𝑡,𝑛(𝑦𝑛|𝐱[𝑛], 𝑥𝑘 = 𝑎0)𝑃(𝐱[𝑛]\𝑥𝑘)
,

𝑗 = 1, … , |𝒜| − 1. 

(7) 

Combining (1), (2), and (5) into (7), we can write a 
complete message being sent from the function node 𝑐𝑛 to the 

variable node 𝑢𝑘 onto the edge 𝑒𝑛,𝑘 as follows: 

 

 𝜇𝑐𝑛→𝑢𝑘
(𝑗)

= log

∑ exp (∑ 𝜆𝑛,𝑙
′ 𝜇𝑐𝑛←𝑢𝑙

[𝐱[𝑛]]
(𝑗)𝑙∈ 𝜀𝑛\𝑘 −

1
2𝜎2 ‖𝑦𝑛 − 𝐠[𝑛]𝑇

𝐱[𝑛]‖
2

)𝐱[𝑛]∈𝒜𝑑𝑐,
𝑥𝑘=𝑎𝑗

∑ exp (∑ 𝜆𝑛,𝑙
′ 𝜇𝑐𝑛←𝑢𝑙

[𝐱[𝑛]]
(𝑗)𝑙∈ 𝜀𝑛\𝑘 −

1
2𝜎2 ‖𝑦𝑛 − 𝐠[𝑛]𝑇

𝐱[𝑛]‖
2

)𝐱[𝑛]∈𝒜𝑑𝑐,
𝑥𝑘=𝑎0

= max
𝐱[𝑛]∈𝒜𝑑𝑐,

𝑥𝑘=𝑎𝑗

∗ ( ∑ 𝜆𝑛,𝑙
′ 𝜇𝑐𝑛←𝑢𝑙

[𝐱[𝑛]]
(𝑗)

𝑙∈ 𝜀𝑛\𝑘

−
1

2𝜎2 ‖𝑦𝑛 − 𝐠[𝑛]𝑇
𝐱[𝑛]‖

2

)

− max
𝐱[𝑛]∈𝒜𝑑𝑐,

𝑥𝑘=𝑎0

∗ ( ∑ 𝜆𝑛,𝑙
′ 𝜇𝑐𝑛←𝑢𝑙

[𝐱[𝑛]]
(𝑗)

𝑙∈ 𝜀𝑛\𝑘

−
1

2𝜎2 ‖𝑦𝑛 − 𝐠[𝑛]𝑇
𝐱[𝑛]‖

2

) ,

𝑗 = 1, … , |𝒜| − 1, 

(8) 

where 𝜇𝑐𝑛←𝑢𝑙

[𝐱[𝑛]]
 denotes the message from variable node 𝑢𝑙 to 

function node 𝑐𝑛  corresponding to vector 𝐱[𝑛]  and function 
max∗ is defined as 

 max∗(𝑎, 𝑏) = log(𝑒𝑎 + 𝑒𝑏) = max(𝑎, 𝑏) + log(1 + 𝑒−|𝑎−𝑏|). (9) 

After the message arriving to variable nodes 𝑢𝑘 , 𝑘 =
1, … , 𝐾 have converged or the maximum iteration number has 
been reached, the variable nodes will use all messages 
received from all connected edges to calculate the final 
estimated inference for symbol 𝑥𝑘 , because now we are 
calculating the symbol estimate rather than an extrinsic 
information, and, except this detail, this is done in the same 
way as in (2) 

 
𝑃(𝑥𝑘 = 𝑎𝑗) = exp ( ∑ 𝜆𝑛,𝑘

′ 𝜇𝑐𝑛→𝑢𝑘
(𝑗)

𝑛∈ 𝜉𝑘

), 

𝜇𝑐𝑛→𝑢𝑘
(0) = 0. 

(10) 

 

B. Projection based IC 

Another method used in hybrid RSMA receiver is the 
interference cancellation based on projection techniques. 

Consider the system model  

 𝐲 = 𝐆𝐱 + 𝐧, (11) 

where 𝐲 is the received signal, 𝐱 is the vector, composed of 
the transmitted symbols of all users and 𝐧 is the noise vector. 

Matrix 𝐆  is the generalized channel matrix including both 
channel coefficients and user signatures. 

We denote the part of vector x corresponding to signal of 
interest by 𝐱T and the other part of vector 𝐱 corresponding to 
the interference by 𝐱Q. Then, the matrix 𝐆 can also be split 

into two parts corresponding to signal of interest and 
interference. Without loss of generality, we can assume that 
the first ∆ elements of vector 𝐱 and correspondingly first ∆ 
columns of matrix  𝐆 correspond to the signal of interest. 
Then, the matrix 𝐆 can be represented as follows: 

 𝐆 = [𝐓, 𝐐].    (12) 

And (11) can be represented as 

  𝐲 = 𝐆𝐱 + 𝐧 = 𝐓𝐱𝑇 + 𝐐𝐱𝑄 + 𝐧. (13) 

The simplest solution to (13) wrt 𝐱𝑇 is to apply a ZF type 
receiver. It can be done with the help of the following 
correlation operation 

(𝐓𝐻𝐓)−𝟏𝐓𝐻𝐲 = (𝐓𝐻𝐓)−𝟏𝐓𝐻(𝐓𝐱𝑇 + 𝐐𝐱𝑄 + 𝐧)

= (𝐓𝐻𝐓)−𝟏𝐓𝐻𝐓𝐱𝑇

+ (𝐓𝐻𝐓)−𝟏𝐓𝐻𝐐𝐱𝑄 + (𝐓𝐻𝐓)−𝟏𝐓𝐻𝐧

= 𝐱𝑇 + (𝐓𝐻𝐓)−𝟏𝐓𝐻𝐐𝐱𝑄

+ (𝐓𝐻𝐓)−𝟏𝐓𝐻𝐧. 

(14) 

The main problem with the ZF type receiver solution (14) 

is the term corresponding to interference (𝐓𝐻𝐓)−𝟏𝐓𝐻𝐐𝐱𝑄. 

The main idea of interference mitigation is to project the 
received signal y onto a vector subspace that is orthogonal to 
the interference vector subspace (the subspace spanned by the 
columns of matrix Q). 

The projection is a linear transformation P from a vector 
space to itself such that it is idempotent, i.e., P2 = P. 

Let W be an underlying vector space. Suppose the 
subspaces U and V are the range and null space of P 
respectively. Then, the projection has these basic properties: 

1. P is the identity operator I on U: xPxx  :U . 

2. W is a direct sum W = U ⊕ V. This means that every 
vector Wx  may be decomposed uniquely in the 

manner x = u + v, where Uu  and Vv . The 

decomposition is given by 
       𝐮 = 𝐏𝐱,   𝐯 = 𝐱 − 𝐏𝐱 = (𝐈 − 𝐏)𝐱. 
 
If the range U and the null space V are orthogonal 

subspaces, the projection P is an orthogonal projection. For 
orthogonal projection matrix P is Hermitian matrix, i.e., P = 
PH. If u1, ..., uk is a basis of U, and A is the matrix with these 

vectors as columns, then the projection is 

 𝐏𝐀 = 𝐀(𝐀𝐻𝐀)−1𝐀𝐻. (15) 

Then the projection onto interference vector space, i.e., 
vector space spanned by columns of Q is defined by the matrix  

 𝐏𝐐 = 𝐐(𝐐𝐻𝐐)−1𝐐𝐻, (16) 

and, correspondingly, the projection onto null vector space is 
defined by matrix 
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 𝐏𝐐
⊥ = 𝐈 − 𝐏𝐐 = 𝐈 − 𝐐(𝐐𝐻𝐐)−1𝐐𝐻. (17) 

After projecting the received signal y onto the null space 
of Q, we obtain: 

 

  

.)(
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 (18) 

Denote vector 𝐏𝐐
⊥𝐲 as �̅�, vector 𝐏𝐐

⊥𝐧 as �̅� and matrix 𝐏𝐐
⊥𝐓 

as 𝐆. Then (18) can be written as 

 �̅� = 𝐆𝐱𝑻 + �̅�. (19) 

Then, any appropriate method can be used to solve (19). 
For example, in [5] [6], RAKE receiver is used to solve (19). 

III. HYBRID RSMA RECEIVER 

It is not possible to apply MPA directly to RSMA signal 
detection since the indicator matrix corresponding to RSMA 
would be a unit matrix (matrix consisting of ones). In this 
case, the MPA cannot provide good results since 
corresponding graph contains cycles of length 4. Moreover, 
the complexity of the algorithm grows exponentially with the 
number of users. 

The drawback of the interference cancellation based on 
orthogonal projection is that if the number of interferers is 
high the attempt to map the received signal onto the null space 
of the interference leads to the distortion of the signal of 
interest as well. 

In this paper, we propose to combine these two methods 
to create a hybrid receiver of the RSMA signal. 

As it was mentioned above, since in RSMA all users 
collide over each RE, the indicator matrix for RSMA signal 
comprises unit matrix of dimension NxK, where N is the 
number of REs over which users are spreading their signals, 
and K is the number of users (𝑁 < 𝐾).  

We propose to choose some sparse matrix of size NxK 
with good properties (e.g., the corresponding graph should not 
contain cycles of short lengths and stopping sets) and use it as 
an indicator matrix. A good way to construct such a matrix 
could be to use a combinatorial design. 

Then, the general MPA described in equations (1)-(10) can 
be applied. However, before applying calculations 
corresponding to function nodes (8) the interference coming 
from interferers designated in the corresponding rows of the 
indicator matrix F must be nullified. 

For example, if the RSMA system with 16 users spreading 
the signals over 12 REs is considered, and matrix F 
represented in Figure 1 is chosen as an indicator matrix, before 
calculating messages from the function node 1 corresponding 
to 1st row of matrix F, the interference from users 1, 2, 4, 5, 6, 
7, 9, 11, 12, 14, 15, 16 should be nullified. And before 
calculating messages from the function node 2 the 
interference from users 1, 2, 3, 5, 6, 8, 9, 10, 11, 12, 14, 16 
must be cancelled. 

This step can be done with the help of projection based 
interference cancellation. We propose before calculating 
messages from the function node n, to collect the signatures 
of users corresponding to zeros in nth row of matrix F, in 
matrix of interference Q and projecting the received signal y 
onto the null space of Q like it is done in (18). However, we 
propose to avoid excessive noise enhancement and take the 
noise amplification into account when projecting the received 
signal onto the null space of Q. Due to this, the projection is 
slightly modified in accordance with MMSE solution: 

  yQIQQQIyP
1

Q

HH   )( 2

0
 , (20) 

where 2

0
  is the noise variance. 

Then calculation of message from the function node n can 
be done in accordance with (7)-(8) but in space skewed by the 

projection 𝐏𝐐
⊥, i.e., vector y in (7)-(8) should be substituted by 

skewed vector �̅� = 𝐏𝐐
⊥𝐲 and matrix G in (7)-(8) should be 

substituted by skewed matrix 𝐆 = 𝐏𝐐
⊥𝐓. 

The number of users to be cancelled should not exceed N. 
Otherwise matrix )( 2

0
IQQ H  can be singular. 

Taking into account the fact that in RSMA signal all users 
collide over all REs we can improve the calculation of (7)-(8) 
by calculating (7) simultaneously for a few components of 

vector y rather than for just one component with index n like 

it is done in (7). Now, the calculations (7)-(8) are done for all 

components of vector y corresponding to non-zero elements 

of column k in indicator matrix F except the component with 

index n. Actually, it means that the component of vector y

with index n in (7) should be substituted by vector 
 n
y , where 

vector 
 n
y  comprises vector y with zeros at the same 

positions where zeros are located in column k in indicator 
matrix F , and one more zero is located in the component with 

index n. And vector 𝐠[𝑛] in (8) should be substituted by matrix 

𝐆[𝑛]. The corresponding LLRs should be summed up.  Then 
this can be written as it is shown in (21). 

In fact, calculations in (21) can be considered as a joint 
ML detection of users corresponding to non-zero elements in 
row n of indicator matrix F. If we consider the implementation 
of the receiver in vector processor, the complexity of 
calculation (21) is the same as the complexity of calculation 
(8). And the calculation of message going from the function 
node in the form shown in (21) provides performance gain. 
The main complexity of the detector is contributed by 
calculation of (21), i.e., by the joint ML detection of users. As 
it was mentioned above, the complexity of the receiver grows 
exponentially with number of users to be detected jointly with 
the help of ML algorithm. Due to the sparsity of the indicator 
matrix F, the number of users to be detected jointly can be set 
to be constant or can grow very slowly. If the number of users 
to be detected jointly is set to be constant, the complexity of 
the receiver can be considered to be polynomial. 
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 𝜇𝑐𝑛→𝑢𝑘
(𝑗)

= log

∑ exp (∑ 𝜆𝑛,𝑙
′ 𝜇𝑐𝑛←𝑢𝑙

[𝐱[𝑛]]
(𝑗)𝑙∈ 𝜀𝑛\𝑘 −

1
2𝜎2 ‖�̅�[𝑛] − 𝐆[𝑛]𝑇

𝐱[𝑛]‖
2

)𝐱[𝑛]∈𝒜𝑑𝑐 ,
𝑥𝑘=𝑎𝑗

∑ exp (∑ 𝜆𝑛,𝑙
′ 𝜇𝑐𝑛←𝑢𝑙

[𝐱[𝑛]]
(𝑗)𝑙∈ 𝜀𝑛\𝑘 −

1
2𝜎2 ‖�̅�[𝑛] − 𝐆[𝑛]𝑇

𝐱[𝑛]‖
2

)𝐱[𝑛]∈𝒜𝑑𝑐 ,
𝑥𝑘=𝑎0

= max
𝐱[𝑛]∈𝒜𝑑𝑐,

𝑥𝑘=𝑎𝑗

∗ ( ∑ 𝜆𝑛,𝑙
′ 𝜇𝑐𝑛←𝑢𝑙

[𝐱[𝑛]]
(𝑗)

𝑙∈ 𝜀𝑛\𝑘

−
1

2𝜎2 ‖�̅�[𝑛] − 𝐆[𝑛]𝑇
𝐱[𝑛]‖

2

)

− max
𝐱[𝑛]∈𝒜𝑑𝑐,

𝑥𝑘=𝑎0

∗ ( ∑ 𝜆𝑛,𝑙
′ 𝜇𝑐𝑛←𝑢𝑙

[𝐱[𝑛]]
(𝑗)

𝑙∈ 𝜀𝑛\𝑘

−
1

2𝜎2
‖�̅�[𝑛] − 𝐆[𝑛]𝑇

𝐱[𝑛]‖
2

) , 𝑗 = 1, … , |𝒜| − 1, 

(21

) 

 
The indicator matrix F should be chosen in such a way that 

at least in one row the set of zero elements corresponds to the 
weakest users if the information about signal power of 
different users is available at the receiver. 

If turbo-equalization processing is used, i.e., detector and 
decoder exchange the extrinsic information in a few iterations, 
it is better to change the indicator matrix F for each iteration 
allowing different users being cancelled with the help of 
projection based method for the same row of indicator matrix 
in different iterations. This step increases the channel diversity 
for different iterations. The simple way to obtain the new 
indicator matrix with the same good properties as the initial 
indicator matrix is to generate the new indicator matrix by 
permutation of columns of the initial indicator matrix. 

IV. SIMULATION RESULTS 

The simulation results are represented in Figure 3. 

Simulation results for 6 users over 4REs. QPSK, Code Rate = 1/3.. 
Simulations were done for 6 users occupying 4 RBs, meaning 
the overloading factor was 150%. The proposed algorithm, 
designated in plots by MPA+Proj is compared with 
Successive Interference Cancellation (SIC), and partial ML 
algorithms designated by ML3 and ML1. In partial ML 
algorithm, M users (M < K) are detected jointly while 
interference from other users is considered as a noise. This 
procedure is repeated a few times until all users are detected. 
In simulation, each user was detected at least twice. Then, the 
overlapping estimates were combined. In partial ML 
algorithm, the decoders’ output is not used for the interference 
cancellation. SIC receiver choses the most powerful user and 
decodes it first. Then, the bit estimates of this user are mapped 
to symbol estimates and canceled from the signal taking into 
account the channel estimates. Next, the same procedure is 
applied to the next user with highest power. At first iteration, 
SIC receiver uses partial ML detection, i.e., the most powerful 
user is detected jointly with other M-1 users (M < K). Starting 
from the second iteration, the interference cancellation 
procedure relies on decoders’ output only.  Since the ML 
detection is used at first iteration only the SIC receiver is 

vulnerable to the error propagation. Due to this reason only 
extrinsic information is used for IC. 

 
 

Figure 3. Simulation results for 6 users over 4REs. QPSK, Code Rate = 1/3. 

 
As can be seen from the plots in Figures 3-4, the proposed 

algorithm provides very high gain for the case of high spectral 
efficiency. For low code rates (low SE) the gain provided by 
the hybrid receiver decreases since in this case, all other 
algorithms start to work quite well.  

 

Figure 4. Simulation results for 6 users over 4REs. QPSK, Code Rate = 

1/10. 
 
 

V. CONCLUSION 

In this paper, a new hybrid algorithm to detect the RSMA 
signal is proposed. The proposed algorithm combines MPA 
and projection based IC and provides significant performance 
gain in comparison with other algorithms in the case of high 
SE. 
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