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AICT 2013

Forward

The Ninth Advanced International Conference on Telecommunications (AICT 2013) held
on June 23 - 28, 2013 - Rome, Italy, covered a variety of challenging telecommunication
topics ranging from background fields like signals, traffic, coding, communication basics
up to large communication systems and networks, fixed, mobile and integrated, etc.
Applications, services, system and network management issues also received significant
attention.

We are witnessing many technological paradigm shifts imposed by the complexity
induced by the notions of fully shared resources, cooperative work, and resource
availability. P2P, GRID, Clusters, Web Services, Delay Tolerant Networks,
Service/Resource identification and localization illustrate aspects where some
components and/or services expose features that are neither stable nor fully
guaranteed. Examples of technologies exposing similar behavior are WiFi, WiMax,
WideBand, UWB, ZigBee, MBWA and others.

Management aspects related to autonomic and adaptive management includes the
entire arsenal of self-ilities. Autonomic Computing, On-Demand Networks and Utility
Computing together with Adaptive Management and Self-Management Applications
collocating with classical networks management represent other categories of behavior
dealing with the paradigm of partial and intermittent resources.

E-learning refers to on-line learning delivered over the World Wide Web via the public
Internet or the private, corporate intranet. The conference considered how, when and
where e-learning helps to solve the training needs, what the challenges of creating and
managing vast amounts of e-learning are, how the upcoming IT technologies influence
e-learning and how the Web based educational materials should be developed to meet
the demands of the long-life, motivated and very often self-directed students.

The conference also addressed teletraffic modeling and management. It covered traffic
theory, traffic control and QoS, performance evaluation methods, network design and
optimization of wired and wireless networks, and simulation methodology for
communication networks.

We take this opportunity to thank all the members of the AICT 2013 Technical Program
Committee as well as the numerous reviewers. The creation of such a broad and high-
quality conference program would not have been possible without their involvement.
We also kindly thank all the authors who dedicated much of their time and efforts to
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contribute to the AICT 2013. We truly believe that, thanks to all these efforts, the final
conference program consists of top quality contributions.

This event could also not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the AICT 2013
organizing committee for their help in handling the logistics and for their work to make
this professional meeting a success.

We hope that AICT 2013 was a successful international forum for the exchange of ideas
and results between academia and industry and for the promotion of progress in
telecommunications.

We are convinced that the participants found the event useful and communications very
open. We also hope the attendees enjoyed the historic charm Rome, Italy.

AICT 2013 Advisory Committee
Tulin Atmaca, Telecom SudParis, France
Eugen Borcoci, University Politehncia Bucharest, Romania
Michael D. Logothetis, University of Patras, Greece
Go Hasegawa, Osaka University, Japan
Reijo Savola, VTT Technical Research Centre of Finland - Oulu, Finland
Michael Massoth, University of Applied Sciences - Darmstadt, Germany

AICT Special Area Chairs
TELET
Mariusz Glabowski, Poznan University of Technology, Poland
Denis Collange, Orange Labs - Sophia Antipolis, France

Optical
Djafar K. Mynbaev, New York City College of Technology - Brooklyn, USA

                            3 / 247



AICT 2013

Committee

AICT Advisory Committee

Tulin Atmaca, Telecom SudParis, France

Eugen Borcoci, University Politehncia Bucharest, Romania

Michael D. Logothetis, University of Patras, Greece

Go Hasegawa, Osaka University, Japan

Reijo Savola, VTT Technical Research Centre of Finland - Oulu, Finland

Michael Massoth, University of Applied Sciences - Darmstadt, Germany

AICT Special Area Chairs

TELET

Mariusz Glabowski, Poznan University of Technology, Poland

Denis Collange, Orange Labs - Sophia Antipolis, France

Optical

Djafar K. Mynbaev, New York City College of Technology - Brooklyn, USA

AICT 2013 Technical Program Committee

Fatma Abdelkefi, High School of Communications of Tunis - SUPCOM, Tunisia

Sachin Kumar Agrawal, Samsung Electronics, India

Mahdi Aiash, Middlesex University - London, UK

Anwer Al-Dulaimi, Brunel University - Middlesex, UK

Sabapathy Ananthi, University of Madras, India

Pedro A. Aranda Gutiérrez, University of Paderborn, Germany

Miguel Arjona Ramírez, University of São Paulo, Brazil

Andres Arjona, Nokia Siemens Networks, Japan

Michael Atighetchi, Raytheon BBN Technologies-Cambridge, USA

Tulin Atmaca, TELECOM SudParis, France

Konstantin Avratchenkov, INRIA- Sophia Antipolis, France

Paolo Barsocchi, ISTI/National Research Council - Pisa, Italy

Ilija Basicevic, University of Novi Sad, Serbia

Carlos Becker Westphall, Federal University of Santa Catarina, Brazil

Daniel Benevides da Costa, Federal University of Ceará (UFC), Brazil

Ilham Benyahia, Université du Québec en Outaouais, Canada

Robert Bestak, Czech Technical University in Prague, Czech Republic

Eugen Borcoci, University "Politehnica" of Bucharest (UPB), Romania

Christos Bouras, University of Patras, Greece

Lubomir Brancik, Brno University of Technology, Czech Republic

Peter Brida, University of Zilina, Slovakia

Julien Broisin, Université Paul Sabatier, Toulouse III, France

                            4 / 247



Prasad Calyam, The Ohio State University, USA

Maria-Dolores Cano Banos, Universidad Politécnica de Cartagena, Spain

Fernando Cerdan, Universidad Politecnica de Cartagena, Spain

Hakima Chaouchi, Telecom SudParis, France

Phool Singh Chauhan, Indian Institute of Technology Kanpur, India

Rajesh Chharia, CJ Online PVT. LTD., India

Stefano Chessa, University of Pisa, Italy

Sungsoo Choi, Korea Electrotechnology Research Institute (KERI), S. Korea

Richard G. Clegg, University College London, UK

Denis Collange, Orange Labs - Sophia Antipolis, France

Todor Cooklev, Indiana-Purdue University - Fort Wayne, USA

Carlton Davis, École Polytechnique de Montréal, Canada

Chérif Diallo, Consultant Sécurité des Systèmes d'Information, France

Zbigniew Dziong, École de Technologie Supérieure - Montreal, Canada

Ghais El Zein, IETR - INSA Rennes, France

Mohamed El-Tarhuni, American University of Sharjah , UAE

Anna Esposito, Second University of Naples, Italy

Mário F. S. Ferreira, University of Aveiro, Portugal

Bruno Filipe Marques, Polytechnic Institute of Viseu, Portugal

Pedro Fortuna, University of Porto, Porutgal

Paraskevi Fragopoulou, TEI of Crete, Greece

Alex Galis, University College London, UK

Rung-Hung Gau, National Chiao Tung University, Taiwan

Bezalel Gavish, Southern Methodist University Dallas, USA

Christos K. Georgiadis, University of Macedonia - Thessaloniki, Greece

Marc Gilg, University of Haute Alsace, France

Mircea Giurgiu, Technical University of Cluj-Napoca, Romania

Mariusz Glabowski, Poznan University of Technology, Poland

Katie Goeman, Hogeschool-Universiteit Brussel, Belgium

Stefanos Gritzalis, University of the Aegean, Greece

Vic Grout, Glyndwr University - Wrexham, UK

Lei Guo, Northeastern University, China

Ibrahim Habib, City University of New York, USA

Go Hasegawa, Osaka University, Japan

Michiaki Hayashi, KDDI R&D Laboratories Inc., Japan

Mannaert Herwig, University of Antwerp, Belgium

Toan Hoang, Norwegian Defense Research Establishment, Norway

Ilias Iliadis, IBM Zurich Research Laboratory, Switzerland

Muhammad Ali Imran, University of Surrey - Guildford, UK

Lucian Ioan, University: "Politehnica" of Bucharest (UPB), Romania

Henric Johnson, Blekinge Institute of Technology, Sweden

Peter Jung, University Duisburg, Germany

Michail Kalogiannakis, University of Crete, Greece

Georgios Kambourakis, University of the Aegean - Samos, Greece

Charalampos Karagiannidis, University of Thessaly - Volos, Greece

Ziad Khalaf, SUPELEC/SCEE, France

                            5 / 247



Kashif Kifayat, Liverpool John Moores University, UK

Insoo Koo, University of Ulsan, Korea

Francine Krief, Université de Bordeaux - IPB, France

Robert Koch, University of the Federal Armed Forces / German Navy, Germany

Dragana Krstic, University of Nis, Serbia

Thomas D. Lagkas, University of Western Macedonia - Thessaloniki, Greece

Hadi Larijani, Glasgow Caledonian University, UK

Hoang Le, Irvine Sensors Corporation, USA

Bertrand Le Gal, Institut Polytechnique de Bordeaux (IPB), France

Brian Lee, Software Research Institute, Ireland

Keqin Li, State University of New York - New Paltz, USA

Wenzhong Li, Nanjing University, China

Jia-Chin Lin, National Central University, Taiwan, ROC

Diogo Lobato Acatauassú Nunes, Federal University of Pará - Belém, Brazil

Michael D. Logothetis, University of Patras, Greece

Renata Lopes Rosa, University of São Paulo, Brazil

Malamati Louta, University of Western Macedonia, Greece

Pavel Mach, Czech Technical University in Prague, Czech Republic

Juraj Machaj, University of Zilina, Slovakia

Naceur Malouch, University Pierre et Marie Curie, France

Lefteris Mamatas, University College London, UK

Zoubir Mammeri, IRIT - Toulouse, France

Michel Marot, Telecom SudParis, France

Alexandru Martian, Politehnica University of Bucharest, Romania

Michael Massoth, Hochschule Darmstadt, Germany

Martin May, Techniclor, France

Natarajan Meghanathan, Jackson State University, USA

Jean-Marc Menaud, École des Mines de Nantes / INRIA, LINA, France

Lynda Mokdad, Université Paris-Est-Créteil, France

Miklós Molnár, LIRMM/University of Montpellier II, France

Philip Morrow, University of Ulster-Coleraine, Northern Ireland, UK

Ioannis Moscholios, University of Peloponnese - Tripolis Greece

Petr Münster, Brno University of Technology, Czech Republic

Juan Pedro Muñoz-Gea, Universidad Politécnica de Cartagena, Spain

Masayuki Murata, Osaka University, Japan

Djafar K. Mynbaev, New York City College of Technology - Brooklyn, USA

David Naccache, Université Paris II/Ecole normale supérieure, France

Amor Nafkha, SUPELEC, France

Antonio Navarro Martín, Universidad Complutense de Madrid, Spain

Nikolai Nefedov, ETH Zürich, Switzerland

Petros Nicopolitidis, Aristotle University of Thessaloniki, Greece

Serban Obreja, University “Politehnica” Bucharest, Romania

Niyazi Odabasioglu, Istanbul University, Turkey

Masaya Okada, Shizuoka University, Japan

Minoru Okada, Nara Institute of Science and Technology, Japan

Sema Oktug, Istanbul Technical University, Turkey

                            6 / 247



Cristina Oprea, Politehnica University of Bucharest, Romania

Harald Øverby, Norwegian University of Science and Technology - Gløshaugen, Norway

Ali Ozen, Nuh Naci Yazgan University, Turkey

Constantin Paleologu, University Politehnica of Bucharest, Romania

Jari Palomäki, Tampere University of Technology - Pori, Finland

Andreas Papazois, RACTI & CEID / University of Patras, Greece

Cathryn Peoples, University of Ulster, UK

Fernando Pereñíguez García, University of Murcia, Spain

Jordi Pérez Romero, Universitat Politecnica de Catalunya (UPC) - Barcelona, Spain

Maciej Piechowiak, Kazimierz Wielki University - Bydgoszcz, Poland

Michael Piotrowski, University of Zurich, Switzerland

Andreas Pitsillides, University of Cyprus-Nicosia, Cyprus

Adrian Popescu, Blekinge Institute of Technology - Karlskrona, Sweden

Neeli R. Prasad, Aalborg University, Denmark

Emanuel Puschita, Technical University of Cluj-Napoca, Romania

Dusan Radovic, TES Electronic Solutions GmbH - Stuttgart, Germany

Adib Rastegarnia, University of Tehran, Iran

Ustijana Rechkoska Shikoska, University for Information Science & Technology "St. Paul the Apostle" - Ohrid,

Republic of Macedonia

Eric Renault, Telecom SudParis, France

Lorayne Robertson, University of Ontario Institute of Technology, Canada

Pawel Rózycki, University of IT and Management, Poland

Danguole Rutkauskiene, Kaunas University of Technology, Lithuania

Abheek Saha, Hughes Systique Corporation, USA

Ramiro Sámano Robles, Instituto de Telcomunicaçoes, Portugal

Demetrios G. Sampson, University of Piraeus & CERTH, Greece

Panagiotis Sarigiannidis, University of Western Macedonia - Kozani, Greece

Reijo Savola, VTT Technical Research Centre of Finland - Oulu, Finland

Benjamin Schiller, TU Darmstadt, Germany

Hans Schotten, University of Kaiserslautern, Germany

Sergei Semenov, Renesas Mobile Corporation, Finland

Sandra Sendra Compte, University Polytechnic of Valencia, Spain

Dimitrios Serpanos, University of Patras, Greece

Michelle Sibilla, Paul Sabatier University Toulouse 3, France

Nicolas Sklavos, Technological Educational Institute of Patras, Hellas

Marco Spohn, Federal University of Fronteira Sul, Brazil

Keattisak Sripimanwat, National Science and Technology Development Agency (NSTDA), Thailand

Kostas Stamos, University of Patras, Greece

Mirjana Stojanovic, University of Novi Sad, Serbia

Lars Strand, Nofas Management, Norway

Daniele Tafani, Dublin City University, Ireland

Yutaka Takahashi, Kyoto University, Japan

Yoshiaki Taniguchi, Osaka University, Japan

Richard Trefler, University of Waterloo, Canada

Thrasyvoulos Tsiatsos, Aristotle University of Thessaloniki, Greece

Kazuya Tsukamoto, Kyushu Institute of Technology-Fukuoka, Japan

                            7 / 247



Kenneth Turner, The University of Stirling, Scotland

Masahiro Umehira, Ibaraki University, Japan

Guillaume Valadon, French Network and Information Security Agency, France

John Vardakas, University of Patras, Greece

Manos Varvarigos, University of Patras, Greece

Dimitris Vasiliadis, University of Peloponnese Greece

Calin Vladeanu, University Politehnica of Bucharest, Romania

Luca Vollero, Università Campus Bio-Medico di Roma, Italy

Krzysztof Walkowiak, Wroclaw University of Technology, Poland

Mea Wang, University of Calgary, Canada

Amali Weerasinghe, University of Canterbury, New Zealand

Steve Wheeler, University of Plymouth, UK

Bernd E. Wolfinger, University of Hamburg, Germany

Mudasser F. Wyne, National University - San Diego, USA

Kang Xi, Polytechnic Institute of New York University, USA

Qin Xin, Université Catholique de Louvain - Louvain-la-Neuve, Belgium

Miki Yamamoto, Kansai University, Japan

Qing Yang, Ciena Corporation, USA

Vladimir S. Zaborovsky, Technical University - Saint-Petersburg, Russia

Giannis Zaoudis, University of Patras, Greece

Smékal Zdenek, Brno University of Technology, Czech Republic

Demóstenes Zegarra Rodríguez, University of São Paulo, Brazil

Liaoyuan Zeng, University of Electronic Science and Technology of China, China

Rong Zhao, Detecon International GmbH - Bonn, Germany

Zuqing Zhu, University of Science and Technology of China, China

Martin Zimmermann, Hochschule Offenburg - Gengenbach, Germany

Sladjana Zoric, Deutsche Telekom AG, Bonn, Germany

Piotr Zwierzykowski , Poznan University of Technology, Poland

                            8 / 247



Copyright Information

For your reference, this is the text governing the copyright release for material published by IARIA.

The copyright release is a transfer of publication rights, which allows IARIA and its partners to drive the

dissemination of the published material. This allows IARIA to give articles increased visibility via

distribution, inclusion in libraries, and arrangements for submission to indexes.

I, the undersigned, declare that the article is original, and that I represent the authors of this article in

the copyright release matters. If this work has been done as work-for-hire, I have obtained all necessary

clearances to execute a copyright release. I hereby irrevocably transfer exclusive copyright for this

material to IARIA. I give IARIA permission or reproduce the work in any media format such as, but not

limited to, print, digital, or electronic. I give IARIA permission to distribute the materials without

restriction to any institutions or individuals. I give IARIA permission to submit the work for inclusion in

article repositories as IARIA sees fit.

I, the undersigned, declare that to the best of my knowledge, the article is does not contain libelous or

otherwise unlawful contents or invading the right of privacy or infringing on a proprietary right.

Following the copyright release, any circulated version of the article must bear the copyright notice and

any header and footer information that IARIA applies to the published article.

IARIA grants royalty-free permission to the authors to disseminate the work, under the above

provisions, for any academic, commercial, or industrial use. IARIA grants royalty-free permission to any

individuals or institutions to make the article available electronically, online, or in print.

IARIA acknowledges that rights to any algorithm, process, procedure, apparatus, or articles of

manufacture remain with the authors and their employers.

I, the undersigned, understand that IARIA will not be liable, in contract, tort (including, without

limitation, negligence), pre-contract or other representations (other than fraudulent

misrepresentations) or otherwise in connection with the publication of my work.

Exception to the above is made for work-for-hire performed while employed by the government. In that

case, copyright to the material remains with the said government. The rightful owners (authors and

government entity) grant unlimited and unrestricted permission to IARIA, IARIA's contractors, and

IARIA's partners to further distribute the work.

                            9 / 247



Table of Contents

New Approach to Call Admission Control based-on Interference for Hot-spot Cell
Woogoo Park and Myungae Chung

1

Design of Optical Wireless IR-UWB Systems for Low Data Rate Applications
Mohammed Al-Olofi, Andreas Waadt, Guido H. Bruck, and Peter Jung

7

Using Service Delay for Facilitating Access Point Selection in VANETs
Tin-Yu Wu, Wei-Tsong Lee, Tsung-Han Lin, Wei-Lun Hsu, and Kai-Lin Cheng

13

Application of DFT Spreading to OFDM Based WLAN for Energy Efficiency Improvement
Masahiro Umehira, Takuya Nishizawa, and Shigeki Takeda

20

Static Bluetooth Scatternet Formation Models: The Impact of FHSS
Celio Marcio Soares Ferreira, Ricardo Augusto Rabelo Oliveira, Haroldo Santos Gambini, and Alejandro Cesar
Frery

25

Performance Analysis of Complex Combiner at Two Time Instants in Weibull Fading Channel
Dragana Krstic, Petar Nikolic, Goran Stamenovic, and Aleksandar Stevanovic

32

Iterative Detection of M-FSK Signal on MIMO Frequency Selective Fading Channels
Yuichi Yamane and Yasunori Iwanami

37

A Wireless Mesh Network Solution Based on WiMAX Technology with Smart Antennas Support
Serban Georgica Obreja, Alexey Baraev, Irinel Olariu, and Eugen Borcoci

43

Multi-agents Architecture for Distributed Intrusion Detection
Vinicius Thiago, Paulo Rego, and Jose Souza

49

A Mobile API Solution for Localised Weather Forecast Representation
Paul Dayang and Rebecca Siafaka

55

SentiMeter-Br: Facebook and Twitter Analysis Tool to Discover Consumers' Sentiment
Renata Lopes Rosa, Demostenes Zegarra Rodriguez, and Graca Bressan

60

A Business Model for Video Transmission Services using Dynamic Adaptation Streaming over HTTP
Demostenes Zegarra Rodriguez, Renata Lopes Rosa, and Graca Bressan

66

On the Capacity of a Cognitive User with Subcarrier Collisions over Rayleigh Fading Channels
Sabit Ekin, Erchin Serpedin, Mohamed Abdallah, and Khalid Qaraqe

71

                               1 / 3                           10 / 247



Spectral Occupancy Measurements in Rural and Urban Environments: Analysis and Comparison
Alexandru Martian, Calin Vladeanu, Octavian Fratu, Ion Marghescu, and Safwan El Assad

78

Security Issues and Threats in Cognitive Radio Networks
Yenumula Reddy

84

Spectrum Sensing Using Sub-Nyquist Rate Sampling
Zahid Saleem and Samir Al-Ghadhban

90

An Efficient Image Processing on Sensor Networks
Ben-Shung Chow

94

Driver Assistance System Towards Overtaking in Vehicular Ad Hoc Networks
Antonio Sergio de Sousa Vieira, Joaquim Celestino Junior, Ahmed Patel, and Mona Taghavi

100

Indoor Localization for Multi-Wall, Multi-Floor Environments in Wireless Sensor Networks
Xiao Fan and Yoan Shin

108

Carrier-Grade Internet Access Sharing in Wireless Mesh Networks: the Vision of the CARMNET Project
Mariusz Glabowski and Andrzej Szwabe

113

Quantization Errors in Overlapped Block Digital Filtering Methods
Mustafa Daloglu and Erchin Serpedin

117

An Environment for Implementing and Testing Routing Protocols in CARMNET Architecture
Adam Kaliszan and Mariusz Glabowski

123

A Low-Complexity Floor Determination Method Based on WiFi for Multi-Floor Buildings
Jian Shi and Yoan Shin

129

VDTN-ToD: Routing Protocol VANET/DTN Based on Trend of Delivery
Antonio Sergio de Sousa Vieira, Joao Goncalves Filho, Joaquim Celestino Junior, and Ahmed Patel

135

Tighter Effective Bandwidth Estimation for Multifractal Network Traffic
Jeferson Stenico and Lee Ling

142

Bandwidth Reservation in the Erlang Multirate Loss Model for Elastic and Adaptive Traffic
Ioannis Moscholios, Vassilios Vassilakis, Michael Logothetis, and John Vardakas

148

Efficiency Evaluation of Shortest Path Algorithms
Mariusz Glabowski, Bartosz Musznicki, Przemyslaw Nowak, and Piotr Zwierzykowski

154

Handling Topology Updates in a Dynamic Tool for Support of Bandwidth on Demand Service 161

                               2 / 3                           11 / 247



Christos Bouras, Ioannis Kalligeros, and Kostas Stamos

Signature Generation Based on Executable Parts in Suspicious Packets
Daewon Kim, Jeongnyeo Kim, and Hyunsook Cho

166

A Distributed Power Management Algorithm for a Self-optimizing WiFi Network
Abheek Saha

170

SLA Framework Development for Content Aware Networks Resource Provisioning
George Cristian Cernat, Eugen Borcoci, and Vlad Andrei Poenaru

177

Modelling Mobility-Aware Applications for Internet-based Systems
Bruno Yuji Lino Kimura and Edson dos Santos Moreira

184

Dynamic IMS Reconfiguration using Session Migration for Power Saving
Satoshi Komorita, Manabu Ito, Yoshinori Kitatsuji, and Hidetoshi Yokota

191

HARP: A Split Brain Free Protocol Implemented in FPGA
Romerson D Oliveira, Daniel G Mesquita, and Pedro F Rosa

197

Employing the CEP Paradigm for Network Analysis and Surveillance
Ruediger Gad, Martin Kappes, Juan Boubeta-Puig, and Inmaculada Medina-Bulo

204

MYHand: a Novel Architecture for Improving Handovers in NGNs
Mario Ezequiel Augusto, Renata Porto Vanni, Helio Crestana Guardia, Mahdi Aiash, Glenford Mapp, and Edson
dos Santos Moreira

211

Reduced Complexity Decision Feedback Channel Equalizer using Series Expansion Division
Sameh Yassin and Hazim Tawfik

219

Double Directional Channel Characterization on Board Ships
Hussein Kdouh, Hanna Farhat, Thierry Tenoux, Christian Brousseau, Gheorghe Zaharia, Guy Grunfelder, Yves
Lostanlen, and Ghais El Zein

224

Plasmonics in Optical Communications: Optimization of Coupling Efficiency
Djafar Mynbaev and Vitaly Sukharenko

230

Powered by TCPDF (www.tcpdf.org)

                               3 / 3                           12 / 247



New Approach to Call Admission Control based-on 
Interference for Hot-spot Cell 

 

Woogoo Park 
Future Technology Research Department 

ETRI 
Daejeon, KOREA 
wgpark@etri.re.kr 

 Myungae Chung 
Future Technology Research Department 

ETRI 
Daejeon, KOREA 

machung@etri.re.kr 
 
 

Abstract—In this paper, we propose a new call 
admission control (CAC) scheme for wireless cellular 
systems supporting a hot-spot cell. Two strategies for CAC 
are assumed. One is based on the number of calls, which are 
accepted or not, the other is based on the interference level. 
The proposed CAC can regulate the call attempts with 
packet by adopting measured interference used for matrix. 
A function, specifically a linear interpolation function based 
on Inverse Transform theory is used to convert controlled 
predictive average admission ratio in a call rejection ratio. 
Then, a call admission ratio is obtained from the call 
rejection ratio. Numerical results show that the proposed 
scheme yields better performance than the conventional 
scheme does under the heavy calls on a hot-spot cell. 
 

Keywords-Call Admission Control; Hot-spot Cell; Traffic 
Model; Interference;  Inverse Transform; 

I. INTRODUCTION 
In the future wireless communications, the main 

problem is focused on how to efficiently utilize the 
limited frequency spectrum. The CAC schemes have 
been mainly developed in switching system maintained 
by stored program control. The system is formed with a 
plurality of processors, which are distributed and are 
formed in a hierarchical structure. The base station 
performs a predetermined call control process and a non-
call control process in accordance with the internal 
process. In addition, a designated protocol is performed 
through an interaction between base stations. When 
interference of a base station is increased, such a load 
affects other base stations and the entire cells. As a result, 
the service of the system may be interrupted thereby. 
Hot-spot activation scheme in classical wire telephone is 
based on weighted interference. The conventional call 
admission schemes are directly used by the weighted 
interference so as to ensure the rapid response of control 
[1]. However weighted interference provides only rough 
information on the predictive offered calls, because the 
offered load is caused by a call. To reduce this 
degradation, precise CAC scheme based on interference 
is required. This paper analyzes the effect of weighted 
interference and call fail ratio on the system performance 
in theory. Weighted interference efficiency equations are 
derived for both systems with and without CAC. Analysis 
results show that call admission can get maximum call 
efficiency while adjusting call admission can improve 
call fail for systems without CAC. 

This paper is organized as follows: In section II, 
related works have been studied and in section III cell, 
traffic and system model are proposed, and also we 
classifies calls in terms of their characteristics. Section 
IV describes the call admission activation scheme using 
interference and call success ratio considering matrix, 
and also shows the theoretical backgrounds by re-
analyzing the relation between interference and wireless 
channel resources. In section V, we evaluate the 
proposed CAC model. Finally, Section VI presents the 
conclusion.  

II. RELATED WORKS 
The capacity of a cell is limited by its interference 

and channel resource, which depends on offered calls [1]. 
The CAC schemes associated with communication 
systems have been mainly developed on switching system 
maintained by stored program control [2]. Recently CAC 
has been dealt with for data service only [3], [4]. CAC is 
necessary to guarantee the quality of service (QoS) for 
the users in service, which is mainly concentration on a 
hot-spot area. In hot-sot area, cell poses significant 
challenges because of interference, user mobility, and 
limited channel resource. To efficiently accept call 
attempts and effectively maximize cell capacity, the cell 
size is getting smaller. However the smaller cell size is, 
the higher interference is. So we need to improve the call 
admission ratio in bad interference environments.  

The CAC thresholds derived from the traffic theory 
[5] and [10]. In [10], the tri-threshold bandwidth 
reservation scheme supports multi-class services bearing 
differentiated QoS requirements. It is directed to a 
mobile switch formed with processes for a judgment such 
as an admission, a control and a release. We used 
weighted interference as traffic load for CAC. A QoS-
aware wireless MAC protocol called Hybrid Contention-
Free Access (H-CFA) and a VoIP call admission control 
technique called the Traffic Stream Admission Control 
(TS-AC) algorithm has been presented in [11] to support 
VoIP, specially on WiFi technologies which have already 
matured commercially. 

It is practically, however, hard to apply to the real-
time system. In this paper we suggest that CAC scheme 
safely maintain the call service by analyzing the 
characteristics of the weighted interference and the call 
fail ratio due to congestion, and increases the call 

1Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-279-0
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admission ratio [6]. We deal with data traffic as well as 
voice. 

III. PROPOSED MODEL 

A. Cell Model 
Fig. 1 depicts a cluster of 19 cells being built around 

interfering base stations. Base station density is based on 
[9] (cell radius of 4 km for rural/macro and 1.5 km for 
urban/macro have been assumed). Some comparative 
simulations were also performed with cell radio as low 
as 500m and as high as 9 km. The contribution from 
interferers beyond the closest 19 is considered to be 
insignificant. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. A Cluster of 19 interfering cells 
 

B. Traffic Model 
We consider that the call arrival process at the base 

station is Poisson [7]. Assuming that the call generating 
process of all the users in a hot-spot cell are independent, 
the call arrival process from each and every user is also 
Poisson [8], with a mean call arrival ratio l , where 

hn lll += .  

TABLE I.  CHARACTERISTICS OF CALLS 

Location 
Service 
Types 

Direction 
Arrival 
Ratio 

Priority 

Inner Cell Originating 
Call 

No nl
 

4 

Terminating 
Call 

No nl
 

1 

Inter Cell Incoming 
Handover 

Call 

From 
Other 
Cell 

hl
 

3 

Outgoing 
Handover 

Call 

To 
Other 
Cell 

hl
 

2 

The movement of each user is modeled by the two-

dimensional random walk and is stationary process 
including handover from/to neighboring cells. User’s 
channel holding time follows a negative exponential 

distribution with mean m
1 . 

The call admission activation function periodically 
audits the intensity of call, weighted interference, and call 
success ratio by time t, in order to avoid the degrading of 
the performance of system and service ratio. Gradually, a 
grading limitation of execution module is performed in 
accordance with the call admission status. The following 
calls are commonly used to simulate call admission 
situations [6]: 

l Incoming call (new calls) 
l Incoming handover call (from other cell) 
l Outgoing handover call (to other cell) 
l Terminating call 
Table I shows the characteristics of call services 

according to the location-generated services. 

C. System Model Description 
Considering hot-spot area in base station, some 

strategies for base station on which calls may concentrate 
is needed. To obtain the current interference level, a call 
admission activation scheme must be able to manage 
interference. For a simple expression of the calculations 
latter, we use a matrix presentation. The weight sequence 
in base station can be written as a vector by 

[ ] )1(...,,, 321 nb wwwww =  

where n denotes the number of base stations. From the 
above, we can see that bw  is a simple function of weight 
distribution. When weight satisfies normal distribution, 
weighted interference the cell can be written as 

)2(wIi ×=r                             
Equation (2) constructs an equation between interference 
and the weight sequence. In order to increase call be 
accepted, it is assumed that each of interferences of cells 
is required. Interference among base stations can be 
written as a matrix by  

)3(
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where 12111 ,..., niii  are the interference of cells in an base 
station and m is the number of base stations. Assume that 
the system has been perfectly synchronized at the base 
station. The term ir can be denoted by, 
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 where ir can be simply obtained by 
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D. Relationship between Weighted Interference and Call 
Success Ratio 
To obtain the current weighted interference level 

described in the (5), a call admission activation scheme 
must be able to manage information resulted from the 
following sources primarily: 

l call processing 
l handover control 
l weighted interference 
 

Letting max_ir and otheri _r  be the acceptable total 
interference and interference from other cells, 
respectively, the communication quality is satisfied [5]. 

)6()1)(( max__0 iotherib NpghcE rr £++-+                  
where Eb, c, h, pg, and N0 are bit energy,  the number of 
active calls and handover calls in the same cell, 
processing gain, and thermal noise power density, 
respectively. In this paper, Eb, pg, and N0 are used as 
reference values. The weighted interference can be 
adjusted by the use of equation (6). )(_ tcurir  is current 
weighted interference activated by time t, which is given 
by, 

)7()(

)(

_max__

__

previifaili

previcurii t

rrr

rrr

-

+==

  

     where previ _r and faili _r are previous weighted 
interference and call fail ratio per a base station during 
inter call admission monitoring time (t ),. We assume a 
decision scheme where activation time is divided into 
equal periods- t . When call admission is increased 
suddenly, the ratio of call admission is decided by the 
comparison of the previous call admission-ratio with 
present one. Using )(_ tcurir , the adaptive average 
weighted interference (AAWI, aawii _r ) has very 
slowly or rapidly increased makes call admission can be 
expressed, 

)8(
2

)(
)( _

_
trr

r
-+

=
t

t aawiii
aawii            

where )()( __ tt aawiiaawii rtr <-  for )( tt <-t . 
The adaptive average weighted interference naturally 
makes the activation of rapidly increasing call admission 
possibly. The following (9) shows the parameter of a 
heavy transient call admission to activate 
for )(),2( tt -- tt , and t , respectively. We are 
interested in the degree of gradient-based on offered load 
as can be found in (9) and (10). From a gradient of 

rapidly increasing call admission )(
x

y
D

D
D

= , the 

following equation can be 

 )9()2()( __ trtr ---=D ttx aawiiaawii  

)10()()( __ trr --=D tty aawiiaawii  

where )()2( __ trtr -<- tt aawiiaawii  for 
)2( tt -<- tt .  We are interested in the degree of 

gradient based on offered calls as can be found in (9) and 
(10). Now, we introduce variable DD  that indicates 
whether or not the equivalent number of the degree of 
rapidly increasing call status D exceeds 2. 

)11(
2,0.1

2,2.1

î
í
ì

£
>

=D
Dfor

Dfor
D

 

It is hard to predict the flow of load because of user 
mobility and social events, such as huge accidents, 
bargain sale, and sports game watching. To solve the 
problem, we introduce adjusted predictive average 
weighted interference (APAWI) as the optimization 
parameter ( apawii _r ). The adjusted predictive average 
weighted interference is generated by adaptive average 
weighted interference with DD . 

)12(*)(__ Dtaawiiapawii D= rr  
The call admission status will be detected when 

50_ >apawiir .  

IV. CAC MODEL 

A. Call Admission Activation Scheme 
The call admission activation scheme is an 

autonomous call admission-monitoring module to 
calculate interference on a base station. As a call 
admission activation scheme starts, it measures weighted 
interference according to the cell situations. It also shows 
the scheme showing the entire detecting of the process of 
CAC feature, which is formed by an initialization, a 
judgment, activation, and a release. As heavy call 
attempts disappear, call admission state is released and 
the system returns to the normal state and the following 
four cases will happen; 
 

1). Initialization of call admission activation: upon 
starting this call admission activation scheme, stores the c
urrent weighted interference for adaptive average weighte
d interference after call admission monitoring time interv
al, 

2). Reanalysis of weighted interference: the scheme
 selects the blocking ratio of call services and calculates a
 new value of weighted interference with maximum interf
erence. After calculating a new weighted interference, the
 current adaptive average weighted interference sets up b
oth new weighted interference and previous adaptive aver
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age weighted interference, 
3). Adjustment of heavy transient status: when the a

daptive average weighted interference from the weighted 
interference including blocking ratio of call services can 
be calculated, the gradient is adjusted to adopt a heavy tr
ansient status, 

4). Activation of call admission situations: finally, 
we get the adjusted predictive average weighted interfere
nce by multiplying adaptive average weighted interferenc
e by the degree of heavy transient status and we activate t
he call admission according to the adjusted predictive av
erage weighted interference. 

B. Inverse Transform for Call Admission Ratio 
The call admission ratio is generated that adjusted 

predictive average weighted interference compares with 
interval for basic call admission ratio (BCAR) and linear 
interpolation is used for calculating basic call admission 
ratio. The basic call admission ratio has a capability for 
admitting a call according to weighted interference. The 
real underlying distribution, )(xF , of basic call 
admission ratio (the lower line curve in Fig. 2) can be 
estimated by the empirical cdf, )(' xF  (the upper line 
curve in Fig. 2). The particular curve in Fig. 2 illustrates 
one changed shape of this underlying distribution, and 
also that )(' xF  is an estimate of )(xF .  

 

Figure 2 A diagram of Empirical ( )(' xF ) and theoretical ( )(xF ) 

distribution functions for occupancy interval of adjusted predictive 
average weighted interference 

 
The empirical cdf )(' xF  is defined by using the 

information in Table II. Each interval defines two points 
on the graph, which are connected by a straight line. The 
inverse transform technique applies directly to generating 
call admission ratio variation, X. Recalling the graphical 
interpretation of the technique, first select adjusted 
predictive average weighted interference, x. Symbolically 
this is written as [8] 

)13()(11 xFX -=  
but algebraically, since r is between ri and ri+1, 

)1(1 W=X , is computed by a linear interpolation between 
xi and xi+1; that is, 
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when 68.0=r , r is between 0.69 and 0.6 
( 69.0468.063.03 =£=<= xrr ). Therefore ( r -0.63) / 

(0.69-0.63) is 0.833, so that 1X  will be the distance 
between 0.36 and 0.48 since r is the way between 0.63 
and 0.69; that is, 

)15(453.0)32.048.0(
63.069.0

63.0
32.01 =-ú

û

ù
ê
ë

é
-

-
+=W

r
 

Notice that for all rs between the interval (0.63, 0.69), the 
value a4=(0.48-0.32)/(0.69-0.63)=2.667 will be needed to 
compute 1X , The value a4 is the gradient xr DD /  of the 

function )(1' rFx -= , which is merely the reflection of the 
line r=x of the function r= )(' xF  of Fig. 2. As a result of 
it, suppose r=0.68, by the Table II, due to 

69.0468.063.03 =£=<= xrr , r lies in the interval i=4, 
and 1X  is 0.453. Therefore, we can control the expected 
number of calls( vcarW ) being admitted, that is 0.547(1-

1X ) [9].  
 

TABLE II.  INFORMATION FOR BASIC CALL REJECTION RATIO 

Lev-
el 
(i) 

Interval for 
adjusted 

predictive 
average weighted 

interference 

Utili-
zation 
Dist. 

Cumu- 
lative 
Utili- 
zation 

(xi) 

Rejecting 
Dist. 

Cumu- 
lative 

Rejecting 
Dist. 

(ri) 

Gradient 

ix

ir
ia

D

D
=

 

1 50.00 ££ x  0.5 0.5 0 0 - 

2 57.050.0 £< x  0.07 0.57 0.16 0.16 2.286 

3 63.057.0 £< x  0.06 0.63 0.16 0.32 2.667 

4 69.063.0 £< x  0.06 0.69 0.16 0.48 2.667 

5 76.069.0 £< x  0.07 0.76 0.15 0.63 2.143 

6 83.076.0 £< x  0.07 0.83 0.16 0.79 2.286 

7 89.083.0 £< x  0.06 0.89 0.16 0.95 2.667 

8 00.189.0 £< x  0.11 1.00 0.05 1.00 0.455 

 

C. Concept of Call Admission and Rejection 
Assuming that call state keeps in one state in one 

period, the switching probability between in-adjacent 
states is very small, so it can be assumed switching just 
happens between adjacent states. In wireless 
communication systems, if the call admission scheme of 
next call is determined according to current call 
processing condition, and call state is normally in j-th 
state, the following three cases will happen. 

l Call admission scheme is adjusted according to 
(j-1)-th call state in which calls are allowed, in t
his case, call efficiency is lost but communicatio
n quality can be achieved.  

l Call admission scheme is adjusted according to j
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-th call state that comes up to maximum boundar
y to be processed, in this case, no call efficiency 
is wasted and communication quality can also be
 achieved.  

l Call admission scheme is adjusted according to 
(j+1)-th call state that exceeds maximum bounda
ry to be processed, in this case, the call cannot s
atisfy communication quality request, accordingl
y call rejection scheme adjusted by call type is n
eeded.  

D. CAC Scheme 
CAC scheme shows the entire controlling process of 

the call admission situations, which is formed of an 
interval selection, a call rejecting ratio calculation, 
gradient calculation through linear interpolation, and call 
control by the variable call admission ratio (VCAR). The 
variable call admission ratio can be derived from BCAR 
by calculating the linear interpolation, which can improve 
the call admission ratio. According to the variable call 
admission ratio, the decision of whether or not to accept 
calls from mobile subscriber is subject. The CAC scheme 
on base station is as follows: 

1). We calculate total interferences of base station b
y using an matrix of each base station.  

2). Adjusted predictive average weighted interferen
ce ( apawii _r ) receives from call admission activation 
module monitored a weighted interference to activate a h
eavily loaded situations, 

3). The scheme tries to find an interval for 
adjusted predictive average weighted interference from T
able II, 

4). If found, 
i

i
i x

ra D
D= to calculate the BCAR is g

iven by inverse transform, 
5). Then, calculate VCAR through linear interpolati

on based on the calculated BCAR, 
6). Finally, call requested from base station is adjus

ted by variable call admission ratio according to the 
adjusted predictive average weighted interference value. 
If the level of interval for adjusted predictive average wei
ghted interference is 1, state is normal. If it is 2, state is r
eady. Otherwise each type of call can be accepted or reje
cted by the level of interval for adjusted predictive avera
ge weighted interference. 

V. NUMERICAL RESULTS 

A. Simulation Assumptions 
Here numerical results are given for adaptive CAC. 

The processing of calls in base stations usually takes 
place in several consecutive steps, separated in time. 
When such systems are simulated, the calls are generated 
pseudo-randomly, for instance with an exponential 
distribution of inter arrival times. We suppose the 
number of the maximum subscriber 12,000 if the busy 
hour traffic per subscriber is 0.06 Erlang, when the total 
Erlang is 720(12,000 * 0.06). For CAC, the blocking 
ratio is calculated by using the well-known Erlang B 

formula. The calls are assumed to have a constant 
holding time of 100 seconds for busy hour call per 
subscriber: 2.16 calls (0.06 * 3,600 / 100). Completed 
calls in busy hour are 25,920 (12,000 * 2.16). For offered 
calls, it is still possible that maximum base station 
efficiency (= permitted weighted interference) used for 
base station is below 95%. From the assumptions 
mentioned above, we simulated that the traffic is from 
12,960 up to 38,880, when the offered load is from 50% 
(normal call state) to 150% (heavy transient call state) 
[1]-[2], [10]. 

 
 

B. Performance Analysis 
Fig. 3 compares the proposed scheme with the 

conventional one in terms of weighted interference, 
where the ordinate represents the weighted interference 
and the abscissa the time that is determined by call 
admission activation scheme.  Fig. 3 shows the examples 
of between without_cacl and with_cac under the call 
admission state as the weighted interference. The 
without_cac means that the offered load results from the 
processing of the conventional scheme. The with_cac 
means the results from the processing of scheme. The 
adjusted predictive average weighted interference 
increases due to the increase of weighted interference 
depending on lots of call fail. There is a difference in the 
figure, which system performance of proposed scheme is 
higher than conventional one under with_cac. It is 
observed that a hot-spot cell has to reduce the number of 
calls to maintain the same QoS. The difference between 
proposed scheme and conventional one can be explained 
by the reanalysis of weighted interference with calls. The 
main simulation performance measures are variable call 
admission ratio for basic call admission ratio.  

 

Figure 3. The variance of weighted interference between with and 
without CAC 

 
Fig. 4 compares the proposed scheme with the 

conventional one in terms of call admission ratio, where 
the ordinate represents CAR. Fig. 4 shows examples 
between for basic call admission ratio (BCAR) and 
variable call admission ratio (VCAR) under the call 
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admission state as the weighted interference. VCAR 
decreases due to the reduction of BCAR depending on 
the with_cac. Especially, in time period-7, note that 
BCAR decreases to 5%,  whereas the proposed scheme is 
able to keep  20% of VCAR on a level with the previous 
state(time period-6). The result shows that VCAR does 
have a higher capacity than that of conventional approach 
based on BCAR. This phenomenon can be explained by 
the fixed value of BCAR for the conventional scheme. It 
is observed that a hot-spot cell has to reduce the number 
of calls to limit the heavy traffic load as an interference 
of base stations. 

 Figure 4. The variance of call admission ratio 
 

VI. CONCLUSION 
We proposed new CAC scheme that offers stability of 

calls in a hot-spot area possibly, and ensures both QoS on 
call arrival and handover processing. We regard call 
arrival ratio as a traffic load as interferences, which 
means that it obtains performance improvement of about 
4.3% compared with the conventional approach is not 
capable of detecting the heavy transient call attempts, 
whereas our proposed scheme allows system to overcome 
the problems encountered in the conventional approach 
regulating calls well. The call arrival, handover, 
interference, and call success ratio are derived based on 
the hot-spot environment and traffic model. In conclusion, 
it is emphasized that in addition to the weighted 
interference and offered load presented here, congestion 
control mechanism among base stations must also take 
into account a variety of technological issues (e.g., a 
number of admission ratio, an admission/rejection 
interval, cell radius). 
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Abstract—The use of Impulse Radio-Ultra Wide Band (IR-
UWB) introduced a low data rate and low power consumption 
systems, which are suitable for sensor networks. Due to strict 
regulations of the power transmission and frequency use, the 
range and usage of IR-UWB remained very limited. To enlarge 
the range of UWB, this paper presents a system design on how 
to replace the radio part of the physical layer (PHY) of UWB 
by free space optics, without changing the major parts of the 
standard, including frame structure and coding. The 
performance of such a system on optical links is analyzed in 
Monte-Carlo simulation. The utilization of optical links will 
offer new configurations for uplink and downlink.  This system 
will deal with optical noise and optical multipath channel and 
shows the performances of the new system in presence of Line 
of Sight (LOS) and diffuse links. 

Keywords- Hybrid Optical/Radio systems; IR-UWB;  OWC. 

I.  INTRODUCTION 
The Optical Wireless Communications (OWC) is an 

alternative technology to radio communications, which 
suffers from congested frequency bands as the number of 
mobile users increased significantly. The OWC offer a broad 
unlicensed free spectrum that enables high data rate, low 
cost, high speed, and ease of development systems. These 
advantages make the optical solution attractive for short 
range communications applications, such as smart homes, 
smart offices, wireless LANs, and sensor networks. 

Currently, the ultra wideband systems are the best 
technology choice for short range communication, since they 
offer a large bandwidth (3.1-10.6 GHz), high speed, immune 
to multipath fading, multi access capabilities, and low cost 
transceivers. The fractional bandwidth of UWB is defined by 
FCC as a signal with 20% of its center frequency or 
500 MHz bandwidth, when the center frequency is above 
6 GHz with a limited power of -41.3 dBm/MHz [1]. The 
optical devices introduce a low modulation bandwidth, 
which does not exceed 20 MHz in case of using LED and 
hence limit the data rate and available broadband spectrum 
[2]. This limitation is caused by the characteristics of LEDs 
available in the market, which have a slow response to the 
feeding current. The 3dB frequency and hence the 
modulation bandwidth depends on minority carrier lifetime. 
To solve the limitation of modulation bandwidth problem, 
we recommend two solutions. We can use either special 
LEDs with larger modulation bandwidth similar to that used 

in fiber optical communications or we can use laser diodes, 
which offer bandwidth in GHz at expense of increasing 
shadowing effect due to the nature of direct light generated 
by laser diodes. Nevertheless, a lot of solid state electronics 
researches focus on optical wireless communication and this 
gives a sign that we will see high-speed low-cost LEDs in 
the next decade. 

The utilization of optical wireless links in IR-UWB 
systems will overcome the limitations in emission power and 
bandwidth and/or introduce a new Radio/Optical IR-UWB 
system where we can take advantages of both configurations. 
The optical links do not interfere with the electrical systems 
and they are not affected by multipath fading. This design 
will be suitable to operate in sensitive environments like 
hospitals where the radio communications are prohibited.  

In this paper, we have proposed a new optical IR-UWB 
system design to solve the problem discussed above. The 
conventional IR-UWB system employing radio antenna at 
the transmitter and receiver has been modified to be able of 
transmitting the information data via the optical link. To 
establish an optical link in our design, both antennae in 
transmitter and receiver are replaced by LEDs and 
photodetector respectively. The transmitted pulse is 
converted into light pulse by regulating the input current of 
light device to form the same shape of radio pulse. On the 
receiver side, the power of the received light signal will be 
detected by photodetector and converted at output to current 
levels which reconstruct the shape of transmitted pulse. The 
further steps of detection process are done as in IR-UWB 
radio systems.  

The rest of paper is organized as follows. In Section II, the 
system design describes the transmitter and receiver is 
presented. Also in Section II, the optical channel impulse 
response regarding the environment and SNR are explained. 
The system simulation is introduced and the results are 
discussed in Section III. Finally, Section IV concludes the 
paper. 

II. SYSTEM DESIGN 
 

A. Transmitter Design 
The transmitter of IR-UWB is modified to be able to 

transmit in the manner similar to optical pulses as shown in 
Fig. 1. We employ the Binary Pulse Position Modulation (2-
PPM) as presented in [1] combined with intensity 
modulation.  
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Figure 1.  Optical IR-UWB system 

.In this modulation scheme, the transmitted pulse ( )p t is 
shifted by ε  time shift from the symbol time TS if the 
transmitted bit is ‘1’ and introduce no shift when the bit 
‘0’.The modulated signal can be described by 

 

 ( ) ( )s k
k

x t p t kT a ε
+∞

=−∞

= − −∑  (1) 

 
The Gaussian monocycle pulse ( )tp is used to drive the 

LED by convert it to a set of quantized current levels as 
shown in Fig. 2. The pulse is quantized to L current levels 
and every level is mapped to a defined brightness level. The 
current levels represent the intensity power should be non-
negative to ensure that the LED is not reversely biased. 

 
 ( ) ( )0I t I p t= +  (2) 

 
A dc-bias is chosen to boost the negative part of the radio 

pulse in order to keep the diode in the ‘ON’ state and 
illuminates a 10% of full brightness. The constant forward 
current (I0) will keep the diode in ‘ON’ state even if the 
pulse time end and hence keep the diode operating in the 
active region. The modulation bandwidth should be 
increased since the diode rise and fall time regarding the 
diode switching operation is minimized. 

To create a different emission power for each of current 
level, we suggest the white-LED lnGaN/GaN to transmit the 
optical pulses. This white-LED proposed in [5] shows that 
the emission power in the blue spectrum portion is increased 
relative to the injected current. Nevertheless, a blue filter at 
the receiver Front-end should be used to gain the blue 
spectrum power. 

B. Optical Multipath Channel 
The optical multipath channel is characterized by an 

impulse response ( )th , which describes the propagation of 
the optical signal between the transmitter and receiver. The 
propagation pattern is approximated by lambertian radiation 
pattern, which state that the light intensity emitted from a 
source has a cosine dependence on the angle of emission 
with respect to the surface normal [2,3]. The luminous 
intensity in angle φ  is given by 
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Figure 2.  Quantization of the monocycle pulse 

 ( ) ( ) ( )0 cosmI Iφ φ=  (3) 

where ( )0I is the center luminous intensity of the LED and 
φ  is the angle of irradiance, m is the order of lambertian 
emission and is given by the semi angle at half illuminance 
of the LED 1/2φ  as 
 
 ( )

( )1/2

ln 2
ln cos

m
φ

−
=  (4) 

 
and the horizontal illuminance horI at a point ( ), ,x y z  on the 
working plane is defined as 
 

( ) ( ) ( )
( )2

0 cos
, ,

cos

m

hor

I
I x y z

d
φ

ψ
=  (5) 

 
where d is the distance between the transmitter and receiver 
and ψ is the angle of incidence.  
In an office room environment, the light arrives receiver 
directly as LOS link or after number of reflections (diffuse 
link). The impulse response at zero reflection is given as 
 

 
( ) ( ) ( ) ( ) ( )

( ) ( )
2

1
cos .

2
cos , 0

r m
los s

con

A m
h t T g

d
dt c

φ ψ ψ
π

ψ δ ψ ψ

+
= ⋅

× ⋅ − ≤ ≤
      (6) 

 
where ( )Ts ψ is the filter transmission, ( )g ψ and 

con
ψ are the 

concentrator gain and Field Of View (FOV) respectively. 
The gain of the optical concentrator at the receiver is 
defined by 
 

( )
2

2 ,0
sin
0, 0

con
con

con

n
g

ψ ψ
ψ ψ

ψ


≤ ≤= 

 ≥

 (7) 
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where n is the refractive index. 
To model the reflections, every wall is partitioned to a 
number of small areas, which act as a new lambertian 
sources when light incident on it. The impulse for the first 
reflection is given by 
 

( )

( )
( )

( ) ( )

( ) ( ) ( ) ( )

2
1 2

1 2

1
cos .cos

2

cos cos

, 0

0,

r m
wall r ir

ir s r
ref

r con

r con

A m
A

d d

T gh t
d dt

c

ρ φ α
π

β ψ ψ ψ

δ ψ ψ

ψ ψ

+


× ⋅ ⋅ ⋅ ⋅= 

+  × − ≤ ≤   
 ≥

 (8) 

 
where 1d  and 2d  are the distances between the LED and a 
reflective point, and between a reflective point and a 
receiver surface, ρ  is the reflectance factor, wallA  is a 
reflective area. The angles irα and irβ are represent the 
angle of incidence to a reflective point and the angle of 
irradiance to a receiver, respectively, rφ and rψ are the angle 
of irradiance from LED to a reflective point and angle of 
incidence from reflective point to a receiver. 

The optical channel is characterized by the room 
dimensions, reflectance indices of walls and transmitter and 
receiver orientation. Table I describes the parameters used 
to simulate the channel impulse response.  

The optical impulse response is used to calculate the 
channel gain, which is important to estimate the influence of 
channel on the received power. The power contained in a 
LOS component is larger than the power contained in the 
first reflection components as shown in Fig. 3 since the long 
distance and reflection from the surfaces introduce a power 
loss. The received power can be calculated when the 
transmitted power was 1 Watt as 

 
 

( ) ( )0 0r t los t ref
ref

p p H p H
 

= ⋅ + ⋅  
 

∫  (9) 

 
Another important feature is the root mean squared 

(RMS) delay, which describes how much delay added by 
the channel. A large delay led to intersymbol interference 
(ISI), which make the detection of transmitted signal 
complicated. The RMS delay calculated from the channel 
impulse response as 

 
 ( ) ( )

( )

2 2
0

2RMS

t h t dt

h t dt

τ
τ

−
= ∫

∫
 (10) 

 
where 0τ is the delay time and defined as 
 

 

TABLE I.  CHANNEL PARAMETERS 

 Parameter Value 

Room 

Room size 5×5×3 m3 

wallρ  0.8 

Transmitter 

Location (2.5, 2.5, 3) 

M 1 

Elevation -90° 

Azimuth 0° 

Power 1 

Receiver 

Location (0.5,1,0) 

Ar 1 cm2 

FOV 85° 

Elevation 90° 

Azimuth 0° 

 
 ( )

( )

2

0 2

t h t dt

h t dt
τ

⋅
= ∫
∫

 (11) 

 
The RMS delay for the simulated channel is 0.49 ns, 

which define an upper bound for the transmission rate. For 
the proposed system, the symbol time is less than the RMS 
delay and hence no equalizer at the receiver side is needed. 
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Figure 3.  Optical channel impulse response 
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C. SNR 
The SNR in optical system is defined by the received 

power, photo detector responsivity R [A/W] and noise 
variance 2σ as 

 
 ( )2

2 2
r

sh th

R p
SNR

σ σ
=

+
  (12) 

 
In an optical wireless system, the noise is classified into 

two types namely the shot noise and thermal noise. The shot 
noise is a time-varying process generated by external light 
sources like background noise and quantum noise or internal 
source as intensity radiation, dark noise and excess noise. 
These sources are independent Poisson random variables 
and their photoelectron emission follows the distribution of 
Poisson distribution with mean equal to the sum of the 
individual processes. The variance of any shot noise process 
associated with photodetection are represented as 

 
 2 2sh q B iσ =   (13) 
 
where q is the electronic charge, B is the equivalent 
bandwidth, and i is the mean current generated by 

n electron. However, if the photoelectron count is large, 
the generated signal current probability distribution can be 
approximated to be Gaussian process [6]. 
 
 2

22

( )1( ) exp
22 shsh

i i
p i

σπσ

 −
= −  

 
 (14) 

 
Addition to the shot noise, the thermal noise caused by 
thermal fluctuation of electrons in receiver circuit add a 
currents, which is Gaussian process has a zero mean and its 
variance described as 
 
 2 4 k

th
L

T B
R
κ

σ =  (15) 

 
with Κ is the Boltzmann’s constant, kT  is absolute 
temperature, and LR is the equivalent resistance. The total 
generated current probability distribution of thermal noise 
and shot noise can be represented as 
 
 2

2 22 2

( )1( ) exp
2( )2 ( ) sh thsh th

i i
p i

σ σπ σ σ

 −
= −  ++  

 (16) 

 
To evaluate the SNR required for a BER, the received 
power needed to achieve a BER of 10-6 is about 18dB. 
 

D. Receiver Design 
The receiver of optical system is based mainly on photo- 

detector employing the direct detection. The area of detector 
and the orientation play important roll in the receiver design 
and performance. The photodetector generates an output 
photocurrent relative to the incident light power pinging on 
the surface. i.e., the changes produced in intensity 
modulation at the transmitter are detected by direct 
detection at the receiver. The photocurrents induced by 
photodetector form a replica of the transmitted pulse. At the 
receiver Front-end the received signal is defined as 
 
  ( ) ( ) ( ) ( )y t R I t h t n t= ⊗ +  (17) 
 
where ( )h t is the optical multipath channel, ( )I t is the 

transmitted signal, and ( )n t is the Additive White Gaussian 
Noise (AWGN). After conversation of optical signal to 
electrical signal, the correlation between the mask of the 
transmitted pulse m(t) and the received signal y(t) is 
performed as 
 
 ( ) ( ) ( )

( ) ( )
s

s s

T

m t I t kT I t kT

Z y t m t dt
τ

τ

τ τ ε
+

= − − − − − −

= ∫
 (18) 

 The detector in (19) compares the power of correlation Z to 
a threshold and decides whether the received bit is ‘0’ or ‘1’ 
[7]. 
 
 ˆ0 0

ˆ
ˆ0, 1

Z a
a

Z a
> =

=  < =
 (19) 

 

III. SIMULATION RESULTS 
The system design represented in Fig. 1 is simulated 

using MATLAB program. The Monte Carlo simulations 
were carried out to generate the bit-error-ratio (BER) versus 
Eb/N0 figures. The information bits are modulated by 2-PPM 
modulator with symbol time 240sT ns= , sampling 
frequency 1cf GHz= , and shift time 120 nsε = . The mono-
cycle pulse width 41PT ns=  quantized to 8L =  current 
levels, which drive the optical transmitter device and each 
of the current level generates a one of the brightness level. 

The optical channel impulse response in Fig. 3 is 
simulated in a room with dimensions of (5m×5m×3m) and a 
fixed transmitter and receiver are assumed. The optical 
pulse is convolved with the channel and added to the noise. 

 On the receiver side, the photo detector is percepts the 
incident light and converts it into current. We assume that 
the detector responsivity R  equal to one. The received 
pulse constructed from current levels is correlated with the 
mask of transmitted pulse and the peak power is compared 
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to the threshold in time window. This system is assumed to 
be synchronized and no equalization stage is performed. 

In OWC systems, a unit rectangular pulse is used to 
transmit the power of modulated binary bits with duration 
Ts. [8, 9]. In Fig. 4, the same system design was simulated 
using rectangular pulse and monocycle pulse to compare the 
BER performances of using the shaped pulse used for 
wireless system and rectangular pulse used in OWC 
systems. Fig. 4 shows that the BER for both signals are 
equal, which is evident that other pulses shape could be used 
without loss of performances. Although rectangular pulse 
evaluation is simpler than Gaussian pulse, the later 
introduces capability for utilizing advantages of a designed 
UWB radio wireless system communicating on optical link 
in sensitive environments. Nevertheless, the effects of LEDs 
nonlinearities and shot noise are expected to disfigurement 
the transmitted Gaussian pulse at transmitter and receiver 
front-ends. These effects will be studied experimentally in 
the future work to find the performance degradation for the 
proposed design.  

Fig. 5 compares the BER performance of the proposed 
systems operate on LOS optical wireless channel with that 
on diffuse channel in the absence of LOS link. The direct 
path between transmitter and receiver delivers higher power 
than paths reach the photodetector after reflections. This 
explains why the BER in the presence of LOS channel is 
lower than that in diffuse channel by ~2dB. Also, the 
influences of optical wireless channel gain and delay on the 
proposed system increase the BER by ~4dB compared to the 
AWGN bound. The use of equalization techniques such as 
zero forcing or decision feedback equalizer will enhance the 
system performances because the shape of the transmitted 
pulse at receiver is better restored.  
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Figure 4.  BER of the system with rectangular and Gaussian Pulses. 
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Figure 5.  BER of the system with LOS and diffuse link configurations 

IV. CONCLUSION AND FUTURE WORKS 
In this paper, a new design of optical IR-UWB is 

introduced to overcome the limitations of power and 
bandwidth since optical links introduce unlimited bandwidth 
and no constrains on the emitted power. Our design will be 
suitable for non radio environments like hospitals or for 
systems that operate in both optical/radio configurations. 
The optical wireless link is established between the 
transmitter and receiver by replacing antennae with optical 
devices. Also, the radio pulse is quantized and offset is 
added to define an optical version of the radio Gaussian 
pulse. The optical pulse is transmitted using an optical 
device and received by a photodetector. The effects of the 
optical multipath channel are investigated and the system 
performance using Monte-Carlo simulations has been 
obtained and analyzed.  

This work will be continued to introduce a better system 
performance using equalization techniques. Also, the LEDs 
characteristics effects on pulse shaping process will be 
investigated in order to achieve experimental results and 
build a demonstrator for the proposed system. 
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Abstract—With the rapid development of wireless mobile 

networks, VANET (vehicular ad hoc networks) that adopt 

transportation tools as mobile platforms have received great 

attention. Integrating VANETs with wireless infrastructure to 

provide high-quality transmission services also has become one 

of the important research topics. Because terminal devices in 

vehicular environments are highly mobile, a MN (mobile node) 

will encounter frequent handoffs while accessing wireless 

network services. However, supposing the chosen handoff AP 

(access point) presents too long service delay, the quality of the 

Internet, especially real-time services, like VoIP and 

multimedia streaming, will be greatly influenced. Therefore, by 

using the packet scheduling architecture for classified service 

at APs, this paper proposes a handoff scheme based on service 

delay prediction. According to the scheduling scheme, we can 

estimate the load and service delay of different access 

categories of the regional APs. Our proposed scheme allows the 

MN requesting real-time services to be allocated to the AP with 

the lower service delay and the chosen AP thus can reduce the 

service delay for users. 

Keywords- VANET; Wireless network switch; AP selection 

I.  INTRODUCTION  

In recent years, wireless network has been extensively 

deployed in the environment for users to access network 

services. Wireless communication, consequently, becomes 

more and more important in our daily life because users at 

any locations are able to use wireless network via APs during 

the moving process. Because of the emergence of abundant 

real-time network services, the QoS (quality of service) of 

wireless network also becomes significant. By integrating 

wireless network with telematics, VANETs (vehicular ad 

hoc networks) provide more and more services for vehicles 

on the roads. Nevertheless, owing to the high mobility of 

terminal devices in VANETs, handoffs occur frequently 

while users access wireless network services [1][2]. If the 

handoff latency is too high, the quality of network services, 

like VoIP and multimedia streaming, will be greatly 

influenced [3]. Previous VANET researches mainly focused 

on the reduction of scan delay during the handoff procedure, 

but did not consider the delay resulted from the load of the 

target AP. For example, not only the processing speed of 

different service types but also the load of different service 

types in an AP varies. Thus, the existing methods cannot 

select the most suitable AP to decrease the service delay. For 

this reason, this paper presents a scheduling scheme to 

estimate the load and service delay of different service types 

for the APs in the area and select the optimal AP for each 

service type for handoff. Our proposed scheme allows the 

MN requesting real-time services to be allocated to the AP 

with the lower service delay.  

The rest of this paper is structured as follows. Section II 

introduces the background and related works. Section III 

explains our proposed scheme, including system architecture, 

scheduling architecture of APs for different service types, 

load estimation for APs, service delay prediction for APs, 

service-oriented plus service delay prediction-based regional 

load balance, and AP selection flowchart. Section IV uses 

the simulation to prove that our proposed scheme decreases 

the service delay for users. Finally, the conclusion and future 

objective is given in Section V. 

II. RELATED WORKS 

Every AP on a wireless network is responsible for a 

specific coverage area. When a MN is leaving the coverage 

area of the current AP, the MN has to search for the 

surrounding APs and handoff to the next suitable one. The 

complete handoff procedure includes scanning, 

authentication, and re-association. Through the selection 

mechanism, the MN can determine the most suitable AP, 

perform the authentication and re-associate with the AP to 

finish the handoff. All existing handoff mechanisms choose 

the best AP to handoff based on the RSSI (received signal 

strength indicator) but such mechanisms are not suitable for 

highly mobile VANETs since the time for a MN to stay with 

an AP is short and handoffs thus frequently occur. Because 

MNs choose the target APs by themselves and most of them 

connect to the network via several specific APs, the service 

delay increases greatly and consequently affects the quality 

of network transmissions, especially real-time network 

services.  

Therefore, traditional mobility management mechanisms 

for Internet and MANET (mobile ad hoc network) cannot 

satisfy the needs of vehicular networks and the performance 

degrades severely owing to the unique features of vehicular 

networks [4]. In this paper, we mainly focus on the 

communication between vehicles and infrastructure of RSU 

(roadside unit) with the attempt to satisfy users' requirements 
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by improving the handoff according to the characteristics of 

VANETs. 

Up to now, many AP selection schemes have been 

proposed to determine the best AP to handoff by different 

load metrics and we will introduce several existing AP 

selection schemes next. The load metric proposed in [5] is 

the Maximizing Local Throughput, which is based on the 

number of MNs connected by each AP and the PER (packet 

error rate). However, the number of MNs only roughly 

implies the load of each AP because the degree of network 

utilization of each AP differs and the states of different 

traffic types alter with the time. In addition, this mechanism 

depends on the PER very much. When the PER is very low, 

the load balance cannot be improved efficiently. Another AP 

selection mechanism presented in [6] chooses the AP in light 

of the signal strength of APs, the number of MNs and the bit 

rate. By considering the bit rate between APs and MNs and 

the number of MNs connected to each AP, [7] estimates the 

throughput between APs and MNs at the higher rate. In [8], 

on account of queue congestion that might occur when the 

network is overloaded, the authors use the frame dropping 

rates of the current AP as the load metric and regulate the 

received signal strength from each AP to adjust the coverage 

area of each AP with the aim of achieving load balancing. 

Based on the measurements of delay incurred by 802.11 

beacon frames, [9] selects the AP with the maximal potential 

throughput or bandwidth. Due to QoS considerations, [10] 

proposes the iLB (integrated Load Balancing) scheme, 

which chooses the AP with the lower packet delay and 

defines a handoff threshold value based on the packet loss 

rate. The iLB scheme establishes an APC (AP controller) to 

gather related information for the APs periodically and 

broadcast the information of the adjacent APs to the MNs by 

beacon frames. For QoS management and congestion control 

for wireless APS, Tartarelli et al. [11] proposes to establish a 

Policy Server to differentiate QoS guarantees for different 

traffic types and users, and to reduce network congestion by 

traffic distribution. Tüysüz et al. [12] present a novel  AP 

selection algorithm, which uses E-model conversational 

audio quality factor R to estimate the perceived voice quality 

as the criterion in selecting the most suitable AP to handoff. 

III. PROPOSED LOAD BALANCE SCHEME 

In VANETs, MNs connect to APs to access wireless 

services, but MNs may encounter different levels of service 

delay because of frequent handoffs. According to the 

scheduling, we propose to quantize the load of different ACs 

(access categories) in each AP and present the Service Delay 

Prediction scheme, a service delay-based AP selection 

mechanism. After the scheme quantizes the service delays of 

different ACs in each AP, users can select the handoff APs 

with the lower service delay based on the current services. 

Such a classified selection scheme distributes the load 

efficiently in case the throughput is degraded and some APs 

are overloaded due to load imbalance. Previous AP selection 

methods chiefly select the best AP to handoff based on 

various load metrics after the affiliation of MNs. In this 

paper, we classify the network services, use the service delay 

of different ACs in each AP as the load metric, and select the 

most suitable AP that meets the requirements of the MN to 

decrease the service delay. 

A. System Deployment and AP Control Architecture 

Based on the AP architecture proposed in [14], this paper 

divides the vehicular environment into several service areas 

and APs in each area offer services for local MNs. When 

several MNs are leaving the current service area, APs in the 

forward area will provide wireless services to MNs. To 

guarantee QoS and distribute the load, our scheme gathers 

users' statuses and APs' load in the forward area to estimate 

the load of the next handoff AP for MNs to select a suitable 

AP. As shown in Figure 1, an AP controller is established to 

periodically gather the area information. Every AP in the 

area regularly uploads its own information and the conditions 

of the current MNs in the area to the APC. AP information 

includes the current channel, location and data amount of 

each AC that is waiting to be processed. MN information 

records the traffic flow of all ACs that users are accessing in 

the area. Supposing a MN is accessing several kinds of 

services simultaneously, the AC with the highest use 

frequency is regarded as the representative category. 

According to the information, the APC estimates the loading 

states and waiting delay of each AC in APs in the forward 

area and sends the computed result to the MNs in the current 

area through the current APs.  

v
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APC
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AP10 AP8 AP3 AP2 AP1

AP5 AP4

AP8 AP3 AP2 AP1

AP4AP4AP6AP7AP9

Beacon Next Area's AP Info

Gather Area Information

Send Computed Result

 

Figure 1.  System architecture. 

B. QoS for Service Classification 

For APs to support QoS-guaranteed service classification, 

when packets of various traffic types arrive at APs in the 

vehicular network, the classifier of each AP maps the packets 

to the ends of the corresponding FIFO (First In First Out) 

queues and the packets in the queues wait to be delivered. 

Packets in the output queue of each category will be 

scheduled by the packet scheduler. By the weighted round 

robin module, the scheduler transmits the packets from the 

high-priority queues first. Queues of different ACs have 
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different priority values and thus the number of packets will 

be different in each round- robin cycle. In every round-robin 

cycle, the packet number of every queue is fixed and 

proportional to the weight. As defined in IEEE 802.11e, 

packets in vehicular environment include four access 

categories: AC0=AC_VO, AC1=AC_VI, AC2= AC_BE, 

AC3= AC_BK and each AP has four output queues  to store 

the packets of VO (Voice), VI (Video), BE (Best Effort) and 

BK (Background). In this paper, the packet size of the four 

categories is the same and the time for an AP to deliver 

packets is set to T (Delivery Time Unit). Every AC has its 

own weight: WVO,WVI,WBE and WBK, which means the 

packet number that can be delivered in each round-robin 

cycle. Packets are sent in order from the highest-priority VO, 

VI, BE to BK. The total deliver time of packets from four 

queues in every complete round-robin cycle can be denoted 

by Equation 1:  

        
3

0

i
A C

i

W T



                              (1) 

Queues with the higher weights can deliver more packets 

in each round-robin cycle and the processing speed for 

different queues differs. The scheduler transmits the data of 

four ACs in order in each round-robin cycle until the packets 

of each AC are fully delivered. 

C. Load Estimation for APs 

In the previous section, we have introduced the service-

classified packet scheduling architecture for APs. The packet 

number of each AC that is waiting to be delivered in the AP 

is set to NNN. Based on the parameters of priority 

scheduling for the router in [15], we set the weight values of 

four ACs (WVO,WVI,WBE,WBK) to (8,4,2,1). i
A C

M U  means the 

number of round-robin cycles for all the packets in the 

queues waiting to be transmitted completely and to serve the 

MNs. Supposing the number of round-robin cycles of two 

ACs at an AP is the same, the waiting delay for users who 

access the two ACs will be similar, which implies the 

loading states of the two ACs are the same. On the contrary, 

the bigger difference between the numbers of round-robin 

cycles refers to not only different loading states of the two 

ACs but also their waiting delay. The number of round-robin 

cycles displays the comparative busyness of the ACs and the 

number of rounds that users have to wait.  
3

1 0

4

i

n

n A C

n I

M U M U

n


 
 

 

   
(2)

 
Equation 2 uses 


 to represent i

A C
M U

, the average 

number of round-robin cycles of each AC at an AP. In this 

paper, the value of 


 is regarded as the load of an AP. The 

higher value of 


 means the larger average number of 

round-robin cycles of the ACs at an AP. Therefore, the data 

that waits to be delivered must be processed by more rounds 

and the load of the AP is comparatively heavy.   

D. Service Delay Prediction for Different Access 

Categories 

Because we use a round-robin algorithm to schedule 

packets from several output queues, the amount of time 

needed to process one queue is directly influenced by the 

amount of data in the other queues. The packet scheduler 

transmits the packets in the queues in order. When a MN 

chooses the ACs on an AP, different amount of data in the 

queues results in different levels of service delay. Figure 2 

displays the flowchart for computing service delay of 

different ACs.  

Several basic parameters are defined as follows: 

 i
A C

N
: number of the AC packets waiting for 

transmission at an AP 

 T o ta l : AP's service delay caused by the cumulative 

number of packets sent before serving users 

 i
A C

W
: number of the AC packets that can be 

transmitted during a round-robin cycle 

 i
A C

M U : number of round-robin cycles for the AC 

queue to wait for processing the MN's data  

 T : delivery time unit for the AP to transmit packets 

 I : serial number of the target AC { 0=VO , 1=VI , 

2=BE , 3=BK } 

Through the APC, we know the states of the four AC 

queues in the APs in the forward area, estimate the service 

delay of the AC queues, and obtains the service delay of each 

AC while the MN determines the best AP to handoff. 

Different levels of service delay is required for different 

service types. Compared with previous load estimation 

methods, our proposed scheme  measures the service delay 

that users may encounter after choosing the target AP and 

thus reveals the loading states that users actually experience 

more. The APC gathers the information of the forward area 

and obtains  , the current loading states of the APs, and 

service delay of each AC according to i
A C

N
, the data amount 

of the ACs. 
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Figure 2.  Flowchart for the computation of service delay. 
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E. Service-oriented plus Service Delay Prediction-based 

Regional Load Balance 

This paper presents a service-oriented scheme, which 

selects the best AP to handoff according to the service delay 

of all APs. As shown in Figure 3, the vehicle MN1 can 

choose AP1 or AP2 for the handoff. Because different ACs 

have different advantages, the processing speed of the four 

AC queues in each AP is also different and so are the queue 

lengths. Thus, before MN1 makes the decision, several 

considerations must be made. As for the simple circumstance, 

MN1 demands VI service currently, keeps uploading a fixed 

number of packets to its designated AP, and will choose the 

best candidate AP to handoff. Figure 3 shows that AP2 is 

lighter loaded than AP1 but the number of VI packets to be 

delivered in AP2 is more than AP1. Different queue lengths 

of the four ACs influence the service delay. For this reason, 

our proposed scheme considers both the service delay of 

each AC and the loading states of the APs to guarantee the 

QoS of each AC and to achieve the regional load balancing. 

We aim to select an AP with the lower service delay of a 

specific AC and the less average round level for the handoff. 
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Figure 3.  Service-oriented AP selection. 

By our scheme, we can get the service delay of each AC 

on each AP in the forward area. Since AC VO clients cannot 

endure too long delay, service delay is significant to AC VO 

and an AP with the lower service delay will be necessary for 

the handoff procedure. Also, AC VO traffic has low 

bandwidth requirement. On the other hand, with the design 

of the buffer, AC VI often can endure longer delay than AC 

VO, but the data generation rate of  AC VI is higher and thus 

demands higher bandwidth requirement than AC VO. 

According to ITU-T, G.1010 [13], based on users' tolerance 

of real-time services, we set the threshold values for service 

delay, Th1 and Th2, and classify the service delay of the ACs 

on each AP into three levels, as displayed in Table 1.   

TABLE I.  SERVICE DELAY LEVELS 

Service Delay<Th1

Service Delay Level

Th1<Service Delay<Th2

Th2<Service Delay

Level 1

Level 2

Level 3

 

In the APC, each AC has a table of service delay levels to 

level the APs and APs in the forward area are divided into 

three levels according to the table. Level 1 means the service 

delay that is lower than Th1 and is imperceptible to users. 

Level 2 means the service delay ranging between Th1~Th2 

that is perceptible but tolerable to users. The service delay 

that is higher than Th2 and intolerable to users is leveled as 

Level 3. Therefore, four ACs are leveled into different 

service delay levels based on the same thresholds. 

F. Service Delay Prediction AP Selection Scheme 

The APC gathers the states of each AP in each area, 

calculates the service delay of each AP, and lists each AP in 

the target AC's service delay level table. After the APs 

broadcast the service delay level table of the APs in the 

forward area, users can examine the table of the target AC 

and select the AP with the minimum service delay level and 

the least average round level for the handoff. By the load 

estimation, our service delay prediction scheme allows the 

MNs to select the APs that satisfy the service delay of the 

target AC and choose the handoff AP with the minimum 

service delay level and the minimum average round level. 

Instead of choosing the AP with the minimum waiting time, 

we choose the AP with the lightest load so that the MN can 

distribute the load efficiently while selecting the AP to 

handoff. To satisfy QoS guarantee and achieve load 

balancing, our scheme maps users to different ACs, 

considers the APs with the minimum service delay level first, 

and selects the AP with the minimum average round level.  

APC gather 
information in 

each area

Calculate  
Each AC 

Service Delay

Put each AP in 
Target AC's

Service Delay Level Table

Min(Service Delay Level )  
&&  

Min(Average Round Level            )

Send the result to 
Mobile Node 

By Each AP

Mobile Node choose the AP

 

Figure 4.  Mobile Node Handoff Architecture. 

IV. PERFORMANCE ANALYSIS 

This section will simulate and analyze our proposed 

scheme. Section 4.1 investigates the average service delay 

variation of four ACs under different traffic flow. Matlab is 

used as the simulation tool and related steps and parameters 

are described in the following. 

By referring to [14], we group the APs in the areas and 

choose the best APs to handoff when MNs move from one 

area to the other. Figure 5 presents the simulation scenario, 

in which each area is constructed by a fixed number of APs. 

The overlapping range of the two areas is assumed to be 
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50M. The average data generation rate of each AC is set 

based on ITU-T, G.1010[13] and the weight values of the 

four ACs are set to (8,4,2,1). Compared with (4,3,2,1), our 

assumed setting conforms to the service delay of the four 

ACs more under the same load. To choose the most suitable 

APs to handoff, we predict the service delay that MNs might 

encounter while moving into the next area. Moreover, to 

avoid too long service delay affecting the QoS of real-time 

services and to maintain the load balancing of the next area, 

we classify the APs and MNs according to the service types 

and use the average round level and service delay as the load 

metrics. In the following simulation, with 5 APs in the 

forward area, we examine the service delay variation of the 

four ACs when the amount of data increases. The rest 

parameters are listed in Table 2. 

v

 

Figure 5.  Simulation Scenario. 

TABLE II.  SIMULATION PARAMETERS 

 
Parameters Value 

Packet Size 1024 bytes 

AP Service Rate 100MBps 

AP transmission Radius 500m 

Overlap range 50m 

Mobile Node Speed 100 Km/h 

Access Category VO,VI,BE,BK 

(WVO,WVI,WBE,WBK) (8,4,2,1) 

Service Upload Rate 8~50 packets/sec 

Offered Load(MB)  5MB~30MB 

Th1 150ms 

Th2 400ms 

 

4.1  Analysis of Service Delay 

In the scenario, there are 5 APs in the forward area. 

When the MNs' load during the handoff procedure increases, 

we use different load metrics and compare the average delay 

variation of the four ACs under different traffic flow 

conditions. The results are shown in Figure 6~8. The load 

metrics include: (1) service delay, proposed in this paper that 

calculates the service delay of four ACs in each AP and 

classifies the APs, (2) load balance, proposed in [10] that 

selects the best AP to handoff according to the packet delay 

metric, and (3) RSSI. Because Service Delay Prediction 

scheme levels the APs in the forward area based on service 

delay, Figure 6 reveals that our method allows the MNs 

requesting real-time services to have lower service delay. 

Compared with the packet delay-based scheme presented in 

[10] and the RSSI-based scheme, considering that different 

ACs require different service delay, our Service Delay 

Prediction scheme classifies the APs according to the 

services to the MNs, classifies the MNs, and chooses the AP 

with the lowest service delay levels for the handoff.  

 

Figure 6.  Simulation Scenario. Average delay variation of four access 

categories (Service Delay Prediction). 

 

Figure 7.  Average delay variation of four access categories (Load 

Balance). 

 

Figure 8.  Average delay variation of four access categories (RSSI). 

To satisfy QoS guarantee and achieve load balancing, the 

AP with the minimum average round level is chosen for the 

handoff. Figure 7 shows that the packet delay-based AP 

selection scheme proposed in [10] does not consider service 
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delay caused by different busyness of different ACs in each 

AP and thus the MNs accessing real-time services cannot 

have the lower service delay. To select the handoff AP based 

on the RSSI, Figure 8 reveals that the handoff APs chosen by 

the MNs will be closer to the previous area and cannot 

satisfy the service delay for the ACs. Therefore, the service 

delay of the four ACs is obviously longer than the other two 

schemes.  

4.2   Analysis of AP Load Balance in the Area 


, the average number of round-robin cycles of APs, is 

taken as the balance index in our proposed method, as shown 
in Equation (3): 

 
2

2
( )x

N











              (3) 

To compare packet delay-based load balancing scheme 
[10], RSSI-based scheme and our Service Delay Prediction 
scheme, we simulate two situations, in which there are 4 and 
5 APs in the area, respectively, to examine the load 
distribution of different ACs by each scheme in different 
handover load when the MNs are in the overlapping area. 
The simulation results displayed in Figure 9 and 10 reveal 
that by using our Service Delay Prediction scheme, the load 
balancing method in [14] enables the system to reach load 
balance, which is very close to 1. As for the RSSI-based 
scheme, the balance index is low and becomes unstable with 
the increase of handover load. Because of the RSSI, some 
APs nearer the previous area are easily selected by the MNs 
without considering the current load of the APs and the load 
thus cannot be distributed to the regional APs. The load 
balancing method presented in [14] chooses the handover AP 
according to the busyness of AP and thus performs better 
than the RSSI-based scheme in load distribution. 
Nevertheless, the load of different ACs in each AP is not 
considered and therefore the general load dispersion is below 
the Service Delay Prediction scheme. Our Service Delay 
Prediction scheme chooses the suitable AP for the MNs 
moving to the forward area according to the service delay of 
different ACs in the APs, thus making good use of resources 
of each APs in the forward area. 

 
Figure 9.  Load Balance Analysis (Four APs in the area) 

 
Figure 10.  Load Balance Analysis (Five APs in the area) 

V. CONCLUSION 

Based on the service delay of the APs in the forward area, 

this paper proposes an access point selection scheme for 

VANETs, in which an APC (Access Point controller) is 

established to gather the information of APs and users in 

each area and compute the service delay of the APs in the 

forward area. The computed result is sent to MNs by the 

regional APs. A QoS-guaranteed handoff AP not only 

reduces the service delay of real-time services in each AP but 

also maintains the load balancing among the regional APs 

and the simulation result proves that our proposed method 

achieves the above-mentioned goals. In the future, we aim to 

include users statuses under frequent handoffs during long-

term movement to enhance the regional load-balancing 

capacity in the area. Also, to classify the services for further 

discussions will be more pertinent to actual utilization. 
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Abstract— This paper describes an application of Discrete
Fourier Transform (DFT) spreading to Orthogonal Frequency
Division Multiplexing (OFDM) based wireless LAN (WLAN)
to reduce Peak to Average Power Ratio (PAPR) for energy
efficiency improvement and to maintain robustness to DC
offset error for cost-effective hardware implementation. We
call our proposed scheme null DC sub-carrier DFT spreading
OFDM, where the DC sub-carrier is made null by splitting the
spectrum in the frequency domain after DFT spreading of the
modulated signals. The computer simulation results confirm
that BER performance is not degraded due to DC offset error
at the transmitter and/or the receiver like OFDM with null DC
sub-carrier and its PAPR is lower than OFDM, and is almost
the same as the conventional DFT spreading OFDM.

Keywords-DFT spreading; OFDM; Null; DC sub-carrier;
PAPR

I. INTRODUCTION

Wireless local area networks (WLANs) have been widely
accepted as a means of broadband wireless access to Internet
and have been deployed in various environments such as
home, campus and office. According to the increasing
demand for mobile/nomadic access to the Internet services,
hot spot services based on IEEE802.11a/g/n WLAN
standards using 2.4GHz and 5GHz bands are becoming more
and more popular in these days to off-load the cellular traffic
to WLANs, since most of all mobile personal computers
(PCs) and smart phone devices have WLAN access
capability. In order to increase the bit rate and throughput of
WLAN, IEEE802.11ac/ad are being standardized aiming at
multi Gbps broadband access and IEEE802.11ah using UHF
band such as 700MHz and 900MHz bands is also being
standardized for cellular traffic offload applications and
wireless sensor network applications [1]-[3].

As well known, orthogonal frequency division
multiplexing (OFDM) is adopted in IEEE802.11a/g/n and
will be used in IEEE802.11ac/ad as well due to its robustness
to the severe frequency selective fading in mobile
environments. OFDM shows excellent transmission
performance under severe multi-path fading in mobile
environments however the weak point of OFDM is its higher
peak to average power ration (PAPR) than that of the
conventional single carrier modulation scheme. This high
PAPR can be a burden for battery-operated mobile terminal

implementation because large output back-off (OBO)
required in high power amplifier (HPA) could result in large
power consumption. Therefore, IEEE802.11ad specification
has an alternative PHY of single carrier modulation in
addition to OFDM [1]. For the same reasons, discrete Fourier
transform (DFT) spreading OFDM based single carrier-
frequency division multiple access (SC-FDMA) has been
adopted for the uplink transmission, i.e., from the mobile
terminal to the base station, in 3GPP-LTE [4]. As DFT
spreading OFDM (DFTs-OFDM herein after) is essentially a
single carrier modulation based block transmission scheme,
lower PAPR than OFDM can be achieved [5]. In addition, its
power spectrum is as compact as that of OFDM.
Furthermore, its robustness to the frequency selective fading
is also equivalent to OFDM since cyclic prefix (CP) is
introduced to avoid the inter-symbol interference due to
frequency selective fading [6].

On the other hand, OFDM has another advantage of its
robustness to DC offset error for cost-effective hardware
implementation, i.e., precise DC offset adjustment is not
required at modulator and demodulator since DC sub-carrier
is made null in the OFDM based WLAN standards. For
example, IEEE802.11a standard uses 52 sub-carriers based
on 64 point FFT/IFFT, where DC sub-carrier is not used
because BER performance of the DC sub-carrier can be
significantly degraded due to DC offset error between D/A
converter and I/Q modulator and/or that between I/Q
demodulator and A/D converter. Therefore, null DC sub-
carrier in OFDM is an important feature of OFDM for cost-
effective hardware implementation in WLAN. As mentioned
above, DFTs-OFDM is a promising solution to reduce PAPR,
however we need to maintain the robustness to DC offset
error when we apply DFT spreading to OFDM based WLAN.

In order to solve the above-mentioned problem for the
application of DFT spreading to OFDM based WLAN, this
paper proposes spectrum splitting after DFT spreading to
make DC subcarrier null. In this paper, this new type of
DFTs-OFDM is called a null DC sub-carrier DFTs-OFDM,
which can achieve both advantages of low PAPR and
robustness to DC offset error.

This paper is organized as follows: Section II describes
the principle of the proposed null DC sub-carrier DFTs-
OFDM (NDCS-DFTs-OFDM, hereinafter), Section III
shows the performance evaluation results of NDCS-DFTs-
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OFDM by computer simulation, for example PAPR, BER
performance and Error Vector Magnitude (EVM)
degradation due to DC offset error. They are compared with
those of conventional DFTs-OFDM and OFDM. Finally,
Section IV concludes this paper.

II. PRINCIPLE OF NDCS-DFTS-OFDM

A. Configulation of NDCS-DFTs-OFDM

The block diagram of the proposed NDCS-DFTs-OFDM
is shown in Fig. 1, where Fig.1 (a) shows the transmitter side
and Fig.1 (b) shows the receiver side.

As shown in Fig.1 (a), the input data is converted from
serial data to M symbols of parallel data, by which M sub-
carriers are modulated. M points DFT spreading (pre-coding)
is performed for M modulated sub-carriers. Then, M points
of DFT spread modulated signals are fed to N points IFFT
processor to generate OFDM signals, where N is set at power
of two to employ FFT algorithm for reducing signal
processing complexity. We assume M is an even number and
M<N. In the input of IFFT, M point data are divided into two
groups and M/2 point data are fed to the upper frequency part
of IFFT processor input and the other M/2 point data are fed
to the lower frequency part of IFFT processor input. DC
component of the modulated signals is not transmitted by DC
sub-carrier, but another sub-carrier. DC sub-carrier with
frequency=0 is not used and null data is set at DC sub-carrier
in the OFDM signals to avoid the BER performance
degradation due to DC offset error. As the DFT spread
modulated signals are divided to two parts, PAPR is
expected to be slightly larger than that of the conventional
DFTs-OFDM due to the insertion of null at DC sub-carrier,
but it will be much smaller than that of OFDM. As DC sub-
carrier is made null, the modulated signals are not affected
by DC offset error between D/A converters and I/Q
modulator.

Fig.2 (b) shows the block diagram of the receiver side of
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(a) Transmitter side

(b) Receiver side

Figure 1. Block diagram of Null DC sub-carrier DFT spreading OFDM
scheme (NDCS-DFTs-OFDM).

NDCS-DFTs-OFDM, where the output of the I/Q
demodulator output is fed to A/D converters and CP is
removed. As the received signal has no DC component, DC
offset error between I/Q demodulator and A/D converters
does not affect BER performance. This feature is essentially
the same as the OFDM, which does not use DC sub-carrier.
After A/D conversion, the received signals are fed to N point
FFT and converted to frequency domain signals, where M/2
point data at the upper frequency part and the other M/2
point data at the lower frequency part are combined to the
original modulated signals after DFT spreading at the
transmitter, where DC sub-carrier is discarded. M point DFT
spreading OFDM signals are fed to M point IDFT processor
after frequency domain equalization (FDE). The output of
the IDFT processor is demodulated on a sub-carrier by sub-
carrier basis.

B. Mathematical expressions of NDCS-DFTs-OFDM

Mathematical expressions of the proposed NDCS-DFTs-
OFDM based on the block diagram shown in Fig. 1 are given
here.

Let us consider the transmitter side first. We assume that
the size of DFT and IDFT is M where M is an even number.
Supposing that the complex envelop of the modulated signal
is s(n) (n=0~M-1), discrete Fourier transform of s(n), S(k)
(k=0~M-1) is given by
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The matrix expression of equation (1) is given as follows:
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where DM is M x M square matrix and is given by
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Note that DM performs M point DFT spreading to convert the
time domain signal, s(n) (n=0~M-1) to the frequency domain
signal, S(k) (k=0~M-1). S(0)~S(M-1) are fed to N point IFFT
processor, where N is power of two. IFFT converts the
frequency domain signals, S(0)~S(M-1) to the time domain
signals, T(n) (n=0~N-1), as shown below:
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where ( )H is the complex conjugate of the transpose matrix
and DN is N x N square matrix, which is given by:
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The multiplication of DN
H means IFFT processing. After

IFFT, CP is added and transmitted like the conventional
DFTs-OFDM.

Note that zero is inserted at the first row of the input of
FFT processor as shown in equation (4). This means the DC
sub-carrier is made null. The frequency domain signals are
split into two parts, i.e., S(0)~S(M/2-1) and S(M/2)~S(M-1).
Therefore, the output of IFFT processor is not a pure single
carrier modulation signal and DC component, S(0) is
transmitted via sub-carrier with frequency=1/N instead of
frequency=0. Thus, PAPR could be slightly larger than that
of the conventional DFTs-OFDM.

Let us consider the receiver side next. Supposing that the
complex envelop of the received signal at the FFT processor
input is g(n) (n=0~N-1), the output of FFT processor, G(k)
(k=0~N-1) is given by:
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where DN is given by equation (5). As g(n) suffers frequency
selective fading in mobile environments, frequency domain
equalization (FDE) is performed to the frequency domain
signals, G(k). Supposing that E(k) (k=0~N-1) is the
equalization coefficient for linear FDE, the output of FDE,
R(k) (k=0~N-1) is given by:
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After FDE, R(0) is discarded because DC sub-carrier is not
used and is made null at the transmitter in the proposed
NDCS-DFTs-OFDM.
Then, the upper part signals, R(1) to R(M/2) and the lower
part signals, R(N-M/2) to R(N-1) are put into the M point
IDFT processor to convert them to the time domain signals,
r(n) (n=0~M-1), which is given by:
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where DM
H is the complex conjugate of the transpose matrix

of DM. The reconstructed signal, r(n) is never affected by DC
offset error between AD converters and I/Q demodulator,
like OFDM signals of IEEE802.11a, for example.

C. Application of DFT spreading to OFDM-based WLAN

As shown in Fig. 1 (a), all of the functional blocks except
M point DFT processor in the NDCS-DFTs-OFDM
transmitter are included in IEEE802.11n/ac OFDM
transmitter. Furthermore, as shown in Fig. 1(b), all of the
functional blocks except M point IDFT processor in the
NDCS-DFTs-OFDM receiver are also included in
IEEE802.11n/ac OFDM receiver. Furthermore, all of the
sub-carriers used in the proposed NDCS-DFTs-OFDM are
exactly the same as those of conventional IEEE802.11n/ac,
thus the preamble format used in IEEE802.11n/ac WLAN
can be re-used and do not need to be changed at all. In
addition, we can expect the same robustness against DC
offset error as IEEE802.11n/ac OFDM.

D. Additional signal processing complexity

Additional signal processing complexity needs to be
evaluated when the proposed NDCS-DFTs-OFDM is applied
to OFDM based WLAN. Signal processing complexity of
NDCS-DFTs-OFDM is essentially the same as that of
conventional DFTs-OFDM. If M is power of two, we can
employ FFT algorithm to reduce the number of complex
multiplication for DFT. However, when we assume the
existing parameters of IEEE802.11n/ac WLAN, the number
of sub-carriers, M is 56 and the FFT size, N is 64 for
20MHz band operation of IEEE802.11n/ac. Table I shows
the comparison of signal processing complexity by the
number of complex multiplications of NDCS-DFTs-OFDM
and OFDM. FFT algorithm can reduce 642 complex
multiplications to 192 for 64 points DFT. On the other hand,
PFA (Prime Factor FFT algorithm) can be applied for 56
points DFT to reduce the signal processing complexity [7].
PFA can reduce 562 complex multiplications to 476 for 56
points DFT. Therefore, the total number of complex
multiplications required for NDCS-DFTs-OFDM is 668 at
the transmitter as shown in Table I. The signal processing
complexity of NDCS-DFTs-OFDM is about 3.5 times larger
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than that of OFDM. This is a trade-off issue between the
additional power consumption for DFT spreading in NDCS-
DFTs-OFDM and the power consumption due to large OBO
of HPA in OFDM. Considering that Moore’s law is still
effective, NDCS-DFTs-OFDM seems promising to improve
energy efficiency of OFDM based WLAN in near future.

In IEEE802.11ah using UHF band, 1/10 clock down
operation of IEEE802.11ac OFDM is proposed. In this case,
power consumption of OFDM modem is essentially 1/10
compared with that of IEEE802.11n/ac and additional signal
processing complexity will not be a significant problem.
Therefore, NDCS-DFTs-OFDM will be useful for energy
efficiency improvement.

III. PERFORMANCE EVALUATION

A. Simulation parameters

PAPR, power spectrum, BER performance and EVM of
NDCS-DFTs-OFDM are evaluated by computer simulation
and are compared with those of OFDM and DFTs-OFDM.
Major simulation parameters are shown in Table II, where
the number of sub-carriers and FFT/IFFT size are the same
as those of IEEE802.11n/ac standard. BER performance is
evaluated in AWGN (Additive White Gaussian Noise)
channel to demonstrate its robustness to DC offset error.

B. PAPR

Fig. 2 (a) shows CCDF (Complementary Cumulative
Distribution Function) of PAPR of the proposed NDCS-
DFTs-OFDM and compares it with those of the conventional
OFDM and DFTs-OFDM in the case of QPSK. As DFTs-
OFDM is essentially the same as single carrier modulation
signals filtered by the ideal filter, its PAPR is the least
among three schemes, and is 2dB lower than that of OFDM
at CCDF=1%. PAPR of the proposed NDCS-DFTs-OFDM
is slightly higher than that of DFTs-OFDM, however it is
1.7dB lower than that of OFDM. Fig. 2 (b) compares CCDF
of PAPR of the proposed NDCS-DFTs-OFDM with DFTs-
OFDM and OFDM in the case of 16QAM. PAPR of NDCS-
DFTs-OFDM is slightly higher that that of DFTs-OFDM,
however it is 1.2dB lower that that of OFDM. These results
confirm that the proposed NDCS-DFTs-OFDM scheme
achieves as low PAPR as DFTs-OFDM.

C. Power spectrum

Fig. 3 shows power spectrum of NDCS-DFTs-OFDM in
the case of QPSK and compares it with DFTs-OFDM and
OFDM in the case of linear amplifier and non-linear
amplifier with OBO=3dB. Rapp model is used for the
simulation of non-linear amplifier. As seen in Fig. 3 (a),
there is no difference among three schemes in a linear
channel. Note that DFTs-OFDM has slightly narrower
spectrum as DC sub-carrier is used. In the case of non-linear
amplifier with OBO=3dB as shown in Fig. 3 (b), the side-
lobe level of DFTs-OFDM signals is the least among three
schemes. The side-lobe level of NDCS-DFTs-OFDM is
almost the same as that of DFTs-OFDM and a few dB lower
than that of OFDM. This means the proposed scheme has

lower adjacent channel power leakage than OFDM when
OBO is 3dB and can use smaller OBO than OFDM.

D. Power spectrum

Fig. 3 shows power spectrum of NDCS-DFTs-OFDM in
the case of QPSK and compares it with DFTs-OFDM and

TABLE I. SIGNAL PROCESSING COMPLEXITY IN TERMS OF THE NUMBER OF

COMPLEX MULTIPLICATIONS AT THE TRANSMITTER

DFT spreading
(56 point)

IFFT
(64 point)

Total

OFDM 0 192 192
NDCS-DFTs-OFDM
DFTs-OFDM

476 192 668

TABLE II. MAJOR SIMULATION PARAMETERS.

Number of sub-carriers 56

FFT/IFFT size 64

Modulation scheme QPSK/16QAM/64QAM

FEC
Convolutional-coding-Viterbi-

decoding, R=3/4 or R=1/2
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Figure 2. PAPR comparison of NDCS-DFTs-OFDM, DFTs-OFDM and
OFDM.
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OFDM in the case of linear amplifier and non-linear
amplifier with OBO=3dB. Rapp model is used for the
simulation of non-linear amplifier [8]. As seen in Fig. 3 (a),
there is no difference among three schemes in a linear
channel. Note that DFTs-OFDM has slightly narrower
spectrum as DC sub-carrier is used. In the case of non-linear
amplifier with OBO=3dB as shown in Fig. 3 (b), the side-
lobe level of DFTs-OFDM signals is the least among three
schemes. The side-lobe level of NDCS-DFTs-OFDM is
almost the same as that of DFTs-OFDM and a few dB lower
than that of OFDM. This means the proposed scheme has
lower adjacent channel power leakage than OFDM when
OBO is 3dB and can use smaller OBO than OFDM.

E. BER performance and EVM

Fig. 4 compares BER performance of NDCS-DFTs-
OFDM and DFTs-OFDM using QPSK with/without R=3/4
FEC, when DC offset error is 5%. DC offset error is defined
by A/A at the D/A converter of the transmitter and the A/D
converter of the receiver where A is DC offset error and A
is the eye aperture at I/Q channels. When DC offset error
exists, NDCS-DFTs-OFDM shows no Eb/No degradation and
less Eb/No degradation at BER=10-4 in comparison with
DFTs-OFDM.
Fig. 5 compares Eb/No degradation of NDCS-DFTs-OFDM
and DFTs-OFDM as a function of DC offset error at
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Figure 3. Power spectrum comparison of NDCS-DFTs-OFDM, DFTs-
OFDM and OFDM

BER=10-4, where QPSK and 16QAM with/without R=1/2
FEC are employed for performance evaluation. Large Eb/No

degradation due to DC offset error is observed in DFTs-
OFDM. Though Eb/No degradation at BER=10-4 is as large as
3dB for 16QAM without FEC and 1dB for 16QAM with
FEC in DFTs-OFDM, NDCS-DFTs-OFDM shows no Eb/No

degradation due to DC offset error.
Another measure to evaluate the robustness against DC

offset error is EVM. Fig. 6 compares EVM of QPSK,
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16QAM and 64QAM as a function of DC offset error for
NDCS-DFTs-OFDM and DFTs-OFDM. As shown there,
EVM increases in proportion to DC offset error in DFTs-
OFDM. EVM of 16QAM and 64QAM is slightly worse than
that of QPSK. On the other hand, no EVM increase is shown
according to DC offset error in NDCS-DFTs-OFDM,
Therefore, BER performance of NDCS-DFTs-OFDM is not
degraded due to DC offset error as shown in Fig. 4 and Fig. 5.

IV. CONCLUSIONS

This paper described an application of DFT spreading to
OFDM based WLAN to improve energy efficiency. In order
to maintain the robustness to DC offset error, this paper
proposed a new type of DFTs-OFDM, NDCS-DFTs-OFDM
by splitting the spectrum after DFT spreading into two parts
and making DC sub-carrier null. Though the signal
processing complexity is 3.5 times larger than OFDM under
the condition that the basic parameters of OFDM are
maintained, the simulation results confirmed the proposed
NDCS-DFTs-OFDM achieves both advantages of low PAPR
and robustness to DC offset error. Future work includes BER
performance evaluation of NDCS-DFTs-OFDM in
frequency selective fading as well as under the non-linear
amplifier operation. In addition, the power consumption
trade-off between NDCS-DFTs-OFDM and larger OBO of
HPA must be conducted.
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Abstract—The potential of Wireless Personal Network
(WPAN) applications is virtually untapped. The presence of low
cost Bluetooth technology in most mobile devices makes it the
logical choice for further exploration. Existing Bluetooth models
neglect its own communication technique, the Frequency-Hopping
Spread Spectrum (FHSS), and part of the challenge of generating
efficient Scatternet algorithms is related to the characteristics of
FHSS. We propose a model of FHSS using dynamic graphs and
show the impact of its use in topology of these networks. We show
that small changes in a centralized model of Scatternets lead to
better traffic and consumption; also, their topology results are
comparable to those of dynamic models.

Keywords—bluetooth; scatternet; fhss; dynamic graph.

I. INTRODUCTION

Applications using Wireless Personal Area Network
(WPAN) have not yet explored their full potential. The possi-
bility of forming wider-ranging Ad Hoc networks among low
cost and low power consumption devices enhances their most
common use, which is limited by the data cable replacement.
Some of the possible applications of WPAN are: profile,
message and location exchange in mobile social networks;
mesh networks for Internet access using mobiles as repeaters;
networks for monitoring life support medical devices; residen-
tial (smart buildings) and industrial automation; dating services
and social games, by connecting users with compatible profiles
using an open network of mobile devices.

Bluetooth is the most popular WPAN technology [1]: 906
million mobile phones were sold in 2010, almost all with
Bluetooth; 171 million laptops were shipped in 2010, 77%
of them with Bluetooth; more than 50 million game consoles
were shipped in 2010, 62% of them with Bluetooth; more than
40 million Bluetooth enabled health and medical devices were
sold in early 2011; one third of all new vehicles produced in
2011 included Bluetooth, which will increase to 70% by 2016.

Studies carried out between 2002 and 2006 [2] introduced
different Bluetooth Scatternet formation protocols. Due to the
increasing use of Bluetooth, current research has once again
focused on the Bluetooth Scatternet formation protocols: [3]–
[5], to list a few. However, none of them have been stan-
dardized yet and, therefore, no commercial products include
this functionality. In the context of mobile social networking
applications for example, we found no popular application
despite the increasing number of devices manufactured with

Bluetooth. This void is due to the complexity of implementing
Scatternet algorithms.

Bluetooth allows devices to communicate using channels
with a hopping sequence coordinated by the master device and
known to all participants in the Piconet. In order to establish
a connection, the pattern of frequency hops must be known, a
technique called Frequency Hopping Spread Spectrum (FHSS).

The Bluetooth connection process involves two phases:
discovery and link formation. During the discovery phase, the
device that will assume the role of master scans for slave
devices waiting for connection. Master and slaves begin a
sequence of pseudo-random frequency hops, until a frequency
coincidence occurs. After the match takes place, the link
formation phase starts with the slave waiting for a random time
to respond to the master: the Backoff interval. Randomness and
a Backoff time are necessary to avoid collisions, however, they
introduce seconds of delay to the initial connection.

On evaluation of the efficiency of the Scatternet, the FHSS
is seen to exert a significant influence on the Bridge nodes,
which are responsible for the inter-Piconet communication. In
order for a node to act as a Bridge, it must stop communicating
within one Piconet and change its standard hopping sequence
for another.

During this procedure, the node that plays the role of the
Bridge enters into the HOLD state. This procedure has a high
associated cost due to the master exchange and subsequently
the exhange of hopping sequence and the synchronisation of
responses, which are coordinated by the Scheduling. These
characteristics mean that the location, volume and types of
these Bridges directly influence energy consumption and traf-
fic.

Assessment and understanding of the Scatternet algorithms
and models are essential, because many of the delays and
losses in performance and energy observed during the forma-
tion and coordination were attributed to the complexity of the
algorithm that can generate many Bridges, and the need for
the discovery of new nodes.

Our study focuses on two issues related to the use of
the FHSS in Bluetooth: the randomness of the discovery
procedure and the influence of Bridges on the performance
of a Scatternet.

We show that there is a substantial degradation of the de-
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vice discovery procedure, and we analyze how this degradation
affects the classic static Bluetooth Scatternet formation. This
problem is directly related to the FHSS. According to Jedda et
al. [7], [8], this is the main cause of the lack of efficiency in
the Bluetooth Scatternet Formation protocols and the absence
of its adoption in the standardization process.

Our contribution to this field of research:

• Model Bluetooth as a Dynamic Graph for use
in Static Bluetooth Scatternet Formation Model:
From the work of Pettarin et al. [9], which models
Bluetooth as a graph, we improved this model with the
FHS() process - representing the Frequence Hopping
Sequence, and the Disc() - representing the Discovery
process. These two new functions characterize the
Bluetooth graph as a dynamic graph. This model
can be used as a requisite to create static Bluetooth
Scatternet formation models;

• A New Optimization Model for Static Scatternet
Formation: We propose an update of a classic static
Bluetooth Scatternet formation model, the mathemati-
cal programming model described in Marsan et al. [6].
We create a new model by penalizing the activation
of Bridges and by including new constraints. This
new model produced optimal solutions in which the
structure of the Scatternets is more coherent with
the ones predicted by Law et al. [10], a well-known
dynamic Bluetooth Scatternet Formation model. Our
considerations can be used as constraints for other
static Bluetooth Scatternet formation models;

Section II shows the related work; Section III-A explores
WPANs, detailing the machine in the connection state of
Bluetooth. In Section III-B, we model Bluetooth FHSS in a
dynamic graph. In Section III-C, we introduce the Scatternet,
and in Section III-D, we address the elements that influence
the efficiency of its formation. In Section IV, we analyze the
effects on FHSS in our experiments. Finally, we detail the
conclusions in Section V.

II. RELATED WORK

In Tahir et al. [5] the Scatternet routing protocol (SROP)
is proposed. Its main purpose is to establish routes with a
minimum number of hops between source and destination. For
this to occur, the master searches all possible paths through
flooding. Its main advantage is the fact that since the master
knows all the links, it can use this information if any device
at the source wants to communicate with a member of the
Piconet. According to the author, there is a time saving benefit
in this search for routes using flooding, and its performance is
evaluated in the ns-2 [11] simulator.

Jedda et al. [7] analyzed the impact of Bluetooth specifi-
cation parameters on the convergence of a Scatternet. These
impacts are related to the use of the FHSS communication
technique. Using the ns-2 [11] simulator, the differences in
convergence times between dynamic and static algorithms in
Bluetooth Scatternet Formation (BSF) are shown. Some results
showed that changes in the implementation of Bluetooth are
more significant in static algorithms.

Pettarin et al. [9] discuss the expansion and diameter of the
ad-hoc Bluetooth topology induced by the discovery phase, by
means of a Random Geometric Graph (RGG). However, the
work does not explore the topology of a Piconet or the intrinsic
characteristics of FHSS.

In Law et al. [10] a new dynamic algorithm of Scat-
ternet formation is introduced. In its organization, devices
are separated by components. It defines a device, Piconet or
Scatternet as a component. They show that their algorithm
has O(log n) time complexity and O(n) message complexity,
which generates an algorithm with an efficient battery usage.

In Chiasserini and Marsan [12] the restrictions of the
centralized model of Marsan et al. [6] are complemented by a
discussion and proposal of distributed algorithms in Scatternet
formation, including routines for the insertion and removal of
nodes.

Marsan et al. [6] provide a description of the Scatternet
formation using mathematical programming. Constraints are
proposed in a min-max formulation, leading to an optimization
problem, which is solved in a centralized way. However, this
article does not take into account the effects of FHSS. This
approach is limited to the rules established for each device,
without assigning penalties for Bridge nodes.

III. METHODOLOGY

A. WPANs

Wireless Personal Area Networks (WPANs) are wireless
networks between low cost, energy-consumption and data-loss
devices that create short links around the user’s workspace.
Bluetooth is the most common WPANs technology, whose
communication uses FHSS and has a connection range of
10 m, as found in the most common versions present in the
market. FHSS is a common communication technique in ad-
hoc peer-to-peer networks. They communicate on one channel
for each time slot. They are less susceptible to noise from
neighboring networks, can be used at various distances, offer
QOS and stronger security compared to traditional 802.11 Wi-
Fi. A Bluetooth network is called a Piconet, and its nodes act
as master or slaves.

Two distinct phases are required to connect Bluetooth
devices: the Discovery and the Link formation. During the
Discovery phase, the device that will assume the role of
master goes into the INQUIRY state, looking for slave devices
awaiting a connection in an INQUIRY SCAN state.

The searching device sends an identifier called Inquiry
Access Code (IAC). During the INQUIRY, the IAC is broad-
cast on 32 of the 79 frequencies defined by the specification,
divided into two trains of 16. This sequence of hopping
frequencies occurs in a pseudo-random way, with calculations
derived from the clock of the device. Master and slaves begin a
sequence of pseudo-random frequency hops, until a frequency
coincidence occurs.

A time slot difference collaborates with the increased
likelihood of the device hearing the same channel on which
a IAC was transmitted: the devices in INQUIRY state hop
in time slots of 312.5µS faster than the standard Bluetooth
625µS used by devices in INQUIRY SCAN.
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After receiving an IAC, the slave device assumes a state
called INQUIRY RESPONSE, waits for the Backoff time to
elapse and responds to the request by sending its network
address and clock in a packet called Frequency Hopping
Synchronization (FHS). After this process, it enters a state
called PAGE SCAN. When the master receives the FHS, it
enters a state of PAGE, and uses the information received
from the FHS for synchronization and connection with the
slave nodes that have already been discovered and are in the
PAGE SCAN state.

During Backoff, the device waits for a random value of
Time slots (0−639.375)µS. This status is set after the device
receives a master’s IAC, with the objective of minimizing
packet collisions of response to the master. When the Backoff
time is over, the device waits for a new IAC in the INQUIRY
RESPONSE state, by sending its hop pattern and clock to
the master.

During the PAGE state, the master device selects a slave to
be connected through its network address, and sends packages
through the sequence of estimated hops in the clock of the
slave previously discovered.

After the PAGE process is complete, the Piconet is formed
and the devices gain an online status and may also negociate
the roles of master and slave.

Intra-Piconet communication requires a Scheduling pro-
cess, during which the master performs a polling on each slave,
and only upon receipt of this packet shall they be allowed to
communicate again in the Piconet. The order in which the
slaves receive this package is called Polling Cycle and it also
determines the slots that will be used. This scheduling must
be coordinated by an algorithm that determines the sequence
in which the master will poll the slaves.

B. Dynamic Graphs

The Bluetooth network will be described as a graph, ac-
cording to the definition of Gupta and Kumar [13]. According
to Pettarin et al. [9], the links can be described by the function
c(n), where n is the number of devices, and the range of
each device is r(n) With this, the Bluetooth network denoted
by the graph BT (r(n), c(n)), where r(n) are the vertices Vn
and c(n) are the edges En. A set of nodes, Vn , with spatial
displacement described by a random variable N , uniformly
distributed in [0, 1]

2; a set of edges En , obtained as follows:
each vertex, u ∈ Vn , selects a random set of c(n) neighbours,
all at the distance of r(n); one edge ei = {u, v}, ei ∈ En

exists only if the vertex u selects another vertex v.

Pettarin et al. [9] describes a situation in which the devices
are moving and setting the Bluetooth network connection, as
a sequence of graphs Gt(n, ρ, r(n), c(n), t), in which ρ is
the set of nodes that are part of the connection graph, and
t is each time step, linked to the movement of devices. This
sequence of graphs can be compared to a Markov chain, whose
transition can be described by the model of moving nodes or
by spontaneous disconnections.

Assuming that F is the set of frequencies used in FHSS,
so that fi ∈ F, 0 < i ≤ 79. FHS is a function of
FHS(CLK,MS), where CLK is the clock of the elements
involved and MS is the address of the Piconet master. The

details of FHS are given by Bluetooth specifications. We
have F ′, so that fi = FHS(CLK,MS), which is an pseudo-
random sequence of the set F . The sequence of F ′ is unique to
each master-slave link. Thus, for communication to take place,
each ei = {u, v} must have the same F ′.

Let u and v be vertexes that meet the formalization
described in the previous section. We define the discovery
process as the operation Disc(u, v, fi), an operation to insert
an edge from the set En. The Disc() process has its execution
distributed, while running u and v at the same time. Master
and slaves begin a sequence of pseudo-random frequency
hops, until a frequency fi coincidence occurs. Once matched,
the slave waits for a random time to respond FHS() to
the master, and this is called the Backoff interval. This is
necessary because the FHS() must be exchanged between
nodes. For this reason, after Disc() the slave returns FHS()
and generates the correct F ′ for the connection. MS will
belong to the element that has been selected as the master.

Given this definition, the graph BT (r(n), c(n)) can be
classified as a dynamic graph. According to Frigioni et al. [14],
a dynamic graph is a graph G whose edges are not fixed and
in which some property p of a given graph G = (Vn, En)
is considered to be true after a series of operations. The
algorithm that maintains this property classifies the vertices
and edges in different states, with operations that alter these
states. These sequences and operations define a dynamic model
of edges, which can be removed and inserted into En during
the verification of F ′.

C. Scatternets

Scatternets are collections of Piconets that are formed
spontaneously without fixed infrastructure. They are dynamic
networks that enable nodes to communicate in scenarios of
more than one hop. They break the centralized limits of
the Bluetooth specification with star topology, coordinated
by a master, thus making mesh formations possible. The
Scatternet formation rules do not receive further details from
the Bluetooth specification, thus enabling other alternatives to
be created by means of distributed algorithms, which establish
the rules of Piconet associations.

The elements that enable multihop communication across
the Scatternet are called “Bridges”. They are needed for
inter-Piconet communication. They alternate the pattern of
frequency hopping among those masters connected. The Blue-
tooth mode that defines this operation is the HOLD mode. This
Bluetooth state is used as a solution for the coexistence of a
node in more than one Piconet.

The HOLD mode permits FHSS nodes to be Bridges and
to interact with other networks. During the HOLD mode,
an exchange of the node’s master takes place and hence, a
synchronization of the channel with the Piconet must occur.
This way, a node leaves its Piconet, changes its hopping
pattern, and starts to receive Pollings from the master of
another Piconet. It should be noted that a device cannot be the
master of more than one network, but may be master in one
Piconet and a slave in multiple Piconets, acting as a Bridge.
This procedure has a cost associated to the change of hopping
pattern from another Piconet and with Scheduling. These costs
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directly influence the optimization of Scatternet, which in turn,
directly influences energy consumption and traffic.

Now we introduce the static and dynamic models.

1) Static Model: The centralized model of Scatternet, also
known as the static Bluetooth Scatternet model, is not a
protocol. Instead, it provides a description of the Scatternet
formation using mathematical programming, and constraints
are proposed in a min-max formulation, leading to an op-
timization problem which is solved in a centralized way. It
can find the best possible performance for a given graph,
obeying the Piconet Bluetooth restrictions. The objective of
this model is to minimize the traffic of nodes that are subject
to greater congestion and energy consumption, such as the
masters and Bridges, respecting the restrictions following the
full convergence of the Scatternet. After that, it can be used
to generate a Scatternet formation.

Marsan et al. [6] model, for instance, discuss the central-
ized Scatternet requirements:

• Network Connectivity: there must be at least one path
between two nodes in the network;

• System Complexity: in order to reduce the complexity
of the network, the number of Piconets is limited to a
fixed value;

• Traffic Demand: the network must support the neces-
sary source-destination connection;

• Roles of the Node: there must be some constraints
applied to some nodes, according to the role they play:
master or slave.

These requirements and constraints lead to a min-max
criterion which is solved using CPLEX [15]. In its model of
constraints, the pseudo-randomness of the Discovery phase is
not included. The influence of the delays caused by the effort
involved in switching channels during traffic between Piconets
by a Bridge node in HOLD mode is not addressed either.

2) Dynamic Model: Dynamic models of Scatternets are
protocols, and its distributed algorithms use the following
heuristic [2]:

• Any device is a member of no more than two Piconets;
the number of Piconets is close to the optimal; the
lower bound of Piconets is (n − 1)/k, n being the
number of network nodes and k the number of slaves
in a Piconet;

• Bridge devices should never be masters. This reduces
the load Scheduler of the masters, which will then
only consider the intra-Piconet communication;

• The number of Piconets is restricted. This reduces
the number of potential inter-Piconet conflicts in the
Bridges, but limits the potential of alternative routes;

• There should be as few Piconets as possible. This
reduces the number of channels to be used and thus
potential interference;

• Piconets should not be connected to more than one
Bridge. This minimizes the coordination effort needed
for Scheduling;

• A device must participate in as few Piconets as
possible. This decreases the amount of inter-Piconet
Scheduling in the device.

Law et al. [10] show in their dynamic model that their
algorithm has O(log n) time complexity and O(n) message
complexity. However, according to Jedda [8], their dynamic
model also does not consider the improvements made to FHSS,
which appear in Bluetooth version 1.2.

D. Efficiency In Scatternet Formation

The location of Bridges is critical for the evaluation of the
impact of the resulting topology. Given they are responsible for
the inter-Piconet communication, they are subjected to more
communication overhead and processing than other nodes.

We evaluated the influence of the number of Bridges on a
Scatternet and the need of the HOLD mode for data to be ex-
changed between Piconets. The HOLD mode consumes energy
and influences traffic, being one of the states that require the
greatest effort in the resynchronization of frequencies in the
Piconets, and which participates in and awaits communication
polling during the Scheduling process. An efficient Scatternet
topology should minimize its use because:

1) Fewer Bridges mean less delays in migration to an-
other Piconet during the transmission of the received
data;

2) Fewer masters on the network imply fewer Bridges,
and fewer delays in the exchange and resynchroniza-
tion of the channels of the new Piconet.

IV. RESULTS

We used the UCBT [16], an extension that simulates Blue-
tooth in ns-2 [11], developed by the University of Cincinnati.

In order to assess the delay in the formation of new
Piconets during the Discovery phase, we generated instances
with 1 master and c(n) neighbouring devices, which were
candidates for the role of slave.

In accordance with Pettarin et al. [9], we observed that
as the value of c(n) is increased, so is the likelihood of
connection. The rationale for this is that during the Discovery
phase, all devices in INQUIRY SCAN perform pseudo-random
hops in slower Time Slots than the master until there is a match
of frequencies. This behavior shows that, despite the increase
in density of devices within the range of the master, the FHSS
provides greater resilience to collisions and depletion of the
spectrum.

Figure 1 shows the formation of a theoretically maximal
Piconet, represented by one master and seven slaves. We
observed the proportional increase value of c(n) and the time,
until it forms a Piconet with 1 master and 7 slaves. This
behaviour is explained by the need for matching the channel
in the Discovery phase, the Backoff and Scheduling of intra-
Piconet packets.

In order for a new discovery to take place, the master
needs to stop the intra-Piconet comunication. While the slaves
that have already entered the Piconet change to the HOLD
mode, waiting for new pollings from the master before recom-
municating. The time cost of this operation grows with the
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Fig. 1. Time of first master-slave connection

Fig. 2. Time until formation of the first complete Piconet with 7 slaves and
1 master

Fig. 3. INQUIRY packets necessary for formation of the first Piconet

increase of devices c(n) due to the randomness of the intra-
Piconet Scheduling and Discovery of new slaves. The error
bars in Figure 2 show the high degree of variability and delay
in connection, represented by random variables associated
with the Discovery of slaves, Backoff time and Intra-Piconet

Scheduling processes.

Figure 3 shows the number of INQUIRY packets transmit-
ted as a function of the number of devices in the formation of
the first Piconet.

A. Topology analysis

To evaluate the efficiency of a Scatternet topology and the
influence of Bridges, we simulated the formations with Law et
al. [10] algorithms. We generated 30 instances of 20 devices
until full convergence. Based on the results, we generated
graphs of the most common Scatternet obtained with 20 nodes,
Figure 4.

Fig. 4. Common Scatternet of 20 devices found by Law et al. [10] algorithm

The graphs generated in our model follow the rules of
efficiency as per the dynamic algorithm of Law et al. [10];
centralized models like Marsan et al. [6] need to be modified
so that the results are closer to an efficient energy consumption
result.

Looking at the graph shown in the article Marsan et al. [6]
Figure 5, we found that some of the items that influence the
performance of a Scatternet are neglected:

• The connection between master node 13 with node 0,
is a link master / master;

• Node 9 is the Bridge of three Piconets, a prohibitive
result;

• We observe various network loops between the Pi-
conets of masters 7 and 17, connected by nodes 9 and
15;

• Four Piconets is an excessive amount for 20 nodes.

B. Improving the centralized model of Marsan et al. [6]

The model from Marsan et al. [6] is described as follows:

• N - Number of nodes;

• C - Connections through network;

• MMAX - Maximum Piconets;

• XMAX - Maximum number of active nodes in Pi-
conet;
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Fig. 5. Scatternet with 20 devices found in Marsan et al. [6] model

• ZMAX - Maximum radius of Piconet.

• M - Nodes constrained to act as masters;

• V - Nodes constrained to act as slaves.

For each node i, i ∈ N , three binary variables are defined:
µi,βi, and σi, which are equal to 1 if the node is a master, a
Bridge or a slave, respectively, and are otherwise equal to 0.
For each pair of nodes (i, j), i, j ∈ N , the set X = {xij}, xij
is 1 if j is assigned to master i, otherwise 0 .

The model has the following constraints, described in
Table I :

µi + βi + σi = 1, ∀i ∈ N (1)∑
i∈N

xij ≤ σj + |N |.βj + |N |.µj , ∀j ∈ N (2)∑
i∈N

xij ≥ 2− σj − µj , ∀j ∈ N (3)

xii = µi, ∀i ∈ N (4)
xij .zij ≤ ZMAX .µi, ∀i, j ∈ N (5)∑
j∈N

xij ≤ XMAX .µi, ∀i ∈ N (6)

2 + xji ≥ µi + µj + xij , ∀i, j ∈ N, i 6= j (7)
xik + xjk ≤ 4− µi − µj − xij ,∀i, j, k ∈ N, i 6= j, j 6= k

(8)∑
i∈N

µi ≤MMAX (9)∑
i∈M

µi = |M | (10)∑
i∈V

σi = |V | (11)

In order that the solution to the problem of the centralized
model of Marsa et al. [6] generates a topology similar to that
obtained by simulation using the dynamic algorithm of Law
et al. [10], we had to add two new constraints to the eleven
existing in the original model.

TABLE I. MARSAN ET AL. [6] SCATTERNET CONSTRAINTS

Constraint Description

1 a node is either a master, or a slave or a Bridge;
2 a slave is assigned to one master at most;
3 a slave or a master are assigned to one Piconet at least;

while a Bridge is assigned to two Piconets at least;
4 a master is assigned to it-self;
5 maximum connect distance is ZMAX ;
6 limits the size of Piconet to XMAX ;
7 If nodes i and j are masters;

the assignment of i to j if is assigned to i;
8 prevents cycles among sets of three nodes;
9 the maximum number of masters is MMAX ;

10 nodes in M to be masters;
11 nodes in set V to be slaves.

Fig. 6. Scatternet generated with modified model of Marsan et al. [6]

• µi + µj + xi,j ≤ 2 ∀ i, j ∈ N i 6= j ; a master
must only belong to one Piconet.

• βi+xij+xji+xik+xki+xkl+xlk ≤ 3 ∀i, j, k, l ∈
N i 6= j ∨ i 6= k ∨ i 6= l ∨ j < k ∨ k < l ; a Bridge
must only connect two Piconets.

By adding penalties to the Bridges and these two con-
straints, we make sure that the resulting graph has a topology
that is less prone to effects resulting from delays when Bridges
are in HOLD mode. Considering a dynamic graph, these
penalties are associated to the cost of functions Disc() and
FHS() shown in Section III-B.

To demonstrate the efficacy of our modification, we used
the same instance as that of Marsan et al. [6], with input
parameters equal to those of Table II, which form the graph
of Figure 5.

TABLE II. INPUT PARAMETERS

N C MMAX XMAX ZMAX M |V |

20 15 4 8 10
√

2
3 {7, 17} 0

We can see in the Scatternet topology found by our model
in Figure 6, that all the items required for effective formation,
as previously mentioned in Section III-D, are respected. Our
static model approaches the results of Law et al. [10] as
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shown in Figure 4. This algorithm has a cost of O(log n) time
complexity and O(n) message complexity, so we can conclude
that our resulting graph represents a Scatternet with an ideal
distribution of data flow and power consumption.

V. DISCUSSION

The delay of the Bluetooth connection process and the
loss of efficiency of some of the algorithms in Scatternet
formation are directly related to the effects of FHSS. A correct
mapping of its peculiarities is essential for the suitable design
of Bluetooth solutions and applications.

The delay in Discovery is the determining factor for simpler
applications restricted to a Piconet that requires adequate
responsiveness. The Disc() and FHS() functions in the dynamic
graph, shown in Section III-B, models the demand of this
factor and its importance in the Scatternet formation. We
simulated the formation of Piconets and Bluetooth Scatternets
to analyze the delay caused by the discovery process for new
nodes during the formation of a new Piconet, and the entry of
new slaves into an existing Piconet.

The centralized model that uses mathematical program-
ming is useful in evaluating the performance of the simplest
Scatternet topologies. In adapting the classic model of Marsan
et al. [6] by changing the weights of the Bridges in the
constraints, we achieved results similar to those obtained by
simulation of another classic dynamic algorithm.

In addition, we can conclude that our resulting graph of
the static Bluetooth Scatternet model represents a Scatternet
with an ideal distribution of data flow and power consumption,
since its result is similar to that of Law et al. [10]: complexity
of O(log n) time complexity and O(n) message complexity.
Our optimization can be used as a requisite for other static
Bluetooth Scatternet formation models.

Research that proposes changes to the Bluetooth specifica-
tion or workarounds for some yet-to-be-explored use examples
are a necessity, given the context of the increasing popularity of
Bluetooth in Smartphones and Tablets, thereby leveraging this
new wave of applications, which is still virtually unexplored
due to the side effects of using FHSS.

In future work, we will state that both static and dynamic
Bluetooth Scatternet Formation protocols must consider the
impact of the FHSS for achieving more practical results and
process standardization.
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Abstract —The expressions for joint probability density 
function (PDF) of the Switch and Stay Combiner (SSC) output 
signal at two time instants in the presence of Weibull fading 
are determined in the closed form. Then, in this paper, these 
equations are used for calculation of the outage probability 
and amount of fading for complex Switch and Stay 
Combining/Maximal Ratio Combining (SSC/MRC) combiner 
versus different parameter values. The results are shown 
graphically in some figures and the analysis of the parameters 
influence and different types of combiners is given. 

Keywords - Probability Density Function; Joint Probability 
Density Function; Outage Probability, Amount of Fading, 
Weibull Fading; SSC/MRC Combiner 

I.  INTRODUCTION 

In wireless communication, the main causes of signal 
degradations are random fluctuations of signal envelope and 
phase, which are caused by multipath scattering (fast fading) 
and shadowing (slow fading) [1]. The multipath fading is 
modeled by several distributions such as: Rayleigh, Rice, 
Nakagami-m, The Hoyt (Nakagami-q), Weibull.  

The Weibull fading, named after Waloddi Weibull, is a 
simple statistical model of fading, is based on the Weibull 
distribution and used in wireless communications [2]-[4], 
particularly with mobile radio systems operating in the 
800/900 MHz frequency range [5].  Empirical studies have 
shown it to be an effective model in both indoor [5] and 
outdoor [6] environments. 

Theoretical model for a particular class of Weibull 
distributions was described by Sagias and Karagiannidis 
[7]. Also, they analyzed the channel capacity of wireless 
channels in the presence of Weibull fading [8].  

Various techniques for reducing fading and shadow 
effects are used in wireless communication systems. They 
are diversity reception, dynamic channel allocation and 
power control. Upgrading transmission reliability and 
increasing channel capacity without increasing transmission 

power and bandwidth is the main goal of diversity 
techniques. 

Multiple received copies of signal could be combined in 
different ways. Among the most popular are maximal ratio 
combining (MRC) and equal gain combining (EGC) [9]-
[11]. Their complexity of implementation is relatively high 
since they require a separate channel for each diversity 
branch. Selection combining (SC) and switch and stay 
combining (SSC) are simpler diversity combining models, 
because they process only one from L diversity branches. 
SSC combiner usually chooses between two receiving 
antennas based on comparation of the signal value or SNR 
of connected antenna with previously determined threshold. 
This is reflected in less complexity toward SC combiner and 
it is not necessarily at the same time continued to monitor 
the two antennas. Because of that there is some loss in 
performances.  

The probability density function (PDF) of the SSC 
combiner output signal at one time instant and the joint 
probability density function of the SSC combiner output 
signal at two time instants in the presence of Weibull fading 
are determined in [12].  

The authors showed that the error probability and the 
outage probability are significantly reduced if the decision is 
performed in two time instants. The analysis of the complex 
SSC/SC combiner over outage probability at two time 
instants in the presence of Rayleigh and log-normal fading 
is done in [13] [14] and the bit error rate for complex 
SSC/MRC combiner at two time instants in the presence of 
Rayleigh, Nakagami-m, Hoyt and log-normal fading is done 
in [15]-[18], respectively. 

The bit error rate for complex SSC/MRC combiner at 
two time instants in the presence of Weibull fading will be 
given in this paper since Weibull fading has great 
importance in the study of telecommunications systems. 
This investigation could be useful for designers of wireless 
telecommunication systems.  
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This paper is organized as follows: after Introduction, 
Section II introduces the model of complex combiner which 
performances will be considered in the next section. In 
Section III, the joint PDF of the SSC combiner output SNR 
at two time instants is calculated. Subsequently, in fourth 
Section the outage probability and amount of fading for 
complex Switch and Stay Combining/Maximal Ratio 
Combining (SSC/MRC) combiner are calculated and then in 
the fifth Section the numerical results are presented 
graphically. Final part of this paper is conclusion with an 
analysis of the obtained results. 

II. SYSTEM MODEL  

The complex SSC/MRC combiner, considered in this 
paper, is presented in Fig. 1. The complex combiner is with 
two inputs, at two time instants. The SSC combiner output 
signals are the input signals for MRC combiner. 

 
 

 

Figure 1. Model of complex combiner  
 

At the inputs of the first part of complex combiner the 
signals are r11 and r21 at first time moment and they are r12 
and r22 at second time moment. The first index represents the 
branch ordinal number and the other one signs the time 
instant observed. 

The output signals from SSC part of complex combiner 
are r1 and r2. The indices at the output signal correspond to 
the time instants considered. These signals, r1 and r2, are the 
inputs for the MRC combiner. Finally, the overall output 
signal is r. 

III.  PERFORMANCE DERIVATION 

The joint probability density function of correlated 
signals r1 and r2 at the SSC combiner output, at two time 
instants, Weibull distributed and with same parameters Ωi 
and βi  [19], can be obtained in closed form from expressions 
in [12, eq. (15)-(18)] as 
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The outputs of SSC combiner are used as inputs for 
MRC combiner. The PDF at the output of SSC/MRC 
combiner with two branches is given by [18]: 

111

0
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21

drrrrprp
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Partials PDFs pi(r) for the SSC/MRC combiner output 
signal can be obtained substituting (1 - 4) in (5). For 

1 1,T Tr r r r r< − <  it is: 
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The PDF at the output of MRC/SSC combiner is the sum 
of components pi(r): 

1 2 3 4( ) ( ) ( ) ( ) ( )rp r p r p r p r p r= + + +         (10) 

Relatively simple closed form expressions for 
representing pr(r) can not be derived, because (6) – (9) are 
too complex for tractable communication system analyses, 
but the PDF can be evaluated numerically using software 
tools. 

IV.  OUTAGE PROBABILITY AND AMOUNT OF FADING 

The outage probability is a very useful performance 
measure for diversity systems operating in fading 
environments. The outage probability is defined as the 
probability that the combiner output signal value falls below 
a given threshold rth, also known as a protection ratio. The 
outage probability )( thout rP  is defined as [17]: 
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Substituting (10) in (11), )( thout rP  can be written as: 
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Amount of fading (AF) is a unified measure of the 
severity of fading for particular channel model and is 
typically independent of the average fading power, but is 
dependent of the instantaneous SNR. Amount of fading for 
MRC combiner is defined by [17]: 
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where E(r) is N-th moment of r. By putting (6) – (9) into 
(13), AF is finally: 
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V. NUMERICAL RESULTS  

The bit error rate curves, for different types of combiners 
and correlation parameters, are presented in Figs. 2 and 3.  
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It is assumed that both branches at the input have the 
same channel parameters. rt is the optimal decision 
threshold. It is defined as [14]: 




 +ΓΩ= β
β 1

1
1

tr                                      (15) 

The family of curves for the outage probabilities is given 
in Fig. 2 for four different cases: 1) one channel receiver, 2) 
MRC combiner at one time instant, 3) SSC/MRC combiner 
at two time instants for uncorrelated case and 4) SSC/MRC 
combiner at two time instants for very strong correlation. 

 

 
Figure 2. Outage probability for different types of combiners for 

parameters β=0.7 and Ω=0.5 

One can see from this figure that SSC/MRC combiner 
has significant better performance for both, uncorrelated 
case and for completely correlated signals (ρ =1), regarding 
classical MRC combiner at one time instant and one single 
channel receiver. 

The outage probability curves for SSC/MRC combiner, 
for different values of correlation coefficient ρ, are 
presented in Fig. 3.  

 

 
Figure 3. Outage probability for SSC/MRC combiner for parameters β=0.7 

and Ω=0.5 and for different values of correlation coefficient ρ 

It can be seen from Fig. 3 that SSC/MRC combiner has 
better performance for uncorrelated signals. 

The amount of fading for one channel receiver, for MRC 
combiner at one time instant and for SSC/MRC combiner at 
two time instants, for uncorrelated case and for very strong 
correlation, is shown in Fig. 4. 

It can be seen from Fig. 4 that SSC/MRC combiner has, 
once again, the best performance for uncorrelated case then 
the other combiners. The worst case is the case with one 
channel, i.e., without diversity combining at all. 

 

 

Figure 4. Amount of fading for different types of combiners for Ω=0.5 

One can conclude from these figures that complex 
SSC/MRC combiner has better performance for 
uncorrelated case then MRC combiner at one time instant. 
For the value of correlation coefficient ρ = 1, the results of 
complex SSC/MRC combiner follows the results for MRC 
combiner. It is evident that usage of this complex SSC/MRC 
combiner gives better performance in the entire range, 
except in the case of strongly correlated signals. In this 
situaton it is not economic to use complex combiner. Thus, 
the advantages of utilization such type of complex combiner 
increases with decreasing of correlation between input 
signals. 

VI. CONCLUSION  

In diversity systems, SSC and MRC combining are often 
used techniques for combining signals. The performance of 
systems which make decision by two samples could be 
determined by the joint probability density function of SSC 
combiner output signals at two time instants. Then, they are 
involved in MRC combiner. Here, the joint PDF of 
SSC/MRC combiner output signal at two time instants in 
the presence of Weibull fading, derived earlier in closed 
form expressions, is used for outage probability and amount 
of fading determination. 

The results are presented in some figures versus 
different parameters. It is evident that system performance is 
upgraded by use the mannerism of this complex combiner 
and sampling at two time moments. Obtained results are 
better compared with classical SSC and MRC combiners 
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except for very strong correlation between signals. In that 
case the performance curves for complex combiner and 
MRC combiner are coinciding.  
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Abstract— In this paper, we have proposed the novel 
demodulation scheme of M-FSK (M-ary Frequency Shift 
Keying) signal on MIMO (Multiple Input Multiple Output) 
frequency selective channels. As for this demodulation scheme, 
there exists almost no investigation except a few reports. The 
proposed scheme uses FDE (Frequency Domain Equalization) 
and ISI (Inter-Symbol Interference) canceller plus MLD 
(Maximum Likelihood Detection). We further reduced the 
BER by using iterative feedback of detected results. The 
novelty in this paper is the integration of those techniques for 
detecting MIMO M-FSK signal. Through computer simulation, 
we have verified that the proposed scheme using FDE and ISI 
canceller plus MLD with iterative feedback exhibits the 
excellent BER characteristics compared with previously 
reported FDE detector. 

Keywords-MIMO, M-FSK, ISI, IAI, MLD, FDE, Multipath 
channel 

I. INTRODUCTION 
 

M-FSK signal has the constant envelope property and is 
appropriate to be amplified by nonlinear amplifier with high 
power efficiency. However, as M-FSK is a nonlinear 
modulation scheme, the equalization at the receiver side has 
been difficult when it is subjected to frequency selective 
channels. On the other side, due to the increasing demand 
of high data rate and reliable data transmission, MIMO 
schemes with multiple transmit and receive antennas 
become quite popular recently. The conventional MIMO 
scheme processes the received signals using linear matrix 
processing. However it has been difficult to apply the linear 
processing to the nonlinear modulation such as MIMO 
M-FSK, and accordingly there was almost no research on 
MIMO M-FSK signaling. So, we aimed to develop the 
MIMO M-FSK transmission scheme and examine its BER. 
 

TABLE I LIST of PARAMETERS 
M : Number of modulation level of FSK 

Tn : Number of transmit antenna 
Rn : Number of receive antenna 
sT : Symbol duration 

sKT : Maximum symbol delay time of multipath waves 
n sT nT= : Block length for a FFT block 
t∆ : Sampling interval; /st T c∆ =  

c : Number of samples per a symbol 
N cn= : Number of FFT samples 
k : Time index of desired symbol time to be detected 

( )CP CPT c t= ∆ : Cyclic Plefix length 
I : Number of iterative feedbacks of block decision result 
L : Number of delay paths 

Yasunori Iwanami 
Dept. of Computer Science and Engineering 

Nagoya Institute of Technology 
Nagoya, Japan 

E-mail: iwanami@nitech.ac.jp 
 
We had already shown that the FDE (Frequency Domain 

Equalization) scheme using CP (Cyclic Prefix) [1] is 
applicable to the signal separation and equalization of 
MIMO M-FSK signals [2]-[4], where the FDE is done 
before the demodulation process of M-FSK signal. This 
method was originally developed for SISO (Single Input 
Single Output) FSK signals [5]. In [6], we developed the 
detection scheme using ISI canceller and MLD to further 
improve the BER. In that scheme, the ISI’s caused by the 
past symbols already detected were cancelled by ISI 
canceller, but the ISI cancellation caused by the future 
symbols and the separation of spatially multiplexed signals 
of MIMO transmission were achieved by MLD. This leads 
to the complexity of MLD of TKnM  where M  is the 
modulation level (number of symbols) of M-FSK, sKT  the 
maximum symbol delay time of multipath waves, sT  the 
symbol duration and Tn  the number of transmit antennas. 
As the complexity of MLD grows exponentially with the 
increase of K  and Tn , the realization of this detector 
looks quite difficult even though using M-algorithm instead 
of MLD [6]. In this paper, in order to improve the BER 
characteristics of the FDE detector [2]-[4] and reduce the 
complexity of the detector in [6], we propose the novel 
demodulator structure in which the FDE is firstly done to 
obtain the tentative decision results. Using the tentative 
decision results, the ISI replicas due to the transmit symbols 
other than the desired symbol are cancelled form the receive 
signal. If the cancellation is perfect, we can obtain the 
receive signal as if only the desired symbol is transmitted. 
Then the MLD is applied to the receive signal to separate 
the IAI (Inter-Antenna Interference) of MIMO transmission. 
At this stage the output of MLD is regarded as the decision 
results of 0-th iteration. Then the 0-th decision results are 
fed back to the ISI canceller and again used as the tentative 
decision results for ISI cancellation. The ISI cancelled 
receive signal is then fed to the MLD again. This iterative 
processing is repeated and results in the better BER 
convergence. The basic structure of the above iteration 
receiver was developed in [7],[8] for the linear SC (Single 
Carrier)-FDE signals. In the proposed MIMO M-FSK 
demodulator, the complexity of MLD is proportional to 

TnM  which does not depend on the ISI symbol length of 
K  and this greatly reduces the complexity of detector 
enabling the detector for actual implementation. 

Iterative Detection of M-FSK Signal on MIMO Frequency Selective Fading Channels 
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This paper is organized as follows. In Section II, the FDE 
receiver for MIMO M-FSK is described and simulated. In 
Section III, the proposed detector with FDE and ISI 
canceller plus MLD is introduced. In Section IV, the BER 
results of proposed demodulator through computer 
simulation are shown. In Section V, the complexity of 
detector is described. The paper concludes with Section VI. 
 

II. MIMO M-FSK DETECTION USING FDE  
In Fig.1 we show the transmitter and receiver block 

diagram for MIMO M-FSK when using the FDE at the 
receiver. At the transmitter, the data bits are M-FSK 
modulated and CP is added to the transmit symbol block 
like Fig.2 with the block length of n sT nT=  where n  is 
the number of symbols in a block and sT  is the symbol 
duration. From each antenna, the symbol block is 
transmitted. At the receiver, after the removal of CP, the 
received baseband I and Q signals are sampled at the 
sampling frequency of 1/sf t= ∆  where t∆  is the 
sampling interval, sT c t= ∆  and c  is the integer number. 
The value of c  is taken large enough to satisfy the 
sampling theorem and not to make aliasing for the received 
analog I and Q signals. 

The power spectral densities of continuous phase M-FSK 
signals are shown in Fig.3. 

As a block length n sT nT=  contains cn  samples, the 
number of FFT points becomes N cn= . The sampled 
complex discrete time signals ( ), 1, ,p pI jQ p N+ =   are 
then FFT-transformed and the FDE based on MMSE 
criterion is performed at each frequency point. As the result 
of FDE, the ISI compensation and the signal separation of 
spatially multiplexed signals are made simultaneously. Then 
the frequency domain samples are IFFT-transformed and 
the time domain discrete samples are obtained. 
 

  
Figure 1. Block diagram of transmit and receive system of MIMO M-FSK 

using FDE at receiver on frequency selective MIMO channel 
 
 

 
Figure 2. Insertion of CP at the transmitter 

 
Figure 3. One-sided power spectral densities of M-FSK signals for 

modulation index h=0.7 
These samples are equivalent to analogue M-FSK signals, 
because the sampling interval of t∆  is taken small enough. 
The time domain samples are fed to the ordinary M-FSK 
detector. In this study, we employed a non-coherent energy 
detector as the M-FSK detector, because it is easy to 
implement and it does not need the phase synchronization 
[9]. In the energy detection of M-FSK signals, total M 
energy detectors are used, i.e., each energy detector for each 
frequency. The energy detectors for M-FSK are shown in 
Fig.4. 

 
Figure 4. Energy detectors for M-FSK signal 

 
The FDE weight with MMSE criterion is expressed as 

( ) { } { } 12
R

H H H H
nf E E σ

−
 = + D aa H H aa H I      (1) 

where ( )f=a a  is the transmit signal vector at frequency 
point f, ( )f=H H  the channel matrix, 2σ  the receive 
noise power, { }E  the ensemble average, ( )H  the 
Hermitian transpose, Rn  the number of receive antenna, 

RnI  the identity matrix. When ( )fS  denotes the power 
spectral density matrix of M-FSK signals, we have 

{ } { } [ ]{ }( ) ( ) ( ) ( ) / ( )
T T

H
n s nE f f f f f c NT= ∆ =a a S I S I      (2) 

where Tn  is the number of transmit antennas. By 
substituting (2) into (1), we obtain 

( ) { }
12 / ( )

R

H H
s nf NT c fσ

−
 = + D H HH S I           (3) 

Using the FDE weight of (3), MIMO M-FSK signal is 
equalized and demodulated. The BER characteristics of 
FDE receiver for MIMO or SISO M-FSK with M=2, 4, 8 
and 16 are examined through computer simulation. The 
computer simulation condition is shown in Table I. The 
delay profile between each transmit and receive antenna is 
illustrated in Fig.5. The BER results are shown in Fig.6. 

From Fig.6, we observe that the BER characteristics are  
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Figure 5. Power delay profile between each transmit and receive antenna 

 
TABLE II SIMULATION CONDITION FOR MIMO M-FSK SIGNAL 

WITH FDE 
Modulation 2 , 4 , 8 16 FSK 

Modulation index h=0.7 
Number of Tx & Rx antennas 1×1 , 2×2 , 4×4 
Channel model between each 

Tx and Rx antenna 
Quasi-static 16 delay paths 

Rayleigh fading with equal power 
Signal equalization and 

separation FDE (MMSE criterion) 

Symbol duration sT  
Number of sample points in a 

symbol duration c  
c=8,16,32,64 (2,4,8,16FSK) 

sT c t= ∆  
Interval of delay paths / 8sT  
Maximum delay time 15 / 8sT  

Length of Cyclic Prefix 2 sT  
Block length snT  16 sT  

Number of FFT points ( nc ) 128, 256, 512, 1024 
 

 
Figure 6. BER characteristics of MIMO M-FSK with FDE and energy 

detector  
improved as the value of M increases from 2FSK, 4FSK, 
8FSK to 16FSK. This improvement is due to the bandwidth 
expansion of M-FSK signal with larger M value. Due to the 
FDE, the diversity order, i.e., the gradient of BER curve, is 
the same among 1 1× , 2 2×  and 4 4× . This is also 
observed in MIMO OFDM with FDE. Accordingly, we can 
say that the multi-stream MIMO transmission is available 
for M-FSK through the FDE receiver. 
 
III. ITERATIVE DETECTION OF MIMO M-FSK USING 

FDE AND ISI CANCELLER PLUS MLD 
 By using the equalization and signal separation with FDE 

and energy detector, the demodulation of MIMO M-FSK 
signal can be achieved. However, the BER characteristic of 
FDE receiver is not enough and we aim to obtain further 
BER improvement. In order to do this, we consider the 
decision results from FDE as the tentative decision results. 
Using the tentative decision results, the ISI replica at the 
receiver is generated and is subtracted from the receive 

signal. If the tentative decision results from FDE are correct, 
we can cancel the ISI and obtain the receive signal as if 
only transmit symbols at desired time k  are transmitted 
from Tn  transmit antennas. For this receive signal, the 
separation of spatially multiplexing is done using MLD. 
Then we consider the outputs of MLD as the reliability 
enhanced decision results and use them as the evolved 
tentative decision results. Using the evolved results, the 
new ISI replicas are generated and again subtracted from 
the receive signal to cancel the ISI. After this ISI 
cancellation, the MLD is again employed to separate the 
spatial multiplex. This iterative processing is repeated to 
improve the BER for each iteration. The above iterative 
procedure algorithm was originally reported in [7] for 
MIMO SC-FDE receiver. 
 In Fig.7, the transmitter and receiver block diagram is 
shown for this iterative demodulator. At the transmitter, 
M-FSK symbols with the block length of snT  are 
generated and the CP with the length of CPc t∆  is added at 
the head of the block. Each block with CP is transmitted 
from each antenna. At the receiver, after removing the CP, 
the equalization and signal separation are firstly done 
through FDE and the tentative decision results are obtained. 
Those tentative decision results are fed to the ISI canceller 
and the replica for ISI cancellation is generated. The 
replicas are made in order to cancel the ISI’s caused by the 
total 2K  transmit symbols before and after the desired 
symbol at time k . Accordingly, in making the ISI replica, 
the transmit symbol at time k  in the tentative decision 
results is set to zero. By subtracting the ISI replica from the 
receive signal, the ISI components due to the transmit 
symbols before and after the transmit symbol at time k  
are cancelled. If the tentative decision results are correct, 
we can get the receive signal as if the symbols at time k  
are only transmitted from antenna 1 Tn  with spatially 
multiplex. Then in order to separate the spatial multiplex, 
the MLD is applied to the ISI cancelled receive signal and 
the decision results at time k  are obtained. The new 
decision results at time k  are sequentially fed back to the 
ISI canceller and the decision time is evolved from k  to 
( 1)k + . After obtaining all the decision results for n  
symbols, those decision results for n  symbols are replaced 
 

 
Figure 7. Iterative demodulation scheme of MIMO M-FSK using FDE and 

ISI canceller plus MLD (Transmitter is the same as Fig.1.) 
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as the new tentative decision results of a block. The above 
procedure for a FDE block with n  symbols is repeated I  
times to obtain the final decision results. 
 We consider the ISI replica generation at the receiver for 
the first symbol ( 1k = ) in a block with the length of snT . 
When the MLD is done 0 times, the ISI cancellation replica 

(0)
1,ij′y  for the 1st symbol in a block from transmit antenna 

j  to receive antenna i  is given by 
(0)
1,

(0)
1,

(0)
1,

(0)
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( 1 )
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where the number of samples in a symbol sT  is c
（ sT c t= ∆ ）, the CP length CPc t∆ , the sample of transmit 
signal (0) ( )jx p  at t p t= ∆  (p: integer number), the 
complex gain of -th ( 0,1, , 1)CPl l c= −  delay path ( )ijh l . 
Also the subscript “1” in (0)

1,ij′y  means the 1st symbol and 
the superscript “(0)” the execution times of MLD. In (4), 
the sample values at sample time 0, ,( 1)t c t= − ∆  of the 
1st symbol in a transmit block is set to zero. Also in (4), 

(0) (0)( ), , ( 1)j CP jx c x− −  and (0) (0)( ), , ( 1 )j j CPx c x c c− +  show the 
CPc  samples before and after the symbol at time 1k =  

respectively. As shown in Fig.8, the first part with the 
length of ( )CP CPT c t= ∆  and the last part of CPT  in a FFT 
block are circularly copied after the tail and before the head 
of a block respectively. This is because the FDE for 
obtaining the tentative decision results is based on the 
circular convolution in a time domain, i.e., we have to 
consider the ISI components falling in the first part CPT  in 
a FFT block and the ones falling in the subsequent part CPT  
after the tail of a block. 
 The receive replica (0)

1,ij′′y  for MLD of the 1st symbol in a 
block is given by 
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(0)
1,ij′′y  in (5) is the output from the channel when only the 

 
Figure 8. Termination processing in a FFT block for ISI cancellation 

 
1st transmit symbol sT  is transmitted. In generating MLD 
replica, all the transmit symbols other than at time k  are 
set to zero. Those two replicas in (4) and (5) have to be 
generated so as to satisfy the phase continuity of FSK, 
because we are assuming the continuous phase M-FSK. 
 Using those receive replicas, the squared Euclidian 
distance between the ISI subtracted signal from the receive 
signal 1,iy  at receive antenna i  and the MLD replica is 
calculated. The candidate (0)

1x  of transmit symbol vector 
for the 1st symbol in a FFT block is determined so as to 
minimize the distance metric as shown below. 
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 The decision result (0)
1x  of MLD in (6) is regarded as the 

new tentative decision result and is fed back to the ISI 
canceller to detect the 2nd symbol in a block at time 2k = . 
Next, for the 2nd symbol, the ISI cancellation and MLD are 
executed and the decision result of (0)

2x  is obtained. Then 
(0)

2x  is regarded as the new tentative decision result and is 
fed back to the ISI canceller for determining the 3rd symbol 

(0)
3x . Those sequential feedback procedure is repeated up to 

the n-th symbol in a block. The obtained decision results for 
all the n symbols in a block are regarded as the block 
decision results, which is again fed back to the ISI canceller 
and the subsequent MLD processing is done. This feedback 
of block decision results is repeated I  times and the final 
decision results are obtained. 
 
IV. SIMULATION RESULTS OF ITERATIVE 

DETECTION RECEIVER FOR MIMO M-FSK 
 Computer simulations are made to verify the BER 
improvement of iterative receiver. The simulation condition 
is listed in Table III. The delay profile is the same as in 
Fig.5. The BER results are shown in Fig.9 to Fig.14. 
 From Fig.9~14, we observe that the BER characteristics of 
“FDE and ISI canceller plus MLD” receiver with iterative 
detection are better than “FDE” receiver. We also see the 
BER is improved as the number I  of iterative feedbacks 
increases. 4I = (#4) is enough for the BER convergence, 
where the MLD is repeated five times for a block. 

CPT CPT
snT=FFT block length

cCP 

cCP 

c 

cCP 

cCP 
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V. COMPARISON OF COMPLEXITY OF RECEIVER 
STRUCTURE 

 We compared the complexity between the receiver with 
“FDE” and the one with “FDE and ISI canceller plus MLD.” 
The complexity is compared as the number of complex 
additions and multiplications required for detecting one 
symbol of FSK. The equations for calculating the 
complexity are given in Table IV, where we assume 1I = , 
the maximum delay time of multipath wave is ( 1)(2 )L t− ∆  
and ( )2 2O T Tn n= . We also show the numerical results of 
complexity in Fig.15 and Fig.16. From those results, we 
know that the complexity of FDE receiver is far less than 
the “FDE and ISI canceller plus MLD” receiver. For the 
FDE receiver, the complexity gradually increases as the 
number of symbols n  in a FFT block becomes large, but 
does not depend on the delay time parameter L  of 
multipath. On the other hand, for the “FDE and ISI 
canceller plus MLD” receiver, we observe that the 
complexity increases as L  becomes large, but does not 
depend on the number of symbols n  in a block. 
 
 
 
TABLE III SIMULAION CONDITIONS FOR MIMO M-FSK WITH 

ITERATIVE DETECTION 
Modulation 2 , 4 , 8 FSK 

Modulation index h=0.7 
Number of Tx & Rx antennas 2×2 , 4×4 

Channel model between each Tx 
and Rx antenna 

Quasi-static 16 delay paths 
Rayleigh fading with equal 

power 
Signal equalization and 

separation 
FDE (MMSE criterion) & 

ISI canceller + MLD 
Symbol duration sT  

Number of sample points for 
symbol duration c  

c=8,16,32 (2,4,8FSK) 
sT c t= ∆  

Interval of delay paths / 8sT  
Maximum delay time 15 / 8sT  

Length of Cyclic Prefix 2 sT  
Block length snT  16 sT  

Number of FFT points ( nc ) 128, 256, 512 
Number of block iteration I  #0, #1, #2, #3, #4 

 
 
 

 
Figure 9. BER comparison between conventional FDE receiver and 

proposed iterative receiver (2FSK, 2 2× ) 

VI. CONCLUSIONS 
 In this study, we have proposed the new receiver structure 
for M-FSK signal on frequency selective MIMO channels. 
In addition to the FDE receiver which was proposed 
previously, we demonstrated the novel receiver structure in 
which the ISI components are firstly cancelled by the 
tentative decision results obtained by FDE and then the 
MLD is employed to separate the spatial multiplexing. 
 

 
Figure 10. BER comparison between conventional FDE receiver and 

proposed iterative receiver (2FSK, 4 4× ) 
 

 
Figure 11. BER comparison between conventional FDE receiver and 

proposed iterative receiver (4FSK, 2 2× ) 
 

 
Figure 12. BER comparison between conventional FDE receiver and 

proposed iterative receiver (4FSK, 4 4× ) 
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Figure 13. BER comparison between conventional FDE receiver and 

proposed iterative receiver (8FSK, 2 2× ) 
 

 
Figure 14. BER comparison between conventional FDE receiver and 

proposed iterative receiver (8FSK, 4 4× ) 
 
TABLE IV NUMBER OF COMPLEX ADDITIONS AND 

MULTIPLICATIONS FOR DETECTING ONE M-FSK 
SYMBOL 

FDE ( ) ( )2
210 log O2 2 13T Tc c n n n × × + × + −   

FDE & ISI canceller + 
MLD 

( ) ( )
( ){ } ( )

2
2 2

2 1 1 /

10log O 2 13

Tn
R T T

T T

c n L n M n

c c n n n × × + × + −

× + × +



+ × ×

 

 
The proposed receiver improves the BER with the iterative 
feedback of decision results. The BER characteristics of 
proposed iterative receiver are improved very much when 
compared with the conventional FDE receiver. By using the  
tentative decision results obtained from the FDE, the 
complexity of MLD in the proposed iterative receiver does 
not depend on the transmit block length and becomes 
modest, while the high quality separation of spatially 
multiplexed signals that comes from MLD is maintained. 

As future studies, instead of known channel state 
information (CSI) at the receiver, the measured CSI will be 
employed and the features of MIMO M-FSK comparing 
with existing linear modulations should be clarified. 
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Figure 15. Complexity comparison of receivers for symbols n in a block 
 

 
Figure 16. Complexity comparison of receivers for the maximum delay 

time of ( 1)(2 )L t− ∆  
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Abstract—Wireless Mesh Networks represent a good solution 
to offer Internet access in sparse population areas. The latest 
wireless technologies, such as WiMAX, offer high data rates 
services, but they are not designed for wireless mesh 
architectures. This paper proposes a wireless mesh solution 
based on WiMAX nodes equipped with smart antennas, and 
presents some tests for performance evaluation of the proposed 
solution. The WiMAX mesh node is emulated by 
interconnecting, via Ethernet, a Base Station and a Subscriber 
Station. To avoid interference between the two radio 
interfaces, they are configured to operate on different 
frequency bands. The WiMAX mesh node is simulated in 
OPNET and its performance is compared with a real life 
implementation of such a hybrid mesh node. The performance 
evaluation was done using an experimental platform, 
consisting of both a simulated and a real life part, which are 
interconnected through the System in the Loop OPNET 
function.  

Keywords-mesh network; WiMAX; Smart Antennas; OPNET 
simulator; System in the Loop. 

I.  INTRODUCTION  
Worldwide Interoperability for Microwave Access 

(WiMAX) was developed for broadband wireless networks, 
and it offers high data rate over long distances [1]. An 
application suitable for WiMAX technology is its usage in 
wireless backhaul networks, to provide coverage over low 
density areas or as alternative solutions to wired networks. 
Such a solution offers resilience in disaster scenarios 
obtained through self healing property facilitated by the 
wireless communication. [2]. 

Wireless Mesh Networks are the solution for wireless 
backhaul (WMN). On one side, the WMNs share common 
features with ad hoc networks (MANET), on the other side, 
the WMNs, being used for backbone, have minimal mobility 
and no constraint on power consumption. The WMN routing 
protocols can be generally adapted from those used in fixed 
networks and also from ad hoc networks, but, due to the 
specific conditions of WMN routers (limited mobility and no 

power constraints), the protocols like in fixed networks can 
be more appropriate.  

The work presented in this paper was done in the 
framework of the SMART-Net FP7 project, which aimed to 
investigate the use of smart antennas in Wireless Mesh 
Networks, mainly based on WiMAX technology. A solution 
for WiMAX mesh networks based on hybrid WiMAX mesh 
nodes is investigated. This hybrid node was obtained by 
linking a Base Station with a Subscriber Station via Ethernet. 
Both stations include layer three capabilities, mainly routing 
capabilities. A node with relay properties is obtained, which 
has also routing capabilities. This solution was implemented 
and simulated in the OPNET simulator. A similar approach 
was developed by Thales Company for the real 
implementation of such a hybrid node [3]. Here, the 
Subscriber Station functionalities were implemented on a 
Base Station platform. Special timing synchronization 
between the uplink and downlink intervals for Base Station 
and Subscriber Station was introduced, in order to avoid 
interference between the two wireless interfaces, by not 
allowing them to transmit and receive simultaneously.  

There are several works on wireless mesh networks 
based on WiMAX, but they focus on multihop relay 
networks built with WiMAX relay stations, built based on 
the IEEE 802.16j [1]. A spanning tree rooted at Base Station 
is built, with Subscriber Stations as leaf nodes. Usually, these 
works approach scheduling and channel assignment 
algorithms to optimize the resource allocation in multihop 
relay networks [4][5]. There are also approaches which 
consider multihop relay networks with smart antenna 
support, and which try to find solutions for joint resource 
allocation and beam scheduling in order to reduce the 
interference and increase the overall throughput [6][7]. Most 
of the proposed algorithms are based on centralized 
solutions. In this paper, due to the way the WiMAX mesh 
node is build, the solution is completely distributed, without 
any correlation between the scheduling or channel 
assignment at each node.  

This paper is organized as follows. The second section is 
dedicated to Smart-Net system presentation. The third 
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section presents the experimental platform setup, while the 
fourth section presents the test scenarios and the results. The 
last section contains the conclusions and some suggestions 
for future work. 

II. SMART-NET  SYSTEM COMPONETS 

A. SMART-Net system  
As it was mentioned in the previous section, this solution 

was proposed in the SMART-Net project, which focused on 
introducing the smart antennas support in WiMAX 
technology and on developing a wireless mesh network for 
backhaul access, based on WiMAX nodes with multiple 
radio interfaces. To validate it, an experimental platform was 
developed during the project [8]. This test platform consists 
of a simulated part and a part realized with real WiMAX 
nodes, equipped with smart antennas. The WiMAX 
equipments used in the testbed are produced by Thales 
Company, while the smart antennas are produced by Plasma 
Antennas Company. Both are members of the Smart-Net 
project. The simulation platform was developed using the 
OPNET network simulator. The smart antennas were 
modeled in the OPNET, based on the real antennas 
measurement data, and integrated with the simulated 
WiMAX nodes. Also, the beam selection and tracking 
algorithms were implemented in OPNET and included in the 
WiMAX radio pipeline stages for the Smart Antennas 
control. The interconnection of the two test platform 
components was realized using the System-in-the-Loop 
(SITL) function provided by OPNET. The real part was 
developed at France Telecom premises located in Lannion, 
France, while the simulated part was developed at University 
Politehnica of Bucharest (UPB) in Romania. The two 
testbeds were interconnected through a VPN tunnel via 
GEANT network. The interconnection setup is illustrated in 
Fig. 1. With such an approach, the capability of the proposed 
backhaul network to operate over large areas was tried to be 
proved. 

Some initial results of this work are presented in [9]. 
There, only the simulated network was evaluated. In this 
paper, both simulated and real network were integrated in an 
experimental platform. A similar approach is presented in 
[10], where SITL is used to evaluate WiFi wireless networks 
performances with real time traffic injected in the simulated 
network.  

B. Smart Antenna features 
One of the main topics of SMART-Net project was the 

introduction of smart antenna support in WiMAX. Smart 
antennas define antennas which are capable of adapting the 
radiation and reception pattern automatically. They provide a 
higher gain on the main beam direction and much smaller 
gains on the secondary beams, which will ensure a lower 
interference noise.  

 
Figure 1.  Testbeds interconnection setup 

In practice, one can have two types of smart antennas. 
One is represented by adaptive smart antennas, which are 
capable of adapting its beam in every direction, by 
adaptively combining the signal from multiple antenna 
elements. They have the advantage of being able to adapt the 
beam in every direction, but with the drawback of higher 
switch time and increased complexity. The second type is 
represented by switched beam antennas, which has several 
fixed beams and can be selected individually. They have 
only a limited number of directions which can be obtained, 
but they are rapid and with a simpler implementation. 

For the SMART-Net project, two types of switched 
multi-beam antennas, capable of WiMAX operation, have 
been designed and implemented [3] [11]. An active, 12 beam 
cylindrical array antenna with omnimode and a passive 9 
beam planar array antenna with sectoral mode. The active 
12-beam cylindrical antenna with 360° coverage is suitable 
for mesh and nomadic Point to Multipoint operation. It has 
typical ranges of up to 20 km, depending on the modulation 
rate. The passive 9 beam planar antenna, has narrower 
beams, and is suited for medium range backhaul and relay 
operations. A representation of both antennas in OPNET has 
also been provided as simulated data. 

A switching algorithm is used to choose the appropriate 
beam. This algorithm is based on a learning interval in 
which, based on SINR, the best beam is chosen for each 
destination. Based on the decision taken by the selection 
algorithm, when a smart node (a node equipped with smart 
antennas) needs to communicate with another smart node, 
the beam with the best SINR is used. Because the best beam 
is decided in the learning phase, the switch operation is very 
fast, a few nanoseconds. 

III. EXPERIMENTAL PLATFORM SETUP 
The experimental platform infrastructure consists of a 

simulated WiMAX network, which is interconnected with 
real devices in order to introduce real time traffic in the 
simulation, Fig.1. 

The System-in-the-Loop OPNET function allows real 
time traffic to be exchanged between real and simulated parts 
of the networks during the simulation. The actual OPNET 
version works only with an Ethernet network adaptor for 
SITL interconnection. The requirement of using Ethernet 
link between the real devices and the SITL gateway 
introduces limitation in developing joint real and simulated 
wireless network scenarios. For the SITL scenarios, the 
simulation must run in real-time. This requirement 
introduces an additional limitation for the SITL scenarios: it 
limits the number of nodes, which can be used in the 
simulation. 

A. Real Life testbed infrastructure 
The Real Life testbed was developed at the France 

Telecom Lannion premises. Its structure is presented in Fig. 
2. Its main part consists of a WiMAX network with one Base 
Station, three Subscriber Stations and one Relay Station. The 
Relay Station [3] is built by combining a Subscriber Station 
and a Base Station together and synchronizing them in terms 
of uplink and downlink mapping: the scheduling for the 
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uplink and downlink transmission intervals for both WiMAX 
links, given by the UL and DL MAP fields from the 
WiMAX frame generated by the main Base Station and the 
Relay Base Station, must be synchronized in order to reduce 
the interference at the relay node. 

 

 
Figure 2.  The real life testbed infrastructure 

The WiMAX nodes were equipped with two antennas: 
the smart antenna having a beam gain of 16.5 dBi (beam 
mode) / 12.5 dBi (omni mode) and, for comparison reasons, 
a classic sector antenna of 17 dBi. They worked in the 5470 - 
5725 MHz band at constant Equivalent Isotropic Radiated 
Power (EIRP) of 30 dBm. Consequently, the transmission 
power of the base station was set to 24 dBm and those of the 
subscriber node to 14 dBm (smart antenna beam mode) or 18 
dBm (smart antenna sector mode). More details about the 
performance of the Lannion real life WiMAX network can 
be viewed in [12][13]. 

The WiMAX BS is connected with the Lannion Internet 
gateway.  This gateway is used to host the VPN client which 
in used to connect to the VPN server located at UPB 
premises. The VPN tunnel is a layer 3 tunnel. From a logical 
point of view the Lannion test bed consists of a direct 
WiMAX link (a BS-SS link) and a relay based link (BS-
SS_relay-BS_relay-SS) – Fig. 2. A stream flowing through 
the real life testbed will cross one or two WiMAX links, 
depending where it generates/ends (user 1 or user 2). 

B. Simulation testbed infrastructure 
For the simulated network the main WiMAX physical 

parameters are: 20MHz bandwidth, 2048 subcarriers, 10.94 
kHz subcarrier frequency spacing,  symbol duration of 
102,86 ms, frame duration of 5ms [9]. Adaptive modulation 
and coding is configured on the subscriber stations. Receiver 
sensitivity is set to -100 dB for both the SS and BS stations. 

 
Figure 3.  Simulated testbed infrastructure 

As shown in Fig. 3, our approach is based on the real-to-
real SITL interconnection scenario. Real packets are injected 
in the simulated network through the SITL interface, flows 
through the simulated network, are sent outside the 
simulation through another SITL interface, and are received 
on a real device. In this way, we can measure the effects of 
the simulated network on the real packets, obtaining a more 
accurate evaluation tool for the proposed solutions. The 
results presented in this paper are obtained by using the 
following configurations for the simulated network: direct 
WiMAX links interconnecting the SITL gateways or a 
double WiMAX link obtained by interconnecting the Base 
Station with the Subscriber Station through a hybrid mesh 
node, similar with the relay node used in the real life testbed 
for the relay based link. As already mentioned, the simulated 
hybrid mesh node (relay node) was obtained by linking a 
WiMAX Base Station with a Subscriber Station via Ethernet. 
The performance of this simulated hybrid mesh node was 
compared with that of the real hybrid relay node 
implemented by Thales Company.  

IV. TESTS SCENARIOS AND RESULTS 
In this section, the test scenarios, used to evaluate the 

hybrid node performance, and the test results are presented. 
For these tests, all the real nodes are equipped with smart 
antennas; while for the simulated nodes both standard and 
smart antennas were used. The benefits of using smart 
antennas on WiMAX nodes in static or nomadic 
configurations are also shown. A first set of experiments was 
used to evaluate the delay and jitter introduced by the hybrid 
node, the real one and the simulated one also. A second set 
of experiments was used to evaluate the performances of the 
implemented WiMAX network when the smart antennas 
were used on the WiMAX nodes.  

A. Delay and jitter evaluation for the WiMAX network 
based on hybrid node 
The tests performed focused on delay and jitter 

estimation for different segments of the end to end link 
between Lannion users and UPB users. Round trip time 
(RTT) value was determined using the ICMP protocol to 
estimate the delay. The jitter was evaluated using iperf 
application. Standard iperf algorithm was used to calculate 
the jitter. In the experiments presented in this paper only 
passive 9 beam planar array antennas with sectoral mode 
were used for smart antennas. 

For the RTT and jitter figures, the time in milliseconds is 
represented on the y-axis, and the packet number on the x-
axis. For figures obtained with OPNET simulator, on x-axis 
the time in minutes is represented. 
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Figure 4.  The end to end RTT for standard antennas on the simulated 

nodes 

 

Figure 5.   The end to end RTT for plasma antennas on the simulated 
nodes  

The tests were performed for both the standard antennas 
and smart planar antennas on WiMAX nodes. For the 
simulated WiMAX link, adaptive modulation and coding 
was used, and best effort service flows were considered for 
uplink and downlink. 

A first test suite was performed using one WiMAX link 
in the simulated network and one WiMAX link in the real 
network. To evaluate the round trip time ICMP packets were 
sent from UPB laptops situated behind the simulated 
networks. The packets traveled via the simulated WiMAX 
link, through the VPN tunnel, via the real WiMAX link and 
then the way back. The RTT obtained for the cases when the 
simulated nodes were equipped with standard and smart 
planar antennas were presented in Fig. 4 and Fig. 5. As it 
was expected the results are similar. One can see that the 
mean RTT was around 150ms. This value for mean RTT was 
obtained by taking values for long time intervals. 

 

 
Figure 6.  End to end jitter from Lannion to UPB for emulated VoIP traffic 

To evaluate the interconnected testbeds behavior for 
VoIP communications, traffic emulating four VoIP channels 
was generated using the iperf application. The data rate used 
was of 320 kbps and the packet size was set to 120Bytes. 
The jitter measured with iperf is shown in Fig. 6. The jitter 
value is around 6 ms which is acceptable for VoIP 
communications. 

The jitter was measured also by sending with iperf a 
5Mbps UDP data stream from Lannion to UPB. The packet 
size was set in this case to 512Bytes. In this case the mean 
jitter was about 5ms. 

In order to determine the components of the RTT delay, 
the individual RTT delays for the links that make up the end 
to end path were evaluated. The results are presented in 
Fig.7, Fig. 8, and Fig. 9. The RTT mean delay of the 
simulated WiMAX link is around 45ms, while the RTT 
delay for real WiMAX link is around 35 ms. For the 
simulated WiMAX network the RTT variance is very high 
because of the variable time it takes for a packet to be 
translated to the simulation and back. Also, the extra delay 
for the simulated network is given by the packet conversion 
time.  

 
Figure 7.  RTT delay for the simulated WiMAX link 

 
Figure 8.  RTT delay for the real WiMAX link 

 
Figure 9.  RTT delay for the VPN tunnel 
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Figure 10.  RTT delay for the second test suite 

A second test suite was performed using the relay link in 
the real network and the simulated network. The traffic will 
travel end to end via two simulated WiMAX links, two real 
WiMAX links, and via the VPN GEANT tunnel. The RTT 
delay is shown in the Fig. 10. The mean end to end RTT 
delay is about 300 ms. This value is obtained by adding the 
delay introduced by the two additional WiMAX links and by 
the additional delay introduced by the hybrid simulated node 
and the relay node. 

The jitter obtained in this second scenario is similar with 
the one obtained in the first scenario. This shows that the 
jitter introduced by the WIMAX equipments is small 
compared with the one introduced by the VPN tunnel. This is 
because the WiMAX link was used at a medium load, 
5Mbps, which keeps the jitter at small values. 

These measurements showed that the proposed WiMAX 
hybrid mesh nodes performs well in terms of delay and jitter 
introduced on the data streams. Such hybrid nodes having 
routing capabilities can be used to build backhaul 
infrastructure based on WiMAX technology. 

B. Smart antennas benefits evaluation  
Using the flexibility of the OPNET simulator, several test 

scenarios were developed in order to evaluate the gain added 
by the use of Smart Antennas in such a WiMAX backhaul 
network. The topology used for these experiments is 
presented in Fig. 11. The focus was on the simulated section 
of the network, the obtained results being gathered from the 
simulations outputs. The simulated part consists of a 
WiMAX network with one Base Station, BS1, connected to 
one of the SITL interfaces, one Subscriber Station, SS2, 
connected to the other SITL interface, and two WiMAX 
nodes, BS2 and SS1, connected together via Ethernet, which 
compose the hybrid mesh/relay node. The same WiMAX 
configuration parameters are used, as the ones in the 
scenarios presented in section A. The only change is that the 
same frequency band was used on all the simulated WiMAX 
nodes. 

 
Figure 11.  The topology used for smart antenna benefits evaluation 

 
Figure 12.  Traffic received by BS2: planar and standard antennas 

 
Figure 13.  Uplink SINR at BS2: planar and standard antennas 

This scenario will illustrate the spatial separation 
obtained using directional smart antennas. One stream of 
around 2.5Mbps was sent from the UPB laptop at the 
Lannion laptop. The traffic will flow through the path SS2-
BS2-SS1-BS1 in the simulated network. The simulation was 
run twice: once with standard antennas on the WiMAX 
nodes, and once with the WiMAX nodes equipped with 
smart antennas. 

The results are presented in Fig. 12 13 and 14. As it was 
expected, the results in the case when the directional smart 
antennas were used on the WiMAX nodes are much better 
than the ones obtained with standard omnidirectional 
antennas. This is mainly caused by the fact that the BS1 and 
SS2 are close to each other and they operate in the same 
frequency band. For the omnidirectional antennas, the 
interference level was significantly higher compared with the 
case when the beam switched smart antennas were used, 
because of the spatial separation between the BS1 and SS2 
provided by the smart antennas. For the real hybrid relay 
station, due to its timing synchronization, this interference is 
avoided. The hybrid node used in the simulation, is based 
only on the spatial separation due to directional smart 
antennas and to the frequency separation. 

std - standard antenna 

pa - planar antenna  

pa - planar antenna  

std - standard antenna 
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Figure 14.  Packets dropped at BS2: planar and standard antennas 

In figure 14, the packets dropped at BS2, for the cases 
when the simulated WiMAX nodes, are equipped 
omnidirectional standard antennas and directional smart 
antennas, are shown. The packets dropped by BS2, when 
omnidirectional antennas are used - red curve, are mainly the 
consequence of the interference between the nodes 
composing the hybrid node, BS1 and SS2. The packets 
dropped by BS2, in the directional smart antenna case- blue 
curve, are the consequence of the interference generated by 
the BS1 station and also by the interference generated from 
the secondary beams of the SS1 directional antennas. 

Another advantage of using directional smart antennas is 
given by the higher gain on the beam direction compared 
with the equivalent omnidirectional antenna. Other 
simulation scenarios were used to illustrate this feature. The 
results showed higher throughput and bigger SINR obtained 
when the nodes were equipped with smart antennas [9].  

V. CONCLUSION AND FUTURE WORKS 
This paper presents an evaluation of a mesh network 

based on WiMAX, with nodes equipped with smart 
antennas. An experimental platform based on 
interconnection between an OPNET simulated WiMAX 
network and a real WiMAX network was built. A hybrid 
WiMAX mesh node, with routing capabilities, is proposed to 
be used for building a WiMAX network with mesh topology. 
An evaluation of the behavior of this hybrid node in a 
minimal mesh topology is performed. The simulations 
results presented in this paper illustrate that such an approach 
can be used for backhaul wireless networks. Also, by using 
smart antennas for fixed or nomadic WiMAX nodes, a 
significant performance gain, expressed in terms of capacity 
and coverage can be obtained for such networks. The 
proposed WiMAX mesh network with smart antennas is 
designed only for backhaul network. For mobile users access 
another radio should be used, or the Base Station should 
switch to omnidirectional mode to communicate with the 
mobile users. The smart antenna usage for mobile WiMAX 
nodes is still under research. The main issue for mobility is 

to develop a tracking algorithm capable of detecting in real 
time the best beam to be used to reach the mobile node.   
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Abstract—The growing concern about information security in 
computer  networks  is  responsible  for  constantly  producing 
new ways to defend them. This work describes the proposal for 
an  Intrusion  Detection  System architecture  that  uses  agents 
and  an  ontology  for  sharing  information.  Mobile  agents 
provide a convenient way to distribute the detection process, 
enabling peer to peer cooperation between network nodes. The 
ontology  provides  an  organized  way  of  storing  and  sharing 
knowledge. To evaluate the proposed solution, the architecture 
has been implemented using the Java programming language 
and Java Agent Development Framework.

Keywords - detection; intrusion; agents

I. INTRODUCTION

The growing number of computer networks applications 
is  responsible  for  the  everyday  great  diversity  and 
sophistication  of  attacks  and  intrusion  methods,  raising 
awareness  about  the  safety  of  these  networks.  Intrusion 
detection is one of the key techniques to protect  networks 
and  is  based  on  collecting  and  storing  data  for  auditing 
systems and networks. According to [1], when detected, an 
intrusion should be reported to the security manager, and an 
automatic reply, in order to eliminate the causes and/or the 
effects of the intrusion, could be triggered.

An Intrusion Detection System (IDS) tries to detect and 
warn of intrusion attempts to a system or network, in which 
an intrusion is considered to be an unauthorized or unwanted 
activity  [2].  A centralized  IDS runs  on  a  machine  in  the 
network in a way that it can collect data from each one of the 
nodes and then analyze it. However, centralization becomes 
a major weakness because if the machine crashes, intrusions 
will not be able to be detected, apart from the fact that the 
central analyzer can easily become a bottleneck [3].

The distributed detection architectures are more efficient 
and can solve the problems of centralized architectures. The 
more  sources  of  information  are  used  to  ensure  intrusion 
detection, the more accurate it becomes. The main problem 
faced  by  distributed  architectures  is  how  to  collect  and 
correlate information and then evaluate the security status of 
the monitored system.

The paper  is  organized  as  follows.  Section II  presents 
concepts  concerning  intrusion  detection  and  Section  III 
presents the problem to be treated. Related work is presented 
in Section IV. Section V describes the proposed architecture, 
while  Section  VI  details  its  implementation.  Section  VII 
describes  the  experiment  results.  In  Section  VIII,  the 
conclusion and future work are presented.

II. INTRUSION DETECTION

When  dealing  with  intrusion  detection,  it  should  be 
assumed that users and programs activities are observable by 
auditing  mechanisms  and  that  normal  activities  and 
intrusions  have  different  behaviors  [4].  It  is  also  worth 
considering that an attacker can try to compromise the IDS 
itself [5]. Thus, it is important for an IDS to be fault tolerant 
and/or able to detect problems in its own operation.

In general, the IDSs are composed of four components 
(sensors,  analyzers,  database  and  response  units)  and  are 
responsible for activities such as monitoring the users and 
systems activities, auditing systems configuration, accessing 
data  files,  recognizing  known  attacks,  identifying  odd 
activities,  auditing  data  manipulation,  tagging  normal 
activities,  error  correction  and  storing  information 
concerning invaders [6].

Agent systems are composed by a collection of software 
agents that are autonomous and directed to a goal, located in 
an organizational context to cooperate through adaptable and 
flexible  interactions  and  cognitive  mechanisms  to  achieve 
goals  that  could  not  be  achieved  by  a  single  agent  [7]. 
Mobile  agents  are  defined  as  processes  that  can  navigate 
through large networks interacting with machines, gathering 
information and returning after having carried out the tasks 
defined  by  the  user  [8].  The  agents  are  dynamically 
updatable, lightweight, have a specific operation and can be 
used as part of a flexible and dynamically configurable IDS 
[2].

III. PROBLEM CHARACTERIZATION

An IDS architecture  should be simple and effective  to 
provide security against different attacks. According to [9], it 
is  an  efficient  solution  to  defend  against  intrusions 
cooperatively. It is also important for the IDS to be able to 
perform  its  function  without  compromising  the  normal 
operation of the network [10]. The problem then consists in 
how  to  build  a  distributed  architecture  that  is  robust  to 
withstand attacks to  the very structure of  the IDS,  enable 
data  sharing  between  network  nodes  without  creating  an 
excessive  overhead  in  traffic  and  avoid  creating  potential 
bottlenecks.

In the case of a peer-to-peer (P2P) IDS, each host can 
send detection requests to others without the weakness of a 
central  controller.  However,  many  systems  like  this  only 
allow hosts on the network to get information from limited 
sources,  such  as  directly  connected  neighbors,  which  can 
lead to inaccurate decision-making, especially in the case of 
attacks on multiple hosts [11]. The most important feature of 
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these types of attacks is that the activity level of the attack in 
each of the hosts may not be large enough to raise an alarm 
for  the entire  network.  However,  if  a  distributed IDS can 
collect and analyze information from multiple hosts, it may 
be possible to recognize the attack.

One way to implement a distributed IDS is through the 
use  of  mobile  agents.  A  host  can  send  mobile  agents  to 
others in order to collect relevant information from multiple 
hosts  and  to  recognize  an  attack  on  multiple  hosts. 
According to [12] and [13], the advantages of mobile agent 
technology include: reducing the overhead of the network, 
overcoming the problem of delay in the network, executing 
asynchronously  and  autonomously,  fault  tolerance,  system 
scalability and operation in heterogeneous environments.

IV. RELATED WORK

The work presented in [11] showed a proposal for a P2P 
IDS  using  mobile  agents  to  achieve  a  lower  processing 
overhead  on  the  hosts,  reduce  the  risk  of  a  centralized 
architecture and get more accurate detections. The proposed 
architecture does not use ontologies and the direct  contact 
between  agents  is  the  only  way  to  exchange  information 
about intrusions.

The work presented in [14] proposed the use of semantic 
techniques  in  IDS,  using  ontologies  to  extract  semantic 
relations  between  intrusions  in  a  distributed  IDS.  When 
IDSagents detect  an attack or a suspicious condition, they 
send messages  to  the MasterAgent,  which can  extract  the 
semantic  relationships  using  the  ontology  and  decide 
whether the activity represents or not an attack. Implemented 
in a hierarchical architecture, the MasterAgent has shown to 
be a point of failure, because if an attacker could prevent its 
operation, intrusions wouldn’t be detected. The architecture 
is efficient in reducing the false positives and false negatives 
rates  and  has  been  implemented  using  Java  Agent 
Development Framework (JADE).

The work presented in [12] showed the proposal  for a 
distributed  IDS  using  mobile  agents  and  a  data  mining 
algorithm to classify network traffic behavior. It proposes the 
creation of signature detection agents and anomaly detection 
agents, the latter using data mining techniques. The article 
also proposed the creation of several classes of agents, in a 
detection structure similar to [11], with a different technique 
that classifies network connections according to the level of 
abnormality  found and also proposes  that,  when detecting 
new  attacks,  the  signatures  are  added  to  the  signature 
detection  agents.  The  architecture  does  not  rely  on  an 
ontology.  The  authors  used  the  JADE framework  to 
implement the proposed IDS.

The work in [15] showed the proposal for a distributed 
IDS that uses agents and ontology. However, the author had 
not  defined  the  internal  operation  of  the  agents,  did  not 
mentioned the use of mobile agents and proposed that the 
ontology  should  be  left  available  in  a  web  server,  which 
eventually  becomes  a  single  point  of  system failure.  The 
present  paper  shows  a  proposal  to  define  the  missing 
elements,  detail  the  internal  operation  of  the  agents  and, 
making  some  adjustments  and  changes,  to  implement  an 
architecture  that  uses  mobile  agents  very  similar  to  that 
proposed by the author.

V. PROPOSED ARCHITECTURE

This paper proposes a distributed architecture, based on 
the proposal found in [15] in which agents perform the task 
of  detection by communication  and  collaboration,  using a 
global  ontology.  The architecture  is  organized  as  a  multi-
agent  detection  system  which  consists  of  the  following 
classes  of  agents:  sensor,  analyzer,  manager,  ontology, 
actuator  and  global  ontology.  The  ontology  and  manager 
agents are mobile, while sensor, actuator and analyzer agents 
are fixed on network hosts and the global ontology agent is a 
fixed agent which is located on a single host.

The sensor agent captures raw network traffic, transforms 
it  into  a  pre-defined  format  and  lets  it  available  for  the 
analyzer.  This  one  will  analyze  the  data  and  apply  the 
detection rules. If an intrusion is confirmed or suspected, two 
cases are possible: in the first case, a malicious activity is 
confirmed and the analyzer agent calls an actuator agent to 
perform  the  necessary  actions;  in  the  second  case,  the 
activity is classified as suspicious. In this case, an ontology 
agent  can  invoke  a  sharing  of  global  ontology  data  by 
accessing information from the global ontology agent which, 
if  not  sufficient  for  the  analyzer  agent  to  decide  on 
suspicions,  will  make  it  call  a  manager  agent  which  will 
request information related to local suspicious activity from 
other analyzer agents located in other hosts of the IDS. The 
operation of the architecture can be seen in Figure 1.

The specification of an ontology separates the data model 
which defines the intrusion from the operation logic of the 
IDS, what allows different systems, with distinct operational 
logics,  to  share  data  with  no  previous  agreement  on 
semantics [14].

JADE  allows  the  creation  of  P2P  platforms  and  the 
implementation of mobile agents and is under the rules of the 
Lesser General Public License (LPGL). It is written in Java 
and offers a large amount of programming abstractions. The 
structure of the messages exchanged in the communication 
between  agents  is  based  on  the  Agent  Communication 
Language  (ACL)  defined  by  Foundation  for  Intelligent 
Physical Agents  (FIPA).

VI.  ARCHITECTURE IMPLEMENTATION

In order to observe the operation of the architecture, the 
proposed agents and ontology have been implemented using 
the JADE framework. In this section, the implementation of 
the agents and the ontology are described in details.

A. Sensor Agent Implementation

The sensor agent captures network traffic and saves it in 
a  file  in  the  following  format: the  Jpcap  [16]  method 
Packet.toString( ) is called and the result string is added to 
the date and time of the reception of the package, each line 
of the file representing a captured packet. Then it creates an 
analyzer  agent  using  the  JADE  command 
“createNewAgent”.

B. Analyzer Agent Implementation

The analyzer agent treats the captured packets one by one 
and  extracts  source  and  destination  addresses,  source  and 
destination ports (if any), date and time of capturing. It stores 
the  number  of  packets  of  a  type  (with  the  same  features 
except for  date and time) that have  been analyzed,  the  time 
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Figure 1. Agents interactions

interval  between  the  last  captured  packet  with  these 
characteristics  and if its  origin is considered suspicious of 
attacks.

When implementing the architecture to detect attacks, the 
following method [15] has been used: for each service, the 
number of captured packets in the network was counted and 
two pre-defined limits (Lmin e Lmax) were used to decide the 
traffic’s nature. If the observed number of packets was less 
than  Lmin then  it  is  normal  traffic,  in  this  case,  the  agent 
temporarily  stores  the  value.  Otherwise,  if  the  number 
exceeds Lmax then it is a malicious activity. The third case is 
when the number of packets is greater than Lmin and less than 
Lmax , in which case the traffic is judged as suspect (probably 
malicious).  Consequently,  further  analyzes  should  be 
performed, then it will be necessary collaboration with other 
agents for more information on the service.

The amount of time that a service has not been accessed 
until  it  is  noted  access  in  network  traffic,  has  also  been 
considered  as  a  source  of  information  for  deciding  about 
suspicious (a  simplified solution of  the proposed in [17]). 
The autor ignored in his analysis packages that are not IP 
protocol and outgoing traffic, in order to reduce the amount 
of false positives and increase processing speed. However, 
due to these considerations, some attacks went undetected.

Unlike [17], in the present implementation it has not been 
disregarded any packet or traffic, to make the system more 
generic and able to identify more types of attacks. Another 
difference is that it does not have a training period, executing 
classification of anomalies based only on the time interval. 
Thus,  if  a  service  goes without  being accessed  by a time 
interval greater than a specified value and be accessed, the 
access is considered suspicious. However, this criterion only 
classifies  as  anomalies  or  normal  traffic,  not  directly 

identifying intrusions. This identification is performed by the 
distributed system, by interactions between agents, which, as 
it uses several sources of information, is expected to reduce 
the false positive rates.

In case of detecting a number of packets exceeding Lmax, 
the  analyzer  agent  creates  an  actuator  agent,  passing  as 
arguments the characteristics of the packets that led to the 
detection.  After  creating  the  actuator  agent,  an  ontology 
agent  is  created,  being  passed  as  arguments  its  purpose 
(“inclusion”), which is to include an attack in the ontology, 
as well as the information passed to create the actuator agent.

In case of detecting a number of packets greater than Lmin 

and less than Lmax , or detecting a time interval of capturing 
packets  of  the  same  type  higher  than  the  one  set  for 
generating  suspicious,  the  analyzer  agent  marks  the 
representation of such as suspicious packets and creates an 
ontology  agent,  passing  as  an  argument  its  purpose 
(“query”),  which  is  to  query  the  global  ontology,  as  well 
suspicious packets characteristics. 

After analyzing each packet, the analyzer agent checks if 
it has received a message. Upon receiving a message from a 
native  ontology  agent  stating  that  it  was  not  possible  to 
confirm  a  suspicion,  it  extracts  the  characteristics  of  the 
suspicion and uses them as parameters to create a manager 
agent.  Upon  receiving  a  message  from a  native  ontology 
agent stating that a suspicion was confirmed, it extracts the 
characteristics  and  uses  them  as  parameters  to  create  an 
actuator agent. Upon receiving a message from a manager 
agent generated in another host to check the suspects list, it 
extracts the suspect’s characteristics and compares them with 
its internal  information, verifying if the information in the 
message corresponds to a packet coming from a host it also 
considers as suspected of generating attacks. If the suspicion 
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is confirmed, it creates a response message with the content 
“intrusion  occurred”.  If  it  is  not  possible  to  confirm  the 
suspicion,  it  creates  a  response  message  with  the  content 
“not  detected”.  Upon  receiving  a  message  from  a  native 
manager  agent  stating that  it  was not  possible to  confirm 
certain suspicion with the others system hosts, it considers 
that  it  is  not  happening  an  intrusion.  Upon  receiving  a 
message from a native manager agent stating that a suspicion 
was confirmed, it extracts the protocol, addresses and ports 
and creates an actuator agent, passing them as parameters. 
Then,  an  ontology  agent  is  created,  being  passed  as 
arguments its purpose (“inclusion”) which is to include an 
attack in the ontology, as well as the information passed to 
create the actuator agent.

C. Ontology Agent Implementation

An  ontology  agent  moves  to  the  main  container  by 
calling  the  JADE  command  “doMove()”  and  checks  the 
arguments passed in its creation. If the purpose is “query” 
the agent’s goal is to query the global ontology to verify if a 
suspected  intrusion corresponds  to  one  stored  in  it.  If  the 
purpose  is  “intrusion”  the  agent’s  goal  is  to  include  the 
confirmed intrusion in the global ontology. It sends an ACL 
message to the global ontology agent, whose content is an 
instance of “suspicion” that consists of two instances of the 
“host” class (attacker and target) that identify the protocols 
and network addresses, and two strings that identify the ports 
numbers. Both hosts and ports match the arguments of the 
creation of the ontology agent. The message is written in the 
detection system defined ontology language. Classes “host” 
and  “suspicion”  correspond  to  statements  of  the  global 
ontology. If the agent’s purpose is querying, the message’s 
performative is QUERY_IF, if it is to include an intrusion, 
the performative is INFORM.

If the message is sent to query, the ontology agent waits 
for the response message and when receives it, checks if it 
confirmed the suspicion or not. Then it migrates back to its 
native host, calling the command doMove( ) and creates an 
ACL message  to  the  native  analyzer  agent.  The  message 
content is filled with the same parameters used to create the 
ontology agent, the performative varying to REQUEST if it 
confirmed an intrusion (because requests that  the analyzer 
agent creates an actuator agent to generate an alarm) or to 
PROPOSE if it has not confirmed the suspicion (as proposes 
that the analyzer agent creates an manager agent to check the 
suspicion in other hosts).

D. Manager Agent Implementation

A manager agent sends a request to get informed about 
all active containers, creating a list. Thus, it uses the JADE 
command doMove( ) to move container by container. When 
migrating to a new host,  it  sends an ACL message to the 
local  analyzer  agent  informing  the  characteristics  of  the 
suspicion  that  was  passed  as  an  argument  in  its  creation, 
asking if it is present in its list of suspects. If the answer to 
the  message  is  that  the  suspicion  was  not  confirmed,  it 
migrates to the next host of the list. If the answer is that the 
suspicion was confirmed, or it has traveled to all hosts on the 
list, it migrates back to its native container. If the intrusion is 
confirmed, it creates an ACL message for the analyzer agent, 
passing  information  about  the  protocol,  source  and 
destination  addresses  and  ports  which  were  considered  as 

intrusion.  Using this  information,  the  local  analyzer  agent 
creates  an  actuator  agent  to  generate  the  corresponding 
alarm. If the intrusion is not confirmed, it creates an ACL 
message to inform the local analyzer agent that it was not 
possible to confirm the suspicion.

E. Actuator Agent Implementation

The actuator agent extracts the information that has been 
passed in its creation and adds information regarding the date 
and  time  of  when  the  alert  is  generated,  saving  this 
information in a file.

F. Global Ontology Agent Implementation

The global ontology agent is responsible for maintaining 
the  information  saved  in  the  ontology  and  only  receives 
messages written in the ontology language defined for the 
detection system. Upon receiving a message, it  verifies its 
performative. If it is a message of type QUERY_IF, it is a 
message asking to perform a query on ontology information. 
It  checks  if  the  attacker’s  address  shown  in  the  query 
matches an source address in the ontology. After checking, it 
creates  an  ACL  response  message  of  type  INFORM  to 
inform if  the  detection  was  confirmed  or  not.  As  it  only 
checks  the attacker’s  address  when querying  the  ontology 
knowledge,  the  global  ontology  agent  is  using  the  global 
ontology  (in  laboratory  tests)  as  a  way  to  represent 
knowledge about the attackers. If a message received by the 
global ontology agent is of the type INFORM, its content is a 
proposed information to be added in the ontology.

G. Detection Ontology Implementation

To  define  the  detection  ontology  it  was  necessary  to 
extend  the  JADE  Ontology  class.  The  vocabulary  is 
composed of fifteen strings that represent elements and may 
be used to represent entities of knowledge that the ontology 
is  intended  to  describe.  The  terms  that  comprise  the 
vocabulary of the ontology are:

• HOST that defines network hosts;
• HOST_ADD that defines a host’s address;
• HOST_TYPE_ADD that defines the protocol of the 

previous term;
• SUSPICION  that  defines  the  characteristics  of  a 

network stream considered as suspect of being an 
intrusion;

• SUSPICION_ATTACKER that represents the host 
suspected of being an attacker;

• SUSPICION_ATTACKER_PORT;
• SUSPICION_TARGET;
• SUSPICION_TARGET_PORT;
• SUSPICION_NUM_PACKETS that represents the 

amount of packets that  were detected accessing a 
particular service and that generated the suspected 
intrusion;

• SUSPICION_INTERVAL that represents the time 
interval that a service has not being accessed;

• INTRUSION that represents an intrusion;
• INTRUSION_TARGET;
• INTRUSION_TARGET_PORT;
• INTRUSION_ATTACKER;
• INTRUSION_ATTACKER_PORT.
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After defining the vocabulary, it was necessary to define 
the schemas that represent the concepts, predicates and agent 
actions. In the detection ontology, we defined schemas for 
the  concept  HOST,  the  predicate  SUSPICION  and  agent 
action INTRUSION. Each added scheme is associated with a 
Java  class,  so  that,  when  using  the  defined  ontology, 
expressions indicating the terms need to be instances of these 
classes.

The concept HOST was associated with the class Host, as 
well  as  to  primitive  schemas  HOST_ADD  and 
HOST_TYPE_ADD, both of type BasicOntology.STRING. 
These  associations  imply  that  information  passed  to  the 
ontology to represent a host must be an instance of Host, that 
implements  the  class  Concept  and  has  as  attributes  the 
strings Add and TypeAdd and the methods needed to access 
and assign values to them.

The  predicate  SUSPICION  was  associated  with  class 
Suspicion,  as  well  as  to  concept  schemas  SUSPICION_ 
ATTACKER  and  SUSPICION_TARGET,  both  of  type 
HOST;  primitive  schemes  SUSPICION_ATTACKER_ 
PORT  and  SUSPICION_TARGET_  PORT,  both  of  type 
BasicOntology.STRING;  and  primitive  schemes 
SUSPICION_NUM_PACKETS  and  SUSPICION_ 
INTERVAL, both of type BasicOntology.INTEGER. These 
associations imply that information passed to the ontology to 
represent  a  suspicion  must  be  an  instance  of  Suspicion, 
which implements the class Predicate and has as attributes 
the Hosts  Attacker and Target, the strings AttackerPort and 
TargetPort, the integers (long)  NumPacotes and  Interval as 
well as methods needed to access and assign values to them.

The agent  action INTRUSION was associated  to class 
Intrusion,  to  the  concept  schemes  INTRUSION_TARGET 
and INTRUSION_ATTACKER, both of type HOST and to 
primitive  schemas  INTRUSION_TARGET_PORT  and 
INTRUSION_ATTACKER_PORT,  both  of  BasicOnto-
logy.STRING  type.  These  associations  imply  that 
information passed to the ontology representing an intrusion 
should be an instance of the class Intrusion that implements 
the class AgentAction and has as attributes Hosts Target and 
Attacker, strings  AttackerPort and  TargetPort and methods 
needed to access and assign values to them.

VII. TESTS AND RESULTS

To evaluate  the solution,  a  test  lab  was  prepared.  To 
perform attacks it was used Low Orbit Ion Cannon (LOIC), 
that performs simple denial of service attacks by sending a 
sequence of TCP or UDP requests to a target machine. The 
attacks initiate multiple connections to the same target host 
and  continuously  send  a  predefined  string.  The  group 
Anonymous used LOIC to carry out attacks on several sites 
in recent years [18].

The hosts that took part in IDS will be called A, B and C. 
In the tests, C acted as main container (the container hosting 
global ontology). Attacks were carried out on the three hosts 
to see if they could identify the attacks, how the attacks were 
being detected, and false positives generated by the system. 
The  objective  of  the  tests  was  to  determine  whether  the 
proposed architecture could be used in an IDS, although the 
detection  criteria  used  were  quite  simple,  which  do  not 
reflect the reality of the commercial systems currently used. 
As discussed earlier, the fact that the global ontology agent is 

located in a specific network node makes this node a weak 
point  of  the architecture,  however,  as  seen in [19],  JADE 
allows  the  main  container  to  be  replicated  a  few  times 
creating redundant containers that take the main-container’s 
place if it becomes unavailable.

There have been performed a total of eight sequences of 
attacks, in which LOIC was set to flood the target with TCP 
packets in the first four sequences and UDP packets in the 
last four. Table 1 summarizes the results.

A. First, Second, Third and Fourth Attack Sequences

In  the  first  sequence,  attacks  with  TCP  packets  were 
performed  with an amount  of  packages  that  exceeded  the 
Lmin but not exceeded the Lmax of the analyzer agents. Hosts 
A, B and C were attacked in that order. At the end of the 
attacks, the following results were obtained: A did not detect 
any attack, B detected the attack by means of its manager 
agents and C detected the attack through its ontology agents. 
These detections happened according to expectations, since 
the first  host  attacked (A) has  detected suspicious activity 
and  called  its  ontology  agents,  which  resulted  in  no 
conclusion  because  there  was  no  information  about  this 
attack in the ontology. Thus the manager agent was called, 
migrated to B and C and also found no information about the 
attack. Unable to conclude anything about the suspicious, it 
did not detect the attack. B has detected suspicious activity, 
called an ontology agent (which also resulted in no useful 
information)  and  then  called  a  manager  agent  that,  when 
migrating to A, received information that the attacker was 
already considered as a suspect, confirming an attack, calling 
the  actuator  agent  that  generated  an  alert.  After  that,  the 
analyzer agent called an ontology agent to add information 
about  the  attacker  to  the  global  ontology.  Host  C,  when 
detected suspicious activity, called an ontology agent, that, 
by consulting the global ontology, confirmed the suspicion 
of attack and called an actuator agent to generate the alarm.

In the second sequence, attacks were carried out in the 
same way as at the first, but at the end of the sequence it was 
performed another attack on A, flooding it with a number of 
packages exceeding the limit  Lmax.  Once again,  the results 
were exactly as expected: B and C generated alarms similar 
to those of previous sequence and host A has generated two 
alarms, both due to the detection of packets in excess of the 
Lmax limit, an alarm with source on the attacker and an alarm 
with source  on A,  which  corresponds  to  the responses  of 
requests from the attacker.

In the third sequence, the attack to A was performed with 
an amount of packets which exceeded Lmax, while attacks to 
B and C were  performed  with an  amount  of  packets  that 
exceeded Lmin but did not exceeded Lmax. At the end of the 
attacks, A generated two detections when its analyzer agent 
detected a number of packages exceeding Lmax coming from 
the attacker and the generated responses to these requests. B 
and  C detected  the  attacks  through their  ontology agents. 
Once A was attacked first, it has detected the attack, and its 
actuator agent has called an ontology agent to include the 
attacker  in  the  global  ontology.  B  and  C,  when  detected 
suspicious activity, called ontology agents, that by consulting 
the  global  ontology,  confirmed  the  suspicions  and  called 
actuator agents to generate alarms.

The fourth attack sequence was performed similarly to 
the first,  but in this one  it was waited,  before  initiating  the
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TABLE I. TESTS RESULTS

Attack sequence 1 2 3 4 5 6 7 8

Host A
correct detections 0 2 2 2 0 1 1 1
false positives 0 0 0 12 0 0 0 6

Host B
correct detections 1 1 1 2 1 1 1 1
false positives 0 0 0 13 0 0 0 9

Host C
correct detections 1 1 1 1 1 1 1 1
false positives 0 0 0 10 0 0 0 8

attacks, a period of time greater than the interval set in the 
detection system from which the captured packages are to 
generate suspicious.  Host A generated fourteen alerts:  two 
from  the  packets  coming  from  the  attacker  and  their 
responses and twelve false alerts. Host B generated fifteen 
alerts, two from the packets coming from the attacker and the 
responses and thirteen false alerts. Host C generated eleven 
alerts,  an alert  from the packets coming from the attacker 
machine and ten false alerts.

B. Fifth, Sixth, Seventh and Eighth Sequences

Sequences five, six, seven and eight were performed in 
the same way as numbers one, two, three and four, but the 
LOIC program has been set to flood the targets with UDP 
packets. Sequence number five obtained the same results as 
number  one.  Sequences  number  six  and  seven  obtained 
similar  results  to  sequences  two  and  three,  but  host  A 
generated only one alert, concerning the detection of packets 
from the attacker machine in an amount that exceeded Lmax. 
In  the  eighth sequence,  host  A generated  seven  alerts,  an 
alert for the packets coming from the attacker and six false 
alerts.  Host B generated ten warnings,  one concerning the 
packets coming from the attacker and nine false alerts. Host 
C  generated  nine  alerts,  an  alert  concerning  the  packets 
coming from the attacker and eight false alerts.

VIII. CONCLUSION AND FUTURE WORK

The  results  of  the  laboratory  tests  confirmed  that  the 
proposed  architecture  can  be  used  in  intrusion  detection 
processes. All the attacks have been identified by the system, 
and many have been identified by all  hosts  attacked.  The 
detection  method that  considers  as  decision parameter  the 
time interval the service has not been accessed showed to be 
able to detect  attacks,  however,  led to the generation of a 
large number of false positives.

As opportunities for future work, it could be identified: 
the deployment of a more complex detection, with smarter 
agents,  using  statistical  anomalies  detection  identified  by 
managers  agents  and  enabling  the  creation  of  attack 
signatures, which would be stored in the ontology alongside 
signatures already known; the development of more complex 
detection ontology, with more parameters to characterize the 
attacks; the study of the impact of the use of the proposed 
architecture in network traffic; and the implementation and 
testing of the architecture with a redundant and fault-tolerant 
main container.
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Abstract—  In  Cameroon,  especially  in  some  rural  areas, 
weather forecasting is essential for the everyday activities of 
the population. Since mobile phones are being extensively used 
in those areas,  the population should be able to acquire the 
appropriate  weather  information  through  such  devices. 
However, most rural populations, such as the Tupuri (Tpuri), 
use  native  terms to  refer  to  the  weather  conditions,  mainly 
based  on  calendar  references.  Our  paper  aims  to  combine 
international  weather  forecast  with  the  local  weather 
description  of  rural  populations  in  Cameroon,  enabling  the 
locals  to  have  fast  access  such  information  evolving  their 
everyday activities. We propose an API framework, for mobile 
development,  to  extract  and present  combined and localised 
weather  forecast,  showcasing  the  Tpuri  population  of 
Cameroon. 

Keywords-Mobile  API;  hybrid  application  development;  
weather  forecast;  weather  localisation;  Cameroon;  Tupuri;  
Tpuri

I.  INTRODUCTION

In our era, climate conditions are changing, making the 
weather  forecast  an  increasingly  challenging  process. 
Disasters  can  be  prevented,  livestock productivity  can  be 
increased,  and  populations  can  be  prepared  for  adverse 
weather conditions, when a forecast is available. Nowadays, 
especially with the evolution of the Internet,  local weather 
forecasts  are  widely available  through websites  that  either 
present  related  information,  or  provide  with  widgets  and 
APIs  to  retrieve  the  forecasts  from other  sources.  At  the 
same time, with the development of mobile communications, 
the users  can receive,  at  any time and anywhere,  weather 
forecasts on their devices.

Considering the popularity the Internet  and the mobile 
communications have gained the last years, we can assume 
that  most  of  the  population  worldwide  have  access  to 
weather forecasts. However, there are populations, especially 
in rural areas, that have limited access to such information, 
fact  that  limits  their  ability  to  adjust  their  activities  and 
protect their lives. One such rural population is the Tupuri 
(Tpuri), which lives in some areas of Cameroon and Chad. 
The Tpuri have their own local languages and use their own 
symbols  and  rules,  to  communicate  and  perform  their 
everyday activities. They also use this language for weather 
prediction.  Although being  mostly  a  rural  population,  the 
Cameroonian  Tpuri  have  developed  the  communication 

through mobile phones and their mobile network consists a 
medium that may support the improvement of their everyday 
activities. 

In this paper,  we focus on combining the international 
weather forecasts with the local weather description of the 
Tpuri population in Cameroon. In order to do so, we suggest 
an  API,  for  mobile  development,  which  receives  local 
weather forecasts from international resources and presents 
the  information  adjusted  to  the  Tpuri  native  weather 
reference. 

The  sections  of  this  paper  are  divided  as  follows.  In 
Section  2,  we  describe  the  current  situation  of  weather 
prediction  and  mobile  communications  in  Cameroon.  In 
Section  3,  we  give  details  on  the  method  that  the  Tpuri 
people  use  for  weather  references.  Section  4  includes  a 
description of the selected weather forecast API that we use 
for our approach. In Section, 5 we present our API solution, 
giving details on the system architecture and the technology. 
Finally, in Section 6, we discuss our approach and conclude 
with our intended future work on the topic.

II.  WEATHER PREDICTION AND MOBILE 
COMMUNICATION IN CAMEROON

Weather forecasts are of a great importance especially for 
rural  populations.  However,  having  access  to  accurate 
weather  forecasts  is  not  easy  for  the  populations  in 
Cameroon. The Cercle de Concertation de la Société civile  
Partenaire du MINFOF/MINEP (Dialog Group of the Civil 
Society  Partner  of  Ministry  of  Forestry  and  Wildlife,  and 
Ministry of  Environment  and  Protection  of  Nature) 
diagnosed the case of meteorological data in Cameroon. The 
report  published in February 2012 [16] stipulates that out of 
the 58 existing weather stations in Cameroon, only 3 operate. 
The deteriorated infrastructure is not the only challenge. The 
lack of technical personnel makes the situation worse. The 
same report  declared  that  out  of  the  59  meteorologists  in 
Cameroon (in 2010), 9 went to retirement during 2011 and 
15 others will retire between 2012 and 2015. 

In Cameroon,  the meteorological  services  are managed 
by  the  National  Meteorological  Service  (NMS)  of 
Cameroon, which is under the supervision of the Ministry of 
Transport.  The  tasks  assigned  to  this  service  are,  among 
others, the gathering of climate information, the composition 
of  weather  forecasts,  the  dissemination  of  meteorological 
information etc. Except for the air transport, for which the 
weather  data are essential,  no more data are available,  for 
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example,  for  planning  the  agricultural  activities.  Indeed, 
many  Cameroonian  (e.g.  farmers)  face  the  challenge  of 
accessing understandable weather data, because they rely on 
traditional weather knowledge and, if any, on some forecasts 
from worldwide weather systems. Providing, as possible, a 
more accurate weather forecast, requires the collection and 
analysis of a large amount of data. Hence, the data should be 
collected over the years in order to generate accurate weather 
forecasts.

In Cameroon, as in many Sub-Saharan countries, extreme 
weather and climate events have often various consequences 
[12], which include loss of lives and livelihoods, damage to 
infrastructure,  increased  risk of  disease  outbreaks,  lack  of 
food/water/pasture,  mass  migration,  degradation  of  the 
environment, retardation of socio-economic growth, etc. 

For example, in August 2012 [9], in the far north region 
of Cameroon, a sudden flood caused various disasters and 
victims. Crops were destroyed,  cattle  disappeared,  citizens 
were forced to leave the flooding areas and people perished 
under the massive inundations. This disaster might have been 
prevented, or hindered, if a weather forecaster was available 
to  dispatch  information  and  warn  the  population  in  the 
affected areas. Furthermore, if traditional weather knowledge 
was  used  systematically,  the  population  might  have  been 
helped to predict and prevent, or at least limit risk related to 
extreme weather conditions. 

If  we  consider  the  impact  of  the  livestock  sector  in 
Cameroon, the gross domestic product (GDP) in this sector, 
in 2005, was estimated at 132.8 billion FCFA francs per year 
(10.36% of GDP) in the primary sector, which corresponds 
to 2.1% of the national GDP. This sector provides income 
for  about  30%  of  the  rural  population  (80%  of  the 
Cameroonian population lives in rural  areas).  In 2009, the 
agricultural sector was estimated for approximately 75.6% of 
the primary sector with 68.8% for subsistence farming and 
6.8% for export crops [17]. As temperature and precipitation 
are important to agriculture, unexpected weather and climate 
changes have direct impacts on the livestock productivity. 

However,  the  NMS of  Cameroon  is  poor.  It  does  not 
provide dynamic data accessible to the users via the  Internet, 
or other medium, like radio or TV, but instead, only static 
and out of date information on its website. This lack is also 
followed  by  the  lack  of  related  APIs  for  data  exchange, 
which  could  at  least  enable  the  acquisition  of  weather 
forecast information from other resources. 

On  the  other  hand,  in  Cameroon,  the  mobile  phone 
market has potential for the development of diversified areas. 
In fact, a lot of effort has been done to improve the mobile 
network, making it the most reliable communication network 
in  Cameroon.  The  situation  is  the  same  for  many  Sub-
Saharan countries as well [4]. Mobile operators, which are 
CAMTEL,  MTN  and  ORANGE,  have  invested  in 
infrastructural mobile facilities throughout the territory. The 
mobile  network  covers  over  the  80%  of  the  land  area. 
According  to  the  Telecommunications  Regulatory  Board 
(TRB) [6], the structure for regulating telecommunications in 
Cameroon, mobile phone subscribers increased from 0.66% 
(103279  subscribers)  to  44.07%  (9,6  million  subscribers 
whereas  6,27%  CAMTEL,  50,72%  MTN  and  43,01% 
ORANGE) from 2000 to 2010. In July 2012, the first Mobile 
Virtual Network Operator (MVNO) in Cameroon and also in 

Sub-Saharan  countries,  called  Set’mobile,  has  started  its 
activities  with  an  offer  for  50,000  subscribers.  Thus,  we 
identify  a  great  potential  for  development  in  the  field. 
Especially  important  is  the  development  of  tailored 
applications that aim to support the particular activities of the 
Cameroonian  population  and  those  of  other  Sub-Saharan 
countries.

Having  considered  the  current  situation  of  mobile 
infrastructure and the need for weather prediction in the rural 
regions of Cameroon, we were further motivated to suggest a 
model that combines both fields, and gives an important tool 
for the indigenous populations. 

III. NATIVE WEATHER FORECAST TECHNIQUES

Tpuri  is  one  of  the,  around,  250  tribes  existing  in 
Cameroon. They live in the northern part of Cameroon and 
southern  part  of  Chad,  and  extend  on  both  sides  of  the 
borders  between  the  two  countries.  The  latitude  and 
longitude of  the area  where the Tpuri  live (Tpuriland), in 
Cameroon, is 10° north and 15° east.  The majority of the 
population lives in rural areas, therefore have agriculture as 
their main activity to make their living. In this region, the 
agricultural  activity  encompasses  crops  such  as  millet  / 
sorghum, peanuts,  onions,  beans and rice.  The farming of 
such crops is highly sensitive to climate changes (drought, 
flood,  etc.).  Therefore,  weather  prediction  is  of  high 
importance for those populations.

In order to predict the climate changes and give details 
on the weather conditions, the Tpuri folk rely on indigenous 
weather knowledge, which is oral and descriptive. In general, 
the terminology for weather and climate uses words such as 
dry, wind, rain, humidity, tornadoes etc. Also, the Tpuri rely 
on such words to describe the weather and climate changes. 
In  order  to  understand  the  way  this  folk  describes  the 
weather,  we shall  consider  their  calendar  description.  The 
Tpuri's calendar is seasonal, therefore, it is based on the local 
sequence of natural and agricultural events. Referring to the 
Gregorian calendar, for the Tpuri folk, the new year starts in 
October. Table I, below, indicates the months in English, as 
those referred to the  Tpuri language [14]. In this table,  few 
means “month” or “moon”. For example,  few burgi means 
“month of dust”.

TABLE I. MONTH CORRESPONDENCE OF TPURI AND ENGLISH

few 
kage

few duugi few 
baare

few 
daa

few 
darge

few 
ka'arang

Oct. Nov. Dec. Jan. Feb. March

few 
mene

few burgi few baa few 
yaale

few  jon fen 
sõore wa

few waŋ

April May June July August Sept.

Table II provides the meaning of each month, and some 
related  seasonal  activities.  Furthermore,  classified  as  an 
event  calendar,  the  table  shows the  association  of  natural 
phenomena, including meteorological events to each month, 
and the temperatures, which are described orally according 
to each  few. The Tpuri only describe the way they feel the 
weather,  i.e.  the  sensation of  the  temperature,  but  not  the 
degrees. They do not use a unit to measure the temperature. 
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TABLE II. CALENDER OF ACTIVITIES ADAPTED FROM [14]

few explanation
meteorological  

events
reference

ancoo

months of cold 
season, harvest 
season: peanuts, 

peas potatoes

cold
October to 
November

ceere moon of cool cold, very cold
December  to 

January

hissi period of high heat dry, hot, sun
February to 

March

burgi moon of dust
light to heavy 

wind, dust
April

jo’ge, 
kabge,  
mulum

months of sowing, 
begin for rainy 

season
light rain May

baa, yaale
moon of rain / rainy 

season
rain, humidity June to July

gumugi,  
musgware

people are weak and 
easily catch diseases 

/ outbreak of 
diseases due to 

heavy rain

heavy rain, 
humidity

July to August

hoole 
gara

red millet harvested 
at the end of rainy 

season
rain, humidity

August to 
September

twale
months when the 

sun burns

light rain, sun, 
very hot and 

humid

September to 
October

In this table, ceere, which means “cold”, is the period in 
which temperatures range between 15° and 20° C, and hissi, 
which means “hot”,  is  the period when temperatures  start 
from 40° C. Consequently, the table builds data records that 
use,  for  example,  month  or  temperature,  as  reference,  to 
match the traditional weather description with those from the 
existing weather systems. In our API suggested solution, we 
will use these records, in a database, to describe the weather 
and climate as the indigenous populations in Cameroon do. 
But, let us first see what the existing weather APIs provide.

IV. WEATHER FORECAST APIS

Various weather APIs are available online. Mostly, they 
use  the  Representational  State  Transfer  (REST),  which 
leverage  the  HTTP  protocol  to  provide  weather  data,  in 
JSON or XML format, to other related systems. 

In this paper, we use the API provided by World Weather 
Online [8] (WWO) to showcase our approach. We chose this 
API only as an example, due to the features it provides, and 
the detailed weather information for the area of our study, 
namely  the  Tpuriland.  The  provided  features  are  free  of 
charge (for personal and commercial use), therefore suitable 
for prototyping.  

The  WWO  API  provides,  for  a  chosen  area,  current 
weather information, as well as for the next 10 days, and the 
past,  up  to  the  1st July  2008.  Some  of  the  information 
available through this API, is the date/time of the observed 
weather  conditions,  the  temperature,  element  description 
(such  as  precipitation,  humidity,  wind speed/direction  and 
atmospheric pressure) and weather description with text and 
images.

To  retrieve  information  using  WWO  API,  developers 
shall  build  simple  HTTP  requests,  including  specific 

keyword variables that refer to specific requested weather, 
location  or  data/time  attributes.  Such  attributes  are  city 
(filtered  by  country),  town  name  (filtered  by  country), 
latitude and longitude, or IP address. Furthermore, they shall 
specify the API key (which specifies the licence for its use), 
the format  (XML, JSON or CSV) for  the results,  and the 
number  of  the  days  for  the  forecast.   The  country  is  an 
optional value. 

An example of an HTTP request, for the region of Kolara 
in  Cameroon,  where  the  Tpuri  population  lives, looks  as 
follows:

http://free.worldweatheronline.com/feed/weather.ashx
?key=xxxxxxxxxxxxxxxxx
&q= 10.272019,14.650269
&date=2013-02-14&format=json
For the aforementioned query, a portion of the result in 

JSON format  for  the 14th February 2013, would look like 
this:

{
   "data": {
      "current_condition": [
         {
            "cloudcover": "0",
            "humidity": "6",
            "observation_time": "12:19 PM",
            "precipMM": "0.0",
            "pressure": "1006",
            "temp_C": "38",
            "temp_F": "100",
            "visibility": "10",
            "weatherCode": "113",
            "weatherDesc": [
               {
                  "value": "Sunny"
               }
            ],
            ....
         }
      ],
      "request": [
         {
            "query": "Kolara, Cameroon",
            "type": "City"
         }
      ],
      "weather": [
         {
            "date": "2013-02-14",
            "precipMM": "0.0",
            "tempMaxC": "39",
            "tempMaxF": "102",
            "tempMinC": "24",
            "tempMinF": "74",
            "weatherCode": "113",
   ....     
            ]
     }
}
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The following figure depicts a screenshot of a weather 
forecast,  requested  with the aforementioned  query,  for  the 
Kolara region,  as represented in the website of the API.

Figure 1. Weather Forecast for Kolara in Tpuriland (14th February 2013)

V. API SOLUTION FOR COMBINED WEATHER FORECAST

Based on  the  weather  forecast  that  the  World  Weather 
Online  API  provides,  we  suggest  an  API  model  that 
combines  those  data  with  the  traditional  and  indigenous 
climate  knowledge  that  the  Tpuri  use,  for  local  weather 
reference. In our solution, we receive the weather forecast 
from the selected API, we match the information with the 
information the Tpuri use to describe the weather conditions, 
based on the aforementioned calendar, and we then extract 
combined data.

In the next section, we explain the system architecture for 
the  model.  We  also  give  details  for  the  technology  to 
implement the model, as well as the way this can be used 
later as a mobile application.

A. System Architecture

As  already  mentioned  in  Section  3,  the  selected  API 
offers the forecast data in three formats, namely XML, JSON 
and CSV. Our model,  we choose to explain the approach 
using the provided JSON format, due to the tools we suggest 
for the implementation. 

The following figure gives  an overview of the system 
architecture.

Figure 2. API System Architecture

As the figure shows, the model consists of the following 
parts:

World Weather Online Data
This  part  consists  of  data  derived  from  the  World 

Weather  Online  API.  The  data  are  being  retrieved  upon 
demand,  for  specific  date,  in  JSON format,  when Internet 
connection is available.

Indigenous Weather Data (IWD)
Those data are stored in a database. They  reflect, in our 

case, to the descriptive terms that the Tpuri use for weather 
reference.  Those data are being extracted  in JSON format 
through  a  related  API.  The  extraction  does  not  require 
Internet connection.

View Generator
This part is an API that matches the weather forecast data 

with the Tpuri descriptive data. The view generator receives 
the JSON input from the aforementioned APIs, and produces 
a  combined  JSON file.  The weather  forecast  data  include 
date details that are being matched with the month reference 
details  in  the  descriptive  data.  The  data  process  is  being 
performed offline.

Views
The views are representations of the result that the view 

generator produces. The view generator extracts a JSON file 
with the combined weather  forecast.  This file can be then 
used by a mobile application to print the results in several  
formats, namely the views.

Since  the  proposed  model  uses  an  Internet  connection 
and  a  web-based  API,  it  is  suitable  for  a  hybrid  mobile 
application. Concerning the bandwidth in the area where the 
Tpuri live, the download speed goes up to around 0.36 Mbps, 
and it is sufficient for downloading the appropriate weather 
information. Once the hybrid app has been installed on the 
user's  mobile  device,  the  typical  weather  synchronisation 
process would look like this: 

1. The user goes online, when Internet connection is 
available. 

2. Data  in  JSON  format  are  downloaded  from  the 
WWO via the respective API.

3. Indigenous  data,  in  JSON  format,  are  extracted 
from the IWD via the API.

4. Data from WWO and IWD are combined in JSON 
output.

5. The JSON format is used from the hybrid app to 
present the weather forecast in several views with 
different images, symbols, text, etc..

B. Technology

Here we suggest an implementation approach, describing 
which technologies may be used to implement an app that 
makes use of our API framework.

While  native  apps  are  implemented  in  a  high 
programming language (Java or  Objective-C etc.),   hybrid 
apps are basically  Web applications specifically  optimised 
for  use  on  mobile  devices.  Hybrid  apps  provide  a  good 

World  Weather 
Online Data

Indigenous  
Weather Data

View Generator 
(Software Layer)

View 2
(images, 
colours, text, 
images, audio/ 
video)

APIsAPIs

View 1
(images, 
colours, text, 
images, audio / 
video)

View n
(images, 
colours, text, 
images, audio / 
video)
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compromise between native and Web apps to build platform-
independent apps. They are Web apps packed as native apps, 
creating , therefore, a combination of the important features 
of the native approach and those of the Web. 

To  implement  an  app  with  the  aforementioned 
conceptual approach, we rely on hybrid mobile development 
using HTML5 and technologies that pertain to it. 

Related  to  the  HTML5  technologies,  some   software 
developers  of  the  World  Wide  Web  insist  that  these 
technologies are revolutionising the Web and its use [1][2]. 
In  fact,  HTML5 offers  new possibilities  to  develop  Web 
apps  that,  although running  offline,  can process  persistent 
data locally,  using Web SQL Database and data in JSON 
format, through the JQuery library. In order to implement the 
to implement the conceptual approach, the tool PhoneGap is 
suitable. PhoneGap [18] is an open source tool that provides 
a  simple  and  lightweight  way  for  packing  Web  apps,  to 
operate  as  native  apps,  for  diverse  mobile  platforms.  It 
implements  a  full  access  to  device  APIs,  such  as 
accelerometer, camera, geolocation, network, alert etc.

This entire approach uses flexible and easy-to-use, web 
and mobile based technologies, which, by providing weather 
forecasts,  improve  the  efficient  use  of   Internet  through 
mobile  devices,  in  Sub-Saharan  countries  like  Cameroon, 
where the Internet connection is still slow and unreliable.

VI. CONCLUSION

In  this  paper,  we  provided  a  model  for  combining 
international  weather  forecast  with  traditional  weather 
reference information. We consider this model as a threefold. 
One of the main benefits of this model is that it supports the 
preservation  of  the  traditional  knowledge of  Tpuri,  which 
passes  orally  from  one  generation  to  the  next,  and  it  is 
threatened  with  extinction.  The  model  also  allows  the 
integration  of  both  indigenous  knowledge  and  knowledge 
from  well  established  systems,  introducing  mobile 
technologies  and supporting the development in this field. 
Moreover,  it  provides  useful  and  region-adjusted  weather 
forecast information, assisting the local populations in their 
everyday activities.  The model considers  the instability of 
Internet  connection,  in  most  areas  in  countries  like 
Cameroon (by  performing offline,  with stored  data,  when 
necessary),  and  exploits  the  benefits  of  mobile 
communications for supporting the locals. 

Since  most  of  the  Sub-Saharan  countries,  such  as 
Cameroon, bear  similar cultural  characteristics,  we believe 
that this solution could be adjusted to other populations, and 
help to the further development of mobile communications 
further,  for  improving  the  quality  of  life.  Therefore,  we 
intend  to  continue  the  research  on  this  field  in  order  to 
implement, test and adjust our solution to the needs of those 
populations. 
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Abstract—Brazilian Consumers’ Sentiments are analyzes in
a specific domain using a system, SentiMeter-Br. A Portuguese
dictionary focused on a specific field of study was built, in which
tenses and negative words are treated in a different way to
measure the polarity, the strength of positive or negative sen-
timent, in short texts extracted from Twitter. For the Portuguese
dictionary performance validation, the results are compared with
the SentiStrength tool and are evaluated by three Specialists in
the field of study; each one analyzed 2000 texts captured from
Twitter. Comparing the efficiency of the SentiMeter-Br and the
SentiStrength against the Specialists’ opinion, a Pearson correla-
tion factor of 0.89 and 0.75 was reached, respectively. The polarity
of the short texts were also tested through machine learning, with
correctly classified instances of 71.79% by Sequential Minimal
Optimization algorithm and F-Measure of 0.87 for positive and
0.91 for negative phrases. Another contribution is a Twitter
and Facebook search framework that extracts online tweets and
Facebook posts, the latter with geographic location, gender and
birthdate of the user who posted the comments, and can be
accessed by mobile phones.

Keywords—consumer sentiment; Twitter; Facebook; machine
learning; social web analysis tool; support vector machines;

I. I NTRODUCTION

Nowadays, people express their sentiments and opinions
through social networks and micro-blogs very commonly.
There are many sentiment analysis tools for texts posted at
micro-blogs, but most of these tools dictionaries are only
in English and it is important to consider different people’s
consumerism vision according to each country and each city.

Analysis tools of emotional texts based on word lists,
are best known as ANEW [1], OpinionFinder [2], Senti-
WordNet, WordNet and SentiStrength [3], of which only the
latter analysis tool has support for the Portuguese language
and it considers only the unigrams. Sentimeter-Br dictionary
covers unigrams (single element/word), bigrams (two adjacent
elements) and stopwords (words in a search can be considered
irrelevant).

Each field of study requires a specific dictionary, as well
as lists of stopwords (e.g., the, of) [4], which need not be
analyzed because they do not add value to the performance
analysis. Slang and expressions according to each country also
need to be considered. It is also important to define the field to
be studied,to build a correct dictionary because an only single
word may expresses a positive or a negative value or even no
kind of emotion.

In [5], an architecture for analyzing in the smartphones
field is assembled, analyzing consumers’ vision in Twitter,

but the study analyzes only one specific micro-blog. Using
social networks to analyze sales and features of smartphones or
other objects is justifiable because the amount of information
is faster to collect, and more data can be gathered.

In [7], a tool captures Twitter data and the polarity of the
reviews is analyzed, including slangs that, albeit widely used
in social networks, are excluded by different word analyses
that have been already mentioned above. A generic dictionary
is used in this study. In [8], semantic analysis tools are studied,
showing the difficulty to analyze texts from Twitter because
there are many slang words and expressions of emotion in the
form of symbols. It also shows that some words are not useful
to analyze feelings, the so-called stopwords.

The contribution of this work is building a dictionary
with the use of regional slangs, emotions, negative words and
different verb tenses that have not been considered in other
works. A different metric was used, depending on the tense
and negative words in the text. The most frequently words
were extracted from Google Trends [6] in the last four months
to be used in the dictionary.

This work is compared with the SentiStrength tool that has
several limitations. The SentiStrength estimates the strength of
negative and positive sentiment in short texts. In this work, we
joined these two values and turned into a single one.

The polarity of the dictionary was validated by the ma-
chine learning technique. The Weka (Waikato Environment for
Knowledge Analysis) [9] software was used as a tool for the
data analysis.

The algorithms used in Weka were Bayesian networks
(Naive Bayes and Bayes Multinomial), Decision trees (C4.5)
and Sequential Minimal Optimization (SMO). These algo-
rithms were used to train the data and to decide if a sentence
has a positive, negative, neutral or spam value [10].

We built a Twitter and Facebook search frameworks that
can be accessed by mobile phones. Thus, these mobile users
have access to promotions spread over social networks. The
Facebook search framework is complete because it considers
the user’ s geographical location and their birth dates, if they
have configured this information in their Facebook’ s user
accounts.

Section II provides a theoretical revision of sentiment
analysis. Section III deals with the SentiMeter-Br architecture.
Section IV presents the machine learning algorithms used in
this work. Section V presents the Twitter and Facebook search
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framework. Section VI presents the results and discussionsand
finally, Section VII presents conclusions and the future works.

II. SENTIMENT ANALYSIS

Sentiment analysis, also known as opinion mining, has
been studied by researchers, mainly in social webs, such
as Twitter. It is a type of computational study of text in
natural language, which aims to identify sentiment polarity
and intensity of sentiments [11]. The sentiment analysis goal
is to classify the polarity of a given text, helping to define
if a sentence is positive, negative, or neutral. It is associated
to a number in a -5 to +5 scale (most negative to most
positive). Each word uses natural language processing or a
word dictionary. Another research direction is the subjectivity
or objectivity identification [12], but it will not be covered
here.

Opinion mining can be used in different topics. A topic
in which opinion mining can help is marketing intelligence to
know more about people’s consuming habits.

Opinion mining in textual data for marketing intelligence
can be categorized into three types [13]:

• Early alerting: informs subscribers when a rare, but
critical or even fatal condition occurs.

• Buzz tracking: follows trends in topics of discussion
and understand what new topics arise.

• Sentiment mining: extracts aggregate measures of pos-
itive versus negative sentiment opinion.

This paper analyzes the sentiment mining type and allows
learning about buzz tracking, by capturing the words used in
tweets.

Sentiment analysis is not a simple task in social networks
because the texts can be ambiguous. The use of slangs and
ironies is difficult to decipher and to put on a scale as a positive
or negative sentiment. So, it is important to have a specific
dictionary according to the context because a word can have
a negative or a positive value, as in the following texts:

• “Dry hair results from a number of reasons: negative
value”.

• “The carpet was cleaned and dried: positive value”.

A. AFINN word list

There are several word lists to be used in sentiment
analysis, with different scales for each word. One of them
is the AFINN [14]. Each word in this list has a score from
-5 (very negative) to +5 (very positive). Most of the negative
words have a minus 2 score, and most of the positive ones
have a +2 score. Only the strong obscene words have a -4 or
a -5 score, and the entire word list has a bias towards negative
words (1598 words corresponding to 65%) [15].

In this paper, a sentiment scale similar to AFINN was used,
but with new words in the context to be analyzed, listed by
Specialists and captured from Twitter.

Fig. 1. Sentiment strength value of tweets using the search word hair loss
= queda de cabeloin portuguese.

III. SENTIMETER-BR ARCHITECTURE

Before collecting texts from Twitter, we do a preliminary
screening for the most commonly used words in the Internet
searches regarding the study area (hair cosmetics) through
Google Trends in a four-month period. The dictionary, which
is specialized in hair care (shampoos, hair loss, products for
greasy hair), began to be formed by AFINN with words of
common usage as good, confident, accident. Two specialists
were sought to cite most commonly used words concerning
about hair cosmetics with a suggestion of values from -5 to
+5. These words were added to the dictionary. Their final
values were chosen according to an average of the Specialists’
suggestion and similar existing words in AFINN list. The most
mentioned words by Specialists were adjectives, verbs and
some negative words.

Five-hundred texts extracted from Twitter were studied.
Some words were also added to the dictionary. The most
mentioned by tweets were slangs and some negative words.
For other contexts, it will be studied if only five-hundred texts
extracted from social networks are necessary or if more texts
have to be extracted to make a good classification of polarity.

The Sentimeter-Br dictionary contains 2596 words among
which 700 words are tenses, 1600 are adjectives (positive and
negative adjectives), 130 are slangs, 116 are emotions and 50
are negatives words (e.g., not, never).

The texts from Twitter that helped to build the dictionary
were not used as a test. Three other Specialists validated the
dictionary in order not to influence the results. Two thousand
more tweets were captured to be classified by the Sentimeter-
Br and to have their polarity represented in a numeric value.

The SentiMeter-Br architecture is formed by a script
(tweet-polarity.py) in python language to calculate the sen-
timent strength. The script runs and presents the sentiment
strength value as shown in Fig. 1. The texts are extracted
from Twitter, by the script, using the Twitter Search API
(Application Programming Interface). Data is extracted in
JSON (JavaScript Object Notation) [16] format.

It is possible to see the tweets collected by means of a
friendly framework through a browser, as is seen in Fig. 2.
The results of sentiment strength can be seen in Fig. 1.

The messages crossed the Portuguese dictionary (PT-Br),
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Fig. 2. Friendly framework of collected tweets.

in which each word has a scale from−1 to −5 for negative
sentiments and from+1 to +5 for positive sentiments. It
includes emotions with value−1 or +1, slang and strong
obscene words with values+5 or −5. There are separate
files for slangs, negative words, negative adjectives, positive
adjectives, emotions and tenses (past tense is in a separate
file from present tense) in order to facilitate the application of
some exceptions, such as the negative rule and the tense rule.

The general sentiment is calculated,sentimentstrenght,
which is the sum of the words divided by the square of the total
number of words that are in the PT-Br dictionary, as shown in
line 14, in the pseudocode in Table I. The words that are not
in the dictionary are considered stopwords, such as words: de
(from), para (to), ela (she), among others.

A test was performed with use of unigrams (one word),
bigrams (two words) and some trigrams in the dictionary.

The negative words in the tweets were analyzed. If a
negative word (contained in NEG-FILE) is followed by a
negative adjective word (contained in NEG-ADJ-FILE), as in
the example:not bad, the wordnot has value= −1, the word
bad has value−3, the result could be−4/ 2

√
2 = −2, 83, as

shown in line 14 of Table I.

However, the wordsnot bad should not be so negative
because is similar to the wordadequadethat has value = +1.
An exception rule ofsentimentstrenght is implemented, if
there are two negative words together and the final value is
less than -1 (line 18 of Table I), the lowest value of negative
words (bad = -3) is thus added to the final value, multiplied
by -1, line 20 of Table I:−2.83 + 3 = −0.17.

When it comes to tenses, there is another exception. If a
verb is in the past tense (seen in TENSE-FILE, line 10 of Table
I), a value of+1 is added to the division part (DIV) because
verbs in the past tense are less significant in one sentence than
a verb in the present tense, as can be seen below:

• my hair looked(0) good (+3) with the shampoo =
3/
√
3 = +1.73

• my hair looks (0) good (+3) with the shampoo =
3/
√
2 = +2.12

• I loved (+3) my hair = 3/
√
2 = +2.12

TABLE I. SENTIMENT STRENGTH PSEUDOCODE

1: DIV = 0
2: NEG = 0
3: for i = 1 to N do
4: readsentiment(word) in ALL-FILES
5: if (SEARCH word in NEG-FILE) and (SEARCHnextword in NEG-ADJ-

FILE) then
6: LOWER(sentiment(word), sentiment(nextword))

NEG = NEG + 1
7: # NEG-FILE = file with words such as NOT, NEVER
8: # NEG-ADJ-FILE = file with words such as BAD, UGLY
9: end if
10: if SEARCHword in TENSE-FILE then
11: DIV = DIV + 1
12: # TENSE-FILE = file with LIKED, WAS, WERE
13: end if
14: sentimentstrenght =

∑

sentiment/
√

len(sentiment + DIV )
15: # sentimentstrenght: the total of text sentiment value
16: # sentiment: value of words in the PT-Br dictionary
17: # len(sentiment): the number of words in the text that are in the PT-Br

dictionary
18: if sentimentstrenght < −1 andNEG > 0 then
19: for N = 1 to NEG do
20: sentimentstrenght = sentimentstrenght +

(LOWER(sentiment(word), sentiment(nextword))) ∗ −1
21: end for
22: end if
23: end for

• I love (+3) my hair = 3/
√
1 = +3

• it was (0) not (−1) good (+3) = +2/
√
3 = +1.15

• it is (0) not (−1) good (+3) = +2/
√
2 = +1.41

The sentiment strength was measured throughout the dic-
tionary. In the next section, the classification of positive,
negative, neutral or spam was performed by the Weka software
to assist in results and Specialists’ validation.

IV. M ACHINE LEARNING ALGORITHMS

Machine Learning is useful to learn patterns through mod-
els and templates already scored. This can be used in sentiment
analysis, to discover polarity, for example.

In the Weka software, several machine learning algorithms
are already integrated and easy to evaluate.

We used Bayesian networks (Naive Bayes and Bayes
Multinomial), Decision trees (C4.5) and the Sequential Min-
imal Optimization (SMO) algorithm to discover if the texts
have a positive value, negative, neutral or spam.

Machine learning was used to evaluate the results already
obtained from the PT-Br dictionary.

A. Decision Tree

Decision tree is an algorithm that can be used to give the
agent the ability to learn and to make decisions.

A decision tree is a model of knowledge in which each
branch linking a child node to a parent node is labeled with
an attribute value contained in the parent node.

Learning decision trees are examples of inductive learning;
they create a hypothesis based on particular instances that
generate general conclusions.

The decision trees take as input a situation described by a
set of attributes and return a decision that is the value found
for the input value.
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B. Bayesian Networks

The Bayesian algorithm rating [17] is based on Bayes’
theorem of probability. It is also known as Naive Bayes
classifier or only as Bayes algorithm.

The algorithm aims to compute the probability of an
unknown sample belonging to each of the possible classes.

This kind of prediction is referred to as statistical classifi-
cation since it is fully based on probabilities.

Multinomial Naive Bayes is a specialized version of Naive
Bayes that is designed more for text documents. Whereas
simple Naive Bayes would model a document as the presence
and absence of particular words, Multinomial Naive Bayes
explicitly models the word counts and adjusts the underlying
calculations to deal with them.

The distribution is parameterized by vectorsθy =
(θy1, . . . , θyn) for each classy, where n is the number of
features (in text classification, the size of the vocabulary)
and θyi is the probability of featurei appearing in a sample
belonging to classy.

Parameterθy is estimated by a smoothed version of
maximum likelihood, i.e. relative frequency counting, as in
Equation 1.

θ̂yi =
Nyi + α

Ny + αn
. (1)

where:

• Nyi =
∑

x∈T

• Ny =
∑|T |

i=1 Nyi is the total count of all features for
classy.

The smoothing priorα ≥ 0 accounts for features not
present in the learning samples and prevents zero probabilities
in further computations.

Settingα = 1 is called Laplace smoothing, whileα < 1 is
called Lidstone smoothing.

C. Sequential Minimal Optimization

Sequential Minimal Optimization (SMO) is an algorithm
described by Platt [18] as using an analytic quadratic pro-
gramming.

It is an algorithm that solves the Support Vector Machine
(SVM) Quadratic Programming (QP) problem without any ex-
tra matrix storage and without invoking an iterative numerical
routine for each sub-problem.

In [18], the SMO decomposes the overall QP problem into
QP sub-problems.

The SMO implements John C. Platt’s sequential minimal
optimization algorithm for training a support vector classifier
using polynomial or RBF kernels.

Multi-class problems are solved using pairwise classifica-
tion.

Fig. 3. Twitter framework.

Fig. 4. Facebook framework.

V. M ESSAGESEARCH FRAMEWORK ON SOCIAL WEB

A friendly message search framework was used to see the
texts extracted from Twitter an Facebook. The users can have
access to similar preferences and characteristics by usingthis
framework in order to find promotion products in social web.

An interactive iPhone tool [19] was used to emulate an
iPhone to test the frameworks. Fig. 3 shows the Twitter
framework and Fig. 4 shows the Facebook framework.

The initial configuration in Facebook framework is neces-
sary because it extracts some data that can only be captured
by registered users; these data include geographic location
and birthdate. The user needs to enter the Facebook search
framework and to inform his/her username and password.

In the case of the Twitter framework, no configuration
is required. The Twitter framework was built with the PHP
programming language version 5.3 and JSON. It is a simple
script and does not use an auto login script as Facebook
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Fig. 5. Word cloud of spam words collected in tweets.

because it captures only tweets and Twitter users’ id and name.

The Facebook framework was also built with PHP with an
auto login script via a client URL Library (cURL) from PHP.

The script uses the FQL (Facebook SQL query) to capture
public posts and data user (name, user-id, genre) by Graph
API inside the PHP code.

An auto login script was used with cURL, which is a
library that lets one make HTTP requests in PHP. It serves
to capture Facebook data, such as geographic location and
birthdate, which is not public with the use of FQL.

Users can use these frameworks to access promotions
posted on Facebook and Twitter and search others members’
opinions about a product or a feeling.

VI. RESULTS AND DISCUSSIONS

To validate the work, the results were compared with
the SentiStrength tool. The data were evaluated by three
Specialists. Each one analyzed two thousand texts captured
from Twitter. One hundred tweets were extracted for each word
taken from Google Trends.

Comparing the efficiency of the SentiMeter-Br and the
SentiStrength against the Specialists’ opinion, a Pearsoncor-
relation factor of 0.89 and 0.75 was reached, respectively.

Fig. 5 shows the comparison between the SentiStrength
tool, SentiMeter-Br and the Specialists (mean) of the 2000
tweets analyzed. Among the texts collected from Twitter, 67%
are negative, 21% are positive, 5% neutral and 7% are spam.
The spam texts can be useful for companies to analyze their
competitors according to the most often cited keywords in
tweets, as can be seen in the word cloud of Fig. 6.

Regarding the tweets extracted, 2000 tweets were ana-
lyzed by Specialists, 500 tweets were used to help build
the Sentimeter-Br dictionary and another 500 were used for
training in Weka to help discover the polarity of the 2000
tweets. The Weka classified the sentences as positive, negative,
neutral and spam.

The texts (tweets) analyzed underwent string to vector
transformation (filter) in Weka software to be able to analyze
the words contained in the texts.

The StringToWordVector takes a string and converts it
into a vector consisting of the individual words from that
string. This is necessary because the Multinomial Naive Bayes

classifier, Decision Tree and SMO do not work directly on text,
only with separate words.

In Weka results, as seen in Table II, the use of bigrams and
trigrams does not much improve the classification as compared
with the use of only unigrams in Table III, but the use of
stopwords or non-stopwords improved the correct classification
in 18.30% with the SMO algorithm as can be seen in Table
II. In all the experiments, 10-fold cross-validation was used
to evaluate the classification accuracy, and the results of the
F-Measure are shown in Table IV.

Spam and neutral texts have a lower F-Measure because on
average (of the searched words in Twitter), only 5% are neutral
and 7% are spam. The negative texts had a higher F-measure
because most of them were negative words.

F-Measure is used to measure the overall performance,
combining precision values and the scope of a model in a
single formula. The ideal value for average F is 1.

The results with the SMO algorithm presented the best
results. Sentimeter-Br can be associated to the classification
by the Weka software with SMO as a way of proving the
results.

VII. C ONCLUSIONS ANDFUTURE WORK

Three Specialists conducted the validation, and the results
showed the importance of having a specific dictionary accord-
ing to a context.

The Pearson correlation factor of 0.89 showed the ef-
ficiency of the SentiMeter-Br as compared with the Sen-
tiStrength. SentiStrength has limitations for the Portuguese
language because it does not use a differential calculationfor
negative phrases, tenses, and specific idioms.

The best results were obtained with the SMO algorithm
with higher F-Measure and Correctly Classified Instances. The
results from this algorithm proved the polarity of the tweets
analyzed.

As future work, we intend to evaluate the SentiMeter-Br
in other contexts (business, education, technology, fashion,
health).

TABLE II. PERCENTS OFCORRECTLY CLASSIFIED INSTANCES(CC)/
PERCENTS OFINCORRECTLYCLASSIFIED INSTANCES(CI) OF THE

ALGORITHMS WITH THE USE OF BIGRAMS AND TRIGRAMS

Decision Tree Naive Bayes Bayes Multinomial SMO
stopwords 66.66/33.33 64.95/35.04 65.81/34.18 71.79/28.20

no stopwords 63.24/36.75 66.66/33.33 64.10/35.89 60.68/39.31

TABLE III. P ERCENTS OFCORRECTLY CLASSIFIED INSTANCES(CC)/
PERCENTS OFINCORRECTLYCLASSIFIED INSTANCES(CI) OF THE

ALGORITHMS WITH THE USE OF UNIGRAMS

Decision Tree Naive Bayes Bayes Multinomial SMO
stopwords 66.66/33.33 65.81/34.18 60.68/39.31 70.94/29.05

no stopwords 63.24/36.75 66.66/33.33 64.95/35.04 61.53/38.46

TABLE IV. F-M EASURE OFRATING METHODS WITH

BIGRAMS/TRIGRAMS AND STOPWORDS

Algorithm Positive Negative Neutral SPAM
Decision Tree 0.74 0.88 0.55 0.65
Naive Bayes 0.75 0.85 0.63 0.65

Naive Bayes Multinomial 0.77 0.85 0.69 0.72
SMO 0.87 0.91 0.75 0.79
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A way to capture the geographic location in Twitter frame-
work as in the Facebook framework, will be implemented
because the public geocode parameter of Twitter, for security
reasons, is not shown, unless the user is logged.

In Brazil, Twitter is mostly used by young people. There
is difficulty with slangs, repetition of words and, mainly,
grammar mistakes. Hence, the studies with Facebook messages
will be repeated both in Sentimeter-Br and in Weka.

More texts with spam and neutral classification have to be
collected to improve their F-measure.
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Abstract—A business model for video transmission services
is proposed that uses the Dynamic Adaptation Streaming over
HTTP (DASH) mechanism using different versions of the same
video. These video versions are encoded using different pa-
rameters, such as spatial resolution or number of frames per
second. The transmission of each video version depends on the
capabilities of the network at the end user point. The business
model proposed considers different costs for each version of video
fragments transmitted. The costs of video resolution upgrade are
predefined by the service provider and used during the video
streaming. Also, in this model, the user can either accept or
reject an upgrade. Subjective tests were performed using different
spatial resolutions of the same video, in which the interest level
of users to perform a video upgrade is evaluated. Furthermore,
the network architecture of the proposed solution is presented
and the technical feasibility to deploy the proposed solution in
commercial networks is shown. As a consequence, the proposed
solution can improve the earnings of the video service provider.

Keywords-Video Streaming; DASH; Businees Model; Video
Quality; QoE; MOS.

I. INTRODUCTION

Nowadays, there are several types of video services appli-
cations over IP networks. In this context, video streaming
services over the Internet have gained popularity, such as,
YouTube [1], Dailymotion [2] among others. This is one of
the reasons why the traffic estimated for video on Internet,
excluding shared files and games, will reach 61% of the total
Internet traffic in 2015 [3].

It is worth noting that, depending on the requirements of
video applications and the information to be transmitted, a
specific transport protocol can be used. The User Datagram
protocol (UDP) is not a connection oriented protocol and
therefore the data is not guaranteed to reach its destination;
it is generally used for real-time services such as VoIP,
some video services or applications of simple request/response
e.g., Domain Name System (DNS). The Transmission Control
Protocol (TCP) is a connection-oriented mechanism, thereby
ensuring that data arrives correctly and in the right order.

Most of the video streaming applications run over Hy-
perText Transfer Protocol (HTTP) which uses TCP as the
transport protocol. This is because communication services
based on UDP are in some cases intercepted and blocked
by firewalls or Network Address Translation (NATs), for this
reason, UDP is rarely offered for this type of service.

One problem that arises in the Internet network is conges-
tion. In order to minimize these problems, several congestion
control mechanisms for TCP are implemented. Hence, there
are many studies aiming to improve its performance, as
presented in [4]-[6].

These algorithms can reduce the impairments but none of
them solves the problem when TCP detects packet losses.
The algorithm reduces the congestion window size and, con-
sequently, the TCP transfer rate decreases. If this new rate
is smaller than playback rate, the device’ player takes all the
buffer information and after that it will enter it into a rebuffer-
ing process. During this rebuffering period, no information
is displayed and this causes degradation of users’ Quality of
Experience (QoE).

Different players, such as the open source Adobe Dynamic
Streaming [7], Microsoft Smooth Streaming [8], Apple HTTP
Live Streaming [9], as well as the players developed by
Netflix, and others, use the DASH technique. In adaptive
streaming, the video server maintains different versions of
the same video, encoded in different bitrates considering
spatial and temporal configurations. Also, the video to be
transmitted is partitioned into fragments. Then, the client can
request different video fragments at different encoding bitrates,
considering the network conditions or the users’ QoE.

Subjective tests are relevant to quantify the human percep-
tion on the quality of voice and video services. As a result,
we obtain an index value known as Mean Opinion Score
(MOS), which is the mean of the scores granted by at least 15
subjects. Furthermore, providers improve their services based
on subjective test results [10].

The most important contribution of this paper is to introduce
a new business model for video streaming service using the
DASH approach. A test scenario was implemented, in which
a video streaming service using DASH was complemented
with a billing system. Different resolutions of the same video
were stored on the video server for testing purposes. Subjective
tests were conducted in a laboratory environment. The goal of
these test was to evaluate the users’ interest in accepting the
suggested video upgrade. Results show that the majority of
real users are motivated to improve their QoE watching better
spatial resolutions. Additionally, each video version (each
resolution) has an identifier (id). For commercial purposes,
these identifiers are associated with a predefined cost, and the
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upgrade cost is the difference between the cost of two video
versions.

In this context, the remainder of this paper is structured
as follows. Section II presents the Methods to assess Video
Quality considering subjective and objective methodologies.
Section III shows the DASH messages and main character-
istics. Section IV introduces the Proposed Business Model
for video streaming services. Section V presents the results,
indicating the users’ interest in performing the upgrade and the
main functionalities of the proposed solution. Finally, Section
VI presents the conclusions.

II. V IDEO QUALITY ASSESSMENT

Video evaluation methods can be classified considering
different criteria. The evaluation method can be classifiedby
either using the score given by a subject or the score obtained
by an algorithm:

• Objective: these methods use an algorithm or mathemati-
cal model to estimate the video impairments. The output
of the algorithm could be expressed in different scales.
The output of these methods are known as objective
metrics.

• Subjective: based on the subject’s perception, who grants
a video quality score.

The subjective test methodologies and objective metrics are
described next.

A. Subjective Test Methodologies

Subjective Methods have been used since the beginning
of video quality assessment, and are still valid. They are
described in Recommendation ITU-R BT.500-8-11 [11]. This
recommendation presents the number of tests and methodolo-
gies to correctly conduct the subjective test. The methods are:

• Single Stimulus Continuous Quality Scale (SSCQE);
• Double Stimulus Impairment Scale (DSIS);
• Double Stimulus Continuous Quality Scale (DSCQS);

The ITU-T Recommendation P.910 [12] describes methods
of subjective evaluation of video in multimedia applications.
The methods presented in this recommendation are:

• Absolute category rating (ACR);
• Absolute category rating with hidden reference

(ACRHR);
• Degradation category rating (DCR);
• Pair comparison method (PC).

The description of both, conditions and procedures to pro-
duce a video reference is presented in ITU-T Recommendation
P.930 [13]. A model to determine the quality of a video
transmission using ITU-T P.910 is presented in [14], and its
results show how the network variations affect the user’s QoE.

B. Objective Metrics

There are different criteria to classify the video quality
assessment methods, and they are treated in this section. The
ITU defines different categories for the objective methods
depending on the type of information considered as the input

of the evaluation algorithm, and these categories are the
following [15]:

• Media Layer models use either the voice signal or video
as an input to estimate the signal quality that determines
the end-user QoE. For this method is not necessary to
know the network parameters.

• Parametric packet-layer models do not consider the total
information content in the packets transmitted. They
consider only the headers to estimate the video signal
quality

• Planning packet-layer models. In order to perform the
estimation quality using this method, prior knowledge of
network parameters is required. This method can help the
network administrator to optimize the network resources.
A proper network planning helps to ensure a good quality
of services.

• Bitstream-layer models consider the bit transmitted and,
therefore, also use the information used in the parametric
packetlayer models.

• Hybrid models are methods that combine two or more of
the models described above.

As shown above, there are different objective metrics for
video quality assessment, but most of them are not suitable for
video streaming over TCP, such as: Peak Signal-to-Noise Ratio
(PSNR), Mean Squared Error (MSE), Structural Similarity
(SSIM) [16], and algorithms based on Region of Interest (RoI)
[17] or attentions maps [18, 19]. This reason is because they
do not take into account intrinsic characteristics of pauses.

In recent years, few studies have presented metrics based on
the application layer parameters, such as the pause intensity
metric introduced in [20] or Video Streaming Quality Metric
(VsQM) presented in [21]. In this work, we use the VsQM
metric in our test scenario.

The VsQM metric proposed in [21] was determined by the
parameters: number of pauses, pauses length and weight of
the temporal segment during which the pauses occur. These
parameters represent the network layer conditions.

The metricV sQM is defined by equation [21]

V sQM =

k∑

i=1

Wi ∗Ni ∗ Li

T
(1)

Where:

• Ni is the number of pauses;
• Li is the average length of pauses, in seconds, that

happened in the same temporal segment;
• Wi is a weigh factor which represents the degree of

degradation that each segment adds to the total video
degradation;

• Ti is the time period in seconds of each segment, and
• k is the number of temporal segments of a video.

III. V IDEO STREAMING SERVICE AND DASH

Currently, video streaming services do not use any mech-
anism based on IP networks conditions to improve the QoE.
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End user devices are implemented with adaptive video players
that use rate adaptation algorithms to minimize the network
problems. However, in some cases, this is not enough. In
this arena, adaptive streaming plays an important role to
improve the user QoE [22]. DASH optimizes and adapts the
video characteristics during the video transmission taking into
account the network conditions at end user point. Thus, DASH
is able to switch from one video fragment to another; the video
fragment length is usually between two to ten seconds [23].
Figure 1 shows the messages sent between the client and video
server during a DASH process.

Fig. 1. Messages sent in DASH

The DASH technique presents new challenges and business
opportunities for video service providers, telecommunication
companies and device developers. Additionally, the research
on both video and voice quality metrics are very important,
because the adaptive algorithms will choose the video frag-
ment based on these metrics.

The procedure of video streaming over IP network using
DASH is described as follows. First, different characteristics
of the same video are generated and stored on the video server.
These video characteristics can be, for example, the resolution
in both spatial and temporal domain, video quality and audio
quality. As a second step, each video is logically divided into
several fragments; each fragment is identify by a Metadata in
the file header. Thus, the client accesses a specific fragment
considering its characteristics.

Later, the client sends a HTTP request to the video server
ready to attend client requirements. The video server starts
the communication sending a DASH-capable video player to
the web browser of the client. If an adaptation algorithm is
implemented in the player, this algorithm returns a quality
metric, which is used to send a new request (standard HTTP
GET). Thus, the player requires a video fragment that maps
the quality level obtained by the metric. All these steps are
performed continuously during the video streaming without
any user’s action.

IV. T HE BUSINESSMODEL PROPOSAL

In order to propose a business model for video streaming
service, this paper takes into account the DASH technique. The
proposal methodology assigns an index value to each version
of the same video available in the server. Every video fragment
can be identified, and a specific cost can be associated to each
fragment.

Figure 2 introduces the solution architecture of the business
model proposed for streaming video service using DASH. As
depicted in this figure, there are four different versions (A,B,C
and D) of the same video. Also, each video fragment is named
as FXi. Where,X represents de video version, andi is the
fragment number.

Fig. 2. Architecture of the Business Model for Video Streaming using DASH

From Figure 2, a charging module connected directly with
the video server can be observed. In this module, the infor-
mation sent to the client, regarding all the video fragments
is stored and processed. Later, this information needs to be
processed in the billing system of the service provider, and
finally, charged to the user’s account.

The VQM module represents the video quality assessment
metric, which is implemented at the application layer, and it is
based on the VsQM [21]. In order to estimate the user’s QoE,
this metric takes in consideration the different buffer status
(initial buffering, playing and rebuffering status) in theuser’s
device player. The rebuffering statuses are directly related with
the number of pauses and their duration. Then, if the number
and duration of pauses increase during a specific period of
time, the user’s QoE decreases. Further detail about VsQM
metric is provided in Section 2.
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The module named RDA represents the video Resolution
Determination Algorithm that, based on the VQM metric,
sends a request for the most appropriated video quality frag-
ment. To perform this action, RDA needs the information
contained in the Multimedia Protocol Description (MDP) file.

Some additional considerations about the proposed solution
are described below:

• When the RDA module determines that a better video
resolution can be received, it sends a message request
(HTTP GET - Fragment Ai). The applications running in
the video server send the video fragment required (Frag-
ment Ai), and also sends a message with the information
regarding the upgrade costs.

• The new video resolution is displayed on the user’s
device for a time period. This period is programmable,
for example, 1 or 3 minutes.

• The user is free to accept or reject the proposed upgrade.
Furthermore, there is an option to require not to receive
this type of suggestion again.

• If the user accepts the proposed upgrade, the billing
module saves the time and the video type transmitted.

• Another input could be used for the RDA module; this
new input is related to the networks parameters, such
as bandwidth, throughput among others, and is currently
under investigation.

• There are other commercial elements that need to be
included in the business model, such as content providers
and network providers.

V. TEST SCENARIO AND RESULTS

In order to determine how the user reacts against a change in
video resolution, subjective assessment tests were performed,
regarding the user’s intention to perform an upgrade. It should
be clear that the objective of these tests is not to assess the
monetary cost of the upgrade, but the degree of user’s interest
in performing the video resolution upgrade.

Considering the architecture of Figure 2, tests were per-
formed using only three categories of video resolution, which
were previously stored in the video server. These categories are
resolution A (A), resolution B (B) and resolution C (C), where
A is the lowest resolution, B is the intermediate resolutionand
C is the highest resolution.

We used the following video quality upgrade scenarios:
from A to B, B to C, and A to C. Each upgrade scenario was
evaluated using a score into a four-point scale, in which score
one represents that user has no interest. Score four represents
the case in which the user is very interested in performing the
upgrade.

The scale used in the subjective test is presented in Table I.
Carrying out subjective tests involved 23 volunteers who

are economically independent, for example, they do not need
a third person’s authorization to make a payment. Additionally,
none of them have any sight problem.

It is considered that the new resolution video (for example,
resolution B, in the case of an upgrade of type A - B) is
shown for a period of time, i.e., one minute, and in parallel,the

TABLE I
SCALE USED IN SUBJECTIVE TESTS

Grading Interest on video
Value resolution upgrade

1 I am sure I have no interest

2 Not right now, maybe later

3 I have interest

4 I am very interested

upgrade cost is sent to the user screen. If the user accepts the
upgrade cost, the charging module of Figure 2 starts recording
the new resolution.

The global subjective test results of video resolution upgrade
intention are presented in Table II.

TABLE II
GLOBAL RESULTS OF SUBJECTIVE TESTS ON VIDEO

RESOLUTION UPGRADE

Upgrade Score

Scenario (Mean)

A - B 2.91

B - C 2.13

A - C 3.30

Table III presents the subjective test results in more detail,
indicating the number of votes for each option.

TABLE III
RESULTS OF SUBJECTIVE TESTS ON VIDEO RESOLUTION

UPGRADE

Scale Upgrade A-B Upgrade B-C Upgrade A-C
(number of votes) (number of votes) (number of votes)

1 3 7 2
2 5 9 5
3 6 4 8
4 9 3 10

It can be concluded from the results that users have more
interest in performing the upgrade; when they are watching
the smallest resolution and the possibility to watch the highest
resolution appears. Thus, for example, upgrade scenario ”Ato
C” reached the highest score. Also, Table II allows observing
that in all upgrade cases, the mean score is higher than 2; this
fact indicates that many users intend to accept the upgrade.

VI. CONCLUSIONS ANDFUTURE WORK

The DASH technique permits deploy different solutions,
such as the business model proposed for video streaming
services. The network architecture of the solution proposed
only adds the charging module to the DASH architecture.
For this reason, the deployment in commercial networks over
Internet or cellular networks is feasible. The implementation
of the solution does not represent great costs, and the technical
deployment is not complicated.

In the solution proposed, the user is free to accept or reject
the video resolution upgrade offered. Thus, the user has the
control and takes the decision.

70Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-279-0

AICT 2013 : The Ninth Advanced International Conference on Telecommunications

                           82 / 247



Results of subjective tests show that real users are interested
in performing an upgrade, and they can accept to pay a
bit more for the spatial resolution upgrades. Thus, video
streaming service providers using the business model proposed
can increase their income due to the different video rates.

This work shows that video quality metrics play an impor-
tant role in video streaming services, because their results can
be used in different solutions in order to improve the user’s
QoE.

As future work, conducting subjective tests using more
spatial resolution of the same video as test material are
proposed, and also different video contents. Also, videos with
different temporal resolutions will be included in the test
material. Additionally, to have statistically valid results, the
number of volunteers to perform the test will be increased.
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Abstract—The paper evaluates the capacity of a cognitive
user in an orthogonal frequency-division multiplexing-based
spectrum sharing communication system that assumes ran-
dom subcarrier allocation and absence of spectrum sensing
information at the secondary (cognitive) user. In the absence
of the primary user’s channel occupation information, i.e.,
no spectrum sensing mechanism is used, the secondary user
randomly accesses the subcarriers of the primary network and
collides with the primary users’ subcarriers. The capacity of
a secondary user under such a random access that assumes
subcarrier collisions is evaluated herein paper and used as a
performance benchmark to investigate the proposed commu-
nication scheme over the Rayleigh fading channel.

Keywords-cognitive radio; OFDM; spectrum sharing; capacity;
random access;

I. INTRODUCTION

Recent measurements have highlighted that the radio
frequency (RF) spectrum is being under-utilized. Therefore,
the cognitive radio (CR) technology has recently received
huge interest because it has the potential to yield more
efficient RF spectrum utilization [1]. This paper focuses on
evaluating the capacity of a cognitive user in an orthog-
onal frequency-division multiplexing (OFDM)-based under-
lay spectrum sharing communication system, where primary
users (PUs) are allocated a higher priority to access the RF
spectrum than secondary users (SUs), and the coexistence of
primary and secondary users is enabled under the PU’s pre-
defined interference constraint [2], also called interference
temperature.

One of the critical issues faced in the adoption of CR
networks is to know whether at a certain physical location
and moment of time the RF spectrum is occupied by PU(s),
i.e., if there is a sensing mechanism in place for the available
spectrum [3], [4]. The challenge in deploying spectrum
sensing mechanisms is due to the uncertainties ranging from
channel randomness at device and network-level, hidden
primary users, and issues pertaining to sensing duration and
security [5].

Because of the difficulties faced in the acquisition of
the spectrum sensing information, this paper focuses on
assessing the capacity of a cognitive user in an OFDM-based

CR spectrum sharing communication system that assumes
random allocation and absence of the PU’s channel occupa-
tion information, i.e., lack of spectrum sensing information.
In other words, the SU’s subcarriers are allowed to collide
with PUs’ subcarriers. As a major benefit of the proposed
random access scheme, random subcarrier utilization helps
to uniformly distribute the SU’s interference among the
PUs’ subcarriers, and hence, to equalize uniformly the
performance of all cognitive users across the whole network.
So far, no studies have been reported to assess the effects
of subcarrier collisions in OFDM-based cognitive spectrum
sharing systems. Therefore, there is a critical need for a more
comprehensive system analysis including the development of
a stochastic model to capture the subcarrier collisions and
protection of the operation of PUs in OFDM-based cognitive
systems.

The outcomes of the analysis conducted herein paper will
help in understanding the performance limits of random
access OFDM-based cognitive communication systems and
could be also utilized as performance benchmarks to assess
the performance of other cognitive spectrum sharing systems
that assume the availability of spectrum sensing information.
The rest of this paper is organized as follows. Section II
introduces the notations and assumptions that will be used
throughout this paper, and describes the basic features of the
adopted OFDM-based cognitive radio system. Section III is
dedicated to the evaluation of the capacity of a secondary
cognitive user in the presence of subcarrier collisions and
Rayleigh flat fading channels. Computer simulations corrob-
orating the proposed capacity evaluation study are presented
in Section IV. Finally, Section V concludes the paper with
some future possible extensions of the current results.

II. SYSTEM MODEL

In the considered system model, the primary and cognitive
(secondary) networks consist of N PUs with a primary base
station (PBS), and M SUs with a secondary base station
(SBS), respectively. To preserve the quality of service (QoS)
requirements of PUs in the proposed random access OFDM
spectrum sharing communication system, the interference
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power levels caused by the SU-transmitters at the primary
receiver (PBS) are enforced to be smaller than a predefined
interference temperature (IT) (Ψi) at the i-th subcarrier.

The channel power gains from the mth SU to SBS and
PBS are represented in terms of variables hm and hmp,
respectively. Also, gn and gns denote the channel power
gains from the nth PU to PBS and SBS, respectively. All
the channel gains are assumed to have unit mean and be
independent and identically distributed (i.i.d.) flat Rayleigh
fading random variables. It is also supposed that perfect
information about the interference channel power gains,
hmp, is available at SUs. The SU can access the channel
side information (CSI), through various means such as
the channel reciprocity condition [6], [7], mediate band
mechanism or cognitive radio network manager that co-
ordinates the operation of PBS and SU [2]. The thermal
additive white Gaussian noise (AWGN) at PUs and SUs is
assumed circularly symmetric complex Gaussian stochastic
process with zero mean and variance η, i.e., CN (0, η). The
parameters hm,i, hmp,i, gn,i and gns,i will represent the
channel power gains associated with the ith subcarrier.

The total number of available subcarriers in the primary
network is denoted by F . The subcarrier set of each PU is
assigned by ensuring the orthogonality among the sets of
subcarriers for all PUs, FP

n for n = 1, . . . , N . SU randomly
accesses the subcarriers from the available subcarriers set F
without knowing which channels (subcarriers) are occupied
by PUs. Therefore, SU will collide with the subcarriers
of the PUs with a certain probability. The probabilistic
model adopted for the number of subcarrier collisions is
very general and follows a multivariate hypergeometric
distribution. During the evaluation study of the SU capacity
(to be described in Section III), it will be assumed that there
is only a single SU (which can be any SU in the system)
in the cognitive network. The reason for focusing on such
a simplified set-up is because such a framework enables to
conduct a more simplified analysis without introducing a
very cumbersome and hard-to-follow analysis, and to draw
very general conclusions. In the same time, the proposed
framework can be easily extended to multiple SUs with the
assumption of no mutual interference among SUs.

III. COGNITIVE USER CAPACITY ANALYSIS

A. Secondary User Capacity with Subcarrier Collisions

The Rayleigh fading channel model is adopted to inves-
tigate the impact on performance of the system parameters
and to evaluate the expressions for the probability density
function (PDF) and cumulative distribution function (CDF)
of SU capacity. We will focus first on the SU capacity
expression with subcarrier collisions.

1) Probability Mass Function of the Number of Sub-
carrier Collisions: If any arbitrary (consider the mth) SU
randomly accesses FS

m subcarriers from a set of F available
subcarriers without replacement while

∑N
n=1 F

P
n subcarriers

are being used by the N PUs, then the joint probability mass
function (PMF) of the number of subcarrier collisions, km,
follows the modified multivariate hypergeometric distribu-
tion:

p(km) =

(
Ff

kfm

)(
F

FS
m

)−1 N∏
n=1

(
FP
n

knm

)
, (1)

where the notation
(·
·
)

stands for the binomial coefficient,
and km = [k1m, k2m, . . . , kNm, kfm]

T ∈ ZN+1
0+ represents

the number of collisions of the mth SU with N PUs and
with the collision-free subcarriers, kfm. Parameter Ff =

F −
∑N

n=1 F
P
n stands for the number of free subcarriers.

2) Capacity with Collisions: Let knm denote the number
of (mth) SU’s subcarriers that collide with the nth PU’s sub-
carriers, then the capacity of SU with subcarrier collisions
can be expressed as:

Cm =

k1m∑
i=1

log
(
1 + SI,1

m,i

)
+ · · ·+

kNm∑
i=1

log
(
1 + SI,N

m,i

)

+

kfm∑
i=1

log
(
1 + SNI

m,i

)
=

N∑
n=1

CI,n
m︷ ︸︸ ︷

knm∑
i=1

CI,n
m,i︸ ︷︷ ︸

CI
m

+

kfm∑
i=1

CNI
m,i︸ ︷︷ ︸

CNI
m

(2)

where SI,n
m,i and SNI

m,i represent the signal-to-interference
plus noise ratio (SINR) for the ith subcarrier of the mth
SU with “interference” and “no-interference” from the nth
PU, respectively. We make the remark that SNI

m,i is indeed the
signal-to-noise ratio (SNR) for the ith subcarrier. However,
throughout this paper to emphasize the subcarrier collision
and collision-free cases, it will be referred to as the SINR
with “no-interference” from PU. All logarithms herein paper
are with respect to Euler’s constant e.

B. Cognitive Capacity over Rayleigh Fading Channels

The peak power interference constraint is considered
herein paper, and an adaptive scheme is used to adjust the
transmit power of SU to preserve the QoS of PUs. Hence,
the transmit power of the mth SU corresponding to the ith
subcarrier is given by PT

m,i = min {Pm,i,Ψi/hmp,i} , for
i = 1, . . . , F .

Define the variable λm,i := hm,iP
T
m,i, then the received

SINR of the mth SU’s ith subcarrier takes the form:

SI,n
m,i =

λm,i

IPn,i + η
, for n = 1, . . . , N, (3)

where IPn,i = Pn,igns,i denotes the mutual interference
caused by nth PU on the ith subcarrier. In (3), SI,n

m,i

represents the SINR when subcarrier collision happens.
Therefore, when there is no collision, i.e., the subcarrier is
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not being used by two users, there is no interference caused
by PUs. Thus, SNI

m,i = λm,i/η.
The PDF and CDF of SNI

m,i are given, respectively, by

fSNI
m,i

(x)

=
ηe

− ηx
Pm,i

Pm,i

[
1− e

− Ψi
Pm,i

(
(ηx)2 +Ψiηx−ΨiPm,i

(Ψi + ηx)2

)]
,

FSNI
m,i

(x) = 1− e
− ηx

Pm,i +
ηx

Ψi + ηx
e
− ηx+Ψi

Pm,i .

The derivations of the expressions for the PDF and CDF are
omitted due to lack of space and are delegated to [8].

Similarly, in the presence of primary interference, the PDF
and CDF of SI,n

m,i can be expressed as

fSI,n
m,i

(x)

=
xηPn,i + Pm,i(η + Pn,i)

(xPn,i + Pm,i)2

(
e

Ψi
Pm,i − 1

)
e
− xη+Ψi

Pm,i +
Ψi

x3P 2
n,i

× e
xη+Ψi
xPn,i

[
(Ψi + xPn,i)Γ

(
0,

(
η +

Ψi

x

)(
1

Pn,i
+

x

Pm,i

))
+
xPn,i(x

2ηPn,i −ΨiPm,i)

(xη +Ψi)(xPn,i + Pm,i)
e
−(η+Ψi

x )
(

1
Pn,i

+ x
Pm,i

)]
.

FSI,n
m,i

(x) = 1−

(
1− e

− Ψi
Pm,i

)
e
− xη

Pm,i

1 +
xPn,i

Pm,i

− Ψi

xPn,i
e

Ψi
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+ η
Pn,i

× Γ

(
0,

(
η +

Ψi

x

)(
1

Pn,i
+

x

Pm,i

))
,

Finally, the desired expressions for the PDFs of CI,n
m,i

and CNI
m,i can be obtained through the transformation of

appropriately defined RVs as follows:

fCI,n
m,i

(x) =

∣∣∣∣dydx
∣∣∣∣ fSI,n

m,i
(y)

∣∣∣∣
y=ex−1

= exfSI,n
m,i

(ex − 1),

fCNI
m,i

(x) = exfSNI
m,i

(ex − 1).

Recalling the SU capacity expression in (2), in the pres-
ence of N interfering PUs, there are two types of well known
methods available to evaluate the distribution for sum of
variates, namely, the characteristic function (CF) and the
moment generating function (MGF) method. Unfortunately,
employing these methods leads to intractable results and no
explicit closed form expressions for the PDF and CDF of
SU capacity in (2) can be achieved.

We will resort in this regard to an alternative approach.
To sum up the rates for the cases of interference and
no-interference, we will approximate the PDFs of CI,n

m,i

and CNI
m,i using the Gamma distribution. There are several

desirable properties of the Gamma distribution that are fit
for approximating the PDFs of the variables CI,n

m,i and CNI
m,i.

First, the sum of Gamma distributed RVs with the same
scale parameters is another Gamma distributed RVs. Second,

the skewness and tail of distribution are similar for the
whole range of interest and are determined by mean and
variance [9]. Last but not least, Gamma distribution is a
Type-III Pearson distribution, which is widely used in fitting
positive RVs [9], [10]. In addition, since Gamma distribution
is uniquely determined by its mean and variance, we will
make use of the moment matching method to match the
first two moments of the RV, namely its mean and variance.

Definition 1: Random variable X follows a Gamma dis-
tribution, X ∼ G(α, β) with scale and shape parameters β >

0 and α > 0, respectively, if: fX(x) =
xα−1 exp(− x

β )
βαΓ(α) U(x),

where U(·) represents the unit step function, and the Gamma
function is defined as Γ(x) =

∫∞
0

tx−1e−tdt.
Since the mean and variance of Gamma distribution are

αβ and αβ2, respectively, matching the first two moments
with the PDFs of CI,n

m,i and CNI
m,i leads to

αI
n =

(
E
[
CI,n

m,i

])2
var

[
CI,n

m,i

] , βI
n =

var
[
CI,n

m,i

]
E
[
CI,n

m,i

] ,

αNI =

(
E
[
CNI

m,i

])2
var

[
CNI

m,i

] , βNI =
var

[
CNI

m,i

]
E
[
CNI

m,i

] ,

for n = 1, 2, . . . , N , and var(x) denotes the variance of x.
From [11], by employing the derived PDFs and CDFs of

SI,n
m,i and SNI

m,i, the average capacity of CNI
m,i and CI,n

m,i are
expressed, respectively, as

E
[
CNI

m,i

]
=

∞∫
0

xfCNI
m,i

(x)dx =

∞∫
0

log(1 + x)fSNI
m,i

(x)dx

= Γ

(
0,

η

Pm,i

)
e

η
Pm,i

1 +
e
− Ψi

Pm,i η

Ψi − η


+

Ψi

η −Ψi
Γ

(
0,

Ψi

Pm,i

)
.

and

E
[
CI,n

m,i

]
=

∞∫
0

log(1 + x)fSI,n
m,i

(x)dx =
1− e

− Ψi
Pm,i

1− Pn,i

Pm,i

×
(
Γ

(
0,

η

Pm,i

)
e

η
Pm,i − Γ

(
0,

η

Pn,i

)
e

η
Pn,i

)
+

Ψi

Pn,i
e

η
Pn,i

∞∫
0

Γ

(
0,

(
η +

Ψi

x

)

×
(

1

Pn,i
+

x

Pm,i

))
e

Ψi
xPn,i

x(1 + x)
dx,

The variance of CI,n
m,i is given by

var
[
CI,n

m,i

]
= E

[(
CI,n

m,i

)2]
−
(
E
[
CI,n

m,i

])2
,
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(x) using the PDF of Gamma distribution for Pm,i =

20 dB, Pn,i = 10 dB, Ψi = 0 dB and η = 0.5.

where the second moment of CI,n
m,i is expressed as

E
[(

CI,n
m,i

)2]
=

∞∫
0

[log(1 + x)]
2
fSI,n

m,i
(x)dx

=

∞∫
0

2 log(1 + x)

1 + x

[
1− FSI,n

m,i
(x)
]
dx

≃
Np∑
j=1

wj
2 log(1 + sj)

1 + sj

[
1− FSI,n

m,i
(sj)

]
,

where the second equality is obtained by using integration
by parts [11]. The resulting integral is estimated via Gauss-
Chebyshev quadrature (GCQ), where the weights (wj) and
abscissas (sj) are given by [12, Eqs. (22) and (23)], re-
spectively. Similarly, the variance of CNI

m,i is expressed by
adopting the same approach.

Based on the adopted Gamma approximation, the capac-
ities are approximated as CI,n

m,i ∼ G
(
αI
n, β

I
n

)
and CNI

m,i ∼
G
(
αNI , βNI

)
.

In Figure 1, the exact and approximative expressions of
fCI,n

m,i
(x) and fCNI

m,i
(x), including the simulations results, for

different system parameters are depicted. It can be observed
that the proposed approximation is very close to the exact
results. Since both CI,n

m,i and CNI
m,i are i.i.d. for given knm,

the conditional characteristic functions for the rate sums∑knm

i=1 CI
m,i and

∑kfm

i=1 CNI
m,i can be expressed as follows

ΦCI,n
m

(ω|knm) =
(
ΦCI,n

m,i
(ω)
)knm

=
(
1− jωβI

n

)−αI
nknm

,

ΦCNI
m

(ω|knm) =
(
ΦCNI

m,i
(ω)
)kfm

=
(
1− jωβNI

)−αNIkfm
,

where ΦCI,n
m,i

(ω|knm) and ΦCNI
m,i

(ω|knm) are the character-

istic functions of fCI,n
m,i

(x|knm) and fCNI
m,i

(x|knm), respec-
tively. Using the property of the Gamma distribution that
the sum of i.i.d. Gamma distributed RVs, with the same
scale parameters (β) is another Gamma distributed RV, the
conditional PDFs take the form:

fCI,n
m |knm

(x|knm) = G
(
αI
nknm, βI

n

)
,

fCNI
m |knm

(x|knm) = G
(
αNIkfm, βNI

)
.

(4)

In (2), even though the conditional PDFs of CI,n
m and

CNI
m are calculated, to find the PDF expression for Cm, one

first needs to evaluate the PDF of CI
m, and then the PDF of

its sum with CNI
m . Notice that there are N +1 terms in (2),

and each follows a Gamma distribution where the shape (α)
and scale (β) parameters can be arbitrary. Therefore, the
aforementioned property of Gamma distribution for a sum
of Gamma variates cannot be employed anymore.

The expression for the PDF of a sum of Gamma RVs was
obtained by Moschopoulos in [13], where a mathematically
tractable solution that does not restrict the scale and shape
parameters to be integer-valued or all distinct is presented.
Therefore, the following theorem will be used next.

Theorem 1 (Moschopoulos, 1985): Let {Xs}Ss=1 be inde-
pendent but not necessarily identically distributed Gamma
variates with parameters αs and βs, respectively, then the
PDF of Y =

∑S
s=1 Xs can be expressed as

fY (y) =
S∏

s=1

(
β1

βs

)αs ∞∑
k=0

δky
∑S

s=1 αs+k−1 exp
(
− y

β1

)
β
∑S

s=1 αs+k
1 Γ

( S∑
s=1

αs + k

)U(y),

(5)

where β1 = mins{βs}, and the coefficients δk can be
obtained recursively by the formula

δk =
1

k + 1

k+1∑
i=1

 S∑
j=1

αj

(
1− β1

βj

)i
 δk+1−i

where δ0 = 1, and for k = 0, 1, 2, . . . .
Proof: See [13].

The Moschopoulos PDF provides a tractable representa-
tion for the sum of Gamma variates in terms of a single
Gamma series via a recursive formula to evaluate iteratively
the representation coefficients. This approach is applicable
for any arbitrary shape parameters {αs}Ss=1 and scale pa-
rameters {βs}Ss=1 including the possibility of having some
of the parameters identical. Notice that in the considered
communication system, with some probability the transmit
power of PUs Pn,i for n = 1, . . . , N , can be the same, which
means that the corresponding αI

n and βI
n are the same. Such

a set-up might arise when the PUs are at the same distance
from their corresponding common PBS.
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The CDF of Y can be obtained from the PDF as FY (y) =∫ y

−∞ fY (x)dx. Therefore,

FY (y) =
S∏

s=1

(
β1

βs

)αs ∞∑
k=0

δk

β
∑S

s=1 αs+k
1 Γ

( S∑
s=1

αs + k

)

×
y∫

0

x
∑S

s=1 αs+k−1 exp

(
− x

β1

)
dx.

(6)

Notice that the interchange of summation and integration
operators is justified due to the uniform convergence of (5).
From [14], we can simplify (6) by using

∫ u

0
xν−1e−µxdx =

µ−νγ (ν, µu) for ℜ [ν > 0] [15, pg. 346, Sec. 3.381, Eq. 1],
where γ(·, ·) is the lower incomplete Gamma function and
is defined as γ(x, y) =

∫ y

0
tx−1e−tdt. Hence,

FY (y) =

S∏
s=1

(
β1

βs

)αs ∞∑
k=0

δk

γ

( S∑
s=1

αs + k, y
β1

)
Γ

( S∑
s=1

αs + k

)
=

S∏
s=1

(
β1

βs

)αs ∞∑
k=0

δkP

( S∑
s=1

αs + k,
y

β1

)
,

(7)

where P(·, ·) is referred to as the regularized (also
termed normalized) incomplete Gamma function: P(a, z) =
γ(a,z)
Γ(a) = 1 − Γ(a,z)

Γ(a) . Based on the required accuracy, one
may consider the first h, i.e., k = h − 1, terms in the
sum series (5). The expression for truncation error is given
in [13].

Recall that from (2) and (4), we have to determine
the PDF of the sum CI,1

m + CI,2
m + · · · + CI,N

m +
CNI

m , for a given number of subcarrier collisions km =
[k1m, k2m, . . . , kNm, kfm]. Recall also that CI

m and CNI
m

are Gamma distributed and independent but not necessarily
identical. Therefore, the conditional PDF of their sum can be
obtained by means of Theorem 1 as given in (8). Equation (8)
displayed at the top of the next page describes the sought
result. where βmin = min{βI

1 , β
I
2 , . . . , β

I
N , βNI}, and the

coefficients δk are obtained recursively:

δk =
1

k + 1

k+1∑
i=1

 N∑
j=1

αI
i kjm

(
1− βmin

βI
j

)i

+ αNIkfm

(
1− βmin

βNI

)i
]
δk+1−i for k = 0, 1, 2, . . .

where δ0 = 1.
Now, the PDF of Cm can be determined by averaging

over the PMF of subcarrier collisions:

fCm(x) =
∑
km

fCm,Km(x,km)

=
∑
km

fCm|Km
(x|km)p(km).

(10)

Plugging (1) and (8) into (10) yields the sought PDF in
(9).

The outage probability is a often used performance metric
in channels subject to fading conditions. Hence, herein paper
we will determine the outage probability of SU capacity in
terms of P out

Cm
(φth) = Pr (Cm < φth) =

∫ φth

0
fCm(x)dx,

which represents the CDF of the SU capacity over the outage
threshold φth [dB].

Using (7) and (9), the CDF of Cm takes the form:

FCm(x) =
∑
k1m

∑
k2m

· · ·
∑
kNm

∑
kfm

{(
Ff

kfm

)(
F

FS
m

)−1

×
N∏

n=1

(
FP
n

knm

)(
βmin

βNI

)αNIkfm N∏
n=1

(
βmin

βI
n

)αI
nknm

×
∞∑
k=0

δkP

(
N∑

n=1

αI
nknm + αNIkfm + k,

x

βmin

)}
.
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Figure 2. SU mean capacity versus the transmit power Pm,i with different
IT Ψi values for FS

m = 20, FP
n = 30, F = 128 and Pn,i = 10 dB.

IV. COMPUTER SIMULATIONS

The influence of the secondary user peak transmit power
Pm,i (in dB) on its average capacity (in nats per second per
hertz) is illustrated for different values of IT Ψi in Fig. 2.
It turns out that the cognitive user’s average capacity gets
saturated after a certain value of peak SU transmit power
because of the IT constraint. Fig. 2 corroborates the fact that
the analytical results agree well with the simulation results.
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fCm|Km
(x|km) =

(
βmin

βNI

)αNIkfm N∏
n=1

(
βmin

βI
n

)αI
nknm ∞∑

k=0

δkx
∑N

n=1 αI
nknm+αNIkfm+k−1 exp

(
− x

βmin

)
U(x)

β
∑N

n=1 αI
nknm+αNIkfm+k

min Γ

(
N∑

n=1
αI
nknm + αNIkfm + k

) ,

(8)

fCm(x) =
∑
k1m

∑
k2m

· · ·
∑
kNm

∑
kfm

{(
Ff

kfm

)(
F

FS
m

)−1 N∏
n=1

(
FP
n

knm

)(
βmin

βNI

)αNIkfm N∏
n=1

(
βmin

βI
n

)αI
nknm

×
∞∑
k=0

δkx
∑N

n=1 αI
nknm+αNIkfm+k−1 exp

(
− x

βmin

)
β
∑N

n=1 αI
nknm+αNIkfm+k

min Γ
(∑N

n=1 α
I
nknm + αNIkfm + k

)U(x)

 .

(9)

The plots in Figure 2 are in the presence of a single PU,
i.e., n ∈ [1, N ], and unit variance AWGN (η = 1). The
number of subcarriers in sets F , FS

m and FS
n is selected

arbitrarily. Fig. 2 highlights also the fact that the saturation
level of capacity increases as the IT constraint relaxes, and
the capacity keeps growing until a saturation level as the
transmit power of SU increases. However, the capacity gains
due to the relaxation in the IT constraint disappears in the
low SU transmit power regime.

V. CONCLUSIONS

This paper assessed the capacity of a secondary (cog-
nitive) user in a random access OFDM-based cognitive
radio system with spectrum sharing features such as random
subcarrier allocation and absence of spectrum sensing infor-
mation. The adopted model for the number of subcarrier col-
lisions in the presence of multiple interfering primary users
is the general multivariate hypergeometric distribution. The
PDF and CDF expressions of the secondary user capacity
over a Rayleigh fading channel are derived. It turns out that
the closed-form expression for the instantaneous secondary
user capacity over Rayleigh channel fading is intractable.
Therefore, a Gamma approximation of the secondary user
capacity is obtained by employing the moment matching
method and the concept of Moschopoulos PDF represen-
tation. The work conducted in this paper subscribes along
the lines of our preliminary results [8], and we are hoping
to extend these results to a more general OFDM-based
cognitive radio network that assumes an arbitrary number
of primary and secondary users, and general channel fading
conditions.
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Abstract— In order to enable the coexistence of an ever-
increasing number of communication systems in a 
limited amount of frequency, the traditional static 
frequency allocation is not the best solution any longer. 
Cognitive Radio (CR) technology, based on a dynamic 
spectrum access, is a possible solution for improving the 
efficiency of spectrum usage. A first step in order to 
identify the frequency bands that are more suitable for 
opportunistic usage is to evaluate the degree in which 
licensed bands are currently used. Although some 
measurement campaigns have already been carried out, 
most of them were done in urban environments and only 
a few in other locations. This paper presents results of 
two measurement campaigns conducted in Romania 
both in urban and rural environments, covering the 
frequency range from 25 MHz up to 3.4 GHz. The 
results are confronted with the frequency allocation 
table published by the national authority for radio 
communications and a comparison and analysis of the 
obtained data are being made. 
 

Keywords - spectral occupancy; cognitive radio; dynamic 
spectrum access; energy detection; measurement campaign. 

I.  INTRODUCTION 
During the last decades, the demand for more radio  

spectrum increased with the development of wireless 
communicat ions. With the deployment of more wireless 
communicat ions systems, most of the availab le spectrum 
has been statically allocated. Therefore, many countries are 
facing the problem of spectrum insufficiency. Nevertheless, 
measurement studies have revealed that most of the 
allocated spectrum experiences low utilization  efficiency. 
These two facts motivate the introduction of dynamic 
spectrum access, which allows secondary users to 
reuse/share the same radio spectrum originally  allocated to 
the primary (licensed) users.  

Cognitive radio (CR) technology is the key technology 
that enables a system to use spectrum in a dynamic manner. 
The CR term was coined by J. Mitola III in [1], defining a 
wireless communication system that allows spectrum sharing 
over a wide frequency range and that is able to handle 

multiple radio access technologies. In order to avoid any 
interference to the primary system, the CR equipment should 
include the following functionalities: frequency-agility and 
re-configuration of radios, spectrum sensing, and spectrum 
management.  

Prior to developing standards for CR applications, there 
is a need for a thorough investigation of potential spectral 
regions to be used. Therefore, it  is important to gather 
spectral investigation results from as many as possible 
different geographical regions and scenarios. These results 
will facilitate the CR standards development, to make the CR 
devices work under several circumstances, with different 
spectral regulations. 

Several measurement campaigns concerning spectrum 
occupancy were conducted worldwide [2]-[10], most of them 
were carried out the in the USA [2]-[3] and only a few in 
other locations worldwide, including Singapore [5], 
Germany [6], New Zeeland [7], Spain [8] and Italy [9], in 
urban or suburban scenarios. Results of a measurement 
campaign conducted in Chicago, USA showed a mean 
occupancy as low as 17.4% in the frequency band 30 to 3000 
MHz [2]. Studies were also targeted at narrower frequency 
bands, like the public safety ones, and the benefits of 
cooperative sensing were highlighted [3]. The difference 
between indoor and outdoor locations was discussed in [5] 
based on measurements performed in Aachen, Germany. The 
study in [9], based on measurements performed in Spain and 
Italy, focuses on determining the hidden noise marg in in 
order to find out if cognitive devices are able to detect and 
distinguish between empty and occupied TV channels. 
Recently, after a thorough investigation of real radio 
communications systems, accurate statistical models for the 
time-domain spectral occupancy were proposed in [10].  

 The paper is organized as follows. Section II contains a 
description of the equipments used to perform our 
measurements. The methodology and the obtained results of 
the measurements are presented in Section III. In Section IV, 
the measurement results are analyzed from a CR perspective. 
Finally, in Section V, the conclusions are drawn and future 
work aspects are presented. 

II. MEASUREMENT LOCATION, SETUP AND EQUIPMENT 
The measurements for an urban environment were 

performed in Bucharest from the top of the main building of 
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our Department (GPS location: latitude 44°26'01" N, 
longitude 26°03'27" E, MSL alt itude 150 m, relative altitude 
30 m). The location is excellent for such a measurement 
campaign, having direct line of sight with several FM 
transmitters, Analog and DVB-T TV transmitters, GSM and 
UMTS base stations and several other stations The 
headquarters of the governmental agency for special 
telecommunications is also located just a few hundreds of 
meters away from the measurement location.  

The small village of Maneciu  (GPS location: latitude 
45°18'49" N, longitude 25°59'38" E, MSL altitude 584 m, 
relative altitude 10 m) was chosen for the measurements in a 
rural environment. The village is located in a h illy region 
approximately 100 km away from Bucharest and at least 40 
km away from any other big city. A map of the southeastern 
part of Romania, having highlighted the measurement 
locations is given in Figure 1. 

The antenna used for collecting the measurement data is 
a wideband discone antenna (Sirio  SD3000N), mounted on 
the building terrace. The antenna has an omnidirectional 
pattern in the horizontal p lane and was connected using a 
low-loss RF cable to a h igh performance signal analyzer 
(Anritsu MS2690A - 50 Hz to 6 GHz). Images showing the 
equipment that was used during the measurement campaigns 
can be found in [11].       

The measurements covered the frequency range from 25 
MHz to 3400 MHz, the whole band being divided into 14 
sub-bands according to the type of service and the 
bandwidth of the allocated signal.  

The measurement data was collected from the spectrum 
analyzer using a remote mode, the necessary commands 
were generated using a notebook connected through the 
network interface. Data was acquired for each of the 14 
spectrum sub-bands at intervals of around 70 seconds, 
resulting more than 1000 samples for each of the sub-bands 
for each day.  

A list containing values of the parameters used to 
configure the equipment in order to perform the 
measurements is given in Table I. 

TABLE I.  SPECTRUM ANALYZER CONFIGURATION 

Parameter Value 
Frequency bands 1.25-230 MHz 

2.230-400 MHz 
3.400-470 MHz 
4.470-766 MHz 
5.766-880 MHz 
6.880-960 MHz 
7.960-1525 MHz 

8.1525-1710 MHz 
9.1710-1880 MHz 
10.1880-2200 MHz 
11.2200-2400 MHz 
12.2400-2500 MHz 
13.2500-2690 MHz 
14.2690-3400 MHz 

Resolution/video 
bandwidth 
(RBW/VBW) 

300 kHz / 300 kHz (bands 2, 3, 5, 6, 8, 9, 
11, 12, 13) 

1 MHz  / 1MHz (bands 1, 4, 7, 10, 14) 
Sweep time 5 ms 
Reference level 0 dBm 
Attenuation 10 dB 
Detection type Pos & Neg 
Trace points 10001 

  

The MathWorks MATLAB software environment was 
used for collecting, processing and analyzing the data 
obtained during the measurement campaign. 

III. MEASUREMENT RESULTS 
Several sensing methods can be used in order to decide if 

a certain frequency band is available for opportunistic 
access: energy detection, matched filtering, cyclostationary 
feature detection, eigenvalue detection, wavelet detection 
[12]-[15]. In order to evaluate the spectral occupancy in the 
several frequency bands presented in Table I using the data 
collected during the measurement campaigns we chose the 
energy detection method. 

The energy detection method provides an optimal 
detection in cases where the primary user signal is 
unknown, as it  does not require any a priori knowledge 
about it. Some other advantages offered by this method are 
low computational costs and a short necessary sensing time. 
The main drawbacks of this method are that the results 
obtained are highly susceptible to changes in the 
background noise and interference level and that it cannot 
distinguish primary users from secondary ones. However, 
research has been done, like the one described in  [12] in  
order to improve the detection performance of such a 
method by dynamically adjusting the threshold value.  

One of the main challenges when using the method is a 
proper selection of the energy threshold. If the value used 
for the threshold is too high, weak signals will be treated as 
noise and this would result in an underestimation of the 
actual occupancy. On the other hand, choosing a too low 
value for the threshold will increase the false alarm 
probability caused by high-power noise samples and this 
would cause an overestimation of the actual occupancy.  

In order to estimate the noise level, several methods are 
available. Although the most simple one would imply a 
measurement using a matched load (of 50 Ω in  case of our 
configuration) instead of the measurement antenna, this 
would imply that the evaluation of the noise level would be 
made at a  different moment of time from the one when the 
measurements are being made. In this case, the accuracy of 
the measurement would not be acceptable, and moreover the 
values obtained could not be dynamically adjusted to reflect 
possible changes in the radio environment. To overcome 
these disadvantages we determined the noise level using a 
sliding window in the frequency domain, having an adaptive 
width. An algorithm was used to determine the most wide 
frequency interval without any active signal for each of the 
14 frequency bands described in Table I, and a mean of the 
values for this interval would indicate the current noise level 
for the corresponding band.  

To mitigate the effects of high-power noise samples in 
order to decrease the false alarm probability, a second sliding 
window with a calculated width of 100 kHz was used in 
order to mean out such samples. 

In Table II, an example calculation was made for the 470 
to 766 MHz frequency band by choosing several different 
values for the false alarm probability.   
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TABLE II.  INFLUENCE OF T HRESHOLD VALUE OVER MEASURED 
OCCUPANCY FOR THE 470-766 MHZ FREQUENCY BAND                        

(URBAN ENVIRONMENT, HOUR INTERVAL 14-22, WORKDAY)  

False alarm 
probability 
(%) 

Spectral 
occupancy 
(%) 

Threshold 
level 
(dBm) 

Threshold 
above noise 
level (dB) 

1 34,21 -84.82 4,80 
3 38,52 -85.67 3,95 
5 40,43 -85.95 3,67 
7 42,03 -86.13 3,49 
10 44,24 -86.33 3,29 
15 47,56 -86.55 3,07 
20 48,92 -86.64 2,98 
 
The threshold value was chosen in order to respect a 

chosen false alarm probability of 10% for all the frequency 
bands that were considered during the measurement 
campaigns. As expected, when the value chosen for the false 
alarm probability is increased, the value of the necessary 
threshold will decrease. As a result, the measured spectral 
occupancy will have higher values, as signals having levels 
close to the noise level will be taken into account.  

As it can be noticed, having a 19 % variation in the false 
alarm probability implies also almost a 15% variation in the 
determined occupancy. The value of 10% for the false alarm 
probability was highlighted, as it is the value that was used 
during the measurement campaigns.  

Table III contains the measured spectrum occupancies for 
both the urban and rural environments for the 25 MHz to 3.4 
GHz frequency band. The listed results were obtained by 
using a value of 10% for the false alarm probability for the 
threshold for each of the 14 different frequency sub-bands.  

Occupancy results were calculated for both the urban and 
the rural areas using data collected over intervals of 48  
hours, one working day and one week-end day. 

 

IV. MEASUREMENT ANALYSIS 
Figures 2 and 3 contain spectrum occupancy results for 

some of the 14 frequency sub-bands analyzed during the 
urban environment measurement campaign. In case of sub-
band 470-766 MHz (Figure 2) d ifferent metrics are used in 
order to express the degree of spectral occupancy. A first 
sub-figure contains the maximum, minimum and mean 
power spectral density value for an 8-hour observation 
interval. In a second sub-figure the occupancy duty cycle is 
represented, expressing the amount of time (in %) in with 
each of the frequencies from the respective frequency band 
was occupied or not. A third sub-figure is a h istogram 
showing a map of the instantaneous spectral occupancy for 
the whole 8-hour interval. In case of Figure 4 the maximum, 
minimum and mean power spectral density value are given 
for four different sub-bands. 

The frequency spectrum below 1 GHz shows the highest 
occupancy values from the whole frequency domain that was 
covered during our measurement campaigns, both in the 
urban and rural environments. Nevertheless, in both cases the 
calculated values are below 50% (37.23% in the urban area, 
19.19% in the rural area), which means that even in this 
frequency range there are bands with some potential for 
cognitive radio applications. Another aspect worth being 
noticed is that for this frequency interval the difference 
between the two environments is the most significant one, 
the occupancy being almost double in case of the urban area. 
The reason for this difference is the lower density of 
broadcast radio and TV stations and a lower number of 
frequency channels used in case of the GSM mobile 
networks in the rural area. 

 
 

TABLE III.  SPECTRUM OCCUPANCY IN BOTH URBAN AND RURAL ENVIRONMENTS FOR T HE 25-3400 MHZ FREQUENCY RANGE 

Frequency 
range (MHz) 

Possible  applications according to TNABF [16] Measured Occupancy 
(%) 

Mean O ccupancy 
(%) 

Urban 
environment 

Rural 
environment 

Urban 
environment 

Rural 
environment 

Urban 
environment 

Rural 
environment 

25 - 230 FM radio, Aero/Marine, Fixed/Mobile, Military, other 
applications 

48.64 28.67  
 
 
37.23 
 

 

 
 
 
19.19 
 

 
 
 
 
 
 
 
 
 
 

21.00 

 
 
 
 
 
 

 
 
 
 

14.19 

230 - 400 Military, Mobile 17.82 13.25 
400 - 470 Analogue/Digital Terrestrial Mobile, Meteorology, other 

applications 
42.83 23.43 

470 - 766 Analogue TV, DVB-T 43.06 11.42 
766 - 880 Military, TV, DVB-T, Cordless, Military, other 

applications 
17.63 11.10 

880 - 960 Mobile communication systems :GSM, E-GSM,  
Military 

50.85 44.19 

960 - 1525 Aero/Naval, Navigation, Radar, Military, Radio 
astronomy 

10.89 10.11  
 
 
15.89 

 
 
 
11.15 

1525 - 1710 Satellite Mobile, Military,  Meteorology 10.91 10.83 
1710 - 1880 Mobile communication systems :GSM 1800,  

other applications 
28.58 14.64 

1880 - 2200 Mobile communication systems :UMTS/IMT 2000, 
DECT, other applications 

20.87 11.34 

2200 - 2400 SAP/SAB, Military 17.26 17.04  
 
13.64 
 

 
 
13.44 

2400 - 2500 ISM,  RFID, RLAN, other applications 17.66 15.90 
2500 - 2690 Mobile communication systems :UMTS/IMT 2000, 

Military 
21.13 21.01 

2690 - 3400 Military, Radar, Navigation, Meteorology, other 
applications 

10.05 10.06 
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The frequency band 25 to 230 MHz exh ibits a quite high 
occupancy degree especially in the urban environment, 
mainly because of (Figure 3a). The occupancy results in case 
of this particular frequency band during the whole 
measurement period, divided in  6 time intervals, are given in 
Table IV. 

The frequency band 470-766 MHz (Figure 2) is licensed 
for analog and digital TV broadcasting. Although due to 
European regulations analog TV broadcasting in Romania 
was initially intending to be completely replaced by digital 
one beginning with the 1st of  January 2012, things are not 
quite there yet. In Figure 2 several analog TV broadcasting 
stations can be noticed in the urban area (the level for the 
station located on 506 MHz is higher than average, as the 
broadcast antenna is located on the same building from 
where the measurements were performed). This is also the 
frequency band where the biggest difference between the 
occupancy measured in the two  environments was noticed 
(43.06% in  the urban area compared to 11.42% in  the rural 
one). The reason is mainly the DVB-T broadcasting that is 
for the moment performed only in the area surrounding 
Bucharest. The corresponding signals can be found in Figure 
2 on the 546 MHz carrier frequency (channel 30) and on the 
738 MHz carrier frequency (channel 54). Considering the 
fact that the spectral efficiency of the digital TV 
broadcasting is much higher than in case of the analog one, 
once the analog TV stations will cease broadcasting a drop in 
the spectral occupancy in this frequency band is to be 
expected. The Romanian National Authority for 
Management and Regulation in Communications (ANCOM) 
established 2013 as a new term for ceasing the analog TV 
broadcasting, so new measurements will have to be 
conducted in order to evaluate spectral occupancy in this 
frequency band afterwards. This frequency band is also 
targeted by several new standards based on dynamic 
spectrum access (including 802.22 and 802.11af). 

The lowest spectral occupancy below 1 GHz was 
obtained in the 766 to 880 MHz band (Figure 3b), however 
most of this band is for the moment licensed for military 
applications. In this frequency band, only a test DVB-T 
broadcast station (carrier frequency 778 MHz, channel 59) 
was detected in the urban area during the measurement 
campaign, although other possible applications are allowed 
according to the National Table for Frequency Allocation in 
Romania [16]. 

The 880-960 MHz (Figure 3c) and 1710-1880 MHz are 
licensed for the GSM 900 and 1800 mobile communication 
system. In the frequency bands corresponding to the 
downlink direction (925-960 MHz for GSM 900 and 1805-
1880 MHz for GSM 1800) a higher power level was 
measured, as the transmit power employed is considerably 
higher than the one used in case of mobile stations. In case of 
the rural environment, a significant difference in the degrees 
of occupancy was obtained in this frequency band depending 
on the time interval, as described in Table V. 

In order to prove the reason for such a big difference in  
the degree of occupancy, in Figure 1 are p ictured the 
histograms for the three 8-hour intervals listed in Table V.  

As it can be clearly seen, a certain number of frequency 
channels used during the day (05:00 to 18:00) are turned off 
during nighttime, probably because of lack of traffic during 
off-work hours. Although in frequency bands corresponding 
to the uplink (880-915 MHz and 1710-1785 MHz) the 
measured occupancy was extremely low in both 
environments, it should be noted the measurement locations 
and the low transmit power of mobile stations might cause 
an underestimation of the real occupancy. CR equipment that 
are designed to function in these frequency bands should 
have a detection mechanism capable of recognizing low-
power signals with energy close to the noise floor, in order to 
avoid interference to primary users active in the area. 

The overall spectrum occupancy measured for the 
frequency bands above 1 GHz was extremely low for both 
environments (mean occupancies of less than 20% in both 
cases). As it can be noticed from Table III, the differences 
between the values obtained in the two areas are very small, 
excepting two bands: the 1710-1880 MHz band licensed for 
GSM 1800 and the 1880-2200 MHz band (Figure 3d) 
licensed for UMTS. In both cases because of the lower 
population density from the rural area the network operators 
use less frequency channels, this being the reason for the 
lower occupancy measured in the rural environment. 
Considering the very low spectrum occupancy degree, most 
of these frequency bands are potential candidates for CR 
applications.  

TABLE IV.  INFLUENCE OF DAY PERIOD OVER MEASURED OCCUPANCY 
FOR THE FREQUENCY BAND 25-230 MHZ (URBAN ENVIRONMENT) 

O bservation interval 
(hours : minutes) 

Measured 
occupancy (%) 

06:00 – 14:00 (workday) 47,68 
14:00 – 22:00 (workday) 47,39 
22:00 – 06:00 (workday) 47,27 
06:00 – 14:00 (weekend) 51,06 
14:00 – 22:00 (weekend) 50,22 
22:00 – 06:00 (weekend) 48,25 

TABLE V.  INFLUENCE OF DAY PERIOD OVER MEASURED OCCUPANCY 
FOR THE FREQUENCY BAND 880-960 MHZ (RURAL ENVIRONMENT) 

T ime interval ( hours : minutes) Measured spectral occupancy  (%) 
06:00 – 14:00 (week-end day) 47,22 
14:00 – 22:00 (week-end day) 43,98 
22:00 – 06:00 (week-end day) 40,60 

 
Figure 1.  Histograms for the frequency band 880-960 MHz for three 

intervals of eight hours each (rural environment).  
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The ISM band 2400 to 2500 MHz is a very good 

opportunity for testing CR prototype devices, as the 
measured occupancy is quite low in both cases (17.66% in 
the urban environment and 15.90% in the rural area) and 
there are mult itudes of commercially availab le hardware 
devices that are able to operate in this frequency range. 

V. CONCLUSION AND FUTURE WORK 
Results obtained during the measurement campaign 

conducted in both urban (Bucharest) and rural (Maneciu)           
environments in Romania clearly indicate that several 
frequency bands allow opportunistic access for future CR 
applications, especially in the rural environment and for the 
frequency bands above 1 GHz. The analyzed frequency 
range was 25 MHz to 3.4 GHz, and the mean occupancy 
ratio over the whole band was as low as 21.00% in the urban 
environment and 14.19% in the rural environment. 

It is difficu lt to make a direct comparison between the 
results obtained during the different measurements 
campaigns mentioned in Section I and the measurement 
campaigns performed in Romania. The main reasons are the 
differences that can be found in the measurement setup 
(frequency intervals, spectrum analyzer bandwidth) and in 
the signal processing section (imposed false alarm 
probability). However, a common conclusion that can be 
drawn from the measurements is that the spectral occupancy 
degree that can be obtained by using a ‘classical’ static 
allocation approach is far from being optimal. The dynamic 
spectrum access proposed by technologies such as cognitive 
radio promises to bring substantial improvements in terms of 
efficiency of spectrum usage. 

Despite the fact that the calculated occupancy for some 
frequency bands is quite low (e.g., the GSM 900 and 1800 
uplink bands), CR devices intended to operate in these 
frequency areas should be properly designed in order to 
avoid interference with licensed systems. 

In order to increase the relevance of the obtained data, 
measurements in wider frequency bands (up to 6 GHz) are 
intended in the near future. 

Further measurements will be necessary in case of the 
470-766 MHz frequency band once the analog TV 
broadcasting will be completely replaced by the digital one. 
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Figure 2.  Spectral occupancy for the 470 MHz - 766 MHz frequency band using different metrics (urban environment, 14:00-22:00, working day)  

(a) Mean, minimum and maximum signal values  (b) Occupancy duty cycle  (c) 8 hour histogram 
 
 

 
     (a)                                                                                                                  (b) 

 
     (c)                                                                                                                  (d) 

 
  

Figure 3.  Mean, minimum and maximum signal (urban environment, 14:00-22:00, working day) for the frequency bands  
(a) 25-230 MHz (b) 766-880 MHz  (c) 880-960 MHz (d) 1880-2200 MHz 
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Abstract—Cognitive radio technology is the vision of 

pervasive wireless communications that improves the 

spectrum utilization and offers many social and individual 

benefits. The objective of the cognitive radio network 

technology is to utilize the unutilized spectrum by primary 

users and fulfill the secondary users’ demands irrespective 

of time and location (any time and any place). Due to their 

flexibility, the cognitive radio networks are vulnerable for 

numerous threats and security problems that will affect the 

performance of the network. Little attention was given to 

security aspects in cognitive radio networks that include 

spectrum sensing (sensing primary user), attacks that 

threaten the network at various layers and adversary effects 

on performance due to the security threats. In this survey, 

we discuss the cognitive radio networks, problems involved 

in sensing and management, attacks on cognitive radio 

networks, attacks on various network layers, threats on 

cognitive radio networks, and the current security and 

privacy solutions available. Further, we illustrate the need of 

careful engineering with security checks while designing the 

cognitive radio networks.  

 

Keywords: Cognitive Networks; security; threats; 

frequency sensing; spectrum mobility; spectrum holes. 

I. INTRODUCTION 

The novel approach of cognitive radio (CR) in wireless 

communications was coined by Joseph Mitola III in 1998, 

in a seminar at Royal Institute of Technology, Stockholm. 

The work was later published by Mitola and Maguire [1] 

in IEEE personal communications. The aim was to provide 

appropriate intelligence (an intelligent agent) to portable 

devices (for example – personal digital assistants) so that 

they fulfill the common user communication needs [2]. 

The intelligent agent in the device detects available 

channels in the wireless spectrum band and automatically 

changes its parameters (transmission or reception) to meet 

user needs. The process of detecting unused or available 

channels from the wireless spectrum band at any place is 

called dynamic spectrum access (DSA). The DSA and 

DSM (dynamic spectrum management) concepts are 

derived from the principles of artificial intelligence, 

machine learning, and cross-layer optimization. The game 

theory applications are examples of DSM that improves 

the performance of cognitive radio networks (CRN).   

The main functions of cognitive radios are spectrum 

sensing, spectrum management, spectrum mobility and 

spectrum sharing. The main goal of the cognitive radio is 

to detect the white spaces (unused spectrum or spectrum 

holes) in the primary spectrum and efficient use of that 

detected unused spectrum without harming the primary 

user. Detection of a transmitted signal can be done by 

using one or more of techniques including matched filter, 

energy detection, cyclostationary feature detection, 

cooperative detection (sensing spectrum with the 

cooperative effort of multiple cognitive radios), and 

interference based detection method. The spectrum 

management (analysis and decision) includes the selection 

of the best spectrum suitable to the cognitive users. 

Spectrum mobility is the process of allocating the best 

possible spectrum during mobility of cognitive user. 

Finally, the spectrum sharing is a fair scheduling method 

in spectrum usage.   

Today more than 5 billion devices are in use, expected 

to increase 10 billion by 2017 and approximately 100 

billion by 2025.  This number includes high-end handsets, 

tablets, and laptops on mobile networks. These devices 

generate serious traffic on the communications. The 

anticipated demand in communications forces to 

incorporate compact devices, new features, and more 

battery life. Future cognitive radios offer the new 

technology with nanotechnology featured compact 

devices. Building flexible cognitive radio technology with 

large-scale deployment of cognitive radio networks is a 

complex task. The features include smart antennas, new 

hardware (Nano components incorporated) with software 

defined radio, spectrum sensing, spectrum measurement, 

medium access control, routing, self-organizing, adaptive 

control mechanisms, learning, policy definition and 

monitoring. Developing and introducing new technology 

requires appropriate security measurements and policies. 

Therefore, security at each step of cognitive wireless 

networks is a challenging job.  

Berkeley wireless research center [3] shows that 2GHz 

to 10GHz spectrum is underutilized. To utilize the 

underutilized spectrum, the cognitive radio must detect the 

presence of primary signal (PS), and use that spectrum 

without interfering with primary signal. Security involves 

in misdetection and false detection of the primary user. 

False detection is that the primary signal presence is 

recorded when the signal was absent (falsely detecting the 

primary user). Further, false detection includes that a 

malicious user pretends as the primary user (PU) by 

sending a strong signal to other cognitive users. 

Misdetection is the presence of the primary user which is 
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not detected by the cognitive user through matched filter, 

energy detection, and cyclostationary feature detection. To 

eliminate such false detection and misdetection of the 

primary user, a spectrum sensing mechanism must be 

created to enhance the trust worthiness of the primary 

signal detection. 

In wireless networks, hacking and malicious attacks 

are inevitable. Further, security threats are unavoidable, 

and incorporating security facilities are challenging in 

cognitive radio networks due to its nature of openness. 

Therefore, more care and research need to be done to 

provide security mechanisms in cognitive radio networks. 

Better security mechanisms ensure the trustworthiness of 

the spectrum sensing. The detection problems arise when 

operating in a hostile environment. In a hostile 

environment, it is possible to mimic the incumbent signal 

characteristics and pretend (emulate the primary user 

characteristics) as the primary user. In such cases, 

integrating legitimate transmitters for primary and 

secondary users in spectrum sensing will improve the 

trustworthiness of the detection process. Further, 

embedded signature in PU or interactive protocol between 

an incumbent transmitter and verifier cannot be used due 

to FCC’s document requirements [4].  

 In conventional radio technology, signals emitted by 

wireless devices were predictable (approved by FCC). 

Since the creation of a wide range of authorized and 

unauthorized signals are possible using low-cost consumer 

devices, it is relatively easy to create denial-of-service 

(DoS) attacks that can affect the critical applications such 

as traffic control or health care. Therefore, future FCC 

regulations need to be aware of these DoS attacks [6]. The 

issues to be considered in cognitive radios are: 
 Type of security attacks 

 Security implication in implementing software defined 

radio 

 Trusted cognitive radio design with security concerns 

 Requirement of authentication protocols in cognitive radio 

networks 

 Ensuring the functionality of security mechanisms and 

 Requirement in encryption mechanisms  

This survey report focused on the above six problems. 

Further, the survey identifies and presents the new 

capabilities to defend against intrusions and denial of 

service attacks. More work is needed to develop better 

security models in spectrum sensing, emulation of denial 

of service, physical layer security enhancements, geo-

location for improved wireless network security, and 

cooperative methods for isolating the intruders. Since the 

CRN is in a developmental stage, it is an opportunity to 

incorporate these security capabilities as part of the 

implementation.  

The remaining part of the paper discusses the related 

work in Section II, cognitive radio network environment in 

Section II and threats and attacks in section IV. Section 5 

provides the type of attacks on a network layer and counter 

measures. Section VI concludes the work and future 

requirements in CRN security 

II. RELATED WORK 

Most of the survey papers in cognitive radio networks 

(CRN) discussed the security problems in specific aspects 

of the network. The surveys on CRN show the state of the 

art research in specific or few general aspects. 

Fragkiadakis et al [7] discussed the security threats and 

detection techniques in CRN. The paper includes the 

challenges that cognitive radios and cognitive radio 

networks along with the current state-of-the-art to detect 

the corresponding attacks.  

Wassim et al [3] discussed the security attacks along 

with the mitigation techniques in CRN. This paper 

provides the category of attacks at MAC layer, data-link 

layer, and transport layer. Further, they discussed the 

jamming attack, false detection of PU, and objective 

function attack which are common in most of the surveys. 

Their evaluation shows that the combination of the counter 

measures will produce better security. 

The survey paper by Parvin et al [8] addresses the 

CRN architecture and security issues. The spectrum 

mobility threats, jamming counter measures, spectrum 

sensing challenges, and attacks on protocol layers are 

outlined in this survey. Further, attacks on protocol layer 

are listed in this survey paper. Leon et al discussed the 

attacks on cognitive radios including PU emulation 

attacks, objective function attacks, common control data 

attack, lion attack, false feedback attack, jamming 

countermeasures, and vulnerabilities inherent to those 

systems [9].  They further discussed mitigation of lion 

attack based on periodic PS emulation attacks. The 

document is the over view of some of the attacks on 

cognitive networks. Clancy et al [10] discussed the threats 

and mitigation of security in cognitive radio Networks. 

They outlined the policy radio threats, learning radio 

threats, and self-propagating behavior. Various classes of 

attacks including dynamic spectrum access (DSA) attacks, 

objective function attacks, and malicious attacks are part 

of this document. The authors felt that the earning the trust 

in cognitive radio networks is extremely important. 

Newman and Clancy [11] discussed the security threats 

in signal classifiers. They discussed the signal classifier 

model, threat analysis, and threats on feature extractions. 

They claimed that signal classification algorithm opens a 

new area of security research related dynamic spectrum 

access and signal classification. They used the signal 

classification algorithm to distinguish the primary user 

(PU) and secondary user signals. Chen et al [12] designed 

a defense scheme to identify the malicious users by 

estimating location information and observing the signal 

strength.  Spectrum sensing is also discussed by Chen et al 

in [13, 14].  In [13], the authors discussed the primary user 

emulation problem and demonstrated the disruptive effects 

in cognitive radio networks. They discussed the transmitter 
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position for detecting the attacks. Further, they 

demonstrated the effect of the location verification with 

respect to the attacks. Chen et al [14] discussed the 

distributed spectrum sensing and incumbent emulation 

attacks. The sensing and management attacks are: 
 Defending against incumbent emulation attacks 

 Spectrum sensing data falsification attacks  

 Defending against spectrum sensing data falsification 

(SSDF) attacks 

Primary user emulation attack is one of the common 

security threats in CRN. Chen et al [15] proposed a 

transmitter verification scheme called LocDef (localization 

based defense) that verifies the received signal based on 

location and characteristics. They concluded that the signal 

disruptive process will be eliminated by incorporating the 

LocDef process into spectrum sensing processes. They 

showed through simulations that LocDef scheme is an 

effective program and can be employed in a hostile 

environment. 

 Common control channel security is vital in cognitive 

radio networks. Safdar and O’Neill [16] discussed the 

common control channel security for cooperatively 

communicating cognitive radio nodes. The authors 

presented an algorithm and demonstrated that low cost 

hash or message authentication code algorithm achieves 

information integrity.  

The key challenges and evaluation approaches in CRN 

were presented in [17]. The paper discusses the current 

security posture of emerging IEEE 802.22 cognitive radio 

standard and identifies the potential vulnerabilities along 

with potential mitigation approaches. The features of 

cognitive radio from the perspective of an attacker were 

briefly presented. The author identifies that the CR must 

incorporate the ability to authenticate the local 

observations in perceived environments, strong 

collaboration of CR elements related to security, validity 

of observations between CR elements, and have self-

analysis behavior. He further noted that security in CRN is 

a multi-disciplinary problem. 

Implementation issues of spectrum sensing in cognitive 

radios were discussed by Cabric et al in 2004 [18]. The 

authors identified cyclostationary feature detection has 

more advantage among matched filtering and energy 

detection due to its ability in differentiate modulated 

signals, interference, and low signal  noise ratio. The 

energy detection technique to detect the primary signal 

became the central issue of security threats and work on 

security was concentrated at later years in primary signal 

emulation analysis. Chen et al [12-15] used various 

techniques including LocDef for primary signal emulation 

to eliminate the false detection and misdetection. 

III. COGNITIVE RADIO NETWORK ENVIRONMENT 

AND SECURITY  

The increase in communication requirements, 

difficulties to meet the emergency communication 

connections and more effective communication services 

lead the idea of introduction of software defined radio. 

Cognitive radio is the improvement of software defined 

radio coined by Mitola [1, 2]. If the demand for spectrum 

increases continuously, additional radio resources are 

required to meet customer requirements. Further, we need 

an agent component that is intelligent enough to adjust 

transmission parameters with respect to location, 

environment, and serve the customer needs. This 

intelligent resource called cognitive radio that operates 

effectively and use the unused bands (spectrum holes) 

without disturbing the licensed user. The definitions from 

National Telecommunications and Intelligent Agency 

(NTIA), the position statement of IEEE-USA Board of 

Directors in 2003, and Scientific American conclude that 

‘cognitive radio is a smart radio that has the ability to 

sense external environment, learn from history, adjust its 

parameters to the current state and take intelligent 

decisions’ [19-22].  The statements conclude that CR 

adapts to the current environment, reasons, learns, 

collaborates with other radios, and support future 

decisions. Further, the CRN nodes sense the current radio 

frequency spectrum environment, contains policy and 

configuration databases, have self-configuration, mission-

oriented configuration, adaptive nature, distributed 

collaboration and security (authenticate, authorize and 

protect) of customers. 

Due to the nature of CRN, security became a problem 

at every step (Spectrum Sensing, Spectrum sharing, 

Location Identification, etc.) of its functionality. The 

security problems will occur in different ways. For 

example: 
 False detection (sensing) and misdetection of primary 

signal may happen due to denial of service or malicious 

user pretends as the primary signal. 

 Environment could be controlled by a malicious user. 

 An attacker could prevent the cognitive user from using 

available spectrum (primary signal sensing mechanism). 

 An attacker could access the data unauthorized way or 

modify/inject the false data (integrity of data is required). 

Therefore, we need to find the potential threats, 
potential attacks, likelihood of these threats and attacks, 
and potential consequences of these attacks. After finding 
these security risks, we will specify the basic security 
services such as confidentiality, privacy, and 
authentication similar to wireless networks. Little attention 
was given to location privacy threats which are a unique 
challenge in CRNs. Further, the encryption and mutual 
authentication techniques will help the data confidentiality.  

Figure 1 shows the general architecture of cognitive 
radio.  The security problems are in location identification, 
the cognitive radios contesting for free spectrum, spectrum 
sensing, spectrum analysis, and spectrum management. 
The external threats include hacking the information, 
incorporating the malicious nodes, corrupting the 
information at any level shown in the figure 1. Further, the 
security at the protocol level that interact various layers of 
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the network is an essential issue to discuss in the study of 
securing cognitive networks.  

Once the spectrum holes are detected, the available 

spectrum will be allocated as soon as possible. Therefore, 

cognitive radios are competent among themselves at each 

node to gain spectrum access. Due to these reasons, the 

design of CRs requires security and threat procedures. 

Further, the CRs are vulnerable to the threats and attacks 

while detecting the primary signal due to their localization 

and adaptive nature. The malicious attackers are common 

in wireless networks as well as CRs. The general 

requirements of security in CRs are discussed in [7-20]. 

 
Figure 1. General architecture of cognitive radio 

 

The security requirements in CRNs vary from location 

to location. Along with security requirements, we will 

discuss the current state of algorithms for protection in 

cognitive radio networks and security provisions through 

IEEE 802.22. The basic security requirements in CRN are 

confidentiality, integrity and availability. The other 

security issues include: 
 Sensing and emulation of primary signal (detecting and 

verifying the signal). 

 Spectrum management (detecting, verifying channel 
capacity, and allocating appropriate channel to cognitive 
user). 

 Checking interference level, signal strength, and energy 
detection. 

 Secure communication. 

The motivations vary depending upon the attacker. The 

selfish nature of a cognitive user projects he/she as the 

primary user to use the spectrum with higher priority. 

They modify the spectrum sensing parameters for selfish 

advantage. The selfish user can prevent other users from 

using the spectrum by jamming or with DoS. The DoS can 

be created using various authorized and unauthorized 

waveforms with a low-cost consumer device. The selfish 

users can be controlled through access permissions and 

authentication. Further, by using channel sensing 

algorithms we can control the cognitive users from 

interference. We will discuss various threats, attacks and 

the counter measures in Section 4. 

To minimize these selfish attacks it is necessary to 

identify the type of DoS attacks on CRN and possible 

hardware improvements, improve the weaknesses of 

Internet to implement software-based radio, trusted CR to 

address the security issues, and develop the algorithms and 

mechanisms to address the cooperative methods to detect 

and isolate intruders.  

IV. THREATS AND ATTACKS IN COGNITIVE RADIO 

NETWORKS 

Threat is a constant danger through persons, objects, or 

any resources where as an attack is an act of or event that 

exploits the vulnerability. The policies, learning 

mechanisms, and self-propagation in cognitive radio 

architecture prevents the threats (cannot escape the 

threats).  In CR, a threat can happen while sensing of 

information (due to involvement of a malicious user). This 

information will then feed for learning and decision 

making. The results produced will lead to inappropriate 

decisions (unacceptable decisions) due to a malicious user 

injected the faults. The threat analysis in unsupervised 

learning and signal sensing was discussed by Clancy et al 

[10, 11]. 

Attacks on spectrum management were briefly 

explained by Parvin et al [8] and Mathur and 

Subbalakshmi [23, 24]. They suggested strong encryption 

mechanism is required at physical and MAC layer level. 

The attacks were classified depending upon the protocol 

layers. The Table 1 provides the attack types, network 

layers involved, and reason for attacks. 

TABLE 1. ATTACK TYPES, LAYER INVOLVED AND REASON FOR ATTACKS 

Attack 

type 

Network 

Layer 

Reason Countermeasures 

Primary and 

secondary 

user 

Jamming 

Physical Lack of 

knowledge 

about location 

and unclear 

access rights 

to cognitive 
user 

 Location Consistency 

Checks 

  Compare signal strength 

and noise level 

Primary 
signal 

sensing 

Phycal Low level 
primary signal 

will be missed 

 Energy-based sensing 

 Waveform-based sensing 

 Cooperative detection of PU 

Overlapping 

secondary 
users 

Physical Location 

based. Hard to 
prevent 

 Use game models and Nash 
equilibrium techniques to 

detect transmission power 

of SUs 

SUs  

unauthorized 

gain in 
bandwidth 

by pretends 

as primary 

user or False 

feedback 

MAC 

 

Malicious SU 

tweaks with 

higher power 
bandwidth, 

and  feed false 

information to 

gain signal 

 Trust management on 
secondary users for resource 

hungry and collaborative 

trust 

 Management of systems 
objective function by 

controlling the radio 

parameters 

Increase 

interference 

by malicious 

node 

Network Compromisin

g with 

malicious 

node 

 Appropriate local spectrum 
sensing controller 

 Eliminating internal hidden 

parasite nodes 

Ripple effect Network False 
information 

about 

spectrum 

assignment 

 Continuous trust 
management process on 

SUs 
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Key 

duplication 

Transport Breaks the 

cypher system 
 Reinvestigate the protocol 

activity in the context of 
sessions 

 Use secure protocols with 

robust distribution of key 
management 

Jelly fish Transport Effect on 
throughput 

 Trust of node by verifying 
the packet loss 

Cross-layer attacks are possible in CRN. There is a 

need to be given individual attention for such attacks. 

Jamming on routing information happens due to lack of 

common control channels. Traffic analysis attack on data 

privacy and location privacy will be avoided by 

authentication and controlling the access rights of 

cognitive user. 

The defense mechanisms were discussed in [10-20]. 

The other attacks include false feedback of information 

from one group of cognitive users to mislead the different 

group of cognitive users. This consequence ends to 

mislead the detection of primary signal. Network Endo-

Parasite (NEP) attack avoids the selection of the right 

channel by the other cognitive users. The NEP attack is 

played by a different group of cognitive users. The 

objective function attack controls a large number of radio 

parameters. According to Clancy and Georgen [10] secure 

communication with low or high power has provided the 

weights. The channel gain depends upon the weight rate. 

The dishonest users will mislead the other users to gain 

access. Further, they mislead the honest user to 

misdetection of the primary signal with the introduction of 

extra noise. 

V. CHALLENGES AND DEFENDING MALICIOUS 

ATTACKS 

Spectrum sensing, Spectrum management, spectrum 

sharing, and spectrum mobility are some of the challenges 

in CRN security. Ensuring trust worthy spectrum sensing 

is one of the essential mechanisms in CRs. The primary 

signal analysis is suggested in the current survey. Trust on 

spectrum sensing happens if the primary signal is emulated 

and recognized correctly. For example, a malicious user or 

hacker can interpret the primary user signal and occupy the 

spectrum for selfish use. The attack can be detected 

through transmitter verification procedures and location 

verification procedures. Further, a cognitive user simulates 

the primary user for personal gains. That means, a 

cognitive user crosses its user access limits. These 

activities can be controlled using the various privacy 

procedures and access limits. This problem can be fixed 

using a honey pot database to mislead the malicious user. 

The primary signal cannot be detected because of 

interferences at location devices. Primary user signal 

detection gets difficult if it uses the spread spectrum 

signaling or altering the parameters by a malicious user. 

These problems can be eliminated using the cloud 

application. Further, the cloud application to eliminate the 

hidden terminal problem was discussed in [25, 26]. The 

solution for interference problem was proposed in [27] and 

spectrum sensing can be detected efficiently through 

multiple users in a cooperative manner. Once the free 

spectrum is detected, the best available band will be 

detected using local observations and statistical 

information. 

The common control problem involves the exchange of 

security keys between the nodes. The authentication 

among the nodes provides confidentiality and integrity of 

the transactions. This technique provides the security and 

the hidden terminal problem still remain. The jamming 

problem, hidden terminal problem, exchange of keys 

between the nodes and malicious user acts can be 

eliminated by using the cloud application. The security to 

cloud still remains an open problem. 

Malicious activity can be from outside or among the 

cognitive users. Detecting the malicious activity among 

the cognitive users can be done using the intruder 

detection procedures and incorporating honey pot 

database. Further, cross-layer technique with appropriate 

defense mechanism in communication protocol will help 

the attacks on upper layers. Incorporating the 

cryptographic techniques or digital signature based 

primary signal identification may help in distinguishing 

the malicious users. More work is required in this 

direction.  

Spectrum mobility involves common control channel, 

operating frequency range, and location information. It 

requires the current location of the primary user and 

operating range so that the secondary user can vacate the 

occupied spectrum as soon as PU enters. Spectrum 

mobility depends upon the primary user entry and 

secondary user relocation. The cloud application will solve 

many attacks and hidden terminal problems in cognitive 

networks similar to problems like sudden entry of the 

primary user [26]. 

VI. CONCLUSIONS AND FUTURE WORK 

The literature shows that the spectrum management 

sachems are lack of formal security models. The 

conventional authentication models for wireless security 

need to be modified to CRNs. The cooperative sensing 

models improves the sensing capability with overhead of 

jamming. In multi-user environment, the attackers have 

opportunities for malicious activities. Intrusion detection 

models are required in such situations. Cryptographic 

techniques are useful with the additional burden of 

computing time. The trust models are more appropriate 

than to cryptographic techniques due to their simplicity 

and computational efficiency. Cloud application helps to 

eliminate hidden terminal problem. But, cloud security is 

another open problem in CRNs.  

  The overview of the CRN shows that security is an 

essential at all levels (sensing, location, and management). 

Security mechanisms through protocols at different layers 

were discussed in this paper. The study shows that 
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implementation at the protocol level is very important at 

each network layer (Physical, MAC, Network, and 

transport). Few authors stressed the need of security 

models at cross-layer design. The current research shows 

that future security on cross-layer design will get special 

attention.  

Finally, we conclude that threat proof mechanism is 

difficult and impossible. The threat detection mechanisms 

can be developed for cognitive radio networks in the same 

lines of intrusion detection mechanisms. The threat 

detection and protection of information are serious issues 

in wireless networks as well as cognitive radio networks. It 

is recommended that threat detection mechanisms must be 

developed and incorporated as part of the design as and 

when need arises. 
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Abstract—Spectrum sensing in wideband regime requires huge 
amount of samples. The observed frequency spectrum is 
usually sparse. Compressed sensing technique provides a 
viable solution to reconstruct the sparse signals. The observed 
wideband spectrum can be reconstructed using compressive 
sensing technique. Inherent constraints of the compressed 
sensing algorithms hinder the flexible implementation of 
spectrum sensing process. The structure-based Bayesian sparse 
recovery algorithm is used in this paper to implement 
spectrum sensing process. Spectrum sensing performed using 
the Bayesian estimation approach resulted in better 
performance compared to the results based on compressed 
sensing technique. Various cases have been discussed 
considering the amount of information available for the 
observed frequency band. Spectrum sensing performed using 
the Bayesian algorithm showed improvement of more than 5 
dB in all cases.  

Keywords; cognitive radio; spectrum sensing; compressive 
sensing; structure-based bayesian sparse recovery algorithm. 

I. INTRODUCTION 

The ever-increasing high data rate services and new 
wireless service providers require more frequency spectrum 
than available. This appetence of more frequency spectrum 
has raised a concern of spectrum scarcity. The frequency 
spectrum is a limited natural resource. Measurements have 
shown that the current spectrum scarcity is a result of under-
utilization rather than the unavailability of spectrum. 
According to Federal communication comission [1], the 
spectrum utilization varies from 15% to 85% with high 
variance in time and space. These statistics puts question on 
the appropriateness of current regulatory authorities. To 
overcome this problem, Mitola and Maguire [2] introduced 
the cognitive radio device in 1999. The cognitive radio (CR) 
provides an adequate solution to the observed concern of 
spectrum scarcity. The CR avails opportunistic access to the 
frequency bands that are not used by the licensed users at a 
particular instance or space [2]. 

This paper focuses on performing spectrum sensing in 
wideband regime. The spectrum sensing process is core of 
the CR system. It enables the CR to scan range of 
frequencies and utilize any vacant ones. This process has 
many challenges associated with it. One key problem relates 
to the sensing of a wideband signal. Perpetually sampling of 

signal is done at the Nyquist rate. In the wideband regime, 
this means acquisition of colossal amount of samples and 
respectively high sensing time. In this paper solution to the 
wideband spectrum sensing problem is discussed using the 
sub-Nyquist rate sampling technique. 

Over the years, many algorithms (based on the Nyquist 
rate sampling criteria) have been developed for the spectrum 
sensing process. Among them are the energy detection based 
sensing, wave form based sensing, cyclostationary feature 
based sensing and match filtering based sensing [4]. Sensing 
a wideband signal using these techniques require large 
amount of time. The compressive sensing (CS) technique 
provides reconstruction of the sparse signals sampled at less 
than the Nyquist rate [5]. 

Over the last few years some algorithms have been 
proposed that perform spectrum sensing using the 
compressive sensing technique. Some of these algorithms are 
discussed in this paragraph. In 2007, Tian and Giannakis [6] 
proposed the idea of performing spectrum sensing using the 
compressive sensing technique. As the observed signal is 
sparse in frequency domain, its frequency spectrum was 
reconstructed using the compressive sensing technique. The 
estimates of various frequency band locations (within the 
observed spectrum) were generated using the wavelet edge 
detection technique. The presence or absence of a primary 
user within each frequency band was determined by 
observing the corresponding power spectral density (PSD). 
In 2009, Polo et al. [7] used the analog to information 
Converter (AIC) instead of the analog to digital converter 
(ADC) at the receiver. An AIC can be conceptually viewed 
as an ADC operating at the Nyquist rate followed by the 
compressive sampling mechanism. In 2009, Chen et al. [9] 
improved the work proposed in [6]. A multi-branched 
spectrum sensing structure was proposed. Each branch 
repeats the same procedure proposed in [6], i.e., reconstructs 
the frequency spectrum of received signal and calculates the 
PSD within each band. The results from all branches were 
combined to generate a final estimate. In 2010, Nassab et al. 
[8] assumed a fixed number of frequency bands in the 
observed spectrum. The wideband filters were used to 
acquire energies from some frequency bands. As the 
complete energy vector of the observed spectrum is sparse in 
nature, it was recovered using the compressive sensing 
technique. In 2010, Sundman et al. [10] modified the 
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proposed work of [7]. The autocorrelation vector achieved in 
[7] deals with the wide-sense stationary (WSS) signals only. 
However, the signal at the output of AIC is non-WSS. The 
autocorrelation vector was modified in order to deal with the 
non-WSS signals. They also proposed memory based 
spectral detection, which resulted in the overall reduction of 
computational complexity. In 2010, Liu and Wan [11] used 
the a priori knowledge of spectrum distribution and 
proposed a mixed ��/��  norm de-noising operator. They 
suggested to attain the primary user frequency band 
information from the regulatory authorities. The a priori 
knowledge of the band gaps and the block sparsity resulted 
in better performance when compared to the standard mixed 
��/�� norm de-noising operator. 

Though compressive sensing algorithms reconstruct the 
sparse signals with good probability, they do suffer from 
some deficiencies. They are computationally complex, do 
not use the structure of the sensing matrix and do not use the 
a priori statistical information about signal support and 
noise. These algorithms are bottlenecked by the number of 
observations. Increasing the number of observations leads to 
the better performance and vice versa. In order to overcome 
these shortcomings the structure-based Bayesian sparse 
recovery algorithm (SBBSR) is proposed in [12]. 

This paper focuses on utilizing the SBBSR algorithm and 
performing spectrum sensing at the sub-Nyquist rate. The 
SBBSR algorithm allows flexible implementation in contrast 
to the compressed sensing based algorithms. The rest of 
paper is organized as follows. Section II describes the 
spectrum sensing process performed using the SBBSR 
algorithm. Section III exploits the flexible implementation of 
SBBSR algorithm to improve performance. Simulations 
results are shown and discussed in section IV. Section V 
provides conclusion to this paper. 

II. SPECTRUM SENSING USING THE SBBSR ALGORITHM 

The SBBSR algorithm provides reconstruction of sparse 
signals using the Bayesian estimation approach. While 
reconstructing the signal it uses the a priori statistical and 
sparsity information and the sensing matrix structure. 
Assume the sensing timing window is defined as � ∈
[0, 
��]  (where �� represents the Nyquist sampling rate). 
According to the Nyquist theorem, 
 samples are required to 
reconstruct the original signal without aliasing. The sampling 
process at a digital receiver can be expressed as 

 
� = �� + �         (1) 
 

where � represents the 
 × 1 length sparse vector, � is an 
� × 
  projection matrix (or sensing matrix, which is 
incoherent with the domain in which � is sparse) and � is the 
complex additive white Gaussian noise vector ���0, �����. 
The process defined in (1) can be explained as the 
conversion of a continuous domain signal � ∈ �  into the 

discrete sequence � ∈ �!. In (1) when � = 
 the Nyquist 
rate uniform sampling is performed whereas setting � < 
 
performs the reduced rate sampling scheme or the sub-
Nyquist rate sampling [6].  

The sparse signal � can be modeled as 
 

� = �#⨀�%          (2) 
 

where ⨀ represents dot multiplication between the two 
vectors, �#  is an independent and identically distributed 
(i.i.d) Bernoulli random variable and the entries �%  can be 
drawn from any distribution. This model of �  provides a 
sparse signal. The sparsity information is indulged by the 
Bernoulli random variable and the amplitudes of these 
observations are drawn from some other distribution [12]. 

If the support & of � is known it can be written as  
 

			� = �� + �      
       = ()� + �    
�|& = �+�, + �,         (3) 
 

�+  is the sub-matrix formed from �  containing only 
those columns represented by &. The maximum a posteriori 
(MAP) estimate of observed signal � is given as [12] 

 
�-!./ = 012	304, 5��/&� 5�&�        (4) 
 

where 5�&� is the probability of a given support. Assuming 
the signal model of (2), the probability of support can be 
written as [12] 

 
5�&� = 	5,�1 − 5� 7,         (5) 
 

Now, the problem of calculating MAP narrows down to 
the calculation of 5��/&�. In this paper it is assumed that 
primary user data has Gaussian distribution, �|& is Gaussian, 
then �|&  will also be Gaussian with zero mean and 
covariance 8, . Corresponding probability is calculated as 
[12] 

 

5��/&� 	= 	
9:;	�7

<

=>
?	�

@AB
C<��

D9E	�AB�
        (6) 

 
where covariance matrix is given as 
 

A, = F +	
GH
?

G>
?
I,I,

J         (7) 

 
To perform the spectrum sensing process using SBBSR 

algorithm following steps are opted. These steps are also 
described in Fig. 1. 

1- The sub-Nyquist rate sampled signal � is correlated 
with the sensing matrix I.  

2- Based on the correlation result K clusters are made. 
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3- Let KL denote the maximum possible support size in 
a cluster. For each cluster find the likelihoods for all 
support size starting from � = 1,2, …	KL. 

4- Within each cluster the MAP estimates of 
corresponding likelihoods are calculated as 
explained in (4). 

5- Decision regarding presence or absence of the 
primary user on certain frequency band is made 
based upon the MAP estimate. The indexes of 
maximum valued estimates correspond to the 
occupied locations by a user. 

III.  EXPLOITING FLEXIBLE IMPLEMENTATION OF  THE 

SBBSR ALGORITHM 

The SBBSR algorithm is used to recover the locations 
where transmission has been done by primary user. 
Numerous conditions can be imposed to enhance the sensing 
ability of a CR. These conditions have been discussed in this 
section and will be used in the simulation part.  

• Case 1: Considering only signal sparsity as an 
assumption for spectrum sensing. 

• Case 2: In addition to sparsity, assuming the 
observed spectrum consists of fixed (same) length frequency 
bands. 
    Consider a scenario in which a priori information about 
the primary user frequency band is available. As proposed in 
[11], regulatory authorities assign a certain frequency band 
to a user following the static spectrum allocation scheme. For 
instance, the bands 1710-1755 MHz and 1805-1850 MHz are 
allotted to GSM 1800. This also provides a hint that on a 
certain frequency band the primary users will appear in the 
form of clusters. For the observed frequency spectrum these 
details can be gathered a priori from the regulatory authority. 
Here, it is assumed that on a given spectrum all primary 
users have been assigned known and fixed length bands. One 
key advantage is the reduction of computational complexity. 
Earlier calculation of the estimates for various support sizes 
� = 1, 2, …	KL  was required. This resulted in calculation of 
2/O estimates. Now with the length knowledge, the estimates 

 
  

Begin 

Correlate Observation vector � with sensing matrix I 

Form K semi-orthogonal clusters of length P each around the 

positions with high correlation values 

Process each cluster independently and in each cluster calculate 

the likelihoods for support of size � = 1,2,… KL 

Evaluate MAP estimate 

END 

 
Figure 1. Spectrum Sensing Using SBBSR Algorithm 

for various support sizes are not required. One estimate is 
calculated for each cluster. 

• Case 3: In addition to sparsity, assuming the 
observed spectrum consists of variable length frequency 
bands. 

Assume that in the observed spectrum, variable length 
frequency bands are present. The length of these frequency 
bands is assigned based on some probability distribution 
function. Assume that this a priori length information is also 
known at the receiver. 

IV.  SIMULATIONS  

The sensing matrix in case of spectrum sensing is a 
partial inverse discrete Fourier transform (IDFT) matrix and 
is given as 

 
� = QR	

ST 
7�          (8) 

 
where QR is the identity matrix of size 
 ×� and T 

7� 
is the IDFT matrix of size 
 × 
 . In this case the 
observation vector can be written as 

 
� = 	QR	

ST 
7�� + �         (9) 

 
�  is the complex additive white Gaussian noise vector 
���0, �����. Here it is assumed that the wideband signal of 
interest lies in the range of [0,1000]∆ Hz, where ∆ is 
frequency resolution. There are two primary users present in 
the observed spectrum and are shown in Fig. 2. The observed 
spectrum is sparse with a sparsity level of 6% and possesses 
the same structure as described in [6]. This choice of model 
is helpful in comparing the results of SBBSR algorithm and 
the approach proposed in [6]. In [6], compressive sensing 
technique was used for the spectrum sensing process. 
Frequency spectrum was recovered from the sub-Nyquist 
rate sampled observations using the ��  minimization 
approach. In order to obtain the frequency band edge 
information the wavelet edge detection technique was 
applied on the recovered spectrum. The PSD of each 
frequency band is calculated and decision regarding presence 
or absence of the primary user is made. In simulation, 
Gaussian wavelet is used for the edge detection technique.   

 
Figure 2. Assumed Wideband Signal-Flat PSD 
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Aforementioned cases are considered and compared to 
the compressed sensing approach of [6]. Table I provides the 
values required by the SBBSR algorithm for these different 
cases and Table II shows the corresponding working ranges 
for probability of detection greater than 0.9 for both 
techniques. Fig. 3 shows the corresponding plots of 
probability of detection versus signal to noise ratio (SNR). 

The spectrum sensing performed using SBBSR algorithm 
showed better performance than the compressive sensing 
technique. In all cases, gain of (approximately) more than 5 
dB over SNR is observed. The flexible implementation of 
SBBSR algorithm allowed improvement in the working 
range of a CR.  

V. CONCLUSION 

In this paper, the structure-based Bayesian sparse 
reconstruction algorithm (SBBSR) was used for the spectrum 
sensing of wideband signals. The SBBSR algorithm provides 
sub-Nyquist rate sampling solution to the wideband spectrum 
sensing problem. Spectrum sensing was performed for 
various cases using both the SBBSR algorithm and the 
compressed sensing based technique. The results obtained 
from the SBBSR algorithm showed better performance 
compared to the other technique. It provided an improvement 
of more than 5	VW in signal to noise ratio for the observed 

 
TABLE I. REQUIRED VALUES BY SBBSR ALGORITHM 

 
Cases Observation 

Vector Size 

X 

Number 

of Cluster 

Y 

Maximum 

Support Size 

YR 

Cluster Size 

Z 

1 


4
 

29 9 9 

2 


4
 

79 1 31 

3 


4
 

79 3 [25 31] 

 
TABLE II. COMPARISON OF CASES FOR PROBABILITY OF 

DETECTION ≥ 0.9 
 

 Compressed 
Sensing 

Case 1 Case 2 Case 3 

SNR ≥ 12.95 dB 7.1 dB 7.8 dB 1.8 dB 
 

 
Figure 3. Probability of Detection versus SNR for Case 1 

 

spectrum. The a priori knowledge of the frequency band 
(whether fixed or variable) helped to achieve better 
performance. Hence, the SBBSR algorithm improves the 
performance of spectrum sensing process for the wideband 
signals and in addition overcomes the shortcomings of 
compressed sensing technique. 

VI.  ACKNOWLEDGEMENT 

The authors would like to acknowledge the support 
provided by King Fahd University of Petroleum and 
Minerals (KFUPM) and King Abdulaziz City for Science 
and Technology (KACST) through the Science and 
Technology Unit at KFUPM for funding this work through 
project number 09-ELE781-4 as part of the National 
Science, Technology and Innovation Plan. 

REFERENCES 
[1] Federal Communications Commission – First Report, and order and 

Further Notice of Proposed Rulemaking, “Unlicensed operation in the 
TV broadcast bands,” FCC 06-156, Oct. 2006. 

[2] I. Mitola, J. and J. Maguire, G.Q.,”Cognitive radio: making software 
radios more personal,” IEEE Personal Commun. Mag., vol. 6, no. 4, 
pp. 13-18, Aug. 1999. 

[3] Z. Tian, and G. B. Giannakis, "A Wavelet Approach to Wideband 
Spectrum Sensing for Cognitive Radios," Proc. of Intl. Conf on 
CROWNCOM, Mykonos,pp.  1-5, Greece, June 2006. 

[4] T. Yucek and H. Arslan, “A survey of spectrum sensing algorithms 
for cognitive radio applications”, IEEE Communications Surveys and 
tutorials, vol. 11 no. 1. First quarter 2009. 

[5] R. G. Baraniuk, “Compressive Sensing,” Proceeding of IEEE Signal 
Processing Magazine, pp. 118-124, July 2007. 

[6] Z. Tian and G. B. Giannakis, “Compressed sensing for wideband 
cognitive radios,” Proc. Of the International Conference on 
Acoustics, Speech, and Signal Processing, pp. IV/1357-IV/1360, Apr. 
2007. 

[7] Y. L. Polo, Y. Wang, A. Padharipande, and G. Leus, “Compressive 
wide-band spectrum sensing,” in Acoustics, Speech and Signal 
Processing, 2009. ICASSP 2009. IEEE International Conference on, 
Taipei, Apr. 2009, pp. 2337-2340. 

[8] V. H. Nassab, S. Hassan, and S. Valaee, “Compressive detection for 
wide-band spectrum sensing,” Proc. Of the International Conference 
on Acoustics, Speech, and Signal Processing, March 2010, pp. 3094-
3097. 

[9] X. Chen, L. Zhao, and J. Li , “A Modified Spectrum Sensing Method 
for Wideband Cognitive Radio Based on Compressive Sensing,” 
Fourth International Conference on Communications and Networking 
in China 2009, pp. 1-5, Aug. 2009. 

[10] D. Sundman, S. Chatterjee, and M. Skoglund, “On the use of 
compressive sampling for wide-band spectrum sensing,” in The 10th 
IEEE International Symposium on Signal Processing and Information 
Technology, 2010, pp. 354-359. 

[11] Y. Liu and Q. Wan, “Compressive Wideband Spectrum Sensing for 
Fixed Frequency Spectrum Allocation,” Science And Technology, p. 
21, May 2010. 

[12] A.A. Quadeer and T.Y. Al-Naffouri, “Structure-Based Bayesian 
Sparse Reconstruction,” IEEE Transactions on Signal Processing, vol. 
60, pp. 6354-6367, July 2012. 

0 5 10 15
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

SNR (dB)

P
ro

ba
bi

lit
y 

of
 D

et
ec

tio
n

 

 

CS Based Spectrum Sensing

SBBSR Based Spectrum Sensing Case 3

SBBSR Based Spectrum Sensing Case 2

Known Primary User Distribution; Flat PSDs

94Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-279-0

AICT 2013 : The Ninth Advanced International Conference on Telecommunications

                         106 / 247



An Efficient Image Processing on Sensor Networks 
 

 
Ben-Shung Chow  

Electrical Engineering Department  
National Sun Yat-Sen University  
Kaohsiung, Taiwan 80424, ROC 
bschow@mail.ee.nsysu.edu.tw 

 
Abstract—The power consumption rate and bandwidth gain 
are the two major design criterions considered in the sensor 
networks, since the sensor nodes in the network are usually 
with limited capabilities in terms of processing power and 
bandwidth availability. These two criterions are usually 
contradictory to each other. However, the efficiencies of power 
consumption rate and bandwidth gain are achieved 
simultaneously in the image processing on sensor network 
proposed in this paper. This is made possible by a technique 
innovation: image processing in the compressed form. It is 
noted that in the conventional approach the compressed image 
must be decompressed first to be processed. This innovation 
makes the compression and processing a joint design not two 
separate processes as before. 

Keywords- morphological image processing; quad tree; 
sensor network 

I.  INTRODUCTION  

Signal processing and data compression should be 
considered together as a whole to make totally efficient. 
More specifically, we propose in this paper to have signal 
processing and data compression suitable for being aware, 
reasoning and thus convenient for the sensor network [1-2] 
to make a decision. We accomplish this purpose by making 
data compressed and signal processed both functionally, i.e., 
being able to be accessed and processed to a specific interest.  
More clearly, the data is compressed in the hierarchical data 
structure processed by morphological image processing. 
Most importantly, we implement our morphological image 
processing on the hierarchical data structure [3-4] instead of 
on the pixel matrix. Therefore, the signal processing and 
compression are joined together. To our knowledge, this 
joint processing concept is newly proposed. 

The morphology processing has long been applied 
successfully to industry auto-inspection and medical image 
processing [5-6]. There are many efforts on hardware 
implementation to facilitate the morphological processing 
[7-10]. Neural network consideration was also investigated 
in [11]. Morphological processing has recently been applied 
to video coding in sensor network by shape compensation 
[12], and cognitive sensing [13-14]. The quad tree data 
structure has been well applied to the field of computer 
vision such as image segmentation and compression [15-16]. 
The quad tree with its hierarchical data structure is 
computationally efficient. The quad tree is based on the 
principle of recursive decompositions of space. The 

technique of recursive call has been further developed to 
extend to the imbedded system [17-18] applications. 

The conventional morphological image processing is 
processed by a pixel vs. pixel basis with the pictures stored 
in the matrix form. In contrast, the proposed morphological 
processing in the quad tree data structure can be processed 
by a block vs. block basis. The pyramid approach can be 
also classified as fast block basis processing but without the 
compression consideration due to the pyramid layer of every 
resolution in matrix form. The proposed approach is novel 
to achieve fast morphological processing jointly with image 
compression.   

The power consumption rate and bandwidth gain are the 
two major design criterions considered in the sensor 
networks, since the sensor nodes in the network are usually 
with limited capabilities in terms of processing power and 
bandwidth availability. These two criterions are usually 
contradictory to each other. However, the efficiencies of 
power consumption rate and bandwidth gain are achieved 
simultaneously in the image processing on sensor network 
proposed in this paper. This is made possible by a technique 
innovation: image processing in the compressed form. It is 
noted that in the conventional approach the compressed 
image must be decompressed first to be processed. This 
innovation makes the compression and processing a joint 
design not two separate processes as before. 

II. IMPLEMENTATION CONCEPTS WITH WORKING 

EXAMPLE 

It is noted that by the quadtree decomposition, any binary 
image can be decomposed into black and white square 
blocks with some fixed size of power of 2. Thus, dilation of 
the whole image can be accomplished by dilating individual 
decomposed square blocks. White square blocks do not need 
dilation, black square blocks take a simple dilation by the 
tree pattern copy operations. The tree patterns are the 
dilation results of black square blocks and can be computed 
as patterns in advance for preparation. It is common for very 
many dilated block to share the same tree patterns. 
Therefore, the implementation concepts can be summarized 
as two strategies: block vs. block processing using pattern 
method and efficient transformation from sequential access 
string format to direct access pointer format. A working 
example is illustrated in Fig. 1. 
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Fig. 1. Working example of dilation by the tree pattern copy operations.  

 

III.  EXPERIMENTS ON SENSING APPLICATION 

For sensing need, the workout example is a continuation 
to our research on low bit-rate video coding for sensor 
network. This continuation extends video coding to target 
tracking. The goal of this working example is to find object 
“boat”, which is also set for the performance comparison. 
The boat obtained from the best resolution is regarded as the 
benchmark as in Fig. 2. The boats obtained from the lower 
resolutions appear image quality degradation as shown in 
Fig. 3. Accordingly, the quality degradation can be 
interpreted as “distortion”, which is further numerically 
defined as the error count from the error image referenced to 
the benchmark for every resolution. The error images are 
shown in Fig. 4. 
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(d) 
 

Fig. 2. Intermediate results of working example for target tracking using 
four resolutions: only the highest resolution  is shown in this figure (a) the 
original 512*512 grey picture (b) the 512*512 binary picture (c) eroding  b 
by structuring element 4*4 square (d) dilating  c by structuring element 4*4 
square 
 
 
 
 

 
   
   
 

 
 
 
 
 
 
                                            (a)                                    (b) 
 
 
 
 
 
 
 
 
 
 
                                             

(c)                                    (d) 
 
Fig. 3. Final results of working example: eroding, dilating using different 
resolutions compared to Fig. 5 (but Fig. 5d repeated here as Fig. 6a)  (a) the 
highest resolution: 512*512 original picture with 4x4element (b) the 
second resolution:  256*256 original picture with 4x4 element (c) the third 
resolution: 128*128 original  picture  with  2x2 element (d) the fourth 
resolution: 64*64 original picture  with  2x2 element  

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
                               (a)                                       (b) 
 
                              
 
 
 
 
 
 
 
 
 
                               (c)                                       (d) 
 

Fig. 4. Error results of working example: The target error is referenced to 
the target obtained by the highest resolution in Fig. 6a as the benchmark (a) 
the first resolution is a blank picture because there is no error at all (b) the 
second resolution (c) the third resolution (d) the fourth resolution. 
 

As a summary of our experiments, three procedures are 
applied in our signal processings: (I) binarized quantization, 
(II) down sampling in resolution (III) shape compensation 
by morphological  operations. It is noted that the error 
results are compared for different resolutions in procedures 
II and III. 

 
 

IV.  RATE–DISTORTION PERFORMANCE ANALYSIS  

 
Rate–distortion theory is a major branch of information 

theory about source coding, which provides the theoretical 
foundations for lossy data compression; it addresses the 
problem of determining the smallest compression rate R to 
encode the source signal without exceeding a given 
distortion D when reconstructed by the coded data bits. The 
compression rate corresponds to the cost of data bits and the 
distortion represents the performance. To apply the rate-
distortion theory to our work, we first define the distortion 
as the error counts from the error images referenced to the 
target image computed by the best resolution. Secondly, we 
interpret the rate as the power consumption rate instead of 
the original data rates. 
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TABLE I 

NODES INFORMATION FOR THE PICTURE “BOAT" 

     Gray Black White 

Level 9  1 0 0 

Level 8  4 0 0 

Level 7  16 0 0 

Level 6  64 0 0 

Level 5  247 8 1 

Level 4  886 67 35 

Level 3  2861 281 402 

Level 2  7473 1277 2694 

Level 1  13472 6795 9625 

Level 0  0 26168 27720 
 

TABLE II 
SPEED EFFICIENCY COMPARISON 

 

Methods 
Direct 

Method 
Propose 
Method 

Structuring 
Element 

time (msec) Time(msec) 

2 x 2 
square 4468 375 

4 x 4 
square 

10764 313 

8 x 8 
square  

31640 406 

distributed 
squares 

13483 1172 

 

 
Fig. 5. The rate-distortion performance comparison in consumption power 
for two methods: the logarithm in the processing (horizontal) axis is also 
required because of too large deviation for the two processing power spent 
in the respective methods. 

 

 
Fig. 6. The rate-distortion performance comparison in communication 
bandwidth for two methods. 
 
The transmission bandwidth in our analysis is roughly 
computed by the data bits of the testing image because the 
bandwidth cost is proportional to the data bits transmitted in 
transmission. It is straightforward to count the data bits for 
the direct method, in which the picture is stored in the 
matrix form. In contrast, the data bits for the proposed 
method are computed from the node information in Table I. 
It is noted that the rate-distortion analysis for bandwidth can 
also be interpreted as the analysis for consumption rate for 
transmission power since the transmission power is usually 
proportional to the data rates. The processing power is 
approximated by the processing time, which is simply 
measured in average of 100 times and listed in Table II. As 
a summary, we can associate the processing time and data 
bits with the concepts of power cost and bandwidth cost 
respectively and have the corresponding two cost-distortion 
(rate-distortion) functions represented in Fig. 5 and 6.  

 

V. CONCLUSIONS 

In this paper, three strategies are proposed to improve 
the bit processing rate. First, utilizing the sensor’s special 
feature, which emphasizes on decision not for visual 
aesthetics or entertainment purpose. Second, exploiting an 
appropriate functional image processing such as the 
morphological image processing, which provides the feature 
only (not the detail) for decision. Third, developing an 
image processing in the compressed form such as in the 
quadtree data structure, which is advantageous in the low 
resolution. Strategy 3 requires a technique innovation, 
image processing in the compressed form. It is noted that in 
the conventional approach the compressed image must be 
decompressed first to be processed. This innovation makes 
the compression and processing a joint design not two 
separate processes as before.  

Morphological processing is suitable for fast module 
applications in sensor network because it is built upon 
simple logic operations with many extended functional 
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interpretations such as erosion, dilation, thinning, and 
pruning. The processing efficiency can be further improved 
by being implemented in hierarchical data structure. With its 
hierarchical data structure, the morphological processing 
can be applied to be focus on any specific blocks. The 
conventional direct method for morphological image 
processing is processed by a pixel vs. pixel basis with the 
pictures stored in the array form. In contrast, the 
morphological processing with a hierarchical data structure 
can be processed by a block vs. block basis. This joint 
processing concept is first time proposed in this paper. The 
processing efficiency is also verified in our experiments. 

The rate-distortion theory is applied to our bandwidth 
gain analysis by defining the distortion as the error counts 
from the error images referenced to the target image 
computed by the best resolution. Meantime, the rate-
distortion theory is further modified by us to study the 
power consumption rate if the rate is simply interpreted as 
the power consumption rate instead of the original bit rates. 
As a summary, it is the efficiencies in both the compression 
and the speed performance to make the proposed method 
outperform the direct method significantly in the rate-
distortion analysis. 
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Abstract—The large number of accidents caused by unsuccess-
ful motor vehicle overtaking manoeuvres on roads is a significant
problem with much public debate and concerns. In addition, one
accident might cause another follow on accident when there is
no signalling/reporting of it occurring, thus causing obstructions
and further accidents in the vicinity. This can seriously affect
the traffic flows, generating traffic jams and sometimes resulting
in more unwarranted accidents, which can be avoided with the
application of technology. The emergence of wireless ad hoc and
sensor technologies and their adoption in vehicular networks can
provide smart solutions to mitigate the probability of accidents
and avoidance of dangerous traffic flow situations. This paper
presents some important concepts for an application development
to assist the driver in overtaking manoeuvres with prior knowl-
edge of oncoming traffic, even when the road curvature has blind
spots. In order to do that, the application must indicate whether
it is safe or not to perform the overtaking manoeuvre. To propose
this application, concepts of kinematics techniques are used to
model the overtaking manoeuvres and the successful simulation
results show this technique to be promising as expounded in this
paper.

Keywords-Driver Assistance System; Overtaking; VANET;
Kinematics

I. INTRODUCTION

Vehicular Ad Hoc Network (VANET) [1] is a new mobile
communication system which promises many possibilities for
a new range of applications in road traffic systems. Although
VANETs are a newly introduced breed of innovative network
concepts and technology application, many articles have been
published about them, mainly from the point of view of
safety applications [2], entertainment [3] and driver assistance
applications [4].

These kind of applications can facilitate the human environ-
ment interaction in avoiding unwarranted mishaps/accidents.
The driver assistance applications may be used, for example,
to find parking spaces [5] and report on car accidents [6].
In the entertainment area, the human environment interaction
application can quickly configure and harness players within
a vicinity to join a multi-player on-line game [7].

In this paper, we present a driver assistance system for over-
taking using VANET. We analyse the overtaking behaviour
scenarios found in the literature [8] in order to capture our
fundamental requirements to define our proposed maneuvering
and overtaking model based on kinematic principles. This
model decides through various algorithmic conditions when
the overtaking manoeuvre is safe to be performed by a driver.

This analysis is a very important cornerstone for designing a
smart overtaking assistant, and it is the starting point of the
first step for a complete and comprehensive VANET Driver
Assistance System (VANET-DAS).

We also propose an intelligent message transmission tech-
nique in order not to overload the transmission medium since
time is of the essence in VANET-DAS real-time activities
with very tight threshold conditions and values. The decision-
making for overtaking and maneuvering must be performed
only in a real situation and the application must be able to
identify a real overtaking situation as and when the events
unfold. We also developed a rapid report message protocol
which exchanges coordinates within the VANET vicinity for
the surrounding vehicles to be context-aware of what is
happening in a near instantaneous manner.

The remainder of this paper is organized as follows: Section
II discusses the related work, Section III gives the theoretical
analysis of the overviews the overtaking manoeuvre scenarios,
Section IV describes the message broadcast system used
by the applications within the VANET-DAS. In Section V,
the experimental environment and the simulations results are
presented and discussed; and finally, the conclusion and future
works are given in the last section.

II. RELATED WORK

Nowadays, there are several proposed vehicular ad hoc
network applications for safer driving and road traffic man-
agement, particularly concerning overtaking [9][10][11]. How-
ever, most of them related to overtaking do not consider the
entire overtaking and maneuvering process. These applications
mainly focuses on vehicular lane changing process, which in
our work we regard as one of the many phases in an overtaking
manoeuvre. Besides, not all of these related works do this in
VANET environments.

Toledo et al. [9] developed a federated cooperative system
to assist in overtaking on a cellular network. The overtaking
is predicted after passing through filters that have applied
kinematic information based on the vehicles and road topology
format. The main purpose of Toledo’s work is to estimate the
risk in the overtaking manoeuvre. Similarly, our work also
uses kinematics to predict a favourable overtaking manoeuvre
situation, but with much more precision an explicitly in
VANET environments and scenarios.
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The main advantage of using VANET is that it can be
formed either with or without physical infrastructure other
than the air waves and frequency spectrum. Furthermore, in
the application developed [9], vehicles exchange messages
so that the manoeuvre can be authorized to be safe. During
this operation many problems can arise such as sending
replying messages transfer/transmission failure; lost message
updates due to time-outs and vehicle traffic reconfiguration;
loss of vehicle identification; and lack of updated management
information about the VANET vicinity area in question. In this
developed application, the messages are transmitted through
broadcasting in a non-periodic manner and also when there is
a change in the speed of the vehicle.

Ruder et al. [10] developed a system using wireless sensors
in vehicles to assist the lane changing process in overtaking
manoeuvres. The overtaking model in this system considers
two lanes flowing in the same direction and an approximat-
ing vehicle system algorithm developed for predicting safe
versus unsafe overtaking manoeuvres. Different from Rude’s
approach, we developed a coordinated positioning message
broadcast protocol among the vehicles without the use of
approximating wireless sensors. In our proposed VANET-
DAS, there is the advantage of knowing the position of
adjacent vehicles in advance even if they are a relatively long
distance away since distance is defined by the transmission
range.

Hrri et al. [11] developed an overtaking maneuvering ap-
plication system which handles three different ways of area
information recording and maintenance:

1) Constant Degree Detection: Every node tries to keep a
constant number of neighbours. When a node detects
that a neighbour actually left its neighbourhood, it tries
to acquire new neighbours by sending a small advertis-
ing message.

2) Implicit Detection: A node i entering node j′s trans-
mission range has a high probability to have a common
neighbour with j.

3) Adaptive Coverage Detection: Every node sends an
advertising message when it has moved a distance equal
to a part of its transmission range.

In our proposed VANET-DAS, we developed a modified
version of the Adaptive Coverage Detection technique. In Hrris
scheme [11], it works by sending area messages reports at each
2
3 (two thirds) [11] of the transmission range from the focal
point. In our VANET-DAS version, the application checks in
advance if an updated positioning message is necessary to
be sent while comparing the real distance travelled and the
predicted one. The calculations of the predicted distance is
based on the last positioning message sent.

III. THEORETICAL BACKGROUND AND ANALYSIS

According to Olsen [12], a lane change is defined as a
deliberate and substantial shift in the lateral position of a
vehicle, that is, when the vehicle leaves its original lane to
manoeuvre towards another lane. According to Winsum et

al. [13], a lane change happens in three sequential phases,
considering the direction of the vehicle:

1) In the first phase, the car’s steering wheel is turned to
a maximum angle so that car can perform the the lane
change.

2) The second phase starts when the wheel is turned in
the opposite direction and ends when that angle reaches
zero (always ahead).

3) During the third phase, the steering wheel is turned to
a maximum angle in the opposite direction to establish
the vehicle in the former lane.

Given the above definitions we can conclude that at least a
minimum of two lane changes are involved in an overtaking
manoeuvre. The first one shifts to one side to avoid colliding
with the vehicle straight in front of it and the second one
returns to the car’s original lane.

According to Hegeman et al. [8] and Wilson et al. [14], an
overtaking manoeuvre can be classified as:

1) Normal: The overtaker follows a vehicle and waits for a
safe sufficient gap to perform an overtaking manoeuvre.

2) Flying: The overtaker does not adjust its speed to the
speed of the vehicle that is to be overtaken but continues
at its current speed during the overtaking manoeuvre.

3) Piggy backing: The overtaking vehicle follows another
vehicle that overtakes a slower vehicle.

4) 2+: The overtaker performs the overtaking manoeuvre
of two or more vehicles.

In our VANET-DAS, the overtaking scheme is based on the
flying overtaking method. In the flying overtaking method (see
Figure 1), the overtaking vehicle is travelling faster than the
vehicle (leader) being overtaken. The faster vehicle changes
lane, passes the leader and returns to its original lane without
changing its speed except to ensure any distant vehicle coming
from the opposite direction has sufficient distance to travel to
avoid a collision (accident).

Figure 1. Overtaking using flying method

A. Kinematic-based Decision-Making

The overtaking decision takes into account the various com-
binations of collision possibilities with surrounding vehicles.
That is, there is an appropriate and inappropriate scenario
for performing the overtaking when the manoeuvre should or
should not be performed according to a set of safety measures
and criteria. Two characteristics of surrounding cars must be
identified:

1) Position: The current position of the vehicle.
2) Mobility: The direction and speed of the vehicle.
The first characteristic, position, allows us to obtain a brief

view on the network topology of the surrounding cars. In the
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second characteristic, mobility, it is possible to go beyond
the area knowledge of the topology, so that a network actor
can predict a more precise topology configuration with more
detailed information.

The task of mobility prediction is a challenge that has been
solved through several techniques over time:

1) Adaptive Strategy: The predictions are corrected at the
end of the average predictability interval.

2) Reactive Strategy: The node notifies the neighbourhood
when a criterion changed (maximum predicting error).

Hrri et al. [11] details the evolution of such mobility pre-
diction techniques and presents several schemes/models which
are currently used nowadays in overtaking and maneuvering
vehicle transport systems.

1) Deterministic Models: Only considers the position and
a fixed velocity.

2) Stochastic Models: They do not aim at obtaining an
exact prediction, but rather a correct one with high
probability.

In our VANET-DAS, the trajectory of the car is obtained
through a deterministic model, which is basically first order
kinetics. Our application, having knowledge of a car, at the
time (t), and in the present position (x,y) can show the vehicles
future position using (1) [11].

Posi(t) =

[
xi + vix.t
yi + viy.t

]
(1)

This equation (1) calculates the distance between a vehicle
and every other surrounding vehicle in the vicinity at an
arbitrary time t, as given in (2):

Dij = Dji

= ‖Posj(t)− Posi(t)‖
(2)

The development of a high mathematical fidelity model can
be very complex, depending on the various variables/coeffi-
cients involved, such as speed, acceleration, air resistance,
weather condition, road condition, other drivers behaviour
patters and the driver’s reaction time. In a real, practical,
overtaking manoeuvre scenario, several factors must be con-
sidered. In our work we focus on a few essential variables
and conditions namely, position and mobility, resulting in a
simplified model but with equally valid outcomes.

The scenario in which the overtaking model was developed
involved three vehicles, C1, C2 and C3 as shown in Figure 2.

(x1, y1) (x2, y2)

(x3, y3)

Figure 2. Scenario used in the simplified overtaking model

C1 is travelling faster than the speed of C2 and C3, and
their individual speeds are non-zero values. Looking at Figure

2, q, w and e are constants, and given the relative speeds, they
refer to the safe distances of the respective vehicles, while
h refers to the average length of an arbitrary vehicle. The
current position of each vehicle is typically represented by
(xi, yi) as shown in Figure 2 and their velocity is represented
by (vxi, vyi), with the index i identifying each vehicle.

For overtaking decision making, it is necessary to calculate
the travelled distance of the whole overtaking manoeuvre. At
the end of the manoeuvre, the current car position is validated
for its position and verified to identify if the manoeuvre can
take place successfully within the time constraints or threshold
value bounds.

As previously mentioned, in the flying model, the vehi-
cle does not accelerate for overtaking, although in practice
this would be deemed necessary if either the vehicle being
overtaken decides to accelerate or the oncoming vehicle is
travelling faster than expected/predicted. In our scenario, the
overtaking car has a higher maximum speed than the leader
and performs the overtaking manoeuvre with a constant speed.
The manoeuvre itself is performed in two stages.

First Stage: there are four steps in this stage. The first
step is when the C1 vehicle is behind the leader and its first
manoeuvre is positioning itself to perform lane shifting as they
travel in tandem. In other words, it must travel l distance on
y-axis in a somewhat diagonal lane shift manoeuvre as shown
in Figure 3.

Figure 3. Distance travelled on lane shift

The second step is to move up for overtaking, C1 needs
to rotate the vehicle steering wheel making a relative angle
θ between the wheels and the x-axis as shown in Figure 4.
The vehicle drifts to shift into the adjacent lane. Knowing
this information, the velocity components vc1x and vc1y are
calculated using equations 3 and 4 respectively:

Figure 4. Angle between the wheels and x-axis on lane shift

vc1x = vc1 · cos(θ) (3)

vc1y = vc1 · sin(θ) (4)
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The 3rd step is to calculate the time (t1) and distance
travelled (s1) by C1 during the lane shift. This is calculated
using 5 and 6 respectively:

t1 =
l

vc1y (5)

s1 = vc1x · t1 (6)

In the final step, it is necessary to calculate the remaining
C1 vehicle’s distance (r) so that the C1 vehicle’s front is
paired with the C2 vehicle’s back as shown in Figure 5. This
is calculated using 5.

Figure 5. Remaining distance of C1 so that C1’s front is paired with the
back of C2

r = ‖Posc2(t1)− Posc1(t1)‖ − h (7)

Second Stage: C1 must pass C2. In order to achieve this,
C1 has to travel a minimum of 2 · r+2 · h distance as shown
in Figure 6.

Figure 6. Distance travelled by C1 to safely pass C2

The time spent in the second stage overtaking manoeuvre
(t3) is calculated using (8):

t3 =
2 · r + 2 · h
‖~vc1 − ~vc2‖

(8)

and the travelled distance (s3) is calculated using 9:

s3 = ~vc1 × t3 (9)

For C1 to return to its original lane side, the same values are
used (time and travelled distance) that are calculated during
the first stage overtaking manoeuvre move (Figure 7).

After obtaining s1 and s3, the total travelled distance by
C1 during the overtaking manoeuvre is calculated by using
st = 2 · s1 + s3.

To check if the overtaking can be performed safely, the time
must be calculated so that C1 will be in a safe position with

Figure 7. Travelled distance for C1 returns to its original lane

Figure 8. Desired position of C1 after it complete the whole overtaking
manoeuvre

sufficient leeway to move into the original side of its lane with
a drift of θ degrees as shown in Figure 8.

To achieve this drifting position in a safe manner with
collision avoidance, the following equation (10) must be
solved:

t4 =
‖Posc2(0)− Posc3(0)‖ − w − h− e

‖ ~vc2 + ~vc3‖
(10)

such that the distance travelled by vehicle C1 is calculated
(s4) during the overtaking manoeuvre in t4 seconds.

For making the kinematic-decision for safe collision-free
overtaking manoeuvre, st and s4 are compared. If the st value
is lower than the s4 value, overtaking is allowed to proceed
safely within the threshold bounded values of all the other
related variables/parameters.

B. Overtaking Situation Detection

The detection of the overtaking situation is important in
our VANET-DAS. It is a trigger for the calculating process
to validly detect the overtaking situation using the kinematic
decision-making principle based on three conditions:

1) Overtaking intention.
2) Passing vehicle is really behind the leader at a safe

distance.
3) Check if the vehicles are travelling in the same direction.
The first condition refers to the overtaking intention value

represented by γ (gamma). For each vehicle in our VANET-
DAS, there is an associated value for the overtaking intention
over a period of time. The γ value is represented by a real
number in the interval [0, 1], where 0 denotes null overtaking
intention and 1 denotes maximum overtaking intention.

A vehicle overtaking intention γi at time t is calculated
using (11).

γi(t) =
E

Dij(t) + E
(11)

where Dij(t) refers to the distance of vehicle i to the closest
vehicle j and E refers to the sum of the safety distances q
and the length h of a vehicle, in other words, E = q + h.
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Figure 9. Range of values for overtaking intention

This condition is true when E
E+E ≤ γ ≤

E
h+E holds, and it is

equal to the line in bold represented in 9.
When the vehicle i is at a safety distance of E meters from

vehicle j, the overtaking intention will be E
E+E = E

2E = 0.5
and when i is at h meters of j the overtaking intention will
be the maximum safety limit allowable. For example, when
when h = 8.0 and q = 33.3, γ = 33.3+8.0

8.0+33.3+8.0 = 0.83.
The second condition is used to ensure that the overtaking

is really behind the leader at a relatively safe distance. For
this condition, it is necessary to calculate the angle between
the vehicles as shown in Figure 10.

Figure 10. Angle between direction vector of j and vector w

In Figure 10, ~u and ~v are positioning vectors of vehicles i
and j respectively and ~w (vector difference) is derived from
~w = ~u−~v. Therefore, to ensure that vehicle i is behind vehicle
j, the angle between ~w and ~d should be in the 90 to 270 degree
range, i.e., 90 ≤ θ ≤ 270.

The third (last final) condition is used to check if the vehicle
i and j are travelling in the same direction. For this condition,
it is sufficient to check the angle between the direction vectors
of i and j as illustrated in 11.

Figure 11. Angle between vector direction of vehicle i and j

If the angle between direction vectors of i and j is between
the interval [θ, 360 − θ], as shown in Figure 12, the last
condition is satisfied.

Finally, it can be stated that if all three of the above
mentioned conditions are fulfilled, then a valid safe overtaking
maneuvering situation holds true.

Figure 12. Interval for identifying when two vehicles are travelling in same
direction.

C. Positioning Messages

In a vehicular safety application in a VANET environ-
ment, the message exchange among vehicles is an important
operation, which itself must be very explicit to avoid any
misrepresentations and misinterpretations. Each device within
the vehicle must be able to predict a safe situation for an
overtaking move. For this to happen without overloading the
network with unnecessary network transmission traffic, it is
necessary to ensure that the transmission medium is used in a
smart and efficient manner. In other words, the application
should use the transmission medium only when necessary
within very stringent/tight command and response round-trip
delay threshold value bounds. For this, we are using a scheme
in which the predicted position is compared periodically to the
real-life position. If there is a significant difference between
these values, a new message is broadcasted to all surrounding
vehicles with in its vicinity range.

When a vehicle is moving, the distance to be covered before
broadcasting a mobility message (since vehicles are typically
dynamically moving) is defined how 2

3 (two thirds) of the
transmission range. With this distance and the vehicle speed,
one can easily predict the time during which a new broadcast
should be performed (that is predicting t). The interval between
the initial time and the predicted time is divided into seven
equal time intervals as shown in Figure 13.

Figure 13. Intervals of time for checking if it is necessary to send a new
positioning message.

After each interval ti, a comparison between each vehicle’s
real position (Pa) and its predicted position (Pp) is performed,
and if the absolute difference between Pa and Pp is greater
than a sufficiently small value, ε (epsilon, ε = 0.5), a new
message is broadcasted to all the vehicles in the vicinity.
This scheme of the broadcasting method has been devised to
ensure that our VANET-DAS does not broadcast unnecessary
messages by consuming transmission and device processing
capacities. In overall system and network management terms
remain efficient within the constraints of the dynamic real-time
environment of a VANET.

IV. SIMULATIONS AND RESULTS

The experiments were performed using Network Simulator
ns2, version 2.34 [15] using an Intel Core i3 CPU 2.13 GHz
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computer with GNU-Linux Ubuntu 11.04 [16]. Our VANET-
DAS application was modelled and developed as a set of
mobile agents to reflect the vehicles in a transport environment
as shown in Figure 14. Each device in then simulation used
Nakagami propagation model [17] and 1, 000m transmission
range.

Figure 14. Simulated real-life like environment

The surrounding vehicles data is stored in an optimized
table-lookup data structures, which provide both rapid searchs
and update using C++ programming with the Standard Tem-
plate Library (STL) [18] functions for it.

The mobile agents representing the vehicles (devices of
a VANET) were established through a common higher-level
controlling meta-agent which generates a log file that provides
data about safe and unsafe overtaking situations for each of the
vehicles in the experiment. This log file is filtered to identify
the devices in each vehicle during the overtaking maneuvering
and inter message exchange operations being simulated.

We analyse and evaluate the data collected from the simu-
lation runs to assess the vehicles’ behaviour for two function-
alities of our VANET-DAS:

1) Broadcasting
2) Overtaking Situation Detection
And finally, we also analyse the reliability of the VANET-

DAS application itself. The results are given below.

A. Broadcasting Results

As shown in Figure 15 it is possible to identify that the
VANET-DAS application works well, for example, when a
vehicle moves with a constant 20 m/s speed during 100 s and
1, 000 m transmission range, the application sends a report
message at each 666.67 m.

In this case, three messages are sent when the vehicle is at
666.67 m, 1, 333.33 m and 2, 000 m respectively, stating from
an initial position and a single last message is sent in the initial
simulation point, totalling four messages. Similarly, behaviour
is also identified in our other simulation runs. Therefore, the
VANET-DAS application has an expected behaviour because
it sent positioning messages at expected positions.

B. Overtaking Situation Detection Results

In this experiment, we observed and checked the overtaking
detection operation using our VANET-DAS simulated scenario
where a vehicle (C1) is 155 m from another vehicle (C2)
and they are 32 m/s and 14 m/s apart respectively. C1 is
approaching C2 position and is approximately 41.3m behind
when C1 starts the overtaking manoeuvre in three stages:

Figure 15. Amount of sent messages as a function of vehicle’s speed and
transmission range

1) Lane shift;
2) Overtaking; and
3) Returning to the original lane
Figure 16 shows the detection of time of the overtaking

manoeuvres. At x-axis, its pointed is determined as 0 when
the method does not detect an overtaking, and it will be 1
when an overtaking is detected.

Figure 16. Instants which has detected overtaking situation

In order to demonstrate and validate if the results obtained
in the experiment are consistent, as illustrated in Figure 16,
we used 14 to calculate the instant (horizontal axis) when the
vehicle C1 is q meters close to vehicle C2:

SC1(T ) = SC2(T )− q − h (12)
x1 + vx1T = x2 + vx2T − q − h (13)

T =
x2− x1− q − h
vx1 − vx2

(14)

Defining q = 33.3 and h = 8.0, we get T = 6.31 seconds,
we notice in Figure 16 that at this point an overtaking situation
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was detected.

C. Reliability of the Application

The main goal in this experiment is to validate the applica-
tion operation in different scenarios of our VANET-DAS. In
each scenario, the vehicle C1 is placed randomly behind C2

and C3 placed randomly in front of C2 as shown in Figure
17.

Figure 17. A random placement of vehicles simulation scenario

The vehicle’s speed is chosen randomly as follow:
1) C2’s speed is chosen between the range of 16 m/s and

25 m/s.
2) C1’s speed is chosen between the range of C2s speed

plus 5 m/s and 30 m/s.
3) C3’s speed is chosen between the range of 16 m/s and

30 m/s range.
Using these parameters, 1, 000 different scenarios were

created and in each scenario the time in which C1 passes
C3 (tc) is checked. To confirm the application accuracy, two
times are identified in the overtaking manoeuvre. The first time
detection happens when C1 is behind C2 at a distance of q+h
meters (t1) and the second time detection when C1 is in front
of C2 at the distance of h+ q meters (t2) as shown in Figure
18.

Figure 18. The times t1 and t2 times in overtaking manoeuvre

Thus, we can safely conclude that the VANET-DAS appli-
cation should work correctly when any one of the following
conditions are met:

1) If tc is lower than t1 it is expected that the application
will not send any message because it has not detected
an overtaking situation.

2) If tc is between t1 and t2 the application is expected to
indicate that an overtaking cannot be performed safely.

3) If tc is greater than t2 one can expect that the application
indicates that overtaking can be safely performed.

At each iteration of the experiment, we compared the
instant tc with times which the application generates alerts
of overtaking permission or prohibition. We found that the
application returned the expected messages in 99% of the cases
in our experiments.

V. CONCLUSION AND FUTURE WORKS

The research work discussed in this paper presented some
fundamental concepts for an application development in the
VANET environment to assist drivers in overtaking manoeu-
vres safely. Using kinematics and a positioning mechanism
with an efficient messaging communication protocol, it is
possible to develop a real-life application system capable of
predicting safe overtaking manoeuvres with minimum near
collision or no accident risk and without overloading the
VANET data transmission medium.

Despite using controlled scenarios and without considering
the driver’s unpredictable behaviour pattern, the application
has promising characteristics for an actual application develop-
ment to assist overtaking in real-life systems for modern traffic
systems. In particular, as shown from the result, the application
can detect an ongoing overtaking manoeuvre operating in an
efficient message data transmission VANET environment with
a near 99% reliability.

As shown from the result, the application can detect an
ongoing overtaking manoeuvre saving CPU processing. More-
over, the system could predict 99% of simulated situations.

In our future research work, we intend to improve the
broadcast mechanism analysing the balancing act between
position checking interval and the positioning errors in which
the checking intervals are not constant but dynamically set
according to the vehicle positioning and vehicle space pre-
diction error margins and travelled distance between message
broadcast periods. It is considered a difficult problem to solve
because it is desirable to increase the travelled distance by
the vehicle before sending a new message report to save on
transmission overheads. This requires a critical balancing act
between the two conflicting goals of safe distance between
vehicles and active communication (without loss of message
communication) in the VANET vicinity transmission range. It
is also necessary to reduce the positioning error between the
predicted and real vehicle positions.
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Abstract—In recent years, importance of indoor localization 

has increased in Wireless Sensor Networks (WSNs). 

Extremely complex nature of the indoor environments 

makes WSN research more difficult than in the outdoor 

counterparts. In WSNs, the Received Signal Strength (RSS) 

from sensors is usually utilized to locate unknown sensors or 

nodes. However, the RSS is relatively sensitive to indoor 

obstructions such as walls and ceilings between adjacent 

floors. Various indoor localization algorithms are available, 

but most are not suitable because of the complex indoor 

environments. This paper proposes a novel localization 

scheme which uses vertical allocation of beacon sensors to 

estimate floor attenuation and wall attenuation. These two 

parameters are then used to identify the floor number and to 

estimate the horizontal localization of an unknown node, 

respectively. Simulation results show that both schemes 

provide accurate localization performance. 

Keywords—Wireless sensor network; Indoor localization; 

Multi-floor; Multi-wall; Attenuation; Received signal strength 

I. INTRODUCTION  

With the development of wireless networks and digital 
communication devices, people are paying increasing 
attention to location-based services. These can be applied 
in many fields such as vehicle systems, tourist guides, and 
personal security, to name a few. The Global Positioning 
System (GPS) is a mature and widely used technique, 
especially in outdoor positioning or localization, due to its 
high accuracy [1]. Unfortunately, GPS is not suitable for 
large-scale sensor networks because of its high hardware 
costs and energy requirements. More importantly, GPS is 
not suitable for use indoors because of its low penetrating 
satellite signals. Hence, indoor localization technology is 
more challenging, and it has become an important focus of 
research interest in recent years [2]. 

The availability of Wireless Sensor Networks (WSNs)  
has contributed to indoor localization [3]. In general, a 
WSN is composed of numerous low-power sensors or 
nodes, which are designed to be a small computing unit. A 
WSN is usually equipped with different kinds of sensors to 
monitor targets and communicate with each other. Due to 
its small size and low-cost nature, a large number of 

sensors can be easily used to locate the target in a building. 
The localization method proposed in this paper is suitable 
for indoor environments with WSN with multiple floors 
and multiple walls.  

The remainder of this paper is organized as follows. 
Section II discusses previous work in localization for 
WSN. Section III describes the system model including 
the estimation of the attenuation of the floors and the walls. 
In Section IV, we propose a localization scheme which 
utilizes the estimated attenuation values from the previous 
section to identify the floor number and the localization of 
the plane. Section V presents an improved approach to 
increase the localization accuracy. The simulation results 
are given in Section VI, followed by the concluding 
remarks in Section VII. 

II. RELATED WORKS 

A variety of localization methods for WSNs have been 
proposed. In relation to the locations of nodes, those for 
which the coordinates are known in advance are called 
beacon nodes. If the location is not known in advance, 
they are called unknown or target nodes. Existing 
localization algorithms are largely divided into two typical 
categories depending on the distance between beacon node 
and unknown node: range-based [4] and range-free [5]. 
The former is defined by protocols that use absolute point-
to-point distance (or range) estimates or angle estimates 
for estimating the location. The latter uses network 
connectivity and other information to localize the nodes. 
There are some typical algorithms such as the centroid 
algorithm, Approximate Point in Triangle Test (APIT), 
DV-hop and so on. However, a large number of nodes are 
required for effective range-free localization. 

In range-based schemes, Received Signal Strength 
(RSS) based localization is less expensive and simple to 
implement in hardware. Thus, it is widely used as 
compared to other methods such as Time of Arrival (ToA), 
Time Difference of Arrival (TDoA), and Angle of Arrival 
(AoA) schemes. However, the RSS scheme is very 
sensitive to fading effects and multipath reflection. 
Numerous methods are proposed to solve this problem, 
although their effects are not satisfactory. Generally, a 
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proper propagation model suitable for complex indoor 
environment is significant and some models are also 
proposed. The Multi-Wall (MW) model proposed in [6] 
only considers attenuation caused by wall number and its 
texture. However, the number of walls should be known in 
advance and the floor attenuation in multi floor building is 
not also considered. These indoor obstructions such as 
walls, material layers will result in low localization 
accuracy. To address the issue caused by obstruction, this 
paper designs a sensor-based localization scheme in which 
the sensors are aligned vertically. This scheme takes the 
floor and wall attenuation into consideration. Also, it is 
mainly analyzed by using a simple application example. 

III. SYSTEM MODEL 

A. Allocation of Beacon Nodes 

With respect to the allocation of the beacon nodes, 

each floor is supposed to be equipped with the same 

number of nodes which have the same horizontal 

coordinates. Thus, each beacon node and its adjacent 

beacon node upstairs and downstairs comprise a vertical 

group. This group is used to estimate the floor attenuation 

and the wall attenuation in the following scheme. Fig.1 

shows this type of allocation of the beacon nodes. In this 

paper, four vertical groups are set at the corner of the 

plane area and H  is the distance between adjacent 

beacon nodes in the same vertical group.  
 

d

H

i,i 1FA 

i,i 1FA 

Vertical Group

Beacon Node

i 1d 

id

i 1d 

iP
i 1P 

i 1P 

 
Figure 1. Allocation of vertical beacon nodes  

B. Floor Attenuation Estimation 

The floor attenuation is estimated as shown in Fig. 1 

where , 1i iFA  denotes the floor attenuation between the i -

th floor and the 1i+ -th floor. Based on a conventional RSS 

model [7] as given in (1), a new RSS model for floor 
attenuation estimation is proposed by (2). 

0 10 0( ) ( ) 10 log ( / )   sPL d PL d d d X             (1) 

0 10 0( ) ( ) 10 log ( / )    sPL d PL d d d FA X         (2) 

where d  is the distance between the transmitter and the 

receiver, 0d is the reference distance,  is the path loss 

exponent, FA  is the floor attenuation, and sX is a zero-

mean normally distributed random variable. 

C. Wall Attenuation Estimation 

Based on the floor attenuation model, we consider a 

wall attenuation during propagation as shown in (3).  

0 10 0( ) ( )+10 log ( / )    sPL d PL d d d FA nWA X    (3) 

where n  is the number of walls during the propagation 

and WA  is the single wall attenuation. Note that WA  
needs to be measured in advance. Here, as a simple 

illustrative case shown in Fig.2 (b), two vertical walls that 

divide the horizontal plane into three areas are set in the 

building.  

 

WA

A B C

 
(a)                                        (b)  

Figure 2. Wall attenuation estimation model and plane positioning 

 

Actually, this wall attenuation model proposed here is 

suitable for the buildings with the same room layout in 

each layer. That will guarantee that the signals will suffer 

from the same wall attenuation from the same vertical 

group between adjacent layers.  

IV. PROPOSED LOCALIZATION SCHEME 

A. Floor Number Identification 

For a vertical group, we can transform the measured 

RSS attenuations from the middle beacon node iPL , the 

upstairs beacon node 1iPL ,
 

or the downstairs beacon 

node 1iPL  to the distance  using (1) and (2), respectively. 

Then, (4) and (5) can be obtained. According to the 

geometry theory, the following relationship (6) can be 

also derived. 
0( )

1010




iPL PL d

u
id                                         (4) 

 

1 1 1 1 0/ / ( )

10
1/ 1 10

    

  
i i i iPL PL FA FA PL d

u
i id               (5) 

  
2 2 2 2

1 1   i i iH d d d                              (6) 

Then, by inserting (4) and (5) into (6), the floor 

attenuation between the i -th floor and the 1i+ -th floor 
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1i ,iFA or 1i ,iFA  between i -th floor and 1i- -th floor can 

be calculated by (7). 
0( )

2 5

, 1/ 1 1/ 1 0 10( ) 5 log ( 10 )



      
iPL PL d

i i i i iFA P PL d u H 

                                                                                              
(7) 

If the floor attenuation for each floor is obtained 

through a priori experimental measurement, the estimated 

floor attenuation with (7) can be employed, together with 

Minimum Euclidean Distance Matching (MEDM) as 

shown in (8) to identify the location of the floor of the 

unknown node. i ,i 1PFA  is the priori floor attenuation 

between the i -th floor and 1i+ -th floor.  For instance, the 

estimated i -th floor attenuation value is shown in the last 

column of Table 1. After the matching process with the 

second floor attenuation and the fourth floor attenuation, 

respectively, the estimated floor of the unknown node is 

equal to 4, depending on the minimal matching value 

shown in Table 1. 

                    

2 2

, 1 , 1 , 1 , 1( ) ( )      i i i i i i i iMEDM FA PFA FA PFA      (8) 

 

TABLE 1. FLOOR NUMBER IDENTIFICATION USING ESTIMATED  

ATTENUATION VALUES  

Estimated 

value 

Floor number 

2 4 i  

i ,i
FA

1
 

2 1 15 4,PFA . dB  
4 3 18 7,PFA . dB  

1 17 9 i ,iFA . dB  

i ,i
FA

1  2 3 18 7,PFA . dB
 4 5 16 9,PFA . dB  

1 17 3 i ,iFA . dB  

MEDM
 

2.87 0.89 4i
 

 

This floor identification approach can achieve a high 

accuracy, especially where there is a large difference in 

the floor attenuation between the different floors. In 

practical terms, it can be applied in buildings with 

significant floor structure differences. 

B. Plane Positioning 

Due to similar structural composition and distribution 

of the walls in each floor of the building, the signal is 

likely to suffer from the same wall attenuation from the 

same vertical group between two adjacent floors. Let jWA  

be the wall attenuation during the propagation from the j

-th vertical group. According to the geometry theory used 

in floor number identification, we have 
0( )

1010

 


i jPL PL d WA

u
id                                      (9) 

 

 

1 1 1 1 0/ / ( )

10
1/ 1 10

     

  
i i i i jPL PL FA FA WA PL d

u
i id               (10) 

 

1/ 1 j , 1/ 1 0 , 0

2

j 10 ( ) d
( ) ( )

5 5

5 log ( )

10 10

     
 



i i i i i i jPL FA PL d PL PL

H
WA u

 

， （ ）  

(11)
 

where i, jPL  is the measured RSS attenuation from the i -

th floor’s beacon node of the j -th vertical group. 

After the wall attenuation from each beacon node has 

been estimated using (11), the location of the unknown 

node can be evaluated. However, a priori information on 

the distribution of the walls should be obtained in advance 

as shown in Fig. 2(b). For convenience, a wall number 

matrix, N MWN   is defined as shown in (12). 

0 2 0 2

1 1 1 1

2 0 2 0

 
 
 
                                  (12) 

where N is the number of areas and M  is the number of 

beacon nodes for each layer. Actually, M  is also the 

number of vertical groups in every three layers. 

The estimated wall attenuation can be transformed 

into the estimated wall number by utilizing the measured 

WA  in (3). Based on that, we can know whether there 

exists walls and how many walls along each propagation 

path. Then, we can match the estimated wall number with 

each row of the prior wall number matrix N MWN one by 

one using the MEDM. In that case, the area of the 

unknown node will be accurately determined. 

To achieve a high localization accuracy, the wall 

attenuation of each floor where the unknown node is 

located should be eliminated. Here, we use two methods 

to revise the measured RSS of the unknown node. One 

involves direct utilization of the estimated wall 

attenuation, and the other entails using WA and the 

estimated wall number. 

After we revise the RSS, the conventional plane 

algorithm can be applied to the plane localization. For the 

triangle method given in [8], the RSS of at least three 

beacon nodes should be selected. Using the conventional 

RSS model, we can transform the RSS into the distance 

and put it into the plane localization. Here, we denote 

,x y（ ）, 1 1,x y（ ）, 2 2,x y（ ）,
 3 3,x y（ ）as the locations of the 

unknown node and the three selected beacon nodes. Then, 

for the selected three beacon nodes on the horizontal 

planes, we denote
 ,1id ,

 ,2id , and
 ,3id  as the distances 

between the unknown and the three selected beacon nodes 

on the i -th floor. Using (13) and (14), the estimated 

coordinates of the unknown node can be obtained as 

       

2 2 2 2 2 2

,1 ,2 1 2 1 2

2 2 2 2 2 2

,1 ,3 1 3 1 3

( - ) ( ) ( )

( - ) ( ) ( )

    

    

i i

i i

d d x x y y

d d x x y y




             (13) 
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3

1

2 2

1 1

3 3

1 1
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2

2 2
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Y

Y
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X Y

X Y





2

1

3

1

2 2

1 1

3 3

1 1

2

2

2 2

2 2



X

X
y

X Y

X Y





                 (14) 

where 
a

bX and 
a

bY refer to ( )a bx x and ( )a by y . 
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In fact, the location of the unknown node can be 

obtained with 
M

3

 
 
 

selections of the RSSs. However, 

preference should be given to an RSS that experiences 

less wall attenuation or even no attenuation. Although we 

have revised the RSS by eliminating the wall attenuation, 

error always exists between the real wall attenuation and 

the estimated wall attenuation. Here, we can select the 

beacons depending on the smallest three wall number 

values for the corresponding row of N MWN . In a best-

case scenario, there are three RSSs without wall 

attenuation. That is to say, there should be at least three 

zeros for some rows of N MWN in that case.  

V. IMPROVED LOCALIZATION METHOD 

The method given in Section III uses three distances 

from three beacon nodes to the unknown node to 

determine three circles. Based on the geometry theory, the 

point at which three circles intersect represents the 

coordinates of the unknown node. However, using three 

revised RSSs will still cause inevitable errors because we 

cannot completely eliminate the wall attenuation. Thus, 

we only utilize the RSSs from two beacon nodes to 

determine the position of the unknown node. The RSS 

from the third beacon node is not considered or it is only 

used as reference information. The analysis of the 

location of the two circles yielded five cases, as shown in 

Fig. 3. 

 

U A B U

A B

C

U

A B UA BU

(a) (b)

(d)

(c)

(e)

1 2 ABd d L  2 1 ABd d L 

1 2 ABd d L 

1 2 ABd d L 

2 1 ABd d L 

E

F

E F

E F

A B

 
Figure 3. Five cases of using two circles to determine the location of the 

unknown node   

 

When the two circles are externally tangent or 

internally tangent as shown in Figs. 3(a) and (b), the 

estimated intersection point of the unknown node is taken.  

If the two circles intersect, there are two intersection 

points as shown in Fig. 3(c). In this case, we use a revised 

RSS between the third beacon node and the unknown 

node as the reference to compare 
3 d CE

 
with 

3 d CF
 
and select the smaller one as the estimated 

unknown node. Here, RSS from the third beacon node is 

utilized as a reference to identify the proper position 

between two intersection points. 

In addition, as shown in Figs. 3(d) and (e), there may 

be no intersection point because of measurement error. In 

these cases, we take the middle point of E  and F  as the 

unknown node. 

With respect to this improved method, we use the 

RSSs of two beacon nodes instead of three to decrease the 

error caused by the wall attenuation. However, the best 

case is when two RSSs without any wall attenuation are 

available, or that there are two zeros in some rows of the 

wall number matrix. 

VI. SIMULATION RESULTS 

In this section, the performances of the proposed 

localization and attenuation methods along with the 

improved method are demonstrated through computer 

simulation in MATLAB. As shown in Fig. 2, four beacon 

nodes are allocated in each floor whose area is 10 m×10 

m, and the device in any position of this area is assumed 

to be able to detect all the beacon nodes. As there are two 

parallel walls, each horizontal plane is divided into three 

small areas A, B, and C. The corresponding wall number 

is shown in each row of the matrix given in (12). Here, 

both the estimated attenuation-based and prior 

attenuation-based revisions are applied to each area. 

Additional parameters are as follows:
  0PL d  was set to 

20 dB because free space propagation environment is 

assumed, and   is set to be 2.0. The single wall 

attenuation and the floor attenuation were 20 dB and 30 

dB, respectively. Here, Root Mean Square Error (RMSE) 

is defined in (15) to evaluate the localization performance. 

      
2 2  est real est realRMSE ( x x ) +( y y )                (15) 

where ( , )est estx y  and ( , )real realx y  are estimated 

coordinate  and actual coordinate, respectively. 

The effect of different noise variances on the 

localization performance for each area using two methods 

is simulated in Fig. 4. Through the simulation results, we 

observe that the accuracy of area A  and C  are nearly the 

same because these two areas suffer from similar wall 

attenuation. In addition, area B  achieves the best 

localization performance. There is no gap between the 

wall attenuation from the beacon nodes. Thus, there is a 

similar error from each beacon node. When we use (13) 

and (14) to locate the unknown node in area B , some 

parts of that same error will be eliminated automatically, 

thereby further increasing the localization accuracy. 
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On the other hand, if we use prior wall attenuation to 

revise the RSS, the same performance can be obtained, 

irrespective of the location of the unknown node. As prior 

attenuation approaches focused mainly on actual 

attenuation, the revised RSS will be extremely close to the 

RSS without any walls. Thus, the presence of the walls 

does not give rise to any errors. However, there is always 

a gap between the prior attenuation and the actual 

attenuation. In worse cases, the prior information is not 

available. Thus, in most cases, we can only make use of 

the estimated attenuation to locate the target node. 

 

 
Figure 4.  Localization performance in each area using two  

revision methods  

 
     Figure 5. Localization performance in each area using two revision 

methods for improved algorithm 

 

With respect to the improved method, using the same 

parameters as the previous method, we obtained the 

simulation performance in each area with two revision 

methods, as shown in Fig. 5. Obviously, the accuracy is 

increased, especially for areas A and C . However, we 

obtained a slightly worse performance in area  B

compared to the previous method. Some errors eliminated 

in area B  in the previous method were not eliminated in 

this improved method. Hence, the previous method is the 

optimal choice for areas that suffer from the same wall 

attenuation from the beacon nodes. To this end, additional 

exploration is needed to determine the optimal choice 

between the two approaches used in this paper according 

to the detailed attenuation situation of the unknown node. 

And the performance is also influenced by FA  and 

VII. CONCLUSION 

 In this paper, we proposed a floor-wall attenuation 
estimation scheme, and exploited it to identify the floor 
number and to estimate the horizontal position of an 
unknown node. It is suitable for indoor environments with 
multiple floors and multiple walls. From the simulation 
results, the scheme achieved good accuracy, especially for 
the positioning of the planes. Based on the results, an 
improved method was utilized to increase the localization 
accuracy in parts of indoor areas. This method can work 
more efficiently if a priori information is available on 
interior structures and wall distribution.  
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Abstract — The paper presents the vision of CARMNET – a 

Swiss-Polish project aimed at investigating “CARrier-grade 

delay-aware resource management for wireless multi-

hop/Mesh NETworks”. The project focuses on developing 

solutions that will motivate telecom operators to reconsider 

their view on user-operated IEEE 802.11-compliant wireless 

mesh networks. The project is driven by the vision of networks 

operated jointly by telecom operators – likely appreciating the 

CARMNET compliance with their IP Multimedia Subsystem 

(IMS) infrastructure – and a community of users contributing 

to and enjoying the pervasiveness of the CARMNET-based 

Internet access. The project aims at providing, both telecom 

operators and potential end users, with solutions that will 

create appropriately strong incentives – technological, 

functional and economical – for a widespread adoption of 

CARMNET-like networks within a steadily expanding group 

of users. Initial results indicate, that despite the originality of 

the project vision, the preliminary CARMNET system 

architecture complies with key relevant standards. 

Keywords – wireless mesh networks, user-operated Internet 

access sharing, IMS, AAA, NUM 

I.  INTRODUCTION  

The core idea of the CARMNET project [1] is to make 

the user-provided Internet access an important alternative to 

the currently widespread 3G/4G-based mobile Internet 

access, in particular this provided in the femtocell 

scenario [2]. The main assumption of the project is that 

wireless mesh networks [3], while effectively enhanced by 

the introduction of advanced resource management 

mechanisms [4][5] and the compliance with the core of the 

telecom operators’ IMS-based Authentication, 

Authorization, Accounting (AAA) infrastructure [6], may 

serve as an appropriate basis for a real-world realization of 

the core CARMNET idea. However, the successful 

realization of the vision of CARMNET networks – operated 

jointly by telecom operators and an informal community of 

Internet access-sharing users – requires facing several 

scientific and technological challenges that have not been 

yet completely investigated in the literature [7]. The 

assumed research tasks have to lead to determination of the 

comprehensive solution ensuring satisfactory levels of 

reliability and sustainability of the user-provided Internet 

access sharing [8]. The research will focus mostly on 

elaboration of algorithms for reliable servicing of multi-

service traffic, with different packet delay tolerance, 

including algorithms related to: traffic stream classification, 

packet scheduling, buffer memory management, routing and 

nodes mobility management.  

Targeting the CARMNET objectives implies the need 

for facing several technological challenges, in particular 

those related to the compatibility with the key relevant 

standards, such as Optimized Link State Routing (OLSR) 

protocol for the reliable multi-criteria routing within 

wireless mesh networks, or relevant to IMS-based AAA [6] 

technologies used by telecom operators. Moreover, as far as 

the long-term sustainability of CARMNET is concerned, 

some user-centric features are of the key importance, as 

well. They correspond to functional aspects of a 

CARMNET network use, such as the user-perceived 

network utility [5] and the user-friendliness of mobile 

applications running on smartphones that constitute such a 

network.  

The further part of the paper is organized as follows. In 

Section II, the project’s research motivation is presented. 

Section III describes the main phases of the project. In 

Section IV, the exemplary scenarios for CARMNET-like 

networks are presented and the research areas of the project 

are outlined. Section V concludes the paper. 

II. RESEARCH MOTIVATION 

The attractiveness of wireless mesh networks to telecom 

operators, despite a significant research effort that has been 

put in the last decade [3], remains quite limited. The 

following issues related to the CARMNET vision may be 

recognized as potentially postponing the wide adoption of 

existing wireless networking solutions:   

• The lack of integration between the wireless network 

resource management and the AAA mechanism of 

telecom operators IMS-compliant networks, 

• The lack of carrier-grade systems enabling telecom 

operators to measure the usage of shared Internet access 

in wireless mesh networks,  

• The lack of solutions enabling end users to request the 

same level of Quality of Service (QoS) parameters as in 

3G/4G networks, 

• The lack of integration of the wireless network resource 

management oriented on the Network Utility 
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Maximization (NUM) with ‘utility-aware’ accounting, 

in particular in a scenario providing users with ‘society-

building’ incentives similar to those familiar to users of 

popular Internet file-sharing applications based on the 

Peer-to-Peer  (P2P) protocols [9]. 

It is worth mentioning that the scope of CARMNET 

research corresponds to the recent trend of intensive studies 

on various wireless Internet access sharing methods [7].  

The need for CARMNET-like solutions may also be 

observed in efforts of several commercial Internet service 

providers, such as FON or Meraki [8]. Moreover, similar 

scientific projects have been recently conducted, including 

EU CARMEN [16]. However, to the best of our knowledge, 

all such initiatives differ from CARMNET in one of its core 

assumptions: they are based on the use of non-standard 

hardware. 

III. CARMNET WORKPLAN 

The CARMNET work plan is divided into three phases. 

The main goal of the CARMNET theoretical research 

(Phase 1) is to develop a framework and implementable 

solutions (i.e., the network architecture, resource 

management models and algorithms, as well as extensions 

of existing network protocols) enabling realization of the 

carrier-grade wireless mesh networks.  

During the second phase, the theoretical results will be 

converted into technically implementable and commercially 

feasible network protocols and systems, which will be 

experimentally evaluated in realistic wireless testbeds. 

Finally, the key implementation-oriented project 

outcome will be provided: an IMS-compliant prototype of a 

wireless network resource management system enabling the 

realization of ‘charging per utility’. This way we hope to 

propose a solution capable to provide incentives for market-

like, self-optimization of the Internet access sharing 

provided within a community of users. 

Selected research topics of the project, as well as the 

scenarios of CARMNET network usage that will be 

considered during realization phases of the CARMNET 

project, are described in Section IV. 

IV. CARMNET VISION 

The implementation of the CARMNET vision, i.e., a 

wireless network that allows its end-user to share their 

network resources, requires defining the usage scenarios and 

the studies on several research areas implied by such 

definitions.  

A. Scenarios 

The CARMNET research methodology follows the 

approach of the user-centered scenario-based design, 

focused on functional specification of the system in 

correspondence to the user requirements and activities [10]. 

Since various wireless network topologies impose different 

user roles and activities, the main classification of 

CARMNET scenarios is made according to the types of 

connections (one-hop versus multi-hop) available in the 

wireless mesh network. The first scenario represents the 

case of the fully-connected mesh network (Figure 1), 

whereas the second scenario allows utilization of multi-hop 

mesh connections (Figure 2) and imposes the additional role 

of CARMNET relaying nodes. The figures show the 

components of the IMS architecture used in CARMNET: 

Home Subscriber Server (HSS), Proxy – Call Session 

Control Server (P-CSCF), and Serving-CSFS (S-CSCF), as 

well as Session Initiation Protocol (SIP) Servlet located at 

Application Server (AS) [6]. 

 

 
Figure 1.  The CARMNET fully-connected mesh network scenario.  

 

Figure 2.  The CARMNET multi-hop mesh network scenario. 

In both the CARMNET scenarios the basic network 

connectivity role is played by the CARMNET Internet 

sharing nodes,  i.e., the network nodes, which may offer the 

Internet connection to users of other nodes. 

B. Multi-Criteria Routing  

Within the activities related to CARMNET project a 

new routing protocol (based on the OLSR protocol) that 

allows for multi-criteria path selection will be proposed. The 
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protocol will be capable to build the routing table (at each 

node), including not only the best path but a set of paths that 

lead to the specified destination network. The paths in the 

set will be selected as the subsequent shortest paths to the 

specified destination, based on one of the k-shortest paths 

algorithms [11][12][13]. The paths will be determined 

according to main criterion, e.g., delay, and they will 

include additional criteria (metrics). The additional metrics 

will be useful in order to choose the best path, that fulfills 

the criteria for a given traffic stream. The criteria will 

correspond to the QoS requirements for all traffic classes 

offered in the CARMNET network. An example of the 

criteria can be delay, a number of hops, link reliability or 

link load.  Thus, the proposed QoS routing protocol will be 

able to use different traffic profiles and for each of them will 

propose the best path, i.e., the path, which fulfills 

recommended (for the considered traffic profile) QoS values 

in the best possible way.   

The multi-criteria routing is dedicated primarily to the 

multi-hop scenario, but it can be also used in the single-hop 

scenario, to select the best CARMNET Internet-sharing 

node. Additionally, the routing protocol introduced in the 

CARMNET may be also used as one of the possible 

methods for mobility management: one or more of the 

criteria can be used by a mobile node to select the best path 

(next-hop node) for a traffic stream of a given class. 

C. Utility-based Charging 

The original CARMNET concept of the utility-based 

charging is largely based on a synergic combination of the 

following conceptual components (Figure 3):  

• Charging per traffic volume, 

• Traffic volume virtualization based on the mechanism 

of explicit transfer of virtual units that has been 

proposed as the key element of the Delay-Aware NUM 

System (DANUM) framework [5], 

• IMS-based AAA, realized in the scenario of charging 

per traffic volume. 

 

 
Figure 3.  The concept of the utility-based charging as the integration of a 

DANUM system with an IMS-compliant AAA system. 

Typically, CARMNET users are the ones that do not 

have the direct and acceptably cheap access to 3G/4G 

network. It is assumed that virtual utility units, after being 

earned by users sharing their mobile Internet access with 

other users of CARMNET-based wireless networks, may be 

spent by these users (‘potentially altruistic’, i.e., risking the 

lack of a reward for sharing the Internet connection) for 

accessing mobile Internet connection shared by other users.  

D. Resource Management  

One of the key objectives of CARMNET is to integrate 

IMS-based AAA support with the utility-oriented resource 

management for wireless mesh networks, in particular the 

one based on DANUM System (DANUMS) [5][4]. 

DANUMS is an application-layer system providing a delay-

aware indirect flow control mechanism based on a system 

transporting virtual utility units and a packet forwarding 

component aimed at providing an approximation of Max-

Weight Scheduling (MWS) [14]. The system is the first 

delay-aware NUM solution interoperable with widely used 

protocols such as Transmission Control Protocol (TCP), 

User Datagram Protocol (UDP), Internet Protocol (IP), and 

802.11 Media Access Control (MAC) [5].  

The other key objective of the CARMNET project in the 

area of resource management is to elaborate a model of a 

multiservice state-dependent queuing system with limited 

queue and state-dependent dynamic resource sharing 

between individual classes of calls. The advantage of the 

proposed model will be the possibility to evaluate 

analytically the average parameters of queues for individual 

classes of calls, which may prove to be of particular 

importance in engineering applications, especially in 

solutions concerning the analysis, dimensioning and 

optimization of mobile networks.  

E. IMS-Compliant AAA Support  

The CARMNET architecture assumes the application of 

an open implementation of the IMS server infrastructure 

(OpenIMS), extended by the SIP servlet located on the 

Application Server (AS). The communication between the 

network nodes and the IMS Server is realized with the use 

of CARMNET User Agent (a lean SIP client application).   

It should be stressed that according to the vision of 

CARMNET, the standard session management 

functionalities provided by IMS core servers are used in a 

non-typical way - for the management of user-shared 

Internet access sessions (so called “CARMNET sessions”) 

rather than, e.g., for the management of VoIP sessions. On 

the other hand, the standard AAA functionalities provided 

by IMS core are extended by additional CARMNET-

specific features of utility monitoring that enable utility-

based charging. These additional functionalities are 

provided in an IMS-complaint way, as a result of an 

implementation of SIP servlet and a special “CARMNET 

over SIP protocol” used for exchanging the information for 

the purpose of the utility-based charging. What is specific 
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for CARMNET is that the IMS infrastructure is used to 

manage users profiles and to store the configuration of end-

users’ utility functions.  

F. Multi-Testbed Experimentation  

The project aims at achieving a significant 

experimentally evaluated improvement in wireless network 

resource management. The experiment evaluation will 

involve both the effectiveness of network resource 

management systems and user-oriented network reliability.  

In order to make the experimentation more reliable and 

effective, a special evaluation methodology and experiment 

description framework will be defined. A set of software 

components enabling an automated, highly controllable 

experimentation evaluation of IMS applications realized in 

wireless multi-hop networks will be developed.  

The project outcomes will be evaluated in several 

experimental scenarios of infotainment and conversational 

services for networks of wire-line infrastructure limited to 

Internet access points, in wireless fully-connected mesh 

network and multi-hop network scenarios, as well as in 

mobility-oriented scenarios.  

CARMNET solutions will be tested in several realistic 

testbeds, in particular in the ones located at CARMNET 

partners facilities (including the wnPUT testbed [4], and the 

SUPSI [1] testbed). Additionally, experiments in large-scale 

wireless testbeds, i.e., DES-Testbed [15] and NITOS testbed 

[4], are planned, as well as experiments performed within 

the facilities of a telecom operator. 

V. CONCLUSIONS  

In our opinion, CARMNET is a project worth a 

significant interest of researchers working in – so far rather 

distinct – areas of wireless mesh networking and IMS-based 

session and user management. On the other hand, the 

practical importance of the project research objectives 

seems to be in line with the recent trend of deploying 

wireless Internet access sharing by commercial service 

providers and telecom operators. The project is aimed at 

ensuring incentives for both telecom operators and potential 

mobile Internet end users for a fast and widespread adoption 

of CARMNET-like networks. 

Although, for the time of writing this paper, the project 

is at an early stage, its initial results are already 

encouraging. In particular, despite the originality of the 

functional and the technological assumptions with regard to 

the CARMNET system, the initial system architecture 

design seems not to compromise the compliance with key 

relevant standards, such as OLSR, and IMS core standards. 

We believe that, largely thanks to the originality of the 

CARMNET vision and the appropriateness of the 

experimentation-oriented methodology, CARMNET will 

provide outcomes of both the purely scientific impact and 

the practical added value. 
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Abstract—In digital signal processing applications involving
filtering long sequences, block filtering methods like overlap-
save and overlap-add are widely used. Like all finite-precision
applications, overlap-save and overlap-add methods are also
affected by quantization errors. The goal of this paper is
to calculate and make a quantitative comparison of the
overall quantization noise resulting from the two methods in
terms of power (variance) of the quantization noise. Multiple
quantization noise sources are taken into consideration in the
computation of the variances. The calculations reveal that the
overlap-add approach is more prone to quantization noise
compared to the overlap-save approach due to the addition
of overlapping sections between overlap-add output blocks.

Keywords-block filter; quantization noise; overlap-add;
overlap-save;

I. INTRODUCTION

Overlap-save and overlap-add block filtering algorithms
are frequently used to implement block finite impulse re-
sponse (FIR) filters [1], particularly when the input se-
quences are long. In these widely used approaches, segments
from the long input signal are processed using the discrete
Fourier transform (DFT), which is generally implemented
via the fast Fourier transform (FFT) [2]. In all the computa-
tional stages of the block filtering approaches, quantization
errors occur due to the necessity of expressing numerical
quantities with finite precision in digital signal processors.
The goal of this study is to estimate the overall quantization
noise in the output blocks resulting from the overlap-save
(OLS) and overlap-add (OLA) methods, and compare these
errors in terms of quantization noise power. In order to
compute the overall quantization noise in the output blocks,
multiple error sources related to the different stages of the
computation must be considered, as for example, it is the
case with the errors resulting from the analog-to-digital
(A/D) conversion and the DFT computation stage.

Individual quantization error sources have been amply
investigated in previous studies. These include the quanti-
zation errors from the A/D conversion process [3,4], errors
generated from a standard DFT computation [3,4] and quan-
tization errors from an FFT process [3,4,5]. However, there
is no previous attempt to investigate the overall quantization
error present in the output blocks of the OLA approach and
OLS scheme, to the best of our knowledge. In the following

sections, we will try to estimate and compare the power of
the overall quantization error in the output blocks of the
OLA and OLS processes computed via the standard DFT.

The rest of this paper is organized as follows. In Section
II, the probabilistic properties of the quantization noise
generated in the different stages of the computational process
are described. In Section III, the variance of the quantization
error present in the output of the OLS blocks is calculated. In
Section IV, the same calculation is conducted for the output
blocks of the OLA. A brief numerical study is conducted to
illustrate the difference in terms of quantization noise power
between OLA and OLS methods. In Section V, the error
variances from the two different OLA and OLS block filters
are compared and several concluding remarks are presented.

Throughout the paper, the DFT and the inverse DFT
(IDFT) of any signal block are computed via multiplication
with the DFT and IDFT matrix, respectively. The N × N
DFT matrix for an N -point DFT computation is defined as
[6]:

WN =


1 1 . . . 1

1 e−j 2π
N . . . e−j

2π(N−1)
N

...
...

...

1 e−j
2π(N−1)

N . . . e−j
2π(N−1)2

N

 . (1)

The N ×N IDFT matrix for an N -point IDFT computation
is given by [6]:

W−1
N =

1

N
WH

N , (2)

where H stands for the complex conjugate transpose (Hermi-
tian). In addition, x denotes the time-domain input sequence
and x̂ represents the DFT of x, and it is considered to belong
to the frequency domain. This relationship can be expressed
compactly as:

x̂ = WNx. (3)

Similarly, h denotes the time-domain impulse response of
the filter and ĥ represents the DFT of h.

II. PROBABILISTIC PROPERTIES OF THE QUANTIZATION
NOISE

In this section, we describe from a statistical perspective
the quantization noises generated in the different stages of
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the OLA and OLS methods. The quantization noise in all
of these stages is modeled as an additive noise (or error)
signal [4, p.119]. A statistical model is used for this additive
noise with the assumptions that: “the error sequence e is
a sample sequence of a stationary random process, e is
uncorrelated with the original signal, the random variables
(RV) of the error process are uncorrelated and the probability
distribution functions (PDF) of the error process are uniform
over the range of the quantization error [4, p.120].” For
quantizers using rounding in quantization, the amplitude of
e is in the range:

−∆

2
< e <

∆

2
. (4)

With the assumptions above, the mean value of e is zero
and its variance (power) is [4, p.120]:

σ2
e =

∆2

12
. (5)

A. Quantization Noise in the A/D Conversion

Quantization noise occurs at the A/D conversion stage,
where the analog-to-digital converter (ADC) is the quantizer.
Referring to the noise model above, the step size ∆adc of
a B + 1-bit two’s complement ADC is in general given by
[4, p.118]:

∆adc =
2Xm

2B+1
=

Xm

2B
, (6)

where Xm is called the full-scale level of the ADC [4,
p.118]. Consequently, the variance of the ADC quantization
noise σ2

adc is expressed as:

σ2
adc =

∆2
adc

12
=

X2
m

3
2−(2B+2). (7)

B. Quantization of the Filter Coefficients

The filter coefficients, or the impulse response h, are
stored in a finite-precision digital environment in digital
filtering applications which also require quantization. If the
impulse response coefficients are rounded to B + 1 bits,
then the step size of this quantization ∆h will be [4,p.347],
[3,p.580]:

∆h = 2−B. (8)

Then, the variance of this noise σ2
h will be:

σ2
h =

∆2
h

12
=

2−(2B+2)

3
. (9)

C. Quantization Noise in an N -Point DFT

The DFT operation is also implemented in a finite-
precision digital environment, for this reason quantization
noise is also present in the computation of a DFT. The
main source of the error is represented by the round-off
errors due to the multiplications performed in the DFT with
fixed point arithmetic; therefore, we assume that the DFT
coefficients themselves and the addition operations are not
quantized. Assuming that the input signal is also complex

valued, there are N complex-valued multiplications (thus
4N real-valued multiplications) in the direct computation of
the DFT. We also assume that these 4N quantization errors
are mutually uncorrelated and also uncorrelated with the
input sequence [3, p.487]. If the numbers are represented
with B + 1 bits, the variance of the error resulting form
a single real multiplication would be 2−2B/12 [4, p.630].
Since we have 4N mutually uncorrelated errors, the variance
of the overall error would be expressed as [4, p.631], [3,
p.487]:

σ2
dft =

N

3
2−2B . (10)

D. Quantization Noise in the Multiplication x̂⊙ ĥ

After computing the DFTs of the input signal and the
impulse response, the next step is to multiply the two N -
point frequency domain sequences term by term using the
Hadamard product “⊙”. This operation corresponds to a
circular convolution in the time-domain and it is actually
representing the filtering process. For each term, there will
be a single complex-valued multiplication or 4 real-valued
multiplications. Using the same approach as above, we can
directly state that the error corresponding to this operation
(supposing that the representation assumes B + 1 bits) will
have a variance of:

σ2
mult =

4

12
2−2B =

1

3
2−2B . (11)

E. Quantization Noise in an N -Point IDFT

The IDFT operation is symmetric to the DFT operation.
Therefore, the previous analysis conducted for the DFT is
directly extendable to the IDFT operation. The variance of
the error generated by the IDFT operation will be given by:

σ2
idft =

N

3
2−2B . (12)

III. QUANTIZATION NOISE IN THE OLS METHOD

One of the most widely used approaches for block digital
filtering is the overlap and save method [7]. Considering an
N -point input segment x and a P -point impulse response
h, the OLS method corresponds to implementing an N -
point circular convolution and identifying the part of this
convolution that corresponds to a linear convolution. Then,
patching these segments together to form the output block.
This can be obtained by dividing x into sections of length N
such that each input section overlaps the preceding section
by P − 1 points, and by discarding the first P − 1 samples
of the output block that result from the N -point circular
convolution. The remaining N−(P−1) samples correspond
to the linear convolution and can be patched block by block
to form the output [4, p.558].

In order to implement the N -point circular convolution,
we will first pad the impulse response with N − P zeros
so that it will have the same length as the input block
(assuming that N > P ). Then both of the time-domain
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sequences will be transformed with the DFT operation and
multiplied in the frequency-domain. The resulting sequence
will be converted back to the time-domain via the IDFT
operation. The quantization errors will be introduced step
by step during the process and will be carried to the output.
Any quantization error is denoted as an additive random
vector with the same length as that of the original signal, i.e.,
it is modeled as a vector of uncorrelated complex random
variables with a length N .

A. Computation of the Error Term

The first source of quantization error is the quantization
of the input signal by the ADC and the quantization of the
filter coefficients:

x = x0 +∆x

h = h0 +∆h,
(13)

where x0, h0 are the original vectors and ∆x, ∆h are
the random vectors, all of length N . The next step is to
transform both of these vectors to the frequency-domain via
the multiplication with the N -point DFT matrix W , which
will also generate quantization errors:

x̂ = Wx0 +W∆x+ δ̂x

= x̂0 + ∆̂x+ δ̂x,
(14)

where δ̂x is the quantization noise generated from the DFT
operation. In a similar fashion:

ĥ = Wh0 +W∆h+ δ̂h

= ĥ0 + ∆̂h+ δ̂h.
(15)

At this stage we multiply both vectors using the Hadamard
product “⊙” in the frequency-domain to form the output:

ŷ = ĥ⊙ x̂+ µ̂y, (16)

where µ̂y is the quantization error vector generated from the
finite-precision multiplications at this stage. After taking the
Hadamard product of ĥ and x̂ and discarding the terms that
result from the multiplication of two error terms, it follows
that

ŷ = ĥ0 ⊙ x̂0 + ĥ0 ⊙ ∆̂x+ ĥ0 ⊙ δ̂x

+ ∆̂h⊙ x̂0 + δ̂h⊙ x̂0 + µ̂y.
(17)

The last quantization error source will be the one induced
by the IDFT operation. We will model the noise induced
by the IDFT in a similar way to that generated by the DFT
process:

y =
1

N
WH ŷ + δy, (18)

where δy stands for the quantization error vector generated
by the IDFT operation.

In order to compute the power of the overall error, we
express y in terms of the original signal and an error term:

y = y0 +∆y → y0 =
1

N
WH(ĥ0 ⊙ x̂0). (19)

Then we can express the final error in open form as:

∆y =
1

N
WH(ĥ0 ⊙ ∆̂x) +

1

N
WH(∆̂h⊙ x̂0)

+
1

N
WH(ĥ0 ⊙ δ̂x) +

1

N
WH(δ̂h⊙ x̂0)

+
1

N
WH(µ̂y) + δy.

(20)

As expressed above, the overall error is composed of 6 terms,
which will be denoted respectively as zi, where 1 ≤ i ≤ 6,
for easy reference in the further stages:

∆y =
6∑

i=1

zi. (21)

The error vector zi is an N × 1 vector of complex random
variables generated from the ith quantization error source.

B. Variance of the Error Terms

The calculation of the output signal y, showed that there
are multiple quantization noise sources in the process, which
are assumed to generate mutually uncorrelated and zero-
mean noise vectors. For the computation of the variance,
it is important to note that the noise vectors are mutually
uncorrelated and their entries are also uncorrelated one with
respect to the other. In other words, the noise terms in
an individual vector are all uncorrelated with each other.
With these assumptions, we will determine our strategy to
calculate the variance of the overall noise term using zN×1

as a generic vector with a variance of σ2
z . Note that z is a

zero-mean noise vector:

E(z) =

E(z1)
...

E(zN )

 =

0...
0

 = 0. (22)

Using this property and the fact that the noise terms are
uncorrelated with each other, it follows that:

E(zzH) =

E(|z1|2) . . . 0
. . .

0 . . . E(|zN |2)

 = σ2
zI. (23)

Note that σ2
z is the variance of a single term in the vector

z. In order to calculate the variance of the vector, we need
to add up all the variances corresponding to all the entries
in the vector. Mathematically, this operation amounts to

σ2
z−vector = E(zHz) = Nσ2

z . (24)

Once the variances of the individual noise sources are
calculated, it is possible to find the overall variance just
by adding the individual ones due to the uncorrelated nature
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of the noise sources [8, p.220]. We will denote the variance
of an individual noise vector zi as σ2

i , where 1 ≤ i ≤ 6
denotes the respective order.

1) σ2
1 and σ2

2: Let’s start with z1 and proceed using the
strategy developed for the generic vector.

z1 =
1

N
WH(ĥ0 ⊙ ∆̂x) → E(zH

1 z1) =

E(
1

N2
(ĥ0 ⊙ ∆̂x)HWWH(ĥ0 ⊙ ∆̂x))

= E(
1

N
(ĥ0 ⊙ ∆̂x)H(ĥ0 ⊙ ∆̂x)),

(25)

since WWH = NI . Writing in open form:

E(zH
1 z1) = E

( 1

N

N∑
i=1

|ĥ0[i]|2|∆̂x[i]|2
)

=
1

N

N∑
i=1

|ĥ0[i]|2E(|∆̂x[i]|2),

(26)

where ∆̂x’s are the probabilistic terms. Note that ∆̂x =
W∆x, and ∆x is the zero-mean noise vector generated at
the ADC composed of terms with a variance σ2

adc as defined
previously. Therefore, the following relations hold:

∆̂x = W∆x , E(∆̂x) = 0

E(∆̂x∆̂x
H
) = E(W∆x(W∆x)H)

= WE(∆x∆xH)WH

= Wσ2
adcIW

H = σ2
adcNI.

(27)

This means that each term in the vector ∆̂x has a variance
equal to σ2

adcN . Thus, we can replace any E(|∆̂x[i]|2) term
with σ2

adcN . Therefore, it follows further that

E(zH
1 z1) =

1

N

N∑
i=1

|ĥ0[i]|2σ2
adcN

= σ2
adc

N∑
i=1

|ĥ0[i]|2.

(28)

Note also that ĥ0 = Wh0. Thus:

N∑
i=1

|ĥ0[i]|2 = ĥ0

H
ĥ0 = (Wh0)

H(Wh0)

= h0
HWHWh0 = Nh0

Hh0

= N

N∑
i=1

h2
0[i].

(29)

To sum up, the variance (σ2
1) of the quantization noise from

the first source (z1) is found to be:

σ2
1 = Nσ2

adc

N∑
i=1

h2
0[i]. (30)

This also means that any term in the vector z1 has a variance
equal to σ2

adc

∑N
i=1 h

2
0[i].

We notice that the variance (σ2
2) calculation of the quanti-

zation noise from the second source (z2) is similar with the
first calculation. For this reason, we can directly state that:

σ2
2 = Nσ2

h

N∑
i=1

x2
0[i], (31)

where σ2
h is the noise caused by the quantization of the

impulse response.
2) σ2

3 and σ2
4: The strategy for the calculation of these

variances is the same as the one used for the first variance.
The vector variance σ2

3 of the noise generated from the third
source z3 could be directly expressed as:

σ2
3 =

1

N

N∑
i=1

(|ĥ0[i]|2E(|δ̂x[i]|2). (32)

As stated previously, δ̂x is the zero-mean noise vector gener-
ated by the N -point DFT process with a variance σ2

dft. Then,
we can replace any E(|δ̂x[i]|2) term with σ2

dft. We have
previously found out that

∑N
i=1 |ĥ0[i]|2 = N

∑N
i=1 h

2
0[i].

Thus:

σ2
3 = σ2

dft

N∑
i=1

h2
0[i]. (33)

As it was the case for the first set of variances, calculation
of σ2

3 and σ2
4 is quite similar. Therefore, one can directly

express σ2
4 as follows:

σ2
4 = σ2

dft

N∑
i=1

x2
0[i]. (34)

3) σ2
5 and σ2

6: The computation of these variances is less
complex with respect to the previous variance calculations
because z5 and z6 are generated at the final stages of the
OLS process. For this reason, these noise vectors are carried
through fewer computational stages in the OLS process with
respect to the previous noise vectors. Calculation of z5 relies
on the following relation:

σ2
5 = E([

1

N
WHµ̂y]H [

1

N
WHµ̂y])

=
1

N
E(µ̂y

H
µ̂y) =

1

N

N∑
i=1

E(|µ̂y[i]|2).
(35)

From our previous definitions, µ̂y was the zero-mean noise
vector generated by the Hadamard product of two complex
N-point vectors in a finite precision environment with a vari-
ance σ2

mult. Replacing E(|µ̂y[i]|2) with σ2
mult, we obtain:

σ2
5 = σ2

mult. (36)
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The last quantization noise source is the IDFT process,
generating a noise vector z6 = δy with terms having a
variance σ2

idft:

σ2
6 = E(zH

6 z6) =
N∑
i=1

E(|δy[i]|2). (37)

The resulting value is:

σ2
6 = Nσ2

idft. (38)

Exploiting the assumption that all these 6 noise sources are
mutually uncorrelated, we express the overall vector variance
in an N -point output block computed via the OLS method
as:

σ2
OLS = (Nσ2

adc + σ2
dft)

N∑
i=1

h2
0[i]

+ (Nσ2
h + σ2

dft)

N∑
i=1

x2
0[i]

+ σ2
mult +Nσ2

idft.

(39)

All these variances were numerically determined in the
second section. Considering a (B + 1)-bit digital system
that assumes a (B + 1)-bit ADC with a full-scale level of
Xm, we find the variance in an N -point OLS output block
to be:

σ2
OLS =

N

3
2−2B

(
(
X2

m + 4

4
)

N∑
i=1

h2
0[i]

+ (
5

4
)

N∑
i=1

x2
0[i] +

N2 + 1

N

)
.

(40)

IV. QUANTIZATION NOISE IN THE OLA METHOD

The other widely used block digital filtering method is
the overlap and add method [1]. Considering an L-point
input signal block x and a P -point filter impulse response
h, the OLA method convolves x and h using a linear
convolution operation. Thus, it results in an output block
of length N = L+P −1. In order to perform this operation
in the frequency-domain via DFT-IDFT, we must pad both
x and h with zeros such that both of them become vectors
of the same length N , which corresponds to performing an
N -point circular convolution. When patching the N -point
output blocks together, the first P − 1 terms of each block
are overlapped and added with the last P − 1 terms of the
previous block [4, p.558].

In terms of variance calculation, an important difference
between the OLS scheme and OLA method is that the
OLA method requires the addition of the first P − 1 terms
of the current output block with the overlapping P − 1
terms of the previous output block. This means that in
these overlapping sections, the quantization errors present
in the two individual blocks are also added. Other than this

difference, the computation stages for both the OLS scheme
and the OLA method are the same. Thus, we can use our
previous variance calculations for the OLS and modify them
appropriately to include the additional noise coming from
overlapping P − 1 terms.

Assume that the OLA method results in an output block
of length N , and consider an N -point slice from the output
sequence of the OLS. Just before overlapping and adding the
the first P − 1 terms of the current OLA block with the last
P−1 terms of the previous block, both blocks from the OLA
and the OLS process present the same variance. Assuming
that the overlapping blocks of the OLA are uncorrelated,
the P − 1 noise terms being added to each other are also
uncorrelated. It would be correct to state that the variance of
the terms in the overlapping section of the OLA block will
be doubled. With this reasoning, we can express the variance
of the quantization noise in an N -point OLA output block
(σ2

OLA) in terms of the variance of the quantization noise in
an N -point OLS output block (σ2

OLS) as follows:

σ2
OLA =

N + P − 1

N
σ2
OLS . (41)

Adopting a (B+1)-bit digital system that assumes a (B+1)-
bit ADC with a full-scale level of Xm, we can express the
numerical value of σ2

OLA as:

σ2
OLA =

N + P − 1

3
2−2B

(
(
X2

m + 4

4
)

N∑
i=1

h2
0[i] + (

5

4
)

N∑
i=1

x2
0[i] +

N2 + 1

N

)
.

(42)

In practice, the difference in terms of quantization noise
variance between OLS and OLA is relatively small. For
example, when N = 256 and P = 32, according to (41), the
difference is 10 log10((N+P −1)/N) = 0.49dB, while for
N = 256 and P = 128, the difference amounts to 1.7dB.

V. CONCLUSION

The quantization noise is a side effect that is inher-
ently present in any digital system due to the necessity of
representing the signal samples in finite-precision. Having
an important role in digital signal processing applications
that involve the filtering of long sequences, OLA and OLS
methods are also prone to quantization noise once that they
get implemented in a digital system. Both methods were
implemented in multiple stages like the ADC, DFT or the
IDFT stage and multiple quantization noise sources from
these stages were taken into consideration. It was observed
that the power of the quantization noise in an OLA output
block tended to be higher than the quantization noise in
an OLS output block, mainly because of the addition of
the overlapping sections in the OLA process. However, it
was also observed that the difference in the quantization
noise power was highly dependent on the length of the input
sequences.
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The computation of the variances would have been more
realistic if an FFT algorithm was used instead of a direct
DFT computation because most digital signal processing
applications take advantage of FFT algorithms. This study
can be expanded to include an FFT algorithm instead of a
direct DFT implementation. However, it is expected that the
quantitative comparison of the quantization noises in OLA
and OLS will not change.
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Abstract—The paper proposes a new development envi-
ronment for implementing and testing multi-criteria routing
protocols in wireless mesh networks considered under the
CARrier-grade delay-aware resource management for wire-
less multi-hop/Mesh NETworks (CARMNET) project. The
paper presents the justification for choosing Optimized Link-
State Routing (OLSR) protocol as the reference CARMNET
routing protocol for further extension from a single-criterion
to the multi-criteria protocol. The existing software router
architectures (Quagga, eXtensible Open Router Platform –
XORP, and BIRD) are evaluated. A software and hardware
architecture of a single wireless node as well as a network
testbed are described. The particular phases of the proposed
implementation of the modified multi-criteria OLSR protocol
in the nodes of testbed environment are presented. Two types of
nodes that differ in processor architecture and energy efficiency
are proposed for the testbed. The high performance nodes will
be used during the development of the routing protocol, while
the low performance nodes (energy efficient nodes) will be
used during testing the effectiveness of the protocol elaborated.
The developed architecture of the testbed network provides the
ability to separate the resources exploited by control functions
(routing) and data plane functions (forwarding).

Keywords-routing protocols; mobile ad hoc network; optimized
link state routing protocol; software router.

I. INTRODUCTION

Modern wireless mesh networks use multihop transmis-

sion in order to provide communication between the nodes

that are not in direct transmission range. Currently, the mesh

networks are used to extend the range of telecom operators’

wireless networks. According to this approach, assumed also

in CARMNET project [1], the nodes without direct access

to the Internet can use neighboring wireless nodes’ (mobile

or stationary) help in order to get access to the operators’

networks. However, in order to make mesh networks an

important solution for telecom operators, development of

cross-layer resource management framework is required.

Current research on mesh networks focuses mostly on: traf-

fic stream classification, packet scheduling, buffer memory

management, routing, and mobility management. One of the

key problem in multihop wireless networks, especially in

networks that serve heterogeneous traffic, is the problem of

optimal routing.

Within the activities related to CARMNET project, a new

routing protocol that allows for multi-criteria path selection

will be proposed [2]. According to the project’s assumptions,

the new protocol will be based on OLSR protocol. The new

protocol will be implemented in testbeds located in Poznan

University of Technology and Scuola Universitaria Profes-

sionale SV Italiana (SUPSI) in Lugano, in order to verify

algorithmic assumption taken in the proposed protocol, and

to perform complex tests of the protocol’s efficiency.

The main aim of the paper is to present the proposed

implementation platform for elaborating multi-criteria rout-

ing protocol. The further part of the paper is organized

as follows. In Section II, the choice of OLSR protocol as

the reference protocol is justified. This protocol will be

modified, in order to allow for multi-criteria path selection.

In Section III, the existing software router architectures

are described. The decision of reusing the existing im-

plementation of OLSRd [3] and Quagga software router

architecture [4] is justified. In Section IV, the software

development environment and the hardware testbed, used

for implementing and testing multi-criteria routing protocol,

are presented. Section V concludes the paper.

II. CHOICE OF ROUTING PROTOCOL

In CARMNET project it is assumed that there is a neces-

sity of implementing a routing protocol, which is capable

of building the routing tables including not only the best

path but a set of k best paths that lead to the known IP

networks/nodes in wireless mesh networks [2]. The paths

in the set will be selected as the subsequent shortest paths

to the specified destination, based on one of the k-shortest

paths algorithms [2]. The paths are determined according

to main criterion, e.g., delay, and they include additional

criteria (metrics). The additional metrics will be useful in

order to choose the best path, that fulfills the criteria for

a given traffic stream. The criteria will correspond to the

Quality of Service (QoS) requirements for all traffic classes

offered in the CARMNET network. An example of the

criteria can be delay, a number of hops, link reliability or

link load. It is assumed in the CARMNET project that – due

to a large number of already elaborated routing protocols
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for wireless networks – the specified requirements for the

routing protocol can be satisfied by appropriate modification

of one of the existing routing protocol (there is no need

for design of a completely new routing protocol). The

following evaluation criteria were assumed during searching

the protocol that can form the basis for further modification:

• The protocol has to ensure the possibility of changing

the path determination algorithm,

• The protocol has to ensure the backward compatibility

after extension of its functionality,

• The protocol has to ensure the possibility of additional

information flooding,

• The protocol should be based on a simple finite state

machine,

• The protocol should demonstrate high resistance to

packet loss. The loss of a packet as well as receiving

an out-of-order packet cannot force the state machine

to re-initialize,

• The protocol should provide the possibility of skipping

certain nodes during the process of path determination.

As the result of analysing the existing routing protocols

for wireless network, the OLSR routing protocol was chosen.

Only this protocol fulfills all the criteria presented above.

In OLSR protocol, the Dijkstra’s algorithm is used for

shortest paths tree determination. This algorithm can be

replaced by one of the algorithms for set of k shortest paths

determination [8]. It is possible thanks to the OLSR protocol

architecture, which allows to extend algorithm functionality

in an easy way. The protocol consists of the core part, which

is responsible for the main functionality of the protocol,

and additional modules, which enable the protocol to be

extended. Additionally, this approach enables cooperation

between the nodes with and without extensions. According

to the OLSR specification, the nodes that do not support

protocol extensions are taking part in forwarding additional

information (not understandable for them) in a transparent

way. In CARMNET project, the OLSR extensions will be

used to flooding additional information about links’ and

nodes’ parameters as well as to elaborate a new shortest

path algorithm. The specified extensions will result in a new

multi-criteria OLSR protocol (the flooding mechanism was

used in Phosphorus project [9] for broadcasting information

about grid resources in Open Shortest Path First version

2 (OSPFv2) link state advertisements). Additionally, the

knowledge about links’ and nodes’ parameters can be used

by admission control algorithms.

In the OLSR protocol specification we can observe sig-

nificant state machine simplification in comparison to other

link state protocols. There are only three states defined

(NOT_NEIGH, SYM_NEIGH, MPR_NEIGH) [8] in the

process of forming OLSR adjacencies (neighbor relation-

ship). This simplification makes easier the implementation,

testing and extending of OLSR protocol. In OLSR, the

sequence numbers were used to protect the protocol against

numerous packet loss and out-of-order packets delivery,

occurring in wireless networks. However, in OLSR protocol,

in contrast to OSPF protocol, there is no handshake process

(sequence numbers synchronization) between two nodes

before the routing information exchange begins [10]. In

OSPF protocol, there is a special bit that specifies whether

neighboring nodes are synchronized or not. After receiving

a packet with a wrong value of the synchronization bit, the

synchronization procedure re-starts. In the case of OLSR

protocol, the last synchronization number (Packet Sequence

Number) is remembered for 30 seconds. After exceeding this

time period, the packet with any value of Packet Sequence

Number is accepted. Further, the node accepts only the

packets with Packet Sequence Number values greater than

the value included in the last message received.

The OLSR protocol allows also to disable forwarding

feature in certain of the nodes: these nodes will not forward

the packets that are not addressed directly to them. This

feature is very useful for the nodes with limited power

resources. In order to inform about activation/deactivation of

the forwarding feature in the OLSR node, the node sets an

appropriate value of the willingness field in hello messages

sent to its neighbors.

The OLSR protocol implements also an effective algo-

rithm for distributing the routing messages among the nodes.

According to this algorithm, each node determines the so-

called Multi Point Relays (MPRs) among their neighbors.

Subsequently, the nodes send the routing messages only

to the selected MPRs, not to all neighbors. The OLSR

protocol limits the number of MPR nodes, giving also a

possibility of using redundant nodes in order to increase

network reliability.

III. SOFTWARE ROUTER ARCHITECTURE

Nowadays, the most popular software router implementa-

tions are Quagga [4] and eXtensible Open source Routing

Platform (XORP) [11], [12]. Quagga is an unofficial suc-

cessor of Zebra [5]. The official successor of Zebra project

is the commercial product called ZebOS [6]. Because of

the General Public Licence (GPL) on which Zebra was

based and nowadays Quagga is developed, the Quagga is

the most popular software. Quagga architecture has been

applied among others in commercial product Vyatta (since

version 4.0) [7].

Both solutions (Zebra and XORP projects) have modular

architecture. Each module (routing module), is responsible

for all functions related to a specific routing protocol im-

plemented in it. Additionally, in both solution, there is a

special module responsible for communication between the

routing modules and an operating system’s Application Pro-

gramming Interface (API). A new architecture of a software

router is proposed within the project BIRD [13]. However,

the BIRD project is in initial phase of implementation.
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Unfortunately, there is no OLSR protocol implementation

in any of the three existing software router projects. There

is only one free open source code OLSR implementation,

called OLSRd [3]. The OLSRd implementation allows to

add new plugins including OLSR protocol extensions, in

accordance with OLSR protocol philosophy. Among the

implemented hitherto plugins, there is also the plugin for

communication with Quagga software router.

Please note that in OLSRd implementation, the program

uses directly operating system’s API in order to get infor-

mation about the node’s (router’s) interfaces and in order

to add new paths to the node’s routing table. Additionally,

this implementation of OLSR protocol uses directly the

router’s interfaces to send/receive OLSR messages. Such

an approach means that the routing protocol (control plane)

has to be run on each node performing packets forwarding

(data plane). This means, that in OLSRd implementation, the

routing protocol functions cannot be transferred to a separate

machine, in accordance with the concept proposed in [14].

The OLSRd implementation of the OLSR protocol has

no command line interpreter. Therefore, it is impossible to

change the parameters of the protocol (the router configu-

ration) during its operation. The only method of setting the

parameters of the protocol is to load them directly from a

file, during the protocol start-up. Each change in the router’s

configuration requires modification of the configuration file,

and, subsequently, restart of the protocol’s software. In

the configuration file, in addition to the parameters of the

protocol, a list of the required plugins (extending the OLSR

protocol functionality) is also included.

Possibility of creating plugins eliminates the need for

modification of the core part of the OLSR protocol. Un-

fortunately, the existing plugins’ API documentation [15]

is outdated and therefore, in order to create a new plugin

it is necessary to study the source code of the OLSRd

software. Analysis of the entire OLSRd project’s code will

be required in one of four phases of the works related to

both the implementation of the OLSR protocol and to its

modifications.

In the first phase, the OLSRd source code will be used

directly. In order to adapt the OLSR protocol to the needs of

CARMNET project, a special OLSRd plugin, extending the

functionality of the OLSR protocol, will be implemented.

The software architecture that will be built in the first phase

of protocol development is shown in Figure 1. In Figure 1,

the plugin extending the OLSRd functionality is depicted as

a dotted line rectangle.

The second phase of the implementation of the OLSR

protocol will include its co-operation with other routing

protocols. This goal will be achieved due to the application

and possible revision of the plugin allowing OLSRd software

to communicate directly with the Quagga software. The

Quagga software router architecture is shown in Figure 2.

The Quagga software consists of many modules, each of

Figure 1. Extended OLSRd software architecture in the first phase of
implementation

Figure 2. Quagga software router architecture

them is responsible for handling different routing protocol

(BGPd daemon is responsible for Border Gateway Protocol

BGP, RIPd and RIP6d daemons are responsible for Routing

Information Protocol for Internet Protocol version 4 (IPv4)

and Internet Protocol version 6 (IPv6), etc.). In contrast to

the architecture proposed in OLSRd, the modules in Quagga

do not refer directly to the operating system’s API in order to

retrieve information about interfaces and their addresses or

in order to add new entries to the routing table. The activities

listed above are executed by Zebra module that provides a

bidirectional abstraction for the other modules. Communi-

cation between the modules is provided by Zebra protocol.

Figure 3 shows the architecture of the system, obtained in

the second phase of OLSR protocol implementation, after

combining Quagga software with OLSRd software.

The software developed in the Quagga project was op-

timized for sake of its performance, imposing a specific

approach to programming as well as the C programming

language. For the typical network layer tasks (sending and

receiving packets), Berkeley’s socket API [16] was used in

the Quagga. Consequently, also in this solution the routing

protocol software (control plane) has to be running on

the same machine the interfaces of which are used. The

direct access of OLSRd module to the network interfaces is

indicated in Figures 2 and 3 using dotted arrows.

Another approach, which will be used in phase 3 of OLSR
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Figure 3. Software architecture in the second phase of OLSR protocol
implementation

Figure 4. Software architecture in the third phase of OLSR protocol
implementation: Zebra module supports sending and receiving packages
for other modules

protocol’s implementation and modification, was proposed

in work [14]. In [14], the concept of modification of Zebra

protocol and Zebra module is described. The modification

is based on extending the Zebra’s functionality by sending

and receiving routing protocol’s messages. This modifica-

tion makes it possible to transfer the modules responsible

for the routing from the routers to the separate machine.

The transfer of the routing protocol to the separate high

performance machine allows to perform many interesting

experiments. Since we are not limited by (frequently) low

computing power of the nodes performing data plane, it is

possible to study the influence of complex routing algorithms

on network performance. In addition, the transfer of the

routing protocol to the separate machine does not enforce

the efficient implementation of the protocol when being in

experimental stage.

In order to fully integrate the routing protocol software

with Quagga architecture, in phase 4 of the implementation a

new module for Quagga project will be written. This module

will be responsible for supporting both, the reference OLSR

protocol and the proposed multi-criteria OLSR protocol. The

module will use the same libraries as the other Quagga’s

modules and will offer a command line interpreter. The use

of libraries from Quagga project will significantly reduce the

size of the code. In this way it will be possible to install this

software on a simple router, supported by the Open WRT

system (the concept of a network consisting of devices that

support OpenWRT will be presented in the next section).

IV. TESTBED NETWORK

The concept of a testbed network is shown in Figure 5.

This network consists of nodes and an internal server that

will facilitate the process of software development. All the

nodes and the internal server are connected via a network,

denoted in Figure 5 as an internal Local Area Network

(LAN). This network is invisible to the routing protocols

running on the nodes. The nodes are not able to use the

internal LAN to exchange packets between each other.

As proposed in the previous section, the software archi-

tecture of the routing protocol will be implemented in two

types of nodes: the high performance nodes, built using

x86 processors, and the energy efficient nodes, built using

Reduced Instruction Set Computer (RISC) processors. These

nodes will then be used to build the network, enabling the

testing and performance examination of protocols, imple-

mented within the CARMNET project. The use of the nodes

that were built using x86 processors (hereinafter referred to

as x86 nodes) facilitates the implementation of the software,

however, such nodes are more expensive and consumes more

energy with respect to the nodes using RISC processors.

The main advantage of x86 nodes is that the developing

software for this kind of the nodes does not require cross-

compilation. The source code can be compiled directly on

the developer’s workstation or within the node. The simplest

solution for x86 nodes is the native compilation of the

software at the nodes. In the case of native compilation it is

only required to provide the node with a source code. In the

proposed architecture, providing software code to individual

nodes will take place via an internal development server

that grants an access to the repository server. An additional

requirement for native compilation is the need for installing

the necessary compilers and software libraries at each of

the nodes in the network. Consequently, the large memory

resources are required in all the nodes during the software

compilation. In the case of x86 nodes, each of them is

equipped with: a Solid State Drive (SSD) with the capacity

of 24 GB, 4 GB of Random Access Memory (RAM)

and double core ATOM Central Processing Unit (CPU).

Currently, these CPUs offer the best ratio of performance

to energy consumption among all x86 CPUs. In addition,

the ability of installing a secondary hard disk using Serial

Advanced Technology Attachment (SATA) interface in x86

nodes is provided. The interface mini Peripheral Component

Interconnect (mPCIE) is used for connecting the primary
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Figure 5. A testbed for development and testing of routing protocols

SSD and for connecting the Wireless Fidelity (WiFi) card.

The presented node’s configuration allows for installing

Linux in both, "server" and "desktop" version. It is assumed

that in order to speed up starting the Linux system, a desktop

environment will not be installed.

The presented architecture of the nodes based on x86

processors simplifies the process of software development

and testing the routing protocols. Due to the high energy

requirements and the price of a single node this architecture

will not be used in practical deployments. For large networks

it is intended to use low cost nodes based on RISC CPUs. It

was assumed that these nodes will support Open WRT [17].

Open WRT is a Linux distribution dedicated for routers.

It is characterized by small hardware requirements, since a

firmware image (including kernel but without WiFi support)

often does not occupy more than 2 MB of memory. This is

very important because most of the wireless routers available

on the market are equipped with a flash memory (for storing

operating system’s firmware) with the capacity of 8 MB. One

of the main advantages of the Open WRT is its ability to run

on wide variety of processor architectures. This is possible

owing to the fact that the software has an open code, which

can be compiled into binary code designed for a specific

platform. The compilation is done using a set of tools and

libraries called buildchain. A buildchain, used in the Open

WRT, is based on buildroot project [18].

In addition, the Open WRT supports ipkg package sys-

tem, which allows for subsequent installation of software

packages without the need for uploading the entire firmware

image to a node. Despite the possibility of installing ipkg in

flash or RAM memory, such a solution is often unfeasible

due to the limited resources of these memories. Therefore,

the Open WRT nodes will not be used for testing the

routing protocol software being in the second phase of its

development.

The nodes with Open WRT may be applied to test the

software that is in the third phase of the development. In

this phase, the control plane (responsible for routing) and the

data plane (responsible for forwarding) are separated [14].

However, the transfer of the control plane from the nodes to

the separate machine has some disadvantages. The nodes

without the control plane are useless outside the testbed

network.

The full autonomy of the nodes is achieved only in the

fourth phase of the software development of OLSR routing

protocol. In addition, an integration with Quagga software,

completed in this phase, provides the minimum size of the

module that support OLSR protocol as well as the possibility

of launching it in simple routers supported by the Open

WRT. The software obtained in the fourth phase will be

characterized by the highest performance.

Let us notice that the process of upgrading the operating

system at the nodes managed by OpenWRT may be quite

complicated. In the case of certain of the nodes it may be

necessary to use an additional connection to the node via a

serial port. The reason for this is the application of a boot-

loader that works only with the serial port. The bootloader

is used as the easiest way to upload a new operating system

image to the node. Unfortunately, uploading the operating

system via the serial port is not comfortable: the serial port

offers low bit rate and, in addition, requires direct physical

access to the device.

The described architecture for the implementation and

testing of routing protocols foresees two working modes

of the developers. In the first mode, the developers work

directly on the internal server that is connected to the

same LAN as the nodes (the developer’s computer is just

a console). The source code can be compiled on the internal

development server or on each network node (see Figure 5).

The machine, which is building the software, has to have
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an access to the source code. One of the simplest yet most

effective ways to provide access to the source code is to use

the repository system, that is located on a server attached

to the Internet. For this purpose, the internal development

server performs the function of network address translation

(NAT). In the case of teleworking, the access to the internal

LAN is secured by a Virtual Private Networks (VPN) tunel.

The mode, in which the developer has physical access to the

internal LAN, has been denoted in Figure 5 by placing the

computer labeled as "developer’s console".

In the second mode, the developers are working without

any access to the internal LAN. They only have access

to the source code located on a repository server, which

is connected to a public network. The compilation of the

source code can be done either on the dedicated internal

development server or on the programmer’s workstation. The

second mode is denoted in Figure 5 by the computer icon

labeled as a "developer’s workstation". The main limitation

of this mode is that the software developers do not have

any access to the network nodes, and, they are not able to

perform any tests.

The final component of the proposed architecture for

the implementation and testing of routing protocols are

repositories that store i.a. the source code of the protocol

software. According to the testbed network’s architecture

presented in Figure 5, the repository server is located in

a separate location (accessible via public IP address). The

separation of the repository and the internal development

server guarantees an access to the source code even after

switching the internal development server off (or in the case

of its failure). Additionally, according to this solution many

testbed networks may use the common repository.

V. CONCLUSION AND FUTURE WORK

This paper proposes a testbed network architecture for

implementation and testing of multi-criteria routing protocol

for wireless mesh networks. The proposed testbed network

architecture is programmer-friendly. It provides three ways

of compiling the network nodes’ source code: the native

compilation on the individual network nodes, the compi-

lation on the separate internal development server and the

compilation on a developer’s workstation.

Two types of network nodes are proposed for the testbed

network: high-performance x86-based nodes and energy-

efficient RISC nodes. The use of two types of the nodes

allows to adapt the testbed network to the evolution of the

routing protocol software. It is assumed that the software

created in the first phase, due to its sub-optimal use of

resources, will require high computing power that can be

only provided by the nodes based on x86 architecture.

Further optimization of the software will results in lower re-

quirements for computing power in the nodes. Consequently,

the final tests will be conducted in a large network, made

up of the nodes with lower performance and greater energy

efficiency (RISC architecture).
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Abstract—Floor determination has become an extremely 

urgent issue to resolve because many applications require 

accurate information on floor numbers to provide better 

localization services. This paper presents a Wi-Fi based, low-

complexity floor determination method for multi-floor 

buildings. In this paper, the Multi-Wall-Floor (MWF) model is 

used in the simulation and the analysis. Simulation results 

show that the floor determination accuracy is nearly 100% if 

the deployment density of Wireless Access Points (WAPs) is 

sufficiently high on each floor. It is also shown that the 

proposed method provides a good estimation of floor 

determination even when only a few WAPs are implemented 

on each floor. In our scheme, detailed information on the WAP 

coordinates is not needed, except floor ID and Received Signal 

Strength (RSS) of each WAP. The novelty of the proposed 

method is that it can work in extreme conditions, where there 

are no WAPs on the floor. 

Keywords—Indoor positioning; Floor determination; WiFi; 

Wireless access point;  Received signal strength. 

I.  INTRODUCTION 

Determining a user’s floor number in multi-floor 
buildings is still a difficult issue. As urbanization increases, 
more and more tall buildings will be built in cities. Many 
applications need accurate floor number information to 

provide better services. For example, such information could 

prevent school violence in multi-floor buildings by providing 
a faster and more efficient response to student alarm signals. 
Thus, floor determination has become extremely urgent to be 
resolved. 

Outdoor positioning relies for the most part on GPS 
(Global Positioning System), which has an accuracy ranging 
from 1 meter to 10 meters. It is widely used in military 
applications such as surveillance and in civilian sectors such 
as scientific research, tracking, and navigation as well as e-
commerce. However, due to attenuation and scattering, GPS 
is not suitable for indoors use. Hence, the requirements of 
indoor positioning systems differ from those of their outdoor 
counterparts. Many technologies have been proposed for 
indoor positioning in the last decade. Among these, Wi-Fi 
has attracted a lot of research effort because it is a mature 
and relatively low-cost technology. Wi-Fi hot spots are now 

becoming commonplace in city buildings. The utilization of 
these Wi-Fi hot spots’ signals offers a feasible solution to 
floor determination [1-2,12-13]. 

Nowadays, numerous computing devices such as smart 
phones and tablet PCs are equipping Wi-Fi modules. 
Simultaneously, the floor number of each WAP can be 
known in advance. The following work is to find an effective 
floor determination method with RSS and ID information of 
scanned WAPs. To this end, we propose a Wi-Fi based, low-
complexity floor determination method for multi-floor 
buildings. The rest of this paper is organized as follows. 
Section II summarizes current state-of-art on Wi-Fi based 
floor determination, and Section III discusses the system 
model and proposes our method. Simulation results are 
presented in Section IV to demonstrate the efficacy of the 
proposed method. The final section presents conclusion and 
future works. 

II. CURRENT STATE-OF-ART OF WIFI-BASED FLOOR 

DETERMINATION 

There are many technology options for floor 
determination such as time of arrival, angle of arrival, and 
RSS. This paper focuses on RSS-based choices because of 
cost and implementation consideration.  

Some Wi-Fi based floor determination systems have 
been proposed [2-6]. Among these systems, fingerprinting-
based systems play an important role [2-5]. In particular, Liu 
et al. [3] have demonstrated a Wi-Fi based indoor positioning 
system based on fingerprinting. In their research, their floor 
positioning experimental results showed that the floor 
determination was highly accurate closed to 100%. However, 
in common with any fingerprinting systems, the main 
disadvantage is that a database is usually required to train an 
accurate localization model. To create a fingerprinting 
localization model for use in multi-floor buildings, we need a 
sufficient number of sample points on each floor. This can be 
time-consuming and expensive. The indoor environment is 
also very complex, not only due to the presence of walls and 
floors, but also due to uncertain factors such as human 
activity and furniture or equipment rearrangements. The 
effects of such factors are difficult to test and measure with 
today’s technologies. They also hamper the potential utility 
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of fingerprinting systems in the indoor environment. These 
systems are also unable to accommodate any changes in the 
Wi-Fi infrastructure and require a complete recalibration. 
The need to replace the database is another troublesome 
issue.  

Alsehly et al. [2] have designed two different models for 
using Wi-Fi signals to determine the floor number in multi-
floor buildings. One is called the “nearest floor algorithm.” 
Essentially, it is a simplified solution of the well-known 
nearest neighbor classification algorithm used in 
fingerprinting. Although they used the system to 
simultaneously update records of Wireless Access Points 
(WAPs) in the database, the system still cannot overcome the 
aforementioned disadvantages. Their second model, called 
the “group variance algorithm” can be divided into three 
steps. The first step involves grouping the Wi-Fi RSS 
depending on the floor number. The second step entails 
calculating the floor parameters (range, variance, 
availability) for each floor. The last step involves selecting 
the floor number with the maximum number of points as the 
estimation result. Their experimental results showed that the 
group variance algorithm performed worse than the nearest 
floor algorithm. However, it was more reliable in areas such 
as washrooms and building edges where the received signal 
is weak. More importantly, the group variance algorithm 
does not require the creation of a database in advance. 
However, the disadvantage of this algorithm will be 
discussed later in Section IV. 

The attenuations of horizontal and vertical signals are 
significantly different in buildings due to different materials 
used in the floors and the walls along with their different 
thicknesses. Generally, the attenuation of the floors is greater 
than that of the walls. This property may be exploited to 
estimate the floor number based on the characteristics of the 
received signals. Actually, floor determination will be easy if 
the signal attenuation of the floor is much larger up to the 
user’s device unable to receive a signal or if the received 
signal is very small from the WAPs on the other floors. Thus, 
a critical issue that needs to be addressed in those buildings 
is the moderate loss of the floor penetration value.  

Another disadvantage of the conventional systems is that 
none considers the effect of accidents, e.g., all the WAPs on 
one floor stopping working, but those on the other floors 
remaining operational as usual. The existing algorithm 
would be unable to determine the floor number in such a 
situation. 

III. SYSTEM MODEL AND PROPOSED FLOOR 

DETERMINATION METHOD 

A. System Model 

 Path loss greatly impacts the localization accuracy of 

algorithms based on the RSS. It results in varying degrees of 

loss when the radio signals propagate in different 

environments. Thus, choosing a suitable path loss model is 

very important. Research has shown that the Multi-Wall-

Floor (MWF) path loss model might be the most precise 

model when compared to all the other models including the 

Motley-Keenan model for both office and commercial indoor 

topologies [7-11]. The following equation describes the 

MWF model. 

0

1 1 1 1

10 log( )
fjwi

KKI J

MWF wik fjk

l k j k

L L n d L L
   

          (1) 

where  

0L : Pass loss at a distance of 1 meter 

n : Power decay index  

d : Distance between the transmitter and the receiver 

wikL : Attenuation due to wall type i and thk traversed wall 

fjkL  : Attenuation due to floor type j and thk traversed floor 

I : Number of wall types 

J : Number of floor types 

wiK : Number of traversed walls of category I  

fjK : Number of traversed floors of category J  

 In addition, taking into account the influence of 

obstruction in indoor environment, we add a normal random 

variable N  with zero-mean and variance of 
2  to represent 

shadow noise. Then, the RSSI value from WAP can be 

written as: 

r MWFL L N                                   (2) 

 To make the simulation easier, we suppose that all the 

floors are the same type and all the walls are the same type in 

our model. We represent the received Wi-Fi signals of the 

user using the set  , which contains the number of signals. 

The set 
iR contains the floor identity and the RSS value of 

the WAP. 

 1 2[ , , , ]iR R R                                  (3) 

[ , ]i i iR FloorID Rss                                (4) 

B. Proposed Feedback Method 

In an indoor environment, the thickness of each part of 

each floor and the thickness of the materials in the floors are 

nearly equal. In most cases, the thickness of each floor and 

the thickness of the material are also nearly equal. Based on 

the signal’s propagation, the floor penetration loss value will 

fall in a certain range. In our research, we assume that 

random attenuation value due to the floor follows a constant 

value which is denoted as fL . In practical applications, we 

can measure the attenuation value of each part of each floor 

of the building, and then average these values as the 

attenuation due to the floor. Based on the analysis described 

above, we propose a floor determination algorithm called the 

“feedback method.” 

130Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-279-0

AICT 2013 : The Ninth Advanced International Conference on Telecommunications

                         142 / 247



The following steps describe how the proposed feedback 

method calculates the floor number during the analysis. 

1) Pre-estimation step: We conduct a pre-estimation of 

the user’s floor number. Generally, we choose those floor 

IDs that have occurred in the set  . 

2) Feedback step: We suppose that the user is on the thp  

floor which is part of the pre-estimated floor numbers. Based 

on this assumption, it is simple to determine how many 

floors the signal penetrated before the user received it. Then, 

we feedback the attenuation value of the floor to  . The 

feedback value equals to f iL FloorID p  . 

3) Estimation step: We calculate the variance of all the 

RSS values for each pre-estimation. We then compare the 

variances of all the pre-estimation steps and select the floor 

number with the minimum variance value. 

If the pre-estimation is correct, the feedback value will 

eliminate the influence of the floor attenuation. If not, the 

received RSS values in set   will become more confused 

due to incorrect feedback. Thus, we selected the minimum 

variance value as the last estimation result. Compared to 

fingerprinting-based approaches, our proposed scheme does 

not require frequent updates of the attenuation values after 

accurate measurement, because the location and make-up of 

the floor will not usually change after the building has been 

built, except in exceptional cases. Compared to the group 

variance method, the proposed feedback method can handle 

the effects of accidents mentioned above. The group variance 

algorithm groups the RSS values according to the floor 

number and the last estimation results from these groups. 

Thus, this algorithm is unable to determine the number of the 

floor where the accident occurred. In contrast, our proposed 

scheme can handle the effects of accidents by selecting all 

the floor numbers as the pre-estimation. 

IV. SIMULATION RESULTS 

A. Simulation Environment 

The simulations were performed on a multi-floor 

building model with eight floors. The detailed parameters 

and settings for the simulations are summarized in Table I. 

TABLE I.  PARAMETERS OF SIMULATION ENVIRONMENTS 

Parameters Values 

Areas of each floor 236.5 22.7 m  

Thickness of each floor/wall 40 cm, 30 cm 

Height between floors 3 m 

Attenuation due to each floor/wall fL = 25 dB, wL =10 dB 

MWF model 
0L = 20 dB, n = 2.5 

N ~ 2(0, ) ,  =3 

RSS value 110 dBm   

Note that, in order to reduce the workload, we used a 

simple model where the structure of each floor in the 

building is the same. From the commonly used free space 

propagation model for path loss at a distance of 1 meter and 

frequency of 2.4GHz (i.e., Wi-Fi frequency) we set 
0L  = 

20dB. 

B. Analysis of Proposed Feedback Method 

 The estimated points were chosen at three random 

positions on the 1st, 5th, and 6th floor, and there were two 

WAPs on each floor.  
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Figure 1.  Simulation results for the 1st floor. 
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Figure 2.  Simulation results for the 5th floor. 

 Figs. 1 and 2 show the simulation results for pre-

estimation floor IDs that occur in the received Wi-Fi signals 

set. These figures illustrate that the lowest variance occurs 

when the assumed number from the pre-estimation step 

equals that of the actual floor number of the user.  

In this paper, we also consider a specific case. In that 

case, all of the WAPs on the floor where an accident happens 

have stopped working, while WAPs on other floors can still 

work normally. In this case, we will choose all the floor 

numbers as the pre-estimation in the simulation as shown in 

Fig. 3.  
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Figure 3.  Simulation results for the 6th floor. 

In terms of the pre-estimation, the variance maintains the 

same value for all the floors except the 6th floor. To explain 

aforementioned phenomena, we present in Table II an 

example with the received signals set 
1 2 3[ , , ]R R R  on the 

6th floor. The table clearly indicates that the variance is the 

same for the first five floors and the last two floors with an 

exception of the 6th floor. 

TABLE II.  EXAMPLE OF THE 6TH FLOOR 

Pre-

estimation 

Feedback 
Variance 

1 1[5, ]R Rss  2 2[6, ]R Rss  3 3[7, ]R Rss  

1  1 4 fRss L   2 5 fRss L   3 6 fRss L   
1V  

2 1 3 fRss L   2 4 fRss L   3 5 fRss L   
2V  

3 1 2 fRss L   2 3 fRss L   3 4 fRss L   
3V  

4 1 fRss L  2 2 fRss L   3 3 fRss L   
4V  

5 1Rss  2 fRss L  3 2 fRss L   
5V  

6 1 fRss L  
2Rss  3 fRss L  

6V  

7 1 2 fRss L   2 fRss L  
3Rss  

7V  

8 1 3 fRss L   2 2 fRss L   3 fRss L  
8V  

C. Comparsion with Group Variance Algorithm 

 As shown in Figs. 4 and 5, the comparison of the 

performance of the proposed feedback method with that of 

the conventional group variance algorithm reveals a 

significant change according to the number of WAPs on each 

floor. The simulation results are based on four different cases. 

Table III shows the detailed parameters.   

Cases #1-4 show that the floor determination accuracy 

gradually deteriorates with the reduction in the number of 

WAPs on each floor. However, the degree of deterioration in 

the performance of the two methods is quite different. The 

proposed feedback method is always able to achieve 

accuracy of 95% in terms of floor determination especially 

for Case #1. It shows that the correct determination by the 

proposed method is significantly close to 100% because the 

deployment density of the WAPs is relatively high. In 

contrast, the performance of the group variance algorithm is 

worse than the feedback method for each case and the 

performance of former one decreases rather rapidly. As 

shown in Case #4, the group variance algorithm can realize 

accuracy of just 30–40%. 
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Figure 4.  Comparison of the performance (Cases #1 and #2). 
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Figure 5.  Comparison of the performance (Cases #3 and #4). 

TABLE III.  COORDINATE INFORMATION 

Cases Positions of WAPs on each floor 

 
Case #1 

(5.3 5.3) (5.3 17.4) (15.6 5.3) 

(15.6 17.4) (25.9 5.3) (25.9 17.4) 

(33.7 5.3) (33.7 17.4) (15.6 11.4) 

Case #2 
(10.3 10.3) (20.6 12.4) (30 5) 

(4 20) (30 20) 

Case #3 (10.3 10.3) (20.6 12.4) (30 5) 

Case #4 (10.3 10.3) (20.6 12.4) 

TABLE IV.  COORDINATE INFORMATION 

Floor ID Range Variance Availability 

F1 0.5 0 0 

F2 0.5 0 0 

F3 0.5 0 0 

The poor performance of the group variance algorithm is 

due to its inability to distinguish which floor the user is on 

when the variables shown in Table IV are present. In this 
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situation, the group variance algorithm cannot make a choice 

due to the three groups having the same points. 

D. Effects of Accidents 

 We assumed that there are no WAPs on the 1st floor and 

the 6th floor, and nine WAPs on the other floors. An 

estimated point was chosen from 1,000 random positions on 

each floor.  
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Figure 6.  Comparison of the performance under extreme conditions. 

 Fig. 6 presents the simulation results based on this 

scenario. The results clearly show that the group variance 

algorithm was unable to adapt to this case. In contrast, the 

feedback method was still operational under this extreme 

condition. In particular, the accuracy of floor determination 

was high, with the change in the number of WAPs on the 6th 

floor seemingly causing no influence. 

 In order to demonstrate it clearly, we divide floor IDs 

into two types, as shown in Table V, since the received 

signals are from single direction (up-floor or down-floor), 

when the user locates on the accident floor which belongs to 

the edge building. Similarly, the signals will come from 

double directions (up-floor and down-floor) when the user 

locates on the accident floor belonging to middle building. 

Based on that, we can observe that the ability to deal with 

accidents happening on middle building is stronger than that 

on edge building. 

TABLE V.  TYPE OF FLOOR 

TYPE Floor ID 

Middle building 2nd ~ 7th floor 

Edge building 1st and 8th floor 

 Meanwhile, the accuracy of the proposed feedback 

method falls off sharply when the floors are close to those 

without WAPs (2nd, 5th and 7th floor), because the received 

signals are from single direction on those floors adjacent to 

the accident floor. 

V. CONCLUSION AND FUTURE WORK 

 This paper presented a Wi-Fi based floor determination 
method for multi-floor buildings. Compared to traditional 
approaches, there are three advantages of the scheme 
proposed in this paper: robustness, simplicity, and an ability 

to deal with accidents. First, the simulation results showed 
the floor determination accuracy was nearly 100%, if the 
deployment density of the WAPs is sufficiently high on each 
floor. They also showed that the proposed method performs 
well in terms of floor determination, even in the presence of 
just two WAPs on each floor. Second, there is no need for 
detailed coordinate information on the WAPs in this scheme. 
In our research, the floor ID and the RSS value of each WAP 
are sufficient. Third, the final simulation results showed that 
this method can work under extreme conditions where there 
are no WAPs on the floor.  

 Future work will focus on perfecting the proposed 
algorithm for the floor determination and developing a 
mobile application in real environments.  
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Abstract—Providing access to the Internet or other network
services to remote regions with low population density is quite
complicated, since telecommunications companies may be un-
willing to invest in a communications infrastructure in these
locations. A possible solution to this problem is using Vehicular
Ad-hoc Networks (VANET) with Delay Tolerant Networks (DTN)
architecture in order to provide Internet access and other services
to these regions. This is quite a challenging task because it is
really difficult to predict when vehicular nodes will be in contact
with each other and how long it will remain connected. In this
paper , we are proposing a unique VANET/DTN routing strategy
based on a new metric called Trend of Delivery (ToD). The
results have shown that our proposition had better performance
than other classical DTN protocols when applied to VANET. We
used the Network Simulator 3 (ns-3) to implement classical DTN
protocols as: Epidemic, Prophet and Spray-and-Wait in order
to compare with our proposition. The simulation shows a good
performance of the proposed strategy, maintaining good delivery
rate while keeping overhead low, unlike purely epidemic strategy,
where the overhead increases uncontrollably.

Keywords-VANET; DTN; Routing Protocol; Fuzzy Logic; ns-3;
Trend of Delivery;

I. INTRODUCTION

DTNs are a special class of networks that allow commu-
nication between regions with strong connectivity constraints,
propagation delays and high error rates. In these regions, there
is no way to use reliable communication and routing protocols
or common standards for wireless networks as has been shown
by Sadagopan et al. [1].

To overcome these constraints, the RFC4838 [2] propose
that the DTN architecture can store persistent messages in a
new network layer named the bundle layer until the node con-
nectivity could be restored. This layer can provide communi-
cation between heterogeneous networks operating at different
transmission media.

In the environment where we want to provide communi-
cation between the distant regions using the VANET/DTN,
the Epidemic protocol [20] may achieve a high delivery rate,
but its overhead is too high. The Spray-And-Wait [22] keeps
overhead low, but its delivery rate may not be practical,
because it controls flooding by reducing the number of copies
to be made. However it does not use any smart strategy to
know when it is appropriate to copy. The PROPHET [21] may
have performance issues if there is no reencounters, since it
is based on historical encounters.

In our paper, we propose a new VANET/DTN routing
strategy, based on a new metric called the Trend of Delivery,
which was created especially for this work by using fuzzy
logic, in order to assist in the routing task. We also consider
other recommendations proposed by Cabrera et al. [3] (the
transmission range assumption, use of stale information, and
an objective function in trajectory-based routing) for the
development of our DTN routing protocol in order to satisfy
operating constraints in a real environment. This protocol has
been named the Vehicular Delay Tolerant Network - Trend of
Delivery (VDTN-TD).

Bromage et al. [28] proposed a DTN routing framework
based on epidemic behavior and mobility history of the nodes
called the Trajectory-Assisted Routing (TAROT). In this work,
the TAROT nodes only will be infected, in other words, they
will receive a copy of the message, if their mobility pattern
takes them closer to the destination. According to [28], when
the protocol succeeds in combining intelligently replication
and forwarding the messages, this leads to a reduction of
overhead. Similarly to the TAROT, VDTN-TD reduces the
overhead by using an intelligent forwarding strategy.

The remainder of this paper is organized as follows: Section
II describes the related works. Section III covers the theoretical
foundation, with a quick overview of VANET, DTN and DTN
routing. The Section IV describes how ToD is calculed, also
it presents VDTN-TD, the routing protocol proposed. The
Section V shows the experiments and resultsobtained through
simulations in ns-3. Finally, Section VI includes an outlook to
future works and the conclusion.

II. RELATED WORK

DTNs are recurrent themes in the literature [3-7]. Many
routing protocols have been proposed and they can be clas-
sified according to their operations [7]. Franck et al. [8] pre-
sented the attributes and requirements for VANET’s operation
and described how DTN can help to overcome the problems
caused by high disconnection in a vehicular network. For
this purpose, many tests were performed using nodes with
and without vehicular DTN activated in different network
conditions. The authors concluded that purely a VANET node
has a high rate of packet loss and that even in a scenario
with VANET/DTN packet loss is encountered due to routing
loops in isolated clusters. This paper uses the combined
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VANET/DTN to overcome disconnection problems inherent
in vehicular networks.

Cheng et al. [9] proposed a DTN routing protocol called
hybrid GeoDTN+Nav that explored the details of vehicular
mobility and navigation systems on-board to carry the mes-
sages. According to the authors, the protocol outperforms
protocols Greedy Perimeter Stateless Routing [10] and Greedy
Perimeter Coordinator Routing [11] by comparing the rates of
message delivery.

Besides the VDTN-ToD uses this mobility information, it
also uses fuzzy logic [12] to identify mobility patterns and
then decide when it is appropriate to: copy, forward or stay
with the message.

III. THEORETICAL FOUNDATION

A. Vehicular Ad-hoc Networks

VANETs are a subclass of mobile ad hoc networks that
emerged due to the advancement in technology for transmitting
wireless networks. One of the main factors that boosted
its development was the need to improve safety and traffic
efficiency through communication between vehicles. Although
similar to a Mobile Ad-hoc Network (MANET), a VANET
has specific characteristics that the protocols, developed for
MANET, are not suitable for operation in VANETs [13].

In a VANET, two categories of applications can be de-
veloped. One is focused on safety and the other should
provide comfort to passengers. The first category contributes
to improving the efficiency of vehicular traffic and to decrease
risk situations such as sending alert messages when an accident
occurs. However, the second category’s focus is to make the
entire trip enjoyable for the passengers. This can be achieved
through applications that provide access to the Internet such as,
chat with passengers of other vehicles, radios online, games,
restaurants or other information relevant to the comfort of the
trip [14].

B. Delay Tolerant Networks

DTN is architected by the group Delay Tolerant Network
Research Group (DTNRG), a part of the Internet Research
Task Force (IRTF), that enables the operation of networks
operating in environments with intermittent connectivity and
high delays.

In the design of the DTN architecture the following require-
ments have been proposed: reliable delivery, security services
and flexible framework for identification of late binding.
In order to attend these requirements, the architecture has
included a bundle layer operating above the transport layer,
where the packet of this layer is called bundle, permitting
the DTN to support intercommunication among heterogeneous
networks through the DTN gateways.

The DTN architecture was defined in 2007 by RFC 4838
[2] together with the specifications of the bundle protocol by
RFC 5050 [15]. Later, in 2010 and 2011, they were defined
in RFCs 6255 [16] and 6257 [17].

In this paper, we aim to establish communication between
remote regions, in the sparse environment, using vehicles as
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data mules [29], as can be seen in Figure 2. A region in
the context of DTN, as illustrated in Figure 2, represents a
communication network that comprises one or more nodes
interconnected via protocols that are exclusive to their commu-
nication needs. The DTN is designed to enable communication
between different regions through the DTN gateway, using
the bundle layer that is able to provide such communication,
through specific protocol stacks to each region as shown in
Figure 1.

C. DTN Routing

A route (journey) in DTN is a sequence of communication
opportunities, foreseen or unforeseen without guarantee of
stability. At each contact, the message can be forwarded,
copied or retained. Accordingly, the main goal of a DTN
routing protocol is to increase the probability of message
delivery while it aims to reduce the end-to-end delay. In
challenging environments which the DTN operates, traditional
routing protocols like Optimized Link State Routing Protocol
(OLSR) and Ad hoc On-Demand Distance Vector Routing
(AODV) do not work properly [4]. Therefore, several specific
DTN protocols were proposed.

IV. ROUTING PROTOCOL VDTN-TOD

A. Trend of Delivery

Trend of Delivery is based on fuzzy logic that serves to
evaluate how the mobility of nodes contributes to the delivery
of a message to a fixed destination node. The ToD is composed
by three linguistic variables (explained below) that are very
important to the decision process, the sense (ωi,d), the distance
(ψi,d) and the speed (τi,d), where i denotes the node with
the custody of the message and d is a border gateway of
any destination region. Vehicles that possess the custody of
messages must decide if the transfer will be effectuated based
on these three metrics.
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1) Sense (ω): The sense is calculated by the node that
stores the message when cross with another vehicle. Its value
is calculated as a function of the angle Θ formed between the
direction vector −→u and the vector turned to the destination
node −→v , as can be seen in Figure 3. To identify the degree
of importance of Θ on the approximation or departure of a
node with respect to the destination, in Figure 4, we define the
ranges of possible values of Θ. We propose four categories for
the sense variable, based on the nebulous identification: great,
good, bad and awful. We identify four angles associated with
different categories of the sense variable in the range [0◦,
180◦]. We consider the same range of values for the great and
awful classes as also to good and bad classes. It is important
to point out that the values of Θ1 and Θ2, shown in 4, are
defined as a function of distance from the node i to the node
d and transmission range (R). Values greater than 180◦ and
less than or equal to 360◦ can be converted easily to values
between 0 and 180 degrees using equation 1.

F (x) = 360− x (1)

Where x is Θ1 or Θ2. The ranges of the categories of ω (Figure
5) are dynamically defined as a function of the distance from
node i to node d and R, this is necessary because when i
reaches d the angle Θ1 (Figure 4) gradually increases. The
values of the intervals are defined according to Table I. Note
that θ1 + θ2 = 90◦.

2) Distance (ψ): For the distance linguistic variable we
define four categories, namely: very close, close, far and

TABLE I
THE INTERVALS OF VARIABLE LINGUISTIC SENSE

left center right

∝great (x) −Θ1 0◦ Θ1

∝good (x) Θ1
90◦−θ1

2
90◦

∝bad (x) 90◦ 180◦−θ1
2

180◦ − θ1

∝awful (x) 180◦ − θ1 180◦ 180◦ + θ1

very far. The pertinence functions of each variable are
defined as follows:
• very close: x < R; close: R < x ≤ 2.R;
• far: 2.R < x ≤ 3.R; very far: x > 3.R

Where R is the value of the transmission range and x is the
distance from a node i to the destination.

3) Speed (τ ): The velocity used refers to decomposed
velocity for the node i (vi,x) as the speed that indicates if
the vehicle approaches or moves away from the destination. It
is calculated according to equation 2.

vi,x = vi.cos(θ) (2)

For the speed linguistic variable we define three categories:
low, medium and high.

TABLE II
FUZZY RULES FOR SETTING THE TREND OF DELIVERY

Distance
Very Close Close Far Very far

Speed Speed Velocity Speed
High Medium Low High Medium Low High Medium Low High Medium Low

Se
ns

e

Great MA MA MA GR GR VG VG VG GO GO BA BA

Good MA MA MA VG VG GO GO GO BA GO BA BA

Bad MA MA MA BA BA GO VB VB BA VB VB VB

Awful MA MA MA VB BA BA AW VB VB AW AW AW

These three linguistic variables ωi,d, ψi,d, τi,d are used
together in order to infer the ToD using defuzzification by
generating a value between 0 and 1. Furthermore, ToD is
classified by seven categories: maximum (MA), great (GR),
very good (VG), good (GO), bad (BA), very bad (VB) and
awful (AW) as depicted in Table II. The ToD is considered as
a maximum when the distance from a node to the destination
is smaller than the transmission range.

B. Features and Operation of VDTN-ToD

The protocol VDTN-ToD uses a dissemination scheme
and maintenance messages based on the location technique,
Adaptive Detection Coverage, proposed by Harri et al. [18].
Each node sends a message to disseminate positioning (mp)
when travels a portion of its transmission radius. In VDTN-
ToD, besides sending a message in the same way, the protocol
checks in advance if it is really necessary to send a new
message positioning taking into account the last positioning
message sent. With the present position and speed of the
vehicle. It is easy to predict the time at which a new posi-
tioning message (mp) must be sent, considering an average
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Fig. 6. Intervals of time checking to verify the need to send a new positioning
message

speed of the vehicle and the transmission range. The interval
between the instant of sending the initial message and the
instant expected is divided into seven equal parts as shown in
Figure 6.

After each interval ti, the real position of the neighbouring
vehicle (Pr) is compared to the predicted position (Pp), i.e.,
if the absolute difference between Pr and Pp is greater than a
constant ε (epsilon), a new message is sent to all vehicles in
the neighborhood. The mp consists of the following fields:
• Position- position vector;
• Velocity- velocity vector;
• Sending Time- time sending of the message;
When a node i receives a mp of a node j it adds a new entry

in its routing table and calculates the time that both remained
in contact. If during that time, node i does not receive another
updated positioning message from j, node j is removed from
the routing table i.

The VDTN-ToD protocol periodically checks the routing
table in order to identify when a route has expired. This
verification cycle is called the cycle of protocol (cp). At the
beginning of each cp, the VDTN-ToD calculates the expected
ToD of its neighbours for the next cycle, as well as their
intended ToD, so the decision making by the protocol can
be based on a configuration of the future network.

When the two nodes i and j get contact with each other and
the first one has custody of a message, it compares its ToD
with the one of the node j to decide which routing strategy
should be used. In this sense, the strategy may be:

1) Read: ToD(i,m) Trend of Delivery of the node i with
the message m

2) If ( (ToD(i,m) = {great, very good or good})
and (ToD(j,m) = {great, very good or good}) and
(ToD(i,m) ≤ ToD(j,m))), then the vehicle i copies
the message m to the vehicle j, thus the VDTN-TD is
intended to increase the probability of message delivery.

3) If ( (ToD(i,m) = {bad, very bad or awful})
and (ToD(j,m) = {bad, very bad or awful}) and
(ToD(i,m) ≤ ToD(j,m))), then the vehicle i transfers
the custody of message m to the vehicle j in order
to delay the remoteness of the message in relation to
the destination without overloading the network with
unnecessary copies of the message.

4) If (ToD(i,m) and ToD(j,m) are opposed, for example,
good and bad, then

a) If (ToD(i,m) < ToD(j,m) the vehicle i transfers
the custody of message m to the vehicle j.

b) If (ToD(i,m) > ToD(j,m) i remains with the
message m.

When i has more than one neighbour, for each message, the
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Fig. 7. Simulation scenario used in the experiments, The regions are places
where are marked sender and destinations

TABLE III
ROUTING TABLE USED IN THE SIMULATION

Routes for Region 3 Routes for Regions 5, 6, 7 e 8
0-1-2-3-4 0-1-2-7

0-1-6-2-3-4 0-1-2-8
0-1-2-5-3-4 0-1-2-5
0-1-2-7-3-4 0-1-2-6

0-1-6-2-5-3-4 0-1-6-2-5

one that possess the greatest ToD will be chosen among all
its neighbours. This is represented mathematically as follows:

y = max(ToD(j,m)∀j∈J,∀m∈M ) (3)

Therefore, the ToD(y,m) will be compared with the
ToD(i,m) in the decision making according to the protocol
operations previously seen.

The buffer management is an important aspect when using
DTN protocols. We propose to use the ToD in order to manage
this problem. Here, the bundle that has a higher ToD has
priority over other bundles to remain in the buffer when the
drop is necessary. To know the order of which bundle in the
queue has to be sent, it is first checked whether any of them is
a direct link, in other words, whether the neighbouring node
is the destination of the bundle, if not a such case, then the
bundle that has a higher ToD will be chosen.

V. EXPERIMENTS AND RESULTS

A. Scenario Description

The scenario used in our experiments is shown in Figure 7.
It has a fixed node (1) considered as a DTN Gateway which
is responsible for sending bundles with pre-defined sizes and
rates for destinations (3,5,6,7,8). This scenario was developed
using the tool Simulation of Urban Mobility (SUMO) [19],
where we created five routes that lead towards region 1 and
five others that lead towards regions 5, 6, 7 and 8 (Table
III) on the map. The thicker lines on the Figure 7 represent
a road with two lanes opposed to each other where two
vehicle nodes travel. The first vehicle follows the circular
route 5-2-6-1-2-3-5 and the second one follows 6-2-5-3-2-1-6
throughout the simulation, other nodes randomly choose which
noncircular routes of the Table III they will follow. During
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the generation of the bundles, the DTN sender node knows
the geolocation of the gateway node of the destination regions
and this information is loaded into the bundle, thus the ToD
calculation can be performed during the decision making of
the protocol.

TABLE IV
CONFIGURATION OF EXPERIMENTS

Parameter Configuration
Simulated Environment Area 2.000 x 1.000 m2

Transmission Range 300 m
Maximum Speed of Nodes 40 m/s (144 km/h)

Propagation Model Nakagami
Model Mobility carFollowing-Krauss (SUMO Default)
Size of Bundle 256, 512, 1024 and 2048 bytes

each generating respectively 196, 119, 66, 27 bundles
Simulation Time 500 seconds

Flow Vehicles 50 (generate 15 nodes), 150 (generate 29 nodes)
Vehicles per Hour (VpH)

Bundle Lifetime 200 seconds
DTN Routing Protocols Epidemic, Prophet,

Binary Spray-and-Wait and VDTN-ToD
Amount of simulations for each scenario 30

Confidence Interval 95%

The experiments were performed using the Network Simu-
lator 3.13 as described in Table IV. We implemented the fol-
lowing classical DTN protocols: Epidemic [20], Probabilistic
Routing Protocol using History of Encounters and Transitivity
(PROPHET) [21] and Spray and Wait [22] in order to compare
with our VDTN-ToD.

B. Metrics

For this work we use three metrics to evaluate and compare
the performance of VDTN-ToD, they are the Delivery Rate,
the Overhead and the Average Delay. We assume Bg for
bundles generated by the source during simulation, Bc for
bundles copied, Bct for bundles that are transfered by custody
and Br for bundles successfully received in destination.

The Delivery Rate is calculated taking into account the
equation 4 which calculates how many bundles have reached
the destination.

delivery rate =
Br

Bg
(4)

The overhead is calculated according to equation 5, which
compares the copied and transmitted bundles with the received
ones.

overhead =
(Bc +Bct)−Br

Bg
(5)

The average delay denotes the average time spent by the
bundles in order to travel between the source and the destina-
tion regions.

C. Analysis of Results

First, we analyze the Delivery Rate. This metric is impor-
tant because it reflects how the protocols behave in different
situations. In a challenging network as VANET, the main
problems are related to low connectivity and packet loss.
In this case, it is important that a DTN routing protocol
adapted to VANET use a good strategy so as to not overly
consume network resources in adverse situations and behaves

well especially when transferring bundles of relatively large
size.

In this context, the proposed protocol achieved good results
in challenging scenarios, such as shown in Figure 8. In this
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Fig. 8. Bundle Size x Delivery Rate - 50 and 150 VpH

scenario, the VDTN-ToD get a delivery rate between 30%
and 50%, while the Spray-And-Wait and PROPHET stay with
lower rates. In the case of the Spray-And-Wait, it do not use
any mechanism to know when it should or should not spread a
bundle, thus the possibility to achieve the destination is smaller
than the VDTN-ToD. In the case of the PROPHET, there is a
poor performance because it depended on the historical basis
of the encounter, what it is difficult to build considering that
in this scenario one vehicle can hardly meet another again.

We see in Figure 8 that the Epidemic protocol has the
Delivery Rate much higher than the VDTN-ToD, but as seen
in Figure 9, the overhead caused by the Epidemic is extremely
higher and it grows in an uncontrolled manner as the density of
nodes increases, showing its low scalability. The second metric
analyzed is Overhead. In Figure 9 we see that the overhead of
VDTN-ToD is really low, becoming very close to the Spray-
And-Wait (Despite its higher delivery rate). Note also that the
VDTN-ToD in a more dense scenario (VpH 150) maintains the
overhead close to the less dense scenario (VpH 50), unlike the
Epidemic protocol that its overhead rapidly increase in a more
dense scenario. We show that the VDTN-ToD can disseminate
bundles efficiently to reach the destination without excessively
overloading the network resources, i.e., it has a good delivery
rate and is also scalable.
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The final one is the Average Delay. In Figure 10, in the
less dense scenario (50 VpH), the Epidemic protocol achieves
better results, since Epidemic node copies the bundles for all
nodes that it comes in contact, the information spreads widely
in this scenario, contributing to the bundle arriving quickly to
the destination. When a node VDTN-ToD forward a message
to a neighbouring node, the choice is aided by the proximity to
the destination and speed of the neighbouring node, thereby,
although a few copies, VDTN-ToD achieves better results as
shown in the Figure 10 (150 VpH), where VDTN-ToD reaches
a delay smaller than the Epidemic.

From our experimental results we conclude that VDTN-ToD
has a good ability to adapt to the environment proposed due to
its well-formulated decision making, ensuring smart forwards
that cause low network overhead. This can be seen through its
good delivery rate and low overhead.

VI. CONCLUSION AND FUTURE WORKS

One of the major simulation tools used to validate the
DTN routing protocols is the Opportunistic Networking En-
vironment (ONE). This simulator is used in several published
studies [23] [24] [25], but there are situations where it is
necessary to consider the propagation error of the messages
that are inherent in wireless networks what is not provided
by ONE. Differently, in this work, we use the simulator ns-3.
We develop an environment capable of simulating a vehicle
network together with the architecture of Delay Tolerant
Networks using a module developed by Herbertsson [26].
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Regarding the techniques used to create the protocol VDTN-
ToD, becomes clear that we achieved great results, regarding
good practices that should be employed in the development of
protocols that must consider the characteristics and limitations
of vehicular networks.

In general, the metric trend of delivery can be used for
decision making in other DTN routing protocols. A future
work is to incorporate the ToD mechanism in PROPHET and
Spray-and-Wait in order to be used as a VDTN protocol.
Furthermore, we will analyze the behavior of our protocol
in a denser scenario, also we will evaluate perfomance when
source and destination are mobile nodes. The classical DTN
protocols and VDTN-ToD are available for downloading in
[27].
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Abstract—In literature, several studies have shown the 
presence of fractal nature in a wide variety of traffic and the 
impact of these phenomena on network performance. In this 
paper, we derive a new expression for effective bandwidth 
estimation in order to offer better resource allocation in 
network planning and design, especially for network traffic 
with multifractal characteristics. Based on a new construction 
approach for conservative multiplicative cascades proposed in 
literature and the corresponding multifractal traffic 
parameters, a global scaling parameter is determined and used 
together with the multifractal traffic model parameters for the 
effective bandwidth computation. The proposed approach was 
validated in terms of dynamically allocated bandwidths. 

Keywords - Multifractal Traffic; Global Scaling Parameter; 
Effective Bandwidth. 

I. INTRODUCTION 

The concept of effective bandwidth provides a way to 
characterize the resource requirements of a connection, being 
a useful tool for analysis and description of traffic in 
networks. It is considered that the effective bandwidth is the 
rate of transmission of information, usually with the lower 
limit the average rate and upper limit the peak rate of traffic, 
given the Quality of Service (QoS) requirements set a priori 
for a given traffic flow. A very good review and perspective 
on effective bandwidths can be found in [3].  

The effective bandwidth of a source is highly sensitive to 
the statistical properties of the source which frequently are 
not known a priori. Accurate effective bandwidth estimation 
depends on the how faithful is the chosen traffic model. 
Technically the concept of effective bandwidths is much 
broader than a simple measure, depending on traffic models, 
queue disciplines and performance criteria.  

Effective bandwidths required to meet the QoS 
requirements also depend on the traffic characteristics. The 
characteristics of traffic flows in current networks make 
their estimation no trivial and difficult using too simplified 
traffic models such as Markov models. Several methods of 
effective bandwidth estimation have been developed for 
broadband network traffic flow mainly based on different 
traffic modeling approaches. Among them the most 
representative ones are the following:  The estimation of 
effective bandwidths based on self-similar traffic modeling 
proposed by Norros [4]; the so-called empirical effective 
bandwidth proposed by Tartarelli, et al. [5] without 
assuming any specific statistical traffic model; effective 
bandwidths for ATM (Automatic Teller Machine) traffic 

based on Markov multi-class fluid modeling proposed by 
Kesidis, et al. in [6]; and finally effective bandwidths  based 
on traffic under the VVGM (Variable Variance Gaussian 
Multiplier) multifractal model proposed by Krishna, et al. in  
[7]. 

There are many studies showing the high variability and 
fast evolution of today´s internet traffic due to new 
applications and control protocols, i.e., modern traffic flows 
present variable bursts in a wide range of time scales, in 
contrast to the old assumptions that bursts of traffic exist 
only on short time scales [8, 9]. It has been shown that these 
incidences of multi-scales bursts affect significantly 
network performance [8, 9].  

More realistic modeling attempts appeared, initially for 
characterizing the self-similarity of Internet and Ethernet 
traffic [10]. Although the self-similarity has provided a 
plausible explanation, it has failed to justify some essential 
local behaviors and statistical measures of real traffic flows. 
Therefore, the term self-similarity generally refers to those 
processes which are asymptotically or the second order self-
similar, or monofractal [11]. In these cases, the Hurst 
parameter has been widely used to provide a measure of the 
degree of self-similarity of traffic processes. 

In order to achieve even more realistic traffic modeling, 
taking into account multiple scaling properties as well as 
providing robust description of local behavior of modern 
network traffic, multifractal theory was adapted and used for 
the building of new network traffic models. Multifractal 
traffic modeling has enjoyed considerable success due to its 
theoretical robustness, versatility and generalization 
capability. Some well-known multifractal models designed 
and used for modern network traffic modeling are: VVGM 
[7], VSCM (Variable Scale parameter Cauchy Multiplier) 
[12], MWM (Multifractal Wavelet Model) [13], AWMM 
(Adaptive Wavelet Based Multifractal Model) [14], and 
mBm (multifractional Brownian motion) [15]. No doubt 
have those traffic models provided a more accurate 
description of traffic flows and contributed to the 
improvement in the network simulation and design tools. 

The main purpose of this work is to derive and evaluate 
effective bandwidth for data source under a multifractal 
model proposed in our previous work [1, 2]. The 
construction of this model has been based on a new 
conservative multiplicative binomial cascade with its 
multipliers determined by a Newton Binomial equation. The 
major strength of this model is its high capability of 
capturing major multifractal properties represented by the 
corresponding scaling function and moment factor. 

142Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-279-0

AICT 2013 : The Ninth Advanced International Conference on Telecommunications

                         154 / 247



Therefore, this work also intends to validate this new 
multifractal traffic model by comparing the efficiency of the 
derived effective bandwidth expression with others well-
established in the literature. 

The paper is organized as follows. In Section II, we 
present a brief description of the multifractal model proposed 
in [1, 2]. In Section III, we show in detail the derivation of 
the effective bandwidth expression. In Section IV we provide 
a brief summary of other effective bandwidth estimation 
methods used for experimental investigation. Section V is 
dedicated for the presentation and comparison of obtained 
experimental results. Finally, in Section VI we conclude. 

II. MULTIFRACTAL TRAFFIC MODEL 
The multifractal traffic model used in this work was 

proposed in our previous papers [1, 2] and in this section we 
present this model with enough details in order to be able to 
understand the follow-up.  

Definition 1: A stochastic process ܺ(ݐ) is called 
multifractal if it has stationary increments and satisfies: 

E(|X(t)|୯) = c(q)tத(୯)ାଵ = c(q)tதబ(୯)   (1) 

for some positive values ݍ ∈ ܳ, [0,1] ⊆ ܳ, τ(q) (scaling 
function) and  c (q) (moment factor) are functions on 
domain ܳ and are independent of ݐ. The function ߬(ݍ), also 
known as the partition function, is concave with ߬(0) = −1. 
[16] 

A. Multiplicative Cascades  
Definition 2. A multiplicative cascade is an iterative 

process that fragments a given set into smaller and smaller 
pieces according to a geometric rule and, at the same time, 
distributes the total mass of the given set according to 
another scheme. 

A.1.The Proposed Binomial Multiplicative Cascade 
Based on the Definition 2, the proposed multiplicative 

binomial cascade distribute its masses according to the 
Newton Binomial expression ቀ2୒

k
ቁ (x)ଶొି୩(1− x)୩	, where 

N  is a positive integer representing the stage number of the 
cascade and k = 0,1, … ,2୒ − 1. Without losing the 
generality, consider an initial interval I = 	 [0,1], and let ݔ be 
a real-valued random variable uniformly distributed over the 
interval I.  

At the Nth stage of the cascade, the first subinterval has 
the mass by applying the following weighting factor on the 
unit mass: 

ܹ 00…0ถ
ݏݐ݅݃݅݀	ܰ

= 1)	+2ܰ(ݔ) − 2ܰ(ݔ   (2) 

while for the remaining subintervals the weighting factors 
are: 

ܹܾ1ܾ2…ܾܰ = ቀ2ܰ

݅
ቁ 1)݅−2ܰ(ݔ) −  (3) 1−2ܰ,…,1=݅|݅(ݔ

where ܾ1ܾ2 … ܾܰ is the binary representation of decimal 
numeral i, also used to denote the corresponding sub-
interval at the Nth stage of the cascade. As consequence, it is 
easy to see that the cascade is mass conservative in 
expectation. 

 Considering the ݇ݐℎ stage of the cascade, each 
subinterval of the (k-1)th stage is further divided into two 
equal length intervals. Thus, at ݇ݐℎ stage of the cascade, the 
mass measure of the first interval ݇ܫ = [0, 2−݇] is equal to: 

[௞ܫ]ߤ = ,0]ߤ 2ି௞] = ܹ[௞ିଵܫ]ߤ ଴଴…଴ᇣᇤᇥ
ೖ	೏೔೒೔೟ೞ

= ,0]ߤ 2ି௞ାଵ]ܹ ଴଴…଴ᇣᇤᇥ
ೖ	೏೔೒೔೟ೞ

= 

,0]ߤ 2ି௞ାଵ] ቂ(ݔ௞ିଵ)ଶೖ + (1 − x௞ିଵ)ଶౡቃ               (4) 

For the other intervals, we have: 

[௞ܫ]ߤ = [௞ିଵܫ]ߤ ௕ܹభ௕మ…௕ೖ = 

[௞ିଵܫ]ߤ ൬2௞
݅
൰ −ଶೖି௜(1(௞ିଵݔ)  ௞ିଵ)௜|௜ୀଵ,…,ଶೖିଵ       (5)ݔ

Notice that 1ݔ, ,2ݔ 3ݔ , … are i.i.d. random variables 
uniformly distributed on [0,1]. 

Let ∆ݐ௞ denote the length of each subinterval at the kth 
stage of the cascade. Thus, the mass measure of the 
multifractal process on the dyadic interval of length ∆ݐ௞ 
starting at ݐ = 0. ܾଵ … 	ܾ௞ = ∑ ܾ௜2௜௞

௜ୀଵ  calculated as: 

(௞ݐ∆)ߤ	 = ܴ(ܾଵ)ܴ(ܾଵܾଶ) …ܴ(ܾଵ,…,ܾ௞)      (6) 

where ܴ൫bଵ,…,b୧൯ is the multiplier of the corresponding sub-
interval at the stage i of the cascade.  As the multipliers are 
independently and identically distributed (i.i.d.), it can be 
shown that the expectation measurement satisfies the 
following scaling relationship: 

(௤(௞ݐ∆)ܺ)ܧ = ௞((௤ܴ)ܧ) =  ௞ି௟௢௚మா(ோ೜)  (7)ݐ∆	

Therefore, the multifractal process can be characterized 
through its scaling function defined by  ߬(ݍ) =
 .(௤ܴ)ܧଶ݃݋݈−	

A.2. Capture of Multifractal Characteristics 
From the Definition 1, multifractal traffic modeling 

consists of determination of scaling function ߬(ݍ) and the 
moment factor ܿ(ݍ) [17]. This can be achieved by the 
product of a cascade and i.i.d. positive random variables 
Y’s. More specifically, a multifractal traffic process model 
can be interpreted as the product of the random peak rate of 
the flow ܻ and the measure of burstiness µ(∆t୒) at the 
modelled time scale ∆t୒. The variable Y is chosen to be 
independent of the cascade measure µ(∆t୩), then the 
obtained series, denoted by ܺ(∆t୒),  satisfies the following 
equation: 

௤൯(ேݐ∆)൫ܺܧ = (௤(ேݐ∆)ߤ)ܧ(௤ܻ)ܧ = ேݐ∆(௤ܻ)ܧ	
ఛబ(௤)  (8) 
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Analyzing Equation (8) with the definition of 
multifractal processes Equation (1) we can show that ܴ and 
ܻ should be related with τ(q) and c (q), respectively, as the 
following: 

൜
2݃݋݈−

(ݍ(ܴ)ܧ) = (ݍ)0߬
(ݍܻ)ܧ = (ݍ)ܿ

  (9) 

The scaling function τ(q) can be accurately modeled by 
assuming that R is a random variable on [0,1] with a beta 
distribution Beta(α,β). The beta distribution is a family of 
continuous probability distributions defined on the interval 
[0, 1] parameterized by two positive, typically denoted 
by α and β. The beta distribution can be suited to the 
statistical modeling of proportions in applications where 
values of proportions equal to 0 or 1 do not occur. Thus, the 
function τ0(q) ≔ 	τ(q) + 1  related to the scaling function 
τ(q), can be written as [1, 2]: 

τ0(q) = log2
Γ(α+β)Γ(α+q)

Γ(α)Γ(α+β+q)
   (10) 

where Γ(. ) denotes the Gamma function. 
In [14] and [18] the authors show that the random 

variable Y can be considered as having a lognormal 
distribution defined by its two parameters ݉ and ݒ. 
Therefore the qth moment of Y is explicitly given by 
(௤ܻ)ܧ = ݁௠௤ା௩మ௤మ/ଶ. Consequently the moment factor 
 :for the processes is given by [1] and [2] (ݍ)ܿ

(ݍ)ܿ = 	 ݁௠௤ା௩మ௤మ/ଶ2ேቀ୪୭୥మ
౳(ಉశಊ)౳(ಉశ౧)
౳(ಉ)౳(ಉశಊశ౧)ቁ        (11) 

Analyzing the Equations (10) and (11), one can notice 
that the proposed multifractal model is fully characterized 
by a set of four model parameters (ߚ,ߙ,݉,  and the mean ,(ݒ
and variance of this traffic process are related to the model 
parameters, respectively, as follows: 

[(t)ܺ]ܧ = ݁௠ା௩మ/ଶ    (12) 
 

var[X(t)] = ݁ଶ௠ାଶ௩మ2ଶே ቀ(ఈାఉ)(ఈାఉାଵ)
(ఈାଵ)ఈ

ቁ
ே
݁ଶ௠ା௩మ       (13) 

III. PROPOSED EFFECTIVE BANDWIDTH ESTIMATION 
It is well known that there is another popular way to 

characterize a multifractal process which is through its local 
Hölder exponent function [19]. The Hölder exponent also 
can be interpreted as a generalization of a global scaling 
parameter of a fractal process known as The Hurst 
parameter.  Frequently traffic flows are assumed holding 
only monofractal characteristics in order to make queuing 
analysis simpler, i.e., adopting a simplified traffic model 
parameter for multifractal traffic arrivals.  

A self-similar process ܺ(ݐ) with Hurst parameter H with 
mean zero and variance ߪଶ obeys a scaling relation of the 
form: 

{[௠ܺ]ݎܽݒ}݃݋݈ = ܪ2) − {݉}݃݋݈(2 +  (14)     {ଶߪ}݃݋݈

where ݉ is the aggregating parameter [20]. In particular, it 
was shown in [2], for the proposed cascade modeling 
process, one can obtain the following expression: 

{[௠ܺ]ݎܽݒ}ଶ݃݋݈ = ଶ൛eଶ୫ାଶ୴݃݋݈
మൟ+	 

+ ൜logଶ ቀ
஑(஑ାଵ)

(஑ାஒ)(஑ାஒିଵ)
ቁ
୒
ൠ + ൜logଶ ቀ

஑(஑ାଵ)
(஑ାஒ)(஑ାஒାଵ)

ቁ
ି୪୭୥మ୫

ൠ  (15) 

In terms of multifractal model parameter, ߚ,ߙ,݉,  .ݒ
Comparing (15) with (14), we can establish the following 

equality: 

ܪ2){݉}݃݋݈ − 2) = ଶ݃݋݈	{݉}݃݋݈	− 	ቀ
஑(஑ାଵ)

(஑ାஒ)(஑ାஒାଵ)
ቁ(16) 

Therefore, 

ாீܪ ≜ ܪ = 	1− ଵ
ଶ
ଶ݃݋݈ ቀ

ఈ(ఈାଵ)
(ఈାఉ)(ఈାఉାଵ)

ቁ   (17) 

In Equation (17) we define a global parameter ܪாீfor 
multifractal traffic processes, similar to the Hurst parameter 
 ,in monofractals cases. More details see [2]. Thus ܪ
considering that there is a global scaling parameter for 
multifractal processes, given by Equation (17), next we 
derive an analytical expression for effective bandwidth in 
terms of multifractal model parameters. 

Let ܺ(ݐ) the traffic arrival process under the proposed 
multifractal modeling with global scale given by ܪாீ. 
Assuming the stage number ܰ in the generation of the 
cascade is large enough and using the fBm statistical model, 
we can express the mean by [(ߜ)ܺ]ܧ =  and the variance ߜߤ
by [(ߜ)ܺ]ݎܽݒ =  ଶுಶಸ.  The moment generating functionߜଶߪ
of X(t) in terms of parameters ߠ  and ߜ  is [21]: 

(ߜ,ߠ)ܩ = ቆ݁ఓఋఏା
഑మഃమಹಶಸഇమ

మ ቇ                       (18) 

Thus the effective bandwidth may be given as: 

݁௕ೣ(ߠ, (ߜ = ଵ
ఏఋ
,ߠ)ܩ݃݋݈  (19)                              (ߜ

Substituting the relation (18) into (19), we have: 

݁௕ೣ(ߠ, (ߜ = 	 ଵ
ఏఋ
݃݋݈ ቆ݁ఓఋఏା

഑మഃమಹಶಸഇ
మ

మ ቇ  (20) 
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Thus, 

݁௕ೣ(ߠ, (ߜ = ଵ
ఏఋ
ߠߜߤ + ఙమఋమಹಶಸఏమ

ଶ
= ߤ + ఏఙమ

ଶ
    (21)	ଶுಶಸିଵߜ

Therefore 

,ߠ)ݔܾ݁ (ߜ = ߤ +
2ߪߠ

2
ߜ
ቆ2−݈2݃݋ቀ

(1+ߙ)ߙ
(1+ߚ+ߙ)(ߚ+ߙ)

ቁቇ−1
   (22) 

where ߠ represents the asymptotic exponential decay rate of 
the distribution of the queue size and ߜ the time scale. 

IV.  OTHER METHODS OF EFFECTIVE BANDWIDTH 

A. Norros Effective Bandwidth 
Norros et al. [4] proposed an expression for effective 

bandwidth estimation by considering traffic with  the fBm 
self-similar characteristics, that is: 

ߙ = ݉ + )ඥ−2݈݊(ܪ)ܭ ௟ܲ௢௦௦)
ଵ/ு

ܽ
భ
మಹܾି(ଵିு)/ு݉

భ
మಹ  (23) 

where ݉ represents the average rate of  the traffic flow in 
(bit/s), (ܪ)ܭ =  ଵିு, ܽ the coefficient of(ܪ−1)ுܪ
variance, ௟ܲ௢௦௦ the overflow probability of buffer, ܪ Hurst 
Parameter and ܾ the buffer size.  

The effective bandwidth suggested by (23) takes into 
account the self-similarity property of traffic through its 
Hurst parameter, which is an appropriate alternative for most 
traffic flows holding long-range dependence (LRD) 
characteristics. The effective bandwidth estimates become 
much tighter when  buffer size become large. For more 
details, see [4]. 

B. Empírical  Effective Bandwidth   
The effective bandwidth estimation by Equation (24)  

Proposed in [5], known as Empirical Effective Bandwidth, 
does not assumes any specific traffic flow model. 

,ݏ)ߙ (ܰ,ݐ = ଵ
௦௧
෠ே೟ൣ݁ܧ݃݋݈

௦௑(଴,௧)൧				0 < ;ݏ 0 < ݐ < ௧ܰ  (24) 

where X(0, t) indicates the aggregated amount of arrived 
traffic data within a time interval t and  E෡୒౪ൣe

ୱଡ଼(଴,୲)൧ is the 
data-measured moment generating function from the traffic 
trace with N୲ samples. For both Poisson and On-Off 
processes, the empirical effective bandwidths are very close 
to their respective analytical effective bandwidths. For more 
details, see [5]. 

C. Kesidis Effective Bandwidth 
In [6] Kesidis et.al. derived an expression of effective 

bandwidth for fluids Markov multi-class and other types of 
source models under ATM traffic. The authors showed that 
when traffic sources share a buffer system with deterministic 
service rate, a constraint on the tail of the buffer occupancy 
distribution is a linear constraint on the number of sources, 
i.e., for a small loss probability one can assume that each 
source transmits at a fixed rate called effective bandwidth. 

Let m	be the average rate of traffic, ݏ = ݈݊	( ௟ܲ௢௦௦/ܤ), 
௟ܲ௢௦௦ the overflow probability of buffer and ܤ the buffer size. 

The Effective Bandwidth (EB) is given by: 

ܤܧ = ݉ ௘ೞିଵ
௦

    (25) 

For more details, see [6]. 

D.  Krishna Effective Bandwidth 
Krishna et al. [7] propose an expression for calculating 

effective bandwidth based on the multifractal VVGM model. 
Also, they assumed that traffic can be characterized as fBm 
processes. The effective bandwidth (EB), given by (26), is 
written in function of the parameters	θ (asymptotic 
exponential decay rate of the distribution of the queue size) 
and δ (time scale), traffic average rate m and variance	σଶ, 
and the global scaling exponent of the VVGM model, ܪ௘௙௙ . 

ܤܧ = ݉ + ఏఙమ

ଶ
 ൫ଶு೐೑೑ିଵ൯        (26)ߜ

For more details, see [7] 

V. EXPERIEMENTAL EVALUATION  
In this section, we evaluate the efficiency of the 

proposed effective bandwidth estimation method. Instead of 
obtaining a unique static bandwidth estimate for the entire 
traffic trace, dynamically effective bandwidth is estimated 
instantaneously using only traffic samples inside a sliding 
time window and used as the current server transmission 
rate. 

Three real traffic traces were used in our simulation: a 
TCP / IP traffic trace called “lbl_tcp_3” [22], a video traffic 
flow called  “The Simpsons” [23] (high quality video) and a 
traffic trace collected in a wireless network collected during 
the  ACM SIGCOMM08 conference [24], namely 
“Sigcomm08”. The traffic samples were aggregated under a 
time scale on which all three traffic flows exhibit 
multifractal characteristics [25].  Service is conservative, 
i.e., server will never remain idle if there is one or more jobs 
in the service node. 

Table I shows some statistical information (means, 
variances and number of samples) of three traffic traces.  

For performance comparison purposes, we also evaluate 
the queue system using four effective and width estimation 
approaches described in the previous section: the effective 
bandwidth proposed by Norros [4], the empirical effective 
bandwidth proposed by S. Tartarelli et al. [5], the effective 
bandwidth proposed by Kesidis [6], and the effective 
bandwidth proposed by Krishna [7]. 

Table II shows the global scaling parameter 
values obtained under the proposed modeling method and 
compares with the Hurst parameters estimated  through a 
Whittle Estimator  [26] for  all three mentioned traffic traces 
(namely lbl_tcp_3, The Simpsons and Sigcomm08). It can 
be seen that numerically two global scaling parameters are 
close. As a result, the global scaling parameter HEG can be 
viewed as an alternative measure for self-similarity. 
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TABLE I.  MEAN, VARIANCE, SAMPLES 

Traffic Trace Mean Variance Samples 
lbl_tcp_3  136.3555 5.7062x104 1.789.995 

The Simpsons 6.5137x103 7.2420x106 30.334 
Sigcomm08 451.9165 2.3723x105 1.358.782 

TABLE II.  HURST AND GLOBAL PARAMETER 

Traffic Trace Hurst  Paramenter (H)  
Whittle Estimator 

Global Scaling 
Parameter ۶۳۵ 

lbl_tcp_3 0.8420 0.8691 
The Simpsons 0.7130 0.7262 
Sigcomm08 0.7650 0.7567 

 
Figure 1 shows the necessary effective bandwidth values 

obtained using Equation (22) and also those using other cited 
methods for the lbl_tcp_3 traffic trace, 10-6 loss probability 
system performance, 64Kbytes buffer size and a sliding time 
window of 500 traffic samples. Notice that the proposed 
method outperforms other approaches requiring the lowest 
service rate. However, the improvement is relatively small 
with respect to the methods proposed in [5] and [7], and 
considerably remarkable in comparison with those by Norros 
[4] and Kesidis et.al. [6].    

It is noteworthy that the method proposed by Kesidis 
et.al. [6] is based on Markovian traffic modeling, and it is a 
well-known fact that Markovian Modeling cannot fully 
represent traffic with multifractal characteristics [11].  As a 
result, the Markovian based effective bandwidth estimates 
may be too conservative. 

Figure 2 shows the performance curves for the video 
traffic trace (The Simpsons), considering 10-6 loss 
probability system performance, 32Kbytes buffer size and a 
sliding time window of 100 traffic samples. Again, the 
proposed approach shows considerably better performances. 

Figure 3 shows the performance curves for a wireless 
traffic trace (Sigcomm08), considering 10-6 loss probability 
system performance, 64Kbytes buffer size and a sliding time 
window of 500 traffic samples. Similar results are also 
observed and, once again, the proposed method prevails. 

 
Fig.1. Effective Bandwidth for Traffic Trace lbl_tcp_3. 

 
Fig.2. Effective Bandwidth for Traffic Trace Video 

 

 
Fig.3. Effective Bandwidth for Traffic Trace Sigcomm08. 

 

VI. CONCLUSION AND FUTURE WORK 
In this work, we derived a global scaling parameter based 

on the multifractal traffic model presented in our recent 
previous work. In addition, by using this global scaling 
coefficient we derived an analytical expression of effective 
bandwidth, which take into account traffic’s fractal behavior 
e characteristics. Experimental investigation results validated 
our approach showing its outstanding performance in terms 
of network resource usage. We also believe this global 
scaling parameter can be used alternatively as a measure of 
traffic’s self-similarity. 

For future work, we may investigate how efficient this 
global scaling parameter is in comparison with the Hurst 
parameter. The testing results encourage us to pursue further 
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investigation on our derived effective bandwidth expression 
in terms of its susceptibility and robustness with respect to 
the variation of traffic modeling and queue system 
parameters. Based on this new multifractal traffic model, as 
well as the experience from effective bandwidth 
investigation acquired from this work, new schemes for 
network resource allocation and admission control, possibly 
in real time, will be also our future research issues. 
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Bandwidth Reservation in the Erlang Multirate Loss Model  
for Elastic and Adaptive Traffic 

 
Abstract—In this paper, we consider a single-link multirate loss 
system, which accommodates K service-classes with different 
traffic and peak-bandwidth requirements. Calls of each 
service-class arrive in the system according to a Poisson 
process and have an exponentially distributed service time. The 
K different service-classes are distinguished in Ke elastic 
service-classes and Ka adaptive service-classes (K=Ke + Ka).  
Elastic calls can compress their peak-bandwidth by 
simultaneously increasing their service time, while, adaptive 
calls can tolerate bandwidth compression without affecting 
their service time. The system incorporates the bandwidth 
reservation (BR) policy whereby we can achieve certain quality 
of service (QoS) for each service-class through a proper 
bandwidth allocation, defined by the BR parameters. To 
calculate, in an approximate but efficient way, Call Blocking 
Probabilities (CBP) and link utilization, we propose a 
recurrent formula for the determination of the link occupancy 
distribution. The accuracy of the proposed formula is verified 
by simulation and is found to be very satisfactory. We also 
show the consistency and the necessity of the new model. 

Keywords - loss system; blocking probability; reservation; 
elastic-adaptive traffic; recursive formula.  

I.  INTRODUCTION 

Call-level multirate loss models of a single link that 
supports elastic and adaptive service-classes have received 
attention over the last years due to the increase of elastic and 
adaptive traffic in communication networks and the 
consequent need for QoS network assessment (e.g.,  [1]-
[11]). Elastic traffic is composed of calls that expand their 
service time when their bandwidth is compressed. On the 
other hand, adaptive traffic refers to calls that do not alter 
their service time in the case of bandwidth compression. 
Examples of elastic traffic are generally TCP-based 
applications (FTP, HTTP, STMP), while examples of 
adaptive traffic are mostly real-time applications, like audio 
and video streaming, which can be transmitted with an 
acceptable QoS after bandwidth compression.  

The analysis of a single link multirate loss system, which 
accommodates elastic and adaptive calls that arrive to the 
system according to a Poisson process and have an 
exponentially distributed service time has been proposed in 

 [2]. In  [2], an arriving call is accepted in the system with its 
peak-bandwidth requirement, when the occupied link 
bandwidth does not exceed the capacity of the link. 
Otherwise, the system accepts this new call by compressing 
its peak-bandwidth, together with the bandwidth of all in-
service calls of all service-classes. Call blocking occurs 
when the maximum possible bandwidth compression is still 
not enough to ensure the acceptance of a new call in the 
system. When an in-service call, whose bandwidth is 
compressed, departs from the system, then the remaining in-
service calls (of all service-classes) expand their bandwidth. 
The existence of the bandwidth compression/expansion 
mechanism destroys the Markov chain reversibility and 
therefore the model of  [2] does not have a Product Form 
Solution (PFS). However, the calculation of CBP and link 
utilization is based on an approximate but recursive formula 
for the determination of link occupancy distribution. This 
formula resembles the classical Kaufman-Roberts formula 
used in the Erlang Multirate Loss Model (EMLM), where 
Poisson arriving calls have fixed bandwidth requirements 
(stream traffic, no bandwidth compression is permitted) and 
compete for the available link bandwidth under the 
complete sharing policy [12], [13]. To this end, we name 
herein the model of  [2], Extended EMLM (E-EMLM). The 
co-existence of stream and elastic traffic in the same link 
has been considered in [11], but the proposed formulas are 
not recursive (i.e., do not resemble the Kaufman-Roberts 
formula). 

In this paper, we incorporate into the E-EMLM the BR 
policy (E-EMLM/BR). The BR policy can achieve CBP 
equalization among service-classes (either elastic or 
adaptive), or guarantee a certain QoS for each service-class, 
by a proper selection of the BR parameters so that each 
service-class meets a certain bandwidth capacity. The 
consideration of the BR policy is of paramount importance 
in multirate communication networks, given that the 
absence of the BR policy leads to an unfair service (the less 
required bandwidth, the better CBP). The proposed model 
does not have a PFS and therefore we provide an 
approximate recursive formula for the determination of the 
link occupancy distribution. The latter not only simplifies 
the calculation of CBP and link utilization but also provides 
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quite satisfactory results compared to simulation. Note that a 
multirate loss system that accommodates Poisson arriving 
calls of elastic traffic only has been considered in  [1], while 
the application of the BR policy in that model has been 
proposed in [14]. 

The remainder of this paper is as follows:  In Section II, 
we review the E-EMLM. In Section III, we propose the E-
EMLM/BR. Section IV is the evaluation section. We present 
analytical and simulation results of CBP and link utilization 
of the E-EMLM/BR. We also provide analytical results of 
the E-EMLM for comparison. We conclude in Section V. 

II. REVIEW OF THE E-EMLM 

A. Review of the E-EMLM 

Consider a single link of capacity C bandwidth units (b.u.) 
that accommodates calls of K service-classes. Let Ke and Ka 
be the set of elastic and adaptive service-classes (Ke + Ka = 
K), respectively. A call of service-class k (k =1,…,K) follows 
a Poisson process with arrival rate λk and has a peak-
bandwidth requirement of bk b.u. (integer value). Let j be the 
occupied link bandwidth when a new service-class k call 
arrives in the link. If j + bk   C, the call is accepted in the 
system with its bk b.u. and remains in the system for an 
exponentially distributed service time with mean 1

k
 . The 

new service-class k call is blocked and lost if j + bk > T, 
where T is the limit (in b.u.) up to which bandwidth 
compression is permitted. If T   j + bk > C the new call is 
accepted in the system. However, the assigned bandwidth of 
all in-service calls, together with the peak-bandwidth 
requirement of the new call is compressed. After the 
bandwidth compression of all calls (new and in-service) the 
system state becomes j = C. The compressed bandwidth of 
the new service-class k call is calculated by: 


k'k

'
k b

j

C
rbb   

where r   r(n) = C/j΄,
kk bbjj  nb' , n=(n1, 

n2,…,nk,…, nK), nk is the number of in-service calls of 

service-class k, b=(b1, b2, …,bk,…, bK) and 
1

K

k k
k

j n b


  nb .  

Similarly, the compressed bandwidth of all in-service 

calls is equal to '
'i i

C
b b

j
 for i=1,…,K. The minimum 

bandwidth of a service-class k call is given by: 


kkk b

T

C
brb  min

'
min,

 

After the bandwidth compression, all elastic calls 
increase their service time so that the product (service time) 
by (bandwidth) remains constant.  

The mechanism of bandwidth compression/expansion 
destroys reversibility in the E-EMLM and therefore no PFS 
exists. However, in  [2] an approximate recursive formula is 

proposed which determines the link occupancy distribution, 
G(j), (unnormalized values): 


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1
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where αk = λk /μk is the offered traffic-load (in erl) of service-
class k.   

Based on (3) we can calculate CBP and the link 
utilization, as follows: 
1) The CBP of service-class k, Bk: 

 1

1

( )k

k

T

j T b

B G G j

  
   

2) the link utilization, denoted as U : 

 -1 -1

1 1
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where 
0

( )
T

j

G G j


 is the normalization constant. 

III. THE E-EMLM UNDER THE BR POLICY 

If we apply the BR policy to the E-EMLM (E-
EMLM/BR), then (3) takes the form: 


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where t(k) is the reserved bandwidth (BR parameter) for 
service-class k calls (either elastic or adaptive). 

The BR policy ensures CBP equalization among 
different service-classes by a proper selection of the BR 
parameters. If, for example, CBP equalization is required 
between calls of three service-classes with b1=1, b2=7 and 
b3=10 b.u., respectively, then t(1) = 9 b.u, t(2)=3 and t(3) = 
0 b.u. so that b1 + t(1) = b2 + t(2)= b3 + t(3). If t(k) = 0 for 
all k (k=1,…,K) then the E-EMLM results. Furthermore, if 
T=C then the EMLM results. 
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The application of the BR policy in the E-EMLM is 
based on the assumption that the number of service-class k 
calls is negligible in states j > T-t(k) and is incorporated in 
(6) by the variable Dk(j-bk) given in (7). The states j > T-t(k) 
belong to the so-called reservation space. Note that the 
population of calls of service-class k in the reservation space 
may not be negligible. In [15], [16] a complex procedure is 
implemented in order to take into account this population 
and increase the accuracy of CBP results in the EMLM and 
Engset multirate state-dependent loss models, respectively. 
However, according to [16] this procedure may not always 
increase the accuracy of the CBP results compared to 
simulation.  

The CBP of service-class k, Bk, in the E-EMLM/BR is 
given by: 

 1

( ) 1

( )k
t kk

T

j T b

B G G j

  
   

Having obtained the values of the link occupancy 
distribution, G(j), according to (6) we can calculate the link 
utilization according to (5).  

Note that if the link accommodates only elastic service-
classes then the link occupancy distribution can be 
determined by the following recursive formula [14]: 
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( ) ( ) ( ) for 1,...,
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where the values of Dk(j-bk) are calculated by (7). 
Furthermore, if the link accommodates only stream traffic 

(i.e., calls of all service-classes cannot compress their 
bandwidth) then the link occupancy distribution is given by 
[17]:  
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( ) ( ) ( ) for 1,...,

0 for 0

k k k k
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where T=C and the values of Dk(j-bk) are calculated by (7). 
 

IV. APPLICATION EXAMPLE - EVALUATION 

In this section, we present an application example of the 
new model, E-EMLM/BR, and the existing model, E-
EMLM. Through the E-EMLM/BR we obtain analytical 
CBP and link utilization results, and we compare them with 
the corresponding simulation results, in order to reveal the 
accuracy of the proposed model. We also compare the 
analytical CBP and link utilization results of the E-
EMLM/BR with those obtained by the E-EMLM to reveal 
the consistency and the necessity of the proposed model. As 

far as simulation results are concerned, they are mean values 
of 7 runs; no reliability ranges are presented, because they 
are very small. The simulation language used is Simscript 
II.5 [18].  

As an application example, we consider a single link of 
capacity C = 100 b.u., that accommodates calls of four 
service-classes, with the following traffic characteristics: 

1st service-class: α1 = 12 erl, b1 = 1 b.u. 
2nd service-class: α2 = 6 erl, b2 = 2 b.u. 
3rd service-class: α3 = 3 erl, b3 = 4 b.u. 
4th service-class: α4 = 2 erl, b4 = 10 b.u. 

 Calls of the 1st and 2nd service-class are elastic, while 
calls of the 3rd and 4th service-class are adaptive. The limit 
T, up to which bandwidth compression of all calls is 
permitted, takes two different values T = 120 and T = 140 
b.u. In the first case, the minimum proportion of the 
required peak-bandwidth takes the value: rmin= 
C/T=100/120=5/6. Similarly, in the second case: rmin= 
C/T=100/140=5/7.  

When the BR policy is applied in the E-EMLM/BR, we 
choose the BR parameters t(1)=9, t(2)=8, t(3)=6 and t(4)=0 
in order to achieve CBP equalization among the four 
service-classes, since: b1+ t(1)=b2+t(2)=b3+t(3)=b4+t(4).  

In the x-axis of all figures, traffic loads α1, α2, α3 and α4 

increase in steps of 2, 1, 0.5 and 0.25 erl, respectively. In 
this way, Point 1 represents the vector (α1, α2, α3, α4) = 
(12.0, 6.0, 3.0, 2.0) while Point 7 is (α1, α2, α3, α4) = (24.0, 
12.0, 6.0, 3.5). In Figs. 1-4, we consider the value T = 120 
b.u and present the analytical and simulation CBP results of 
the four service-class calls, respectively, in the case of the 
E-EMLM/BR. For comparison, we give the corresponding 
analytical CBP results of the E-EMLM. The value T = 140 
b.u is considered in Figs. 5-8. Due to CBP equalization 
achieved by the aforementioned BR parameters, the 
analytical CBP results of the E-EMLM/BR are exactly the 
same in Figs. 1-4. The same happens in Figs. 5-8. The 
differences between the CBP results of the E-EMLM/BR 
and the E-EMLM show the consistency and the necessity of 
the E-EMLM/BR. Finally, in Fig. 9, we consider both 
values of T and present the analytical and simulation results 
of the link utilization in the case of the E-EMLM/BR. For 
comparison, we give the corresponding analytical results for 
the E-EMLM.   

All figures show that the analytical and simulation CBP 
results of the E-EMLM/BR are very close; this fact reveals 
the accuracy of the E-EMLM/BR. In addition, the 
comparison of Fig. 1 with Fig. 5, Fig. 2 with Fig. 6, Fig. 3 
with Fig. 7 and Fig. 4 with Fig. 8 shows that the increase of 
T reduces the values of CBP of each service-class; this fact 
shows the consistency of the E-EMLM/BR. Furthermore, 
note that the choice of the BR parameters that achieve CBP 
equalization, actually favors calls of the 4th service-class 
only (see Figs 1-4 and Figs 5-8, where the CBP of the first 
three service-classes increase in the E-EMLM/BR compared 
to the corresponding CBP results in the E-EMLM). As far 
as the link utilization results of Fig. 9 are concerned, they 
show that the compression/expansion mechanism increases 
the link utilization, since it decreases CBP.   
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Figure 1.  CBP of the 1st service-class (E-EMLM, E-EMLM/BR, T=120).  

 
Figure 2.  CBP of the 2nd service-class (E-EMLM, E-EMLM/BR, T=120). 

 

Figure 3.  CBP of the 3rd service-class (E-EMLM, E-EMLM/BR, T=120). 

 

Figure 4.  CBP of the 4th service-class (E-EMLM, E-EMLM/BR, T=120). 
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Figure 5.  CBP of the 1st service-class (E-EMLM, E-EMLM/BR, T=140). 

 

 

Figure 6.  CBP of the 2nd service-class (E-EMLM, E-EMLM/BR, T=140).  

 

 

Figure 7.  CBP of the 3rd service-class (E-EMLM, E-EMLM/BR, T=140).  

 

 

Figure 8.  CBP of the 4th service-class (E-EMLM, E-EMLM/BR, T=140).  
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Figure 9.  Link Utilization (E-EMLM, E-EMLM/BR, T=120 and T=140).  

V. CONCLUSION 

We propose an analytical model for the recursive 
calculation of CBP and link utilization in a single 
communication link, which accommodates multirate traffic 
of elastic and adaptive calls that follow a Poisson process, 
under the bandwidth reservation policy. This policy is used 
in order to achieve certain QoS among elastic and adaptive 
calls, or obtain equalization of call blocking probabilities. 
Simulation results verify the analytical CBP and link 
utilization results, and prove the accuracy of the proposed 
model. The comparison between the analytical results of the 
proposed model (E-EMLM/BR) and the corresponding 
results of the existing model (E-EMLM), prove the necessity 
and the consistency of the new model. A future extension of 
this model is the consideration of a mixture of random 
(Poisson) and quasi-random traffic under the BR policy. 
Quasi-random traffic, i.e., traffic generated by a finite 
number of sources (in contrast to random traffic, which 
assumes an infinite number of traffic sources), is a necessary 
assumption to many realistic network configurations.   
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Mariusz Głąbowski, Bartosz Musznicki, Przemysław Nowak and Piotr Zwierzykowski
Poznan University of Technology, Faculty of Electronics and Telecommunications

Chair of Communication and Computer Networks, Poznan, Poland
bartosz@musznicki.com, przemyslaw.nowak@inbox.com

Abstract—While the ever growing computational capabilities
of devices that are used for man-machine interaction are taken
for granted, the need to find their most optimum use is as
important as ever. This issue is particularly relevant when
considering solutions where the determination of the shortest
path between given points (nodes) is one of the basic operations.
In more complex executions of the shortest paths, sets of paths
with the shortest distance between a single initial (source) point
and all other destination points, as well as between all pairs of
points, are to be found. For each of these approaches, individual
algorithms with specific features have been worked out over
the past decades. With that in mind, the present article seeks
to explore this problem and is structured in such a way as to
describe some of the selected algorithms solving the shortest
path problem, and to analyse the efficiency of these algorithms
during their operation in directed graphs of different type.
The study shows that the efficiency varies among algorithms
under investigation and allows to suggest which one ought to
be used to solve a specific variant of the shortest path problem.

Keywords-shortest path; algorithms; efficiency; evaluation

I. INTRODUCTION

The foundations for the present evaluation of the algo-
rithms presented in this article are given by the research
studies on shortest path problem solving using Ant Colony
Optimization (ACO) metaheuristic approach [1]. It is just
in the initial stage in the assessment of the potential in
the applications of the ACO algorithm that the authors
decided to start an in-depth analysis of those algorithms that
represented a more traditional approach to the problem. As
a result of the following studies, relevant tests have been
carried out which are to be presented and compared in this
article. It should be stressed that both well-known [2] and
less commonly used algorithms are presented as long as they
provide a possibility of finding the optimal solution having
first satisfied some pre-defined initial requirements. Heuristic
ACO algorithms have not been included in the presented
evaluation for the simple reason that their operation does
not, in fact, guarantee finding a solution that would always
be optimal [3]. Moreover, the results obtained on the basis
of ACO can be strongly dependent on the structure of the
graph and there is no guarantee that any solution of any kind
would be found at all [1].

In the process of careful investigation of publications
related to the shortest path problem numerous books and
papers have been studied. The most of comparison papers

are either directed at specific aspects and applications of the
algorithms [4]–[6] or are focused on comparing new con-
cepts with more classical methods [7], [8]. Some papers are
concerned with asymptotic computational complexity [9]–
[12] while other works are aimed at empirical computational
complexity analysis of a number of algorithms based on
implementation and simulation [5], [13]–[16]. In this paper,
we decided to follow the latter approach to build this article
upon experimental findings with respect to practical perfor-
mance of a range of 12 closed-form complexity algorithms
for solving shortest path problems. The introduced homo-
geneous data structure representing graphs under scrutiny is
carefully discussed. Owing to the well-defined data structure,
the results can be directly compared what is critical to
conclusively evaluate the efficiency.

The contents of the subsequent sections are arranged
as follows. Section II shows the problem of the shortest
path and lists some of its applications. The relevance to
and relationship with the shortest path tree is discussed in
Section III. In addition, a description of the two groups of
algorithms that have been put to the analysis is presented.
The data structure that represents the graphs under consider-
ation is discussed in Section IV. Later on, in Section V, the
graphs in which simulations were carried out are described.
The description is followed by Section VI that will focus
on the presentation and discussion of the results of the
study. Finally, in Section VII, the article is summed up with
conclusions.

II. PROBLEM OF THE SHORTEST PATH

For the directed graph G = (N ,A), where N is the set of
nodes (vertices) and A is the set of arcs (edges), we assign
the cost aij to each of its edges (i, j) ∈ A (alternatively, this
cost can be also called the length). We denote the biggest
absolute value of an edge cost by C. For the resulting path
(n1, n2, . . . , nk), its length can be expressed by (1).

aij =
k−1∑
i=1

anini+1 (1)

A path is called the shortest path if it has the shortest length
from among all paths that begin and terminate in given
vertices. The shortest path problem involves finding paths
with shortest lengths between selected pairs of vertices. The
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initial vertex will be designated as s, while the end vertex
as t.

A number of basic variants of the shortest path problem
can be distinguished [17]:

• finding the shortest path between a pair of vertices.
• finding the shortest paths with single initial vertex.
• finding the shortest paths with single end vertex.
• finding the shortest paths between all pairs of vertices.
In solving the problem of the shortest path we shall

apply the following assumptions (which, in the case of some
specific algorithms, may not be required).

• Costs of the edge aij are integers (this requirement
applies to only some of the algorithms). In the case of
the real costs of the edge, we can convert summations
to integers multiplying them by an appropriately high
number. Imaginary values would introduce unnecessary
complications with their representations in computer-
mediated activities.

• There is a directed path between the pairs of vertices
under consideration.

• The graph does not include negative cycles. The prob-
lem of the shortest path with negative cycles is
NP-hard (impossible to be presented using a polyno-
mial algorithm).

• The graph is a directed graph. In the case of the
undirected graph with non-negative weights, it is easy
to to transform it into a directed graph.

The solution for the problem of the shortest path finds
its application in a number of areas such as transportation
or routing in communication networks [2], [18], [19] and
is often related to searching for the shortest path tree in a
graph.

III. ALGORITHMS FOR SOLVING SHORTEST PATH
PROBLEMS

The following subsections of this Section focus on the
algorithms for a determination of the shortest paths between
a given single initial vertex and all the remaining vertices
of the graph. It can be proved that the shortest paths from
one node of a graph to all of the remaining nodes create a
shortest paths tree [17], [20]. A characteristic feature of this
tree is the fact that its root is formed from the initial (source)
vertex, all of its edges are directed in the direction opposite
to the vertex, and each path that can be created from the
initial vertex to any other vertex is the shortest path to this
vertex.

The algorithms solving shortest path problems that are
briefly discussed in the following subsections have been
evaluated through an efficiency analysis. Each of the algo-
rithms has particular features that eventually lead to their
differences in their properties and performance. On account
of their possible applications, the algorithms have been, in
turn, divided into two categories.

A. Single-Source Shortest Paths problem

The following subsections of this Section focus on the
algorithms for a determination of the shortest paths between
a given single initial vertex and all the remaining vertices
of the graph.

1) Generic algorithm: The operation of the generic algo-
rithm [21] is based on iterative checking of edges from the
vertex under consideration i and on label setting for vertex
j, in which a given edge terminates, to dj = di + aij , in
the case when dj > di + aij . To store the vertices that are
to be checked, the list V is used, called candidates list. The
way vertices are stored in this list, as well as the method
determining the addition and the retrieval of vertices to and
from it, is frequently the major factor that distinguishes
individual algorithms under consideration. In the case of the
generic algorithm, the candidates list is a FIFO queue in
which operations of additions and retrieval of a vertex to
the end of it or from its head, respectively, are performed.

2) Dijkstra’s algorithm: Dijkstra’s algorithm is presum-
ably the best known algorithm for finding the shortest path in
the directed graph [22]. The basic difference between this
algorithm and the generic algorithm is the way in which
vertices are drawn from the candidates list — the selected
vertex is the vertex that has the smallest label from all
available vertices in the list:

di = min
j∈V

dj (2)

This causes the vertex with its label set, as well as all vertices
that are in the path from the initial vertex to this particular
vertex, to have the minimum value of the label and to not
be added again to the candidates list. The total number of
operations that the Dijkstra’s algorithm needs to perform to
solve the shortest path problem is O(N2).

3) Dijkstra’s algorithm using a heap: It is not possible
to decrease the number of operations that are performed in
order to check labels, because this would not make it possi-
ble to guarantee the optimal solution finding — each edge
has to be checked at least once. A selection of an optimal
data structure that represents the list of candidates makes it
possible, in turn, to reduce significantly the computational
complexity of the operation of the selection of a vertex from
the candidates list [23]. Here, heaps (also known as priority
queues) can serve ideally the purpose. Using Fibonacci heap
we can solve the shortest path problem using Dijkstra’s
algorithm and performing O(A+N logN) operations.

4) Dial’s algorithm: Another way to reduce the number
of operations accompanying the selection of a vertex from
the candidates list is a division of the list into buckets [24].
Each bucket Bk stores only vertices with a given label k.
This causes lengths of edges to have to be integers and
non-negative. The computational complexity of the Dial’s
algorithm is O(A + NC). What is crucial to understand,
is that the bucket deletion and insertion operations require
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linear time and not more than NC buckets need to be
examined by the procedure [14]. The higher the absolute
value of an arc cost C, the more operations need to be
performed by the algorithm, and thus, the performance gain
related to the usage of buckets dramatically diminishes.
Therefore, for small values C ≪ N , Dial’s algorithm
performs very well in practice.

5) Bellman-Ford algorithm: The Bellman-Ford algorithm
belongs to algorithms of the label-correcting type that treat
all labels for vertex distances as temporary until the last
iteration, after which all labels are set to optimal values [25].
This algorithm provides a possibility to solve the shortest
path problem in graphs with negative lengths of edges. In
the case when a negative cycle is found, the algorithm
yields falsehood as the result of its operation. This algorithm
makes N − 1 iterations in which it checks A edges. Its
computational complexity is then equal to O(NA).

6) D’Esopo-Pape algorithm: The D’Esopo-Pape algo-
rithm uses the candidates list in the form of a queue [26].
Vertices that are to be checked are always retrieved from the
head of the list. However, the place a given vertex is added
to in the candidate list depends on whether the vertex has
already been located in this list. If so, it is added to its head,
otherwise — to the end of the list.

7) SLF algorithm: The Small Label First algorithm (SLF)
seeks to manage the candidates list in such a way as to make
vertices with small labels located as close to the head of the
list as possible [27]. The reason for this operation is the fact
that the smaller the label of a vertex that is retrieved from
the candidates list, the lower the probability that this vertex
will be forwarded to the list once again. This algorithm,
just as the two following algorithms, attempts to reach the
characteristic operation of Dijkstra’s algorithm with a lower
computational outlay.

8) LLL algorithm: The Large Label Last algorithm (LLL)
attempts to achieve the operation that is similar to that of the
previous algorithm using a specific method for the retrieval
of vertices from the candidates list [28]. The addition of
vertices to the candidates list is not defined in any way.
However, the method for their retrieval from the list is
defined. Each time when a vertex is to be taken from the
list, the average value of the labels of the vertices in the list
is calculated. Then, the label of the vertex that is at the head
of the list is compared with this average. If the label of the
vertex is higher than the average, the vertex is moved to the
end of the list. Otherwise, the vertex is returned as the one
that has to be considered in this iteration.

9) SLF/LLL algorithm: The SLF/LLL combines the SLF
algorithm method for the addition of vertices to the candi-
dates list and the LL algorithm method for their retrieval
from the list [21]. The SLF/LLL algorithm requires a lower
number of iterations to solve the shortest path problem than
the algorithms it combines. This is done, however, at the
cost of the increased number of necessary calculations.

B. All-Pairs Shortest Path problem

The following subsections present algorithms that are
dedicated to finding the shortest paths between all pairs of
vertices.

1) The doubling algorithm: Algorithm’s operation is
based on iterative calculation of the shortest paths for all
vertices composed of an increasing number of edges [29].
It starts with paths that are composed of just one edge, and
then checks whether paths that are composed of two edges
would not be shorter. This operation is then repeated until all
paths that are composed of N−1 edges are checked. Bearing
in mind the fact that a path that is composed of more than
N − 1 edges cannot be shorter than the shortest path, we
know that Dn = D(N−1) for all n ≥ N − 1. This gives the
ultimate computational complexity of the algorithm equal to
Θ(n3 log2 N).

2) Floyd-Warshall algorithm: The Floyd-Warshall algo-
rithm obtains what the previous algorithm was capable of,
using a different approach and achieving at the same time
lower computational complexity equal to Θ(N3) [30], [31].

3) Johnson algorithm: For sparse graphs (i.e., those in
which the number of edges is far lower than N2) it is possi-
ble to improve the process of calculation of the shortest paths
between all pairs of vertices using Johnson algorithm [32].
For this purpose, the two algorithms discussed earlier, i.e.,
the Bellman-Ford algorithm and Dijkstra’s algorithm (most
favourably in its form with a heap), are used. If we choose
to apply the implementation of Dijkstra’s algorithm with
Fibonacci heap, then we are obliged to perform O(NA +
N2 logN) operations to calculate the shortest paths between
all the pairs of vertices in a sparse graph. Using a binary
heap would result in an increase in the number of necessary
operations to O(NA logN).

IV. DATA STRUCTURE REPRESENTING GRAPHS

To represent graphs during the simulation, a double asso-
ciative adjacency array was used. This structure is composed
of two associative arrays — one (external), representing
vertices from which edges originate, and the other (internal)
representing all vertices which edges for a given row of the
first matrix (table) join. Such a representation provides an
opportunity to minimize shortcomings of typical structures,

Figure 1. Exemplary directed graph
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Figure 2. Manually created custom graph in which the edges
marked with the dashed line create a shortest paths tree with the
root in node 1

such as the list of edges or the adjacency matrix, providing at
the same time appropriately low computational complexity
for individual operations. The applied structure makes it
possible to store additional information about edges, e.g.,
weights or costs. A homogeneous method for the projection
(mapping) of graphs for all simulated algorithms ensures
further comparability of the results of simulations.

The operation of the structure may differ depending on the
implementation of the associative array and is dependable on
the programming language used if embedded structures are
used. The most crucial operation is the operation of checking
whether a given key is in the array, hence structures that
handle this best, e.g., hash tables or self-balancing binary
search trees, are applied. Additionally, we can adjust the
operation of the double associative adjacency array for our
particular needs and thus make it possible, for example, to
sort vertices in the internal array which a given edge joins
using a heap.

For a graph with edge weights, the double, associative
adjacency array T2asoc can be written as follows:

T2asoc = Text external array

T2asoc[i] = Text[i] = Tinti
internal array for edge coming out
from vertex i

T2asoc[i][j] = Tinti [j] = ai,j edge weight (i, j)

For example, the graph in Fig. 1 will be mapped in the
following way:

T2asoc[1] = Tint1
T2asoc[1][3] = Tint1 [3] = a1,3
T2asoc[1][5] = Tint1 [5] = a1,5
T2asoc[2] = Tint2
T2asoc[2][1] = Tint2 [1] = a2,1
T2asoc[2][2] = Tint2 [2] = a2,2
T2asoc[3] = Tint3
T2asoc[3][2] = Tint3 [2] = a3,2
T2asoc[3][5] = Tint3 [5] = a3,5
T2asoc[4] = Tint4
T2asoc[4][1] = Tint4 [1] = a4,1
T2asoc[4][3] = Tint4 [3] = a4,3
T2asoc[5] = Tint5
T2asoc[5][4] = Tint5 [4] = a5,4

Characteristic features of the structure:

• required memory: O(N +A)
• effective memory complexity for directed sparse graphs

Figure 3. A graph that presents the problem of the shortest path in
a multi-stage graph

TABLE I. STRUCTURE OF THE GRAPHS USED IN THE
SIMULATION

graph vertices edges

number lengths

custom 10 19 ⟨1, 7⟩
multistage 52 420 ⟨1, 9⟩

random 25 125 ⟨1, 9⟩

• effective execution of graph algorithms that require to
reach all vertices adjacent to a given vertex (logarithmic
complexity)

• capacity of remembering parallel edges
• effective execution of checking whether the graph in-

cludes a given edge (logarithmic complexity)
• effective execution of addition and removal of edges of

a graph (logarithmic complexity)
• possibility of a substitution of the internal associative

table with some other structure, e.g., in order to sort
vertices in which a given edge terminates by the weight
of the edge (e.g., using binary, Fibonnaci, binomial or
Relaxed heap)

• fairly complicated in its execution

V. GRAPHS USED IN THE SIMULATION

To examine the efficiency and performance of the algo-
rithms during their operation in different graphs, directed
graphs constructed manually and those that were generated
pseudo-randomly were used. To discuss the results, the 3
representative graphs described in Table I were selected.
Graph custom shown in Fig. 2 was created manually from
10 vertices that were joined together by 19 edges.

Another graph that was used in the tests is the graph
that is characteristic for a multi-stage shortest path problem.
An exemplary graph is presented in Fig. 3. The multi-
stage graph used in the tests, multistage, has 5 stages, each
having 10 vertices. The lengths of edges were generated
randomly from within the interval ⟨1, 9⟩. The random graph
was generated randomly, without loops, and with 5 edges
coming out of each of the vertices.
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VI. RESULTS OF THE SIMULATIONS OF THE
ALGORITHMS

All the tests were carried out in a simulation environment
prepared in C# programming language. In order to achieve
reliable results, each algorithm was performed 100 times
for each of the graphs. To eliminate the influence of the
simulation environment, extreme results were rejected and
then the average of the remaining results was calculated.

Table II shows the running times of the algorithms tested
for the graphs discussed in Section V. The results are
divided into two groups — algorithms solving Single-Source
Shortest Paths problem (SSSP) and algorithms solving All-
Pairs Shortest Path problem (APSP).

The graph custom was solved by all SSSP algorithms
in almost identical times. Of all the algorithms only two
deserve a mention here — Dijkstra’s algorithm with a heap
(that operated within the longest time), and SLF (that solved
the problem slightly quicker than the rest). The results that
were very similar to that of the SLF algorithm were also
shared by Dijkstra’s algorithm, Dial’s algorithm and the LLL
algorithm. From the group of the APSP algorithms, it was
the Floyd-Warshall algorithm that fared the best, being less
than twice as long as the SSSP algorithms. The remaining
algorithms needed about twice as much time to find all paths.

The graph characteristic for the multi-stage shortest path
problem (multistage) brought a significant increase in differ-
ences between SSSP algorithms. Again, the SLF algorithm
was the quickest, whereas Bellman-Ford and D’Esopo-Pape
algorithms handled the problem the worst. Except Dijkstra’s
algorithm with a heap, which was performing slightly longer
than the rest, the remaining algorithms had similar running
times. This situation for the APSP algorithms was different
than in the case of the previous graph — Johnson algorithm
was the quickest and the doubling algorithm was the slowest.

The last graph under consideration (random) was solved
the quickest in the SSSP mode by the SLF algorithm, with

TABLE II. COMPARISON OF RUNNING TIMES FOR THE
ALGORITHMS SOLVING THE SHORTEST PATH PROBLEM
IN MICROSECONDS

group algorithm graph

custom multistage random

SSSP

generic 112 312 163
Dijkstra 100 324 148

DijkstraHeap 146 466 200
Dial 104 322 172

Bellman-Ford 119 3252 511
D’Esopo-Pape 113 1260 239

SLF 96 262 143
LLL 102 336 155

SLF/LLL 112 318 161

APSP
doubling algorithm 324 47678 4756

Floyd-Warshall 184 16045 2057
Johnson 418 9309 2959
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Figure 4. Chart of aggravated running times of the algorithms
solving the shortest path problem with one initial vertex (SSSP)

Dijkstra’s algorithm as the runner up and the Bellman-Ford
and the D’Esopo-Pape algorithms well behind the two. The
latter two were the worst as compared to all involved SSSP
algorithms. This time, the quickest APSP algorithm was
the Floyd-Warshall algorithm. Johnson algorithm performed
slightly worse, while the doubling algorithm was the worst
(the longest) of the lot.

The procedures that solve the SSSP problem best include
the SLF algorithm, that had the shortest times for each tested
graph, and Dijkstra’s algorithm, that always performed with
a quite similar time. The LLL and the SLF/LLL algorithms
performed very well and did not generate solutions over
times that differ much from those provided by the quickest
algorithm. The generic algorithm and Dial’s algorithm per-
formed slightly better or slightly worse depending on the
chosen graph. Dijkstra’s algorithm with a heap had some
problems and, instead of performing quicker than Dijkstra’s
algorithm, was slower. In this particular case, this can be
most probably explained by the missing optimization of
the heap that formed the base for the algorithm. Undoubt-
edly, however, an improvement in the running time during
which solutions are provided is still possible. At least, an
improvement in the running time needed for the algorithm to
generate solutions is possible. As it is clear from Fig. 4, for
the Bellman-Ford and D’Esopo-Pape algorithms, the worst
case occurs far too often, which may result from both non-
optimal implementation and from the possibility of their
operation on graphs that were unsuitable for them. The
D’Esopo-Pape algorithm was much quicker to solve graphs,
but irrespective of the fact it underperformed far too much as
compared to the rest of the algorithms. Underperformance
of the latter group of algorithms is particularly visible in
graphs that have a higher number of edges, which results
from the assumptions, as they were, that served as a basis
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Figure 5. Chart of aggravated running times of the algorithms solv-
ing the shortest path problem between all pairs of vertices (APSP)

for their design.
The APSP algorithms were decidedly varied across differ-

ent performance dimensions, in particular in relation to the
time necessary to generate results, which is clearly shown
in Fig. 5. The doubling algorithm was the slowest and
performed several times slower than the competitors. The
Floyd-Warshall algorithm was the fastest for 2 graphs, while
for the third graph it was in second place. The differences
in the time needed for graphs to be solved are in its case
significant as compared to Johnson algorithm that overall
turned out to be the fastest one.

VII. CONCLUSION

This article presented 12 algorithms solving the shortest
path problem and provided an evaluation of their efficiency.
The study showed that in a prepared simulation environment
that ensured directed graphs of different type to be pro-
vided, the weakest aggregated time results from among all
the available algorithms solving the Single-Source Shortest
Paths problem were those of, in the descending order, the
Bellman-Ford and the D’Esopo-Pape algorithms. The fastest
algorithm was Small Label First algorithm, slightly faring
better than Large Label Last algorithm. From the pool of
the algorithms dedicated for All-Pairs Shortest Path problem,
the doubling algorithm performed decidedly worst, while the
best results were those of Floyd-Warshall algorithm (two
graphs) and Johnson algorithm (one graph).

In addition to the presentation of run-time relationships
between the algorithms, the study indicated the importance
and significance of an appropriate choice of a method des-
tined to solve the problem that would be the most efficient
for a type of the graph structure to be used. Moreover, details
concerning the implementation as well as the architecture of
the structures for the representation of data can significantly
influence the performance of an algorithm.
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Abstract—Automated  Bandwidth  Allocation  across 
Heterogeneous Networks (AutoBAHN) is a tool under active 
development  that  supports  a  Bandwidth  on  Demand  (BoD) 
service,  intended  to  operate  in  a  multi-domain  environment 
using  heterogeneous  transmission  technologies.  The 
AutoBAHN system aims at providing a guaranteed capacity, 
connection-oriented service between two end points. Due to the 
distributed nature of the system and the fact that AutoBAHN 
has access to critical parts of the network, the importance of a 
robust,  secure  and  dynamic  mechanism  for  handling  and 
distributing  topology  information  cannot  be  underestimated. 
We will present how AutoBAHN manages to create an abstract 
representation  of  the  physical  network  topology  by  hiding 
information such as IP addresses, port values, VLAN (Virtual 
Local  Area  Network),  MTU (Maximum Transmission  Unit), 
link  capacities  etc.,  how  this  abstract  topology  is  merged 
among domains and how AutoBAHN system handles topology 
changes in terms of their influence on reservation processing.

Keywords-Bandwidth  on  Demand;  Topology  Update;  
Topology Abstarction; Lookup Service; Quality of Service

I.  INTRODUCTION

The GN3 European project  is a research project funded 
by the European Union and Europe's National Research and 
Education  Networks  (NRENs).  It  is  a  continuation of  the 
previous GN2 project   and aims at building and supporting 
the  next  generation  of  the  pan-European  research  and 
education network, which connects universities, institutions 
and  other  research  and  educational  organizations  around 
Europe  and  interconnects  them to the  rest  of  the Internet 
using high-speed backbone connections.

In  the  context  of  this  project,  a  BoD service  is  being 
developed and the service is supported by the AutoBAHN 
tool.  This  BoD  service  is  an  end-to-end,  point-to-point 
bidirectional connectivity service for data transport. It allows 
users  to  reserve  bandwidth  on  demand  between  the 
participating  end  points.  This  service  is  offered 
collaboratively by GÉANT and a set  of  adjacent  domains 
(NRENs or external partners) that adhere to the requirements 
of  the  service.  These joint  networks  form a multi-domain 
area where the service is provided. The service offers a high 
security level in the sense that the carried traffic is isolated at 
the logical layer from other traffic.

The  AutoBAHN  system  is  capable  of  provisioning 
circuits  in  heterogeneous,  multi-domain  environments  that 
constitute  the  European  academic  and  research  space  and 

allows for both immediate and advanced circuit reservations. 
The overall architecture of the AutoBAHN system, its goal 
and  the  network  mechanisms  it  employs  are  thoroughly 
presented  in  .  AutoBAHN is  responsible of  managing  the 
network  elements  in  order  to  fulfill  a  user  request.  As  a 
result,  it  needs  to  provide  a  mechanism  for  applying 
reservation actions on the necessary topology elements end-
to-end. This paper highlights the structure of this mechanism 
and how AutoBAHN achieves, in spite its distributed nature, 
to have a total knowledge of the topologies of all NRENs 
that participate in this BoD service.

The rest of the paper is structured as follows: Section 2 
presents the general architecture of the AutoBAHN system. 
In  Section  3,  we  analyze  how  the  topology  handling 
mechanism works, while Section 4 presents in more detail 
how AutoBAHN processes topology changes and how they 
are propagated among the AutoBAHN instances. Sections 5 
and 6 conclude the paper and present future fields of study.

II. AUTOBAHN ARCHITECTURE

The  AutoBAHN  system  contains  the  Inter-Domain 
Manager  (IDM),  a  module  responsible  for  inter-domain 
operations of circuit reservations on behalf of a domain. This 
includes inter-domain communication, resource negotiations 
with  adjacent  domains,  request  handling  and  topology 
advertisements.

Furthermore, in order to build a real end-to-end circuit, 
the Domain Manager (DM) is another module that manages 
intra-domain  resources.  The  IDM  has  an  interface  to  the 
local  DM  (Idm2Dm),  which  undertakes  all  intra-domain 
functions  (abstraction  of  the  topology  towards  the  IDM, 
scheduling  and  pre-reserving  resources,  monitoring  etc.). 
This  southbound  interface  of  the  IDM  is  the  part  of  the 
AutoBAHN system that needs to be tailored to the domain-
specific conditions.

In each domain, the data plane is controlled by the DM 
module using a range of techniques, including interfaces to 
the  Network  Management  System  (NMS),  signaling 
protocols or direct communication to network elements. As 
part  of  AutoBAHN,  a  dedicated  and  independent 
Technology Proxy (TP) module allows the support of a range 
of technologies and vendors according to domain and global 
requirements.
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Figure 1. Basic architecture of AutoBAHN

The  local  NMS  or  service  provisioning  system, 
monitoring  infrastructure,  administration  policies  and 
security,  may  need  to  be  adjusted  for  each  networking 
domain making each TP implementation and configuration 
unique. However, the design of the DM has been optimized 
to  support  modular  deployment  and  leverage  the 
management infrastructure already deployed in any domain.

The above set of modules is deployed in each domain 
(NREN) that participates in the BoD service. A web based 
graphical  environment  (WebGUI)  is  used as a  centralized 
portal for user access to the whole set of deployed instances.

III. TOPOLOGY HANDLING

A. Storage

AutoBAHN uses cNIS  , which is another service in the 
context  of  GN3  project  in  order  to  store  and  retrieve 
network topology elements. 

The aim of the cNIS is to provide a unified repository 
for  all  relevant  network  information  of  a  single 
administrative domain. cNIS was expected to be the "single 
point of storage", but in fact it is more than just a database. 
Apart  from  the  internal  functionality  required  for 
populating,  validating  and  updating  the  database,  it  is 
equipped with modules for analyzing the topology data and 
presenting the data in a client-specified format (graphical, 
tabular  or  even  XML (eXtensible  Markup  Language)  for 
external applications). It can be used either as a component 
to  build  higher-level  services  and  applications,  or  as  a 
standalone repository of network topology data supporting 
network engineers in their daily administration work.

Figure 2. Basic usage of cNIS 

As presented in Figure 2, cNIS implements three high-
level functions, each covered by specific tools:

• Network  topology  data  collection 
(automated or manual).
• Topology data management (keeping data 
consistent and up-to-date).
• Data  sharing  (interacting  with  external 
applications).

AutoBAHN  retrieves  the  topology  using  a  dedicated 
web  service  interface,  stores  it  in  its  local  database  and 
creates  an  abstract  representation  which  is  later  sent  to 
Lookup Service (LS). LS is a common registry space for all 
AutoBAHN  instances  in  order  to  exchange  topology 
information. This procedure is thoroughly presented below.

B. Topology Abstraction

As it is already mentioned, topology elements and network 
resources are parts of the AutoBAHN system, dealing with 
reservation  requests.  There  are  three  types  of  topology 
information: 

• Physical  network  topology  outside  of  the 
AutoBAHN system which is stored in cNIS.

• Technology-specific topology (DM level) 
• Abstract topology (IDM level)
Due to the nature of the BoD service that AutoBAHN 

has  to  support,  which  is  comprised  of  multiple 
heterogeneous and administratively separate domains, it is 
not  possible,  both for  practical  and for  policy reasons,  to 
handle global service topology in a flat manner and share 
topology information across the service. For example, one 
domain’s administrators may not be willing to share details 
about  their  topology to  everyone  else  participating  in  the 
BoD  service.  Therefore,  detailed  and  technology-specific 
topology information is only kept per-domain, at the local 
cNIS  instance.  This  topology  is  then  abstracted  before 
shared with the rest of the domains participating in the BoD 
service. This abstraction also enhances the heterogeneity of 
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the  service  since  different  network  technologies  can  be 
represented in a unified manner and exchange information 
about  the elements  without taking into consideration how 
each  network  is  implemented.  Some  of  the  supporting 
network technologies are Ethernet and SDH (Synchronous 
Digital Hierarchy) with the ability to easily extend current 
implementations  to  support  also  other  technologies.  The 
abstracted  topology  contains  no  technology-specific 
information such as actual interface names, VLANs, MTU 
sizes  etc.  It  looks  like  a  generic  graph,  uses  ad  hoc 
identifiers for network elements and it is shared among all 
domains. Each domain merges its own abstracted topology 
with the abstracted topology views advertised by the other 
domains,  and  this  procedure  converges  with  all  domains 
having a shared view of the global abstracted topology.

The abstraction process that may be used by AutoBAHN 
is generally replaceable.  The current  abstraction algorithm 
creates one node for each edge node in the actual topology 
and then builds a virtual mesh network between them. The 
reason for choosing this algorithm is that it matches closely 
the  2-step  way  that  AutoBAHN  processes  reservation 
requests: it deals with inter-domain links and domain edge 
nodes during the initial inter-domain pathfinding, and later 
each  domain  is  responsible  for  finding  a  suitable  intra-
domain  path.  Inter-domain  pathfinding  operates  on  the 
globally shared abstracted topology,  whereas  intra-domain 
pathfinding is done separately by each domain and operates 
on the fully detailed local topology information.
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N6.eth.domAN1.eth.domA
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Figure 3. Technology-specific labels for topology components
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Figure 4. Abstracted topology view with global scope identifiers

Figure 3 shows a sample topology with domain-scope 
identifiers assigned to nodes and ports. The topology also 
contains  information  about  interfaces,  technical  data 
including the half/full duplex attribute, MTU, capacity, and 
so on. Each domain only has local view of the technology-
specific topology in Figure 3, for example domain C only 
knows  about  elements  N1.eth.domC,  N2.eth.domC, 
N3.eth.domC  and  their  connections.  The  abstracted 
topology (that corresponds to the actual topology shown in 
Figure 3) is shown in Figure 4.

All  domains  have  full  knowledge  of  the  global 
abstracted topology, so each domain is aware of Figure 4 in 
its entirety.

Abstract topology consists of domains, nodes, ports and 
links. Abstract identifiers for these elements are generated 
based on a 1-way hash of actual network elements in cases 
where  corresponding  actual  network  elements  exist  (for 
example for edge nodes) or artificial names in cases where 
corresponding actual  network elements may not exist  (for 
example for virtual mesh links in the abstracted topology).

The  flow of  the  topology information  within  a  single 
domain  managed  by  AutoBAHN  is  the  following;  at  the 
very  beginning  the  domain’s  physical  topology  must  be 
inserted  into  the  technology-specific  topology  part  by  a 
system administrator. This topology includes a very detailed 
view of nodes, ports and links, also related to the resource 
usage and reservation mechanism. The DM operations are 
based on this technology specific topology view. However, 
as the IDM should not be aware of the technical details of 
the intra-domain topology and also the time issues within 
the domain, it must be provided with a less detailed, public 
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view, which can be also distributed to other domains. Once 
the  DM  has  prepared  the  inter-domain  abstract  topology 
view, the latter is forwarded to the IDM module. It may be 
the whole topology during the system initialization phase, or 
it  may be in the form of topology updates in the case of 
topology  changes.  In  the  second  case,  the  IDM  is 
responsible to forward changes that may affect one or more 
reservations. If a path is affected by a topology change (for 
example,  by  network  failure),  the  reservation  must  be 
redirected to another path or must be aborted, depending on 
the resilience parameter specified by the reservation owner.

The  IDM  forwards  the  abstract  topology  view  to  the 
Lookup Service in order to have it advertised to AutoBAHN 
systems  in  neighboring  domains.  The  advertisement 
mechanism  also  updates  the  local  abstract  inter-domain 
topology view.  It  contains not  only the local  view of the 
domain, but the entire inter-domain topology of all domains 
operating under a system, as it is retrieved by the LS. The 
abstract topology part of the system is the main source of 
information for the inter-domain pathfinding process.

C. Distribution

Since  AutoBAHN  is  considered  a  distributed  system 
because  multiple  instances  are  deployed  across  Europe, 
there is a need for those instances to be aware of the total 
network topology and not only the topology of the NREN 
that they actually belong. In order to fulfill this need, it was 
decided  to  have  a  centralized  point  of  reference  for  all 
instances  that  could  be  used  to  exchange  topology 
information and advertise their presence to other instances.

This  is  done  with  the  utilization  of  Lookup  Service 
which  is  also  part  of  another  GN3  project  and  more 
specifically  perfSONAR  .  The  Lookup  Service  acts  as  a 
service directory,  where services  (in our case AutoBAHN 
instances)  can  advertise  themselves  (provide  their  lookup 
information) and requestors are able to find any service they 
need.  A  more  detailed  view  of  Lookup  Service’s 
architecture and its purpose is described in .

Whenever an AutoBAHN instance starts, first of all, it 
writes an entry in LS with the following main attributes;

• Domain  Name:  unique  identifier,  e.g., 
GRNET, GEANT, PIONIER etc.
• URL: This is the web service endpoint of 
the domain’s  IDM interface  through  which other 
instances can use in order to communicate with one 
another

The second step is to query the LS to find what other 
instances  have created  a  record.  In  that  way,  AutoBAHN 
knows  what  other  instances  are  operating  in  the 
“neighborhood”,  stores  this  information  in  the  local 
database and then communicates directly with them (if it is 
needed) through the interdomain (Idm2Idm) interface.

The  procedure  of  adding  new  topology  to  LS  is  the 
following:

1. Check if LS contains existing abstract topology:
a. If yes, fetch it from LS and merge the elements that 

belong to other domains with the local elements. The final 
result first is stored to the local database and then is being 
written from scratch to LS.

b.  If  no,  then  the  local  domain’s  abstract  topology is 
being sent to the LS for other domains to fetch it. 

2. Update the timestamp of the entry.

IV. TOPOLOGY UPDATES

As was described in the previous section, AutoBAHN 
creates  an abstract  representation of the topology.  This is 
done by applying specific  rules regarding the kind of the 
network element and a unique identifier that is created by 
information  of  this  element  such  as  IP  address,  name, 
domain where it belongs etc. The benefit of generating the 
identifier  this  way  is  that  identifier  generation  is 
deterministic and constant among subsequent executions of 
the abstraction algorithm, even if the topology has changed 
significantly. In other words, the abstract identifier is kind 
of a signature for the network element that remains constant 
as long as the element is present in the topology.

For example, suppose that we have a network interface 
(port) with ID ath2.1-multi-10gbps that belongs to GRNET 
domain  and  a  client  (in  other  words  an  endpoint)  that 
connects directly to this port. The hashing algorithm based 
on the id creates an 8 character long representation of this 
element  which  constitutes  its  abstract  form.  The  final 
identifier becomes GRNET.pc.h438jd7t. The middle part is 
a categorization flag. In the specific example it means Port 
Client. AutoBAHN utilizes similar flags for other types of 
elements such as Port  Interdomain (pi),  Port Virtual  (pv), 
Node Edge (ne) etc. In that way we have a quick solution 
for  retrieving  specific  type  elements  from  the  abstract 
topology  to  process  them.  Furthermore,  since  this  is  a 
deterministic procedure, each time the algorithm is applied, 
the  result  is  the  same.  This  makes  handling  of  topology 
updates  and  historical  tracking  of  elements  much 
simpler.was decided in order not to have database relations 
between  actual  network  topology  elements  and  abstract 
identifiers which would result in difficult handling in cases 
where  after  a  topology  update  some  elements  could  be 
removed by the topology.  The latter is described in more 
detail below.

It is expected that during a topology update, AutoBAHN 
will have some reservations, either in an ongoing processing 
stage or at a processed (and finished) stage. This posed the 
problem  of  how  to  properly  reflect  the  evolution  of  the 
topology, as network elements that may have been used or 
may  be  actively  used  by  a  reservation  are  modified  or 
completely  removed  from  subsequent  instances  of  the 
domain topology. In order to handle this, we have chosen a 
different  approach  depending  on  whether  a  reservation  is 
still being processed or whether it has finished processing.

Reservations  that  have  been  processed  and  they  have 
terminated  in  some  permanent  state  (e.g.,  finished 
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successfully,  failed  permanently  or  were  canceled)  are 
transferred  to  “historical”  status.  Historical  information is 
persisted  in  the  AutoBAHN  database  separately  from 
present  topology  and  reservation  information,  and  is 
therefore immune to any topology changes.

Reservations that are currently being processed may be 
affected by the topology update, if for example their chosen 
path is no longer  available,  or if a better option has been 
made available. In order to handle these cases, AutoBAHN 
uses the following approach:

1. Check if new network topology is available in cNIS.
2.  If  yes,  freeze currently processed reservations (with 

all their state) in a different persistence location.
3. Clean the existing network topology information.
4. Import new topology information from cNIS.
5. Abstract the new topology.
6. Share and merge the updated abstract topology with 

all other domains through the LS.
7. Restore frozen reservations and try to map them to the 

new topology.

Restoration of frozen reservations differs depending on 
the  way  that  they  are  affected  by  the  topology  change, 
Reservations that depended on elements that were removed 
are currently rejected, although it is planned to implement a 
restoration mechanism in this case.  Also reservations  that 
are  not  directly  affected  are  restored  and  continue  being 
processed without any change, even if the updated topology 
presents opportunities for different path selection.

V. CONCLUSION AND FUTURE WORK

AutoBAHN is  being  developed  towards  the  goal  of  a 
formidable  tool  for  supporting  a  bandwidth  on  demand 
service. A very important part of its success depends on its 
capability to dynamically adapt to changes and in particular 
to  topology  updates,  which  are  in  practice  frequent  and 
sometimes  wide-ranging,  without  negatively  affecting 

service  availability.  In  this  paper  we have  discussed how 
this goal has been pursued until now.

Future work includes the design and implementation of 
the capability to restore reservations that are affected by a 
topology update and their admission decision is no longer 
valid  (if  for  example  some  of  the  elements  on  their 
previously  selected  path  are  no  longer  available).  Such 
restoration could be to recalculate a new path from scratch 
based  on  the  updated  topology.  Right  now  AutoBAHN 
utilizes a fallback mechanism. If the topology update results 
in  a  reservation  processing  failure,  it  provides  the 
administrator  the  ability  to  restore  AutoBAHN  in  its 
previous state right before the update. So, the administrator 
can  take  proper  steps  to  handle  this  case  in  a  manual 
manner, e.g., to cancel existing active reservations from the 
system that will conclude in failure after the update.
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Abstract—Generally, attackers obtain the control authority of 

a remote host through the exploit/worm codes with some exe-

cutable parts. The majority of the codes are still made of the 

codes which can be executed directly by CPU of the remote 

host without some decryptions. We focused on the fact that 

some parts in the exploit/worm codes include the function call 

related instruction patterns. In some suspicious packets with 

the exploit/worm codes, the function call instruction parts can 

be important information to generate the signature of Intru-

sion Detection System (IDS)/Intrusion Prevention System (IPS) 

for blocking the packets with the exploit/worm. In this paper, 

we propose the approach that detects the instruction patterns 

following the function call mechanism in some suspicious 

packets and generates a signature including the specific pay-

load positions within the pattern-detected packets. We have 

implemented a prototype and evaluated it against a variety of 

the executable and non-executable codes. The results show that 

the proposed approach properly classifies the executable and 

non-executable codes and can generate the high-qualified sig-

nature based on the analyzed results. 

Keywords-network security; intrusion detection system; 
intrusion prevention system; malicious code; exploit code; worm 

code 

I.  INTRODUCTION 

To avoid the signature-based IDS/IPS such as Snort [4], 
Bro [5] and recent techniques [11], [12], encrypted ex-
ploit/worm codes [1]-[3] are gradually increasing. However, 
in real fields, most of the exploit/worm codes are still non-
encrypted codes. Therefore, it is possible to detect and pre-
vent the exploit/worm codes if a distinction can be made 
between the executable and non-executable codes in network 
flows with the anomalous and suspicious traffic patterns be-
cause normal network services of servers are primarily based 
on non-executable plain texts and not executable codes 
[6],[7]. 

Several researches were published to detect malicious 
codes in network traffic. Earlybird [8] and Autograph [9] are 
based on the fact that different instances of the exploit/worm 
codes would contain common substrings or fingerprints, 
which would potentially have the code patterns to penetrate 
vulnerabilities. TRW (Threshold Random Walk) [10] is 
based on the idea that the exploit/worm codes infected host 
that is scanning the network randomly will have a higher 
connection failure rate than a host engaged in legitimate op-
erations. However, for generating signatures, the above re-

searches have difficulty analyzing the logical features of 
non-encrypted malicious codes because they are based on the 
simple matching of repeated payload substring and traffic-
behavior. As a result, the probability of detection decreases 
significantly as the size of input data is decreased.  

Although not a complete program, the executable part of 
a non-encrypted malicious code has very logical features. As 
a malicious code has many action roles, attackers have in-
cluded many function-based logics in malicious codes. Final-
ly, non-encrypted malicious codes have high probability of 
including the logical feature following function call mecha-
nisms.  

In this paper, we extended our previous work [13] by 
proposing a signature generation method based on the pay-
load positions detected by our function call detection mecha-
nism. The proposed method calculates the match probabili-
ties of instruction patterns according to the function call 
mechanism and determines the existence of executable codes 
in the suspicious packets of anomalous traffic. Finally, the 
method generates a unique signature with the packet payload 
including the detected function call instructions. 

The rest of the paper is organized as follows: Section II 
overviews the background and operation according to our   
method; Section III presents analysis steps of the proposed 
method; Section IV shows the experimental results; and Sec-
tion V presents our conclusion and suggestions for future 

 
Figure 1. Instruction patterns of function call/return pairs. 
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works. 

II. OVERVIEW 

The function call instruction patterns are one of the logi-
cal features in the executable codes. If a source code with 
functions is compiled, the function parts are transformed into 
the instruction patterns with call/return pairs. In the IA (Intel 
Architecture)-32, Fig. 1 shows the generated instruction pat-
terns after the function call/return is compiled. 

The proposed method detects the patterns of Fig. 1 and 
decides in terms of probability whether an executable code 
exists in the payload of suspicious packets or not. After that, 
the method generates a signature based on the detected posi-
tion in the packets. Fig. 2 shows the simple process flows of 
the method. 

In Fig. 2, Match Counter measures the trial and match 
counts of Fig. 1 instructions about the input packets. Similar-
ity Evaluator has the pattern match probabilities of executa-
ble codes and compares them with the results of Match 
Counter. Signature Generator generates a signature includ-
ing the payload around detected positions. 

III. SIGNATURE GENERATION BASED ON FUNCTION CALL 

INSTRUCTIONS 

A. Match Counter 

The pattern match counts in the detection window of any 
instruction range are measured, and moving through the in-
structions one by one, this measuring is repeated to the end 

of an input payload. In the IA-32, the instruction patterns 
defined by our method are presented in Table I. 

In Table I, the attempt to match patterns is triggered by 
the gray-highlighted triggering instructions. Other instructio-
ns in Table I are inappropriate for triggering detection be-
cause they are frequently appeared regardless of the function 
call mechanism. When Match Counter measures the trial and 
match counts according to the instruction patterns of Table I, 
the instruction gaps between the instructions of Table I have 
to be considered.  It is because some additional instructions 
can be made between the instructions of Table I by a compil-
er. Therefore, the pattern match counts of Table I should be 
counted in the acceptable instruction gap size. 

In the case of a pc pattern, for example, if the call - 
which is the instruction number 2 - within the detection win-
dow is detected, the trial count of the pc pattern is increased 
by one. If the instructions are compared one by one in the 
reverse direction of the call, and if the push - which is the 
instruction number 1 - is detected, the match count is in-
creased by one. At this time, if the number of instructions 
tracked as the reverse direction exceeds the pre-defined in-
struction gap size, the match count is not increased because 
of the match failure. 

B. Similarity Evaluator 

After the trial count set T  and match count set M  are 
measured on each notation, the match probability set 

iii TMP / , where },,,,,{ lrprmprpmpceci  ,  is 

calculated. Our basic idea considers that P  will be similar 

to the match probability set U of the real executable code if 

the input packets have executable codes constructed as some 
functions. Fig. 3 shows an example to describe this idea. 

In Fig. 3, the match probability exists in both the execut-
able and non-executable code. It means that the false positive 
can be large if the total trial count is very small. Therefore, 
for a more reliable analysis result, the similarity calculation 
to decide the existence of executable codes in the current 
detection window should be processed when the total trial 

 

Figure 3. Probability comparison of input payload and real executable code. 

 
Figure 2. Operational overview. 

 

TABLE I.  INSTRUCTION PATTERNS ACCORDING TO FUNCTION 

CALL MECHANISM 

Fn. Not. 

Instruction order to be matched for each notation 

1 2 3 

Call 
ec esp ops. call(s)  

pc push call(s)  

Start pm push ebp mov ebp,esp  

Return 
mpr mov esp,ebp pop ebp ret(s) 
pr pop ebp ret(s)  

lr leave ret(s)  
‘esp ops.’ means instructions that include ‘%esp’.  
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count within the current detection window is larger than the 
minimum trial count e . 

The more similar the input payloads are to the executable 

code, the closer P  would be to U . This could be calculated 

from the relative similarity set iR  between U  and L  like 

the below formula. 
 

.),.0.1,(

,

zeroRLPIfRUPIf

zeroTforexcept
LU

LP
R

iiiiii

i

ii

ii
i









 
(1) 

 

In Fig. 3, each pattern has individual probability gaps be-

tween U  and L . It means that the decision about the input 

payload is more reliable if the gap is large. Therefore, the 
weight set Wi  is required to increase the reliability. 
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(2) 

 
If the final weighted similarity s is larger than the deci-

sion threshold d , the input payload evaluated by our meth-

od has high probability of including some executable codes. 
 

  .zeroTforexceptRWs i

i

ii   
(3) 

 

C. Signature Generator 

Signature generating does not require special techniques 
in this paper because the signature style is various according 
to the IDS/IPS. Based on the detection results of our method, 
it can be the entire payload or the specific-range payload in 
an input packet. In the case of specific-range, the signature 
needs to be a continuous range to include the detected all 
position. 

IV. EXPERIMENTS 

The test files for the experiments are the IA-32 based 
3000 executable files of Windows/Linux and 3000 data files 
such as .txt, .doc, .ppt, pdf, mp3, gif, etc. In the case of exe-
cutable files, only <.text> section was used in the experiment. 

A. Size of Detection Window 

When the detection window moves one byte at a time, 
the triggering instruction is always required for the analysis. 
In Fig. 4, when we select the existence probability of trigger-
ing instruction as 99%, the detection window sizes were 114 
instructions in Windows and 155 in Linux. Therefore, the 
desired size z can be set as 155, which is about 450 bytes. 

B. The Match Probabilities and Instruction Gaps of 

Executable and Non-Executable Code 

Table II shows the experiment results for the match prob-
abilities and the instruction gaps of executable and non-
executable code. The determined detection window size of 
450 bytes and the results of Table II show that this work pro-
poses a reasonable method for detecting executable codes 
although the input is only one packet. 

C. Executable Threshold and Minimum Trial Count 

Figs. 5 and 6 show some parts of experimental results to 

determine the executable threshold d and minimum trial 

count e . In Fig. 5, the threshold d  of executable codes is 

 
Figure 5. A graph for determining executable thresholds. 

 

Figure 6. A graph for determining a minimum trial count. 

 
Figure 4. Existence probability of instructions gaps between triggering 

instructions.  

TABLE II.  PARAMETERS DETERMINED BY EXPERIMENTS 

Notation I U L 

ec 1 0.80 0.10 

pc 2 0.60 0.20 

pm 3 0.98 0.02 

mpr 2 0.80 0.01 

pr 7 0.75 0.25 

lr 2 0.70 0.10 
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over 60% and in Fig. 6, the minimum trial count e  is about 

3. 

V. CONCLUSION AND FUTURE WORKS 

In this paper, we proposed an approach that detects the 
instruction patterns following the function call mechanism in 
some suspicious packets and generates a signature including 
the specific payload positions within the pattern-detected 
packets. As the experiments shows, the proposed detection 
method is efficient even for one packet. 

Regarding the method of detecting executable codes, our 
method analyzes in a form that is similar to the pattern-
matching of instruction patterns following the function call 
mechanism. Our method can determine whether the executa-
ble codes exist or not in terms of the probability even in 
small input payload. In current method, we used a Detection 
Window of several hundred bytes. In next experiment, we 
will try a method which sequentially searches the payloads in 
order to detect the triggering instructions without the Detec-
tion Window. As a result, we may be able to identify the 
function call patterns for input payloads of a smaller size. 
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Abstract—In this paper, we propose a fully distributed algo-
rithm for a dense unplanned self-optimizing network of 802.11
access points. As opposed to the traditional method of having
a centralized controller to collect information from all access
points, our algorithm runs independently on each AP to create a
cooperative network of access points, with no explicit inter-node
communication. We present simulation and actual laboratory
data which shows how our algorithm can significantly improve
network performance in a robust and scalable manner.

Keywords—Self optimizing networks; distributed algorithms;
cooperative games; femtocells

I. INTRODUCTION

A self optimizing network (SON) of wireless nodes rep-
resents a collection or network of co-located network nodes
which can jointly set their own operating configuration so
as to maximize network performance using suitably chosen
parameters. SON controllers for WiFi Access Points (APs)
have been launched by Aruba [1], Ruckus [2] and others.
The CISCO suite of Wireless LAN (WLAN) applications
includes the Cisco Unified Wireless Network module, which
incorporates various SON features. In the LTE domain, SON
has been included into the 3gPP specifications [3] and is being
actively pursued by Nokia Networks, Ericsson, AT&T and
others.

In a typical self-optimizing network, we are interested
in optimizing some global performance metric, subject to
constraints in another global metric, by controlling specific
operational parameters at each individual node in the system.
For example, a SON can try to minimize handovers in the
network as a whole, subject to average call drop probability
being above a certain threshold; both of these are global,
user-visible metrices. The optimization is achieved by setting
certain policy parameters in each network node; for the above
example, it may be the Signal and Interference to Noise Ratio
(SINR) threshold at which a handover is triggered.

In the standard self-optimizing networks as discussed in
[4]–[7], the SON function resides in a central entity (or
cluster of entities) called the controller. The controller receives
feedback from the network nodes (base-stations, access points,
or node B, depending on the Radio access technology) and in
turn computes and sends configurations to the network nodes;
hence translating global network state information to local
control values for each network node. We call this the central
control model.

The object of this paper is to propose an alternate, dis-
tributed model for self-optimizing algorithms in modern wire-

less systems. Our work is on the same lines as [4] [8] but
our model and technique vary significantly. We take a fully
distributed approach to our problem by borrowing elements
from the most successful distributed control applications that
we are aware of. The result is a simple, scalable algorithm,
which works in a multitude of conditions. We have simulated
this and implemented it in real life using a network of WiFi ac-
cess points, by using the basic interface provided by the Linux
hostapd application. With the recent release of the Femto API
by the small cell forum, we believe that SON applications
can be implemented very easily on the network cell nodes
themselves. A fully distributed algorithm is a significant step to
solving the problems of connectivity, scalability and robustness
which limits centralized algorithms.

The rest of this paper is organized as follows. In Section
II, we describe the details of transmit power control in a WiFi
network. In Section III, we describe the problem to be solved
in the context of the network topology and network node
properties, for which our algorithm is presented. In Section
IV, we describe the basis for the distributed algorithm and
its adaptation for our particular problem. In Section V, we
describe the design of the test-bed and the validation of the
algorithm. Finally, in Section VI, we conclude our analysis
and areas of future work.

II. SETTING TRANSMIT POWER IN A WIFI NETWORK

While there are many wireless network management func-
tions which are suitable for SON applications, a commonly
used one is interference and transmit power management. This
single function covers a great deal of ground; by adjusting
beacon power, we can adapt coverage, by adjusting traffic
channel power, we can adjust SINR and throughput and finally,
by a combination of the two, we can also adjust handoff
performance.

A. The impact of transmit power setting

What are the implications of adjusting transmit power?
A network node broadly transmits three kinds of waveforms.
First is the beacon and/or pilot channel. This transmission is
necessary for mobile devices in the idle state to detect the
presence the network node and associate with it - thus, the
pilot/beacon power controls the coverage or reach of the signal.
This signal is also used by user terminals during handover
as a way of identifying the relative strength of a network
node compared to the one it is currently camped on. Pilots
are typically at significantly higher power than the rest of the
transmission, but occupy a relatively small part of the overall
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power budget, because they occupy a small portion of the
available spectrum.

The second power level is that used for transmission on the
traffic channels; this is spread over embedded pilot, data and
control bits. Typically, the embedded pilot bits are transmitted
at a certain level above/below that of the traffic bits , since
they have to be received reliably in order to do accurate
channel estimation. A power budgeting function is used to
allocate energy per bit so as to maintain these relative ratios
as per network configuration. Control bits are usually protected
through coding, rather than power setting and thus are at the
same power level as data bits. The quality of the service that a
given user terminal receives is a function of the SINR on the
data channels (subject to the signal level itself being above the
receiver sensitivity threshold; but this condition is very mild
thanks to the astonishing sensitivity of modern receivers). As
the SINR rises, the individual bit error rate (BER) drops, and
consequently the user terminal can increase the transmission
rate (by reducing protection and/or using more aggressive
modulation schemes); this is known as adaptive modulation
and coding. It should be noted, however, that the relationship
between SINR and transmission rate is not linear. For example,
at a given coding rate and scheme, the block error rate (BLER)
is only affected by the SINR once the number of bits in error
per block cross a certain threshold value known as the free
distance of the coding scheme. While there are many studies
on this topic, a log-linear curve has been shown to hold true
in a number of cases [9].

III. ALGORITHM CONTEXT

We place our algorithm in the fairly generic context of
a network of ’network nodes’, ’mobile/user devices’ and an
allocated set of frequencies, which are the shared physical
resource. The purpose of the network is to allocate frequencies
to individual nodes, so as to offer the maximum quantum of
service (measured both in terms of throughput and QoS) to
active users. The number of frequencies available is typically
fixed, whereas the network can scale indefinitely, both in terms
of network nodes and in terms of actual users. Gupta and
Kumar point out in [10] that in this kind of capacity limited,
interference constrained network, the aggregate throughput can
at best scale at

√
n, whereas the throughput per user will

actually scale at 1√
n
. We wish to find an algorithm to achieve

this target.

A. Properties of network components

We use the term network node to describe eNodeB/Access
Points. The common characteristics of these nodes are:

• They transmit a mix of pilot and data signals on the
downlink.

• The total power required for data traffic is determined
by the mix of users they are supporting and their
distances from the node itself

• The network nodes use a fair allocation scheduler, so
that the traffic transmission is not dominated by the
best placed user devices, but the average.

• The network node is aware of its own position.

• The utility of the network node is determined by the
average bit-rate it supports and the average number of
active users.

• The network node has a transmit power level ui which
allocates the combined power for each resource it is
using. It is power-limited in the sense that the value
ui must be less than some maximum power level Pu.
This comparision may be done instantaneously, i.e.,
ui(t) ≤ Pu∀t or averaged over a slot or a frame. A
power allocation of zero for a given network node
indicates that the node is switched off.

• The network node has fine grained control over its
transmit power level, i.e., it can adjust transmit power
on a frame by frame basis [11] and allocate variable
power to control and data frames; however, it has also
been pointed out that this has limitations based on the
technology and realization thereof [12]. The network
node is free to manage the individual allocations to
frames/users/channels as long as the overall power
budget is maintained.

We further make the following reasonable assumptions
about the topology

• The network nodes are randomly placed in a ’dense’
environment, i.e., theoretically, any of the clients may
attach to any of the nodes

• Each network node is assigned one channel on startup;
more channels can be allocated depending on avail-
ability

Each network node has a set of users (WiFi clients) to
whom they are offering data transport services. The user
population is assumed to have the following general principles

• The user devices are located randomly in the area; for
simplicity’s sake a given user device can pick absolute
any network node in this area, subject to operational
constraints, i.e., sufficient RSSI and SINR

• The user devices are homogenous; they are charac-
terized by a data generating process with common
properties

We say that a network node is backlogged if at least one of
its users is continuously backlogged, i.e., has a non-zero queue
for the duration of the measurement T . In practical terms, if a
network node has no backlogged users then it should reduce its
traffic load, because it is possibly offering more service than
its users are demanding. Given the set of backlogged users,
we assume that the network computes a target SINR value τi
which represents the ensemble of backlogged users. The utility
for the network is given by the function

U(ui) = Eke
−[(si,k−τi,k)

2] (1)

As we can see in Fig. 1, the utility function for a given network
node is quasi-concave.

Each network node transmits at a level ui(t), which is the
control variable for our algorithm. The signal received by the
kth user of the ith network node thus becomes

Sk,i =
uiF (dk,i,i)

σi +
∑

j 6=i γi,jujF (dk,i,j)
(2)
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(a) AP 1 (b) AP 2

Figure 1. Utility functions for two access points

where dk,i,j is the distance between the kth user of the ith
Access Point from the jth access point and F () represents the
fading. γa,b is the interference coupling between access points
a and b. If the two are using orthogonal frequencies, it is 0,
if the two are using the same frequency, it becomes 1. For
a given network node, we assume the existence of a metric
function G(i) = g (S1,i, S2,i, . . .), which is monotonic in each
of its elements. A simple metric function is the average or
infimum.

B. Formulation of the standard problem

We start with the easiest form of the problem. Assume
that αi,j represents the marginal impact of increasing trans-
mit power uj for the ith Access Point. Therefore αi,j =
Ek (γi,jF (dk,i,j)). The formulation in (2) can be rewritten as:

Si = Ek (Si) =
αi,iui

ni +
∑

j 6=i αi,juj

= uiκi (3)

For an equilibrum solution, we need to solve
∂Ui(ui)

∂ui
= 0∀0 ≤

i < n. To do this, we note that

∂Ui

∂ui

=
∂Ui

∂si

∂si

∂ui

= −2.0(si − τi)e
−(si−τi)

2 αi,i

ni +
∑

j 6=i αi,jui

(4)

(5)

This has one solution where si = τi∀i. We can write the
resultant set of equations as a matrix equation

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





The optimization problem as formulated in (6) is solvable
under some basic conditions; specifically, the matrix has to
be invertible. However, this solution requires the solver to
have full state information of pi and si for all network nodes.
This can be acquired by querying individual network nodes,
but requires a robust communication channel, scaling with the
number of access points. A bigger challenge is to compute the
values of α0≤i<n,0≤j<n and the values of the individual noise
terms. In fact, there is no possible way to compute n, the noise
terms and the values of αi,j , even under the fairly reasonable
assumption that αi,j = αj,i, since we have a total of 2 ∗ n
readings and nC2

+ n2 + n unknowns. Most of the available
solutions assume that the values of the noise term are known
by external means [5].

Is it possible to compute the value of αi,j using external
means? Note that αi,j consists of two terms, one being the
attenuation caused by distance and the second being the
coupling. For the latter we need to know the channels allocated
to each node and how much ACI/CCI is being generated -
this is relatively easy to get. However for the former, we
need a channel model which captures the relationship between
geographical position and the attenuation and other channel
model parameters specific to that particular environment and
geography. OFDM traffic models are complex and sensitive
to environmental artefacts and this typically requires a lot
of intervention from the user/administrator. In commercial
models, the relative coupling between nodes are typically
embodied in the ANR and are based on a combination of
channel modeling and continuous measurements.

A second challenge is to compute a value of τi for
each access point. Clearly, an excessively low value of τ
will cause bad service, whereas an excessively high value of
~τ = {τ0, τ1, . . . , τn−1} means that the matrix given in (6) is
no longer positive definite, hence the program isn’t solvable.
In a centralized environment, we will be able to set ~τ to the
maximum set of values so as to allow a solution to (6). This
is a semidefinite programming problem and is not very easy
to solve either. Alternate game theoretic formulations have the
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same results and similar issues.

We would thus like to avoid any solution which depends
on static analysis or pre-configuration to compute the above
values; ideally, our algorithm would be an iterative solution,
capable of using empirical measurements to fine tune its esti-
mate of the network state. If we can design an algorithm that
only uses empirical measurements from individual network
nodes, it lends itself to distributed implementation. In our
experience, a distributed algorithm will typically score over
any centralized solution in terms of scalability (the ability
to handle larger and larger numbers of nodes), robustness
and flexibility. The classic paper by Kleinrock and Tung
[13] demonstrates a elegant and remarkable solution to what
seems to be an intractable optimization problem. On the other
hand, distributed algorithms need to be carefully designed
so as to be stable and converge sufficiently quickly to the
appropriate solution. Convergence time for different categories
of distributed algorithms is an enormous research topic in its
own right.

IV. A DISTRIBUTED ALGORITHM FOR POWER CONTROL

We propose a distributed power control algorithm loosely
modeled on the well-studied TCP congestion control algo-
rithm. There are some crucial similarities and some crucial
differences, as we shall demonstrate in the subsequent sections.

A. TCP congestion control as a distributed optimization algo-
rithm

The TCP congestion control algorithm is a extremely
well studied and widely deployed example of network wide
congestion control [14]. It has been extremely succesful in
practice, and has benefited from many years of continuous
refinement and innovation (TCP New Reno, TCP Vegas, TCP
Westwood, Eifel and TCP CUBIC). Its strengths lie it its
flexibility (starting from switched links of 56kb/s, it has
been deployed in every concievable environment, including
wireless, gigabit Ethernet, terabit optical fiber and satellite),
its scalability (literally thousands of individual nodes and tens
of thousands of connections) and its robustness. It is also easy
to deploy, requiring practically no intervention or configuration
from the user. Based on our own extensive experience of TCP,
we find its success arises from three factors.

• It constantly switches between stability and network
probing. This ensures that it never enters a sub-optimal
local equilibrium and can also automatically adjust to
changes in global conditions (network load, network
bandwidth availability, etc.)

• It acts aggressively before it discovers congestion
and conservatively on discovering congestion (fast
attack/slow retreat). This allows new TCPs to enter
and adjust rapidly to existent network conditions

• It constantly updates its estimates of the two critical
parameters in the algorithm; the round trip latency (to
avoid loop gain) and the congestion buffer size. There
are no fixed or externally programmed thresholds.

TCP works by transmitting a number of packets into the
network destined to a peer TCP and waiting for a set amount

of time. If the packets are positively acknowledged within that
time, it assumes that there is bandwidth/buffering available in
the network and transmits a few more packets, this time a
slightly higher number. If the pre-set time expires, it assumes
that the transmitted packets were lost due to congestion in the
network. So it reduces its transmission rate and tries resending
the packets. Each TCP computes its own estimate of the
network measures independently and applies its congestion
algorithm independently of the others in the same shared
network. The implementation is completely distributed; no
TCP needs to exchange any information with any other TCP.
Yet the system performs stably and scales, due to the features
built into the algorithm itself.

B. A brief review of TCP

Leaving aside congestion avoidance for the moment, there
are two variables which govern a particular TCP instance.
The first is the transmission rate, measured by the number of
packets to be injected into network per roundtrip time. TCPs
call this variable cwnd; it is the internal estimate of the amount
of buffering available in the network. The higher the cwnd, the
faster the TCP transmits. The second is the estimate of round-
trip time, which is a statistical measure r̂tt = µrtt + 2σrtt,
constantly updated by the measured timegap between a packet
being transmitted and the acknowledgement being received
for it. The variables represent the tension in the system; if
the TCP underestimates the round trip time, it will time out
prematurely and inject unnecessary packets into the network,
adding to congestion. If the TCP over-estimates the round trip
time, its reaction to network conditions and ability to recover
from congestion is diminished.

There is a further purpose to the round trip measurement;
it allows the TCP to estimate a baseline round trip time,
below which the TCP cannot possibly expect feedback. This
is the base latency of the network, the actual time taken for a
packet to traverse the empty network. In addition, a component
of the baseline rtt is the latency induced by background
network traffic; network traffic which is independent of the
actions of this TCP. TCP algorithms such as VEGAS [15] use
variations of the measured round trip time, in conjunction to
the knowledge about the baseline delay to detect congestion.

Further, the TCP congestion control algorithm uses Ad-
ditive Increase and Multiplicative Decrease. Even though
multiple TCPs may be transmitting in parallel, each TCP reacts
to a congestion signal as if it was the sole contributor for this
congestion and executes a multiplicative decrease of its traffic
rate; this bypasses the distributed coordination issue. Empirical
data shows that this conservatism is as the heart of TCP’s
success in maintaining network stability.

It is important to understand the parallels between TCP
and our situation. As in TCP, we also have the loop time,
which is basically the time taken for the rest of the network
to detect and respond to any unilateral changes in power;
its value depends on the frequency of measurement updates
and the averaging period for the other Access Points in the
network. The analogue to the congestion window is of course,
the transmit power setting of the network node.
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C. A local algorithm for power adjustment

The algorithm that we have devised is a mixture of the
approaches suggested in the various TCP algorithms. As in
NewReno, we use a congestion signal for backing off trans-
mission power; in our case, the congestion event occurs when
the measured noise is greater than the baseline noise by a fixed
∆ amount. Like New Reno, we use ’bandwidth hunting’, by
constantly trying to adjust transmit power onwards. We have
used some of the ideas in TCP CuBic to make the algorithm
self timing.

There is an important issue to be solved, however, which is
not addressed by New Reno. This is the problem of background
noise - noise which is independent of the network nodes
transmission levels or those of its neighbours. In our New
Reno analogy, this is akin to having an additional amount
of packet drops which operate independent of network node
induced congestion. The assumption in New Reno is that all
packet drops are caused by congestion - a valid assumption in
normal wired networks, but one which causes some issues in
high delay wireless networks [16].

In our case, baseline noise exists and it varies over time
and networks. A network node, on entering the system, has
to be able to detect baseline noise dynamically and adjust
to it. An analogy exists in TCP Vegas, which works by
mapping congestion to variations in round-trip delay. For this
to work well, the Vegas algorithm needs to be able to estimate
the base delay in the network. We adapt the same to our
system, except we measure baseline noise. The measurement
of baseline noise has an interesting ramification - specifically,
the higher the estimate of baseline noise, the more aggressive
an endpoint is going to be. This gives an additional incentive
for network nodes to minimize their transmission power ;
otherwise, network nodes which enter (or re-enter) the system
are going to over-estimate the baseline noise initially and act
more aggressively. This effect has been noted in Mo et al [17].

Secondly, there is no directly analogue of a utility function
for a TCP connection - at least, one which is explicitly
built into the algorithm. Rather a TCP connection attempts
to maximize throughput, subject to a complex set of rules.
However, there have been many studies of what utility function
TCP is effectively using [18], [19]. It is obvious, that TCP
pays more attention to the bandwidth delay product, than pure
bandwidth; however, packet drops also impact it. In our case,
we are attempting to maximize an explicit utility function
U(., τi), which is driven by our set point SINR target.

In the following, ui is the transmit power of the ith
network node, and ri,k and si,k are the RSSI and SINR
reported by the ith backlogged mobile. We have chosen these
two metrices because they are directly available from most
existing WiFi chipsets; in some cases SINR is replaced by
the channel quality, which can, however be converted back
to SINR units. The noise as measured by the node is given

by Ni =
∑

k si,k−ri,k∑
k
Isi,k>τi

The state transition diagram is given in

I. The values ∇, Ts are user provided and can be adjusted
depending on the type of the network. As can be seen here,
the states Stable, Ramping and Backoff are rough analogues
of the different phases of the TCP connection. A separate
procedure is implemented for measuring the ’background’
noise threshold; in our case, we simply measured the average

signal energy of the system when the AP wasn’t transmitting.
However, specific air interfaces may support direct noise
measurement; in defined guard periods, for example, which
provide a good approximation of the current system noise.

V. DESIGN AND VERIFICATION

A. Simulation results

Initially, the algorithm was verified in a customized simu-
lation environment. The simulation setup allows us to test the
algorithm with a very large number of network node and UE
combinations. N network nodes cater to U user devices placed
randomly in a fixed area; each network node has a dynamic
transmission range of 1dBW to 20dbW and a startup transmit
power of 10dbW. User devices attach to the network nodes
using measured RSSI and then receive downlink data. The
data transmission rates are derived from the measured SINR,
so as to cause a BER of 0.01%. Each user equipment receives a
random amount of data drawn from a Pareto distribution. Once
the data queue goes idle for a user, it can select a new device
to campon using either RSSI measurements or a combination
of load and SiNR measurements. The setpoint τi is configured
externally.

The graph in Fig. 2 below shows a comparision of the
same system for different combinations of N and U ; in one
case active interference management is being carried out using
the algorithm described above and in the other, there is no
interference management. Each line shows the percentage
improvement in average throughput for a given number of
network nodes (depicted by the variable Nn) for the SON
algorithm, versus the baseline average throughput when no
algorithm is used. The X-axis shows the number of user
terminals (distributed randomly over a unit square space) for
a given simulation with a particular value of Nn. The Y-axis
shows the percentage difference in throughput. We can see that
the interference management algorithm easily outperforms the
baseline when the system is relatively uncrowded and gradu-
ally degenerates to the baseline performance as the number of
user devices per network node increases.

B. Real life results

We subsequently have implemented and tested our algo-
rithm on a laboratory setup comprising of 8 access points
and 16 Wifi clients, all operating on a single WiFi channel
in a closed and sanitized laboratory environment. The WiFi
network nodes were Linux workstations with attached WiFi
cards; the SON algorithm was implemented in an application
which controlled the WiFi driver (for power measurements and
power settings) using the standard Linux interface. The user
terminals were a mixture of commercially available laptops
and WiFi enabled mobile phones; the test was carried out
in a controlled lab atmosphere and loading was generated
using a mixture of artificially generated traffic and smartphone
applications, such as web-browsing and game apps. The overall
network was monitored using a mixture of inhouse tools and a
commercial tool called Ekahau, which dynamically measures
network RSSI and SINR from multiple positions.

The results are captured in the graphs in Fig. 3a and Fig.
3b. Since the network setup was fairly dense and the APs
were power capped, the average throughput for APs in the
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TABLE I. Congestion management - state/event matrix

Current State Measured event Action New State

Stable Noise measurement is stable or reducing for

Ts time periods

tx pwr increases by ∇ Ramping

Stable Noise measurement is crosses threshold Reduce tx power to last known stable value Backoff

Stable Noise baseline has changed Adjust tx power accordingly Stable

Backoff Noise measurement is stable or reducing for

Ts time periods

Save current tx power as last stable tx power Stable

Ramping Noise measurement changes by less than ∇ Adjust tx power Stable

Ramping Noise threshold changes Adjust tx power Stable

Ramping Noise measurement crosses threshold Reduce tx power to last known stable tx pwr Backoff

Figure 2. Simulation output; throughput improvement using distributed SON algorithm

(a) AP 1 (b) AP 2

Figure 3. Real life - setup and results

SON and no SON environment were very similar. However, the
APs in the network with SON active ran at substantially lower
transmit power, a full 3-6 dB below the ones with no SON;
even though both sets of APs started at the exact same transmit
power settings. This arises from the conservative behaviour
of the SON algorithm (borrowed from the original TCP). As
the number of APs are reduced, the contention drops and
individual APs start scaling their power adaptively, leading to

substantial improvements in average throughput.

A further observation was that the set point τi plays
a very important role in the stability of the algorithm. A
high value of τi actually acts as a damping factor, because
all network nodes tend to converge slowly towards this. On
the other hand, a low set point allows network nodes to be
more responsive to load conditions (since all network nodes
achieve the set point easily), at the cost of network fairness;
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there is substantial variations in the mean throughput achieved
by different network nodes. A second metric is the relative
percentage of time a network node spends in stable state; it
can be seen that there are substantial variations in this when
τi is reduced and it reduces as the value of τi increases.

VI. CONCLUSION AND FUTURE WORK

In this paper, we have formulated a simple, yet robust and
generic distributed algorithm for network wide optimization of
transmit power levels for a self-optimizing network of WLAN
APs. The principles can, in general, be translated to other
networks such as LTE - in fact, any network which is power
limited can use the algorithm. Simulation and real life results
show that our algorithm provides significant improvements
over the unmanaged network.

Our laboratory experiments show that the algorithm is
adaptive to network conditions, but can lead to unstable
equilibria at times. It also suffers from the reverse of the
Stackelberg phenomenon; late starting access points tend to
drive the equilibrium of the algorithm away from an optimal
equilibrium. Future work focuses on mechanisms to limit this,
perhaps using supervisory mechanisms.
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Abstract — This paper develops a Service Level Agreement 

(SLA) framework as a part of a complex networked media 

multi-domain eco-system, aiming to deliver multimedia 

Quality of Services (QoS) enabled services over multiple 

domain network infrastructures. It continues a previous work 

which defined the management architecture of a networked 

media oriented system - based on new Virtual Content Aware 

Networks (VCAN) concepts. The contribution of this work, 

beyond traditional SLA usage, consists in fully specifying and 

then implementing the dynamic SLA-based management for 

VCAN resources provisioning in a multi-provider, multi-

domain network environment.  
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I. INTRODUCTION 

A strong orientation towards content/information is 

expected for the current and Future Internet (FI), estimating 

that content distribution will cover approximately 90% of 

the total traffic in 2015 [1-4]. Among new architectural 

concepts proposed, there are Content-Awareness at Network 

layer (CAN) and Network-Awareness at Applications layers 

(NAA). This approach can create a cross-layer optimization 

loop between the transport, applications and services, which 

did not exist in traditional layered architectures and also 

better serves the content/information centric trends, [4].  

The European FP7 ICT research project, “Media 

Ecosystem Deployment Through Ubiquitous Content-

Aware Network Environments”, ALICANTE, [5], adopted 

the NAA/CAN approach. It defined, designed and currently 

is implementing this complex multi-domain Media 

Ecosystem. The work described here is a continuation of the 

research work associated with a part of this project. That is 

why, the complete system description and main system level 

architectural and design decisions cannot be detailed here; 

references are indicated to help the reader to get a more 

complete view on the system. 

Several cooperating environments and business actors 

are defined in [5]: User Environment (UE), containing the 

End-Users; Service Environment (SE), containing Service 

Providers (SP) and Content Providers (CP); Network 

Environment (NE), comprising a new business entity called 

CAN Provider (CANP) and the traditional Network 

Providers (NP). An NP manages the network elements, in 

the traditional way, at IP level. The “environment” is a 

generic grouping of functions working for a common goal 

and which possibly vertically span one or more several 

architectural (sub-) layers. 

This paper further specifies and develops a SLA – 

based framework to create and dynamically provision 

VCANs. The VCANs in ALICANTE approach can be seen 

as a light virtualization solution, i.e. parallel multi-domain 

logical Data planes, each one dedicated to certain classes of 

services and types of media flows. This approach is similar 

to that presented in [9] but enriched here with content 

awareness and QoS capabilities. The CAN Provider creates 

VCANs at request of the Service Provider which negotiate 

SLAs with CANP. Inside each VCANs the QoS assurance is 

performed by several mechanisms: static and dynamic 

provisioning, transport service differentiation and media 

flow dynamic adaptation.  

The paper continues the work presented in other related 

papers such as [13-15] with focus on SLA framework as a 

part of the service and resource management. In addition to 

the previous work, this paper develops the complete design, 

implementation and validation of the solution. The paper 

structure outline follows. Section 2 presents related work. 

Section 3 provides a short overview of the system 

architecture. Section 4 develops the full SLA framework. 

Section 5 presents samples of implementation solutions. 

Conclusions and perspectives are outlined in Section 6. 

II. RELATED WORK 

Complex communication systems involve several 
business entities playing providers and customers roles. 
Usually the relationships between such entities are described 
by SLAs, [5-10].The technical part of the SLA is frequently 
named Service Level Specification (SLS). While SLA have 
been proposed in many studies, their usage especially in a 
dynamic context is still an open research topic. 

In MESCAL project, [6] the SLS concepts are extended 

to cover multiple-domain networks. It is defined a Service 

Provider actor dealing with higher level services and IP 

Network Providers offering connectivity services. 

Additionally, the concept of Meta QoS class is introduced in 
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[7], as a set of well known identifiers and parameter ranges 

for a few number of service classes, covering all significant 

application flows types, aiming to simplify the inter-domain 

signaling related to QoS composition. In [8] a system for 

media distribution over multiple heterogeneous network 

domains is proposed. The business model includes several 

actors: Service Provider (SP), Network Provider (NP), 

Content Consumer (CC), Content Provider (CP), Access 

Network Provider (ANP). Several types of SLA/SLSs exist 

customized to fulfill the needs of media related applications 

and services. However, all three solutions presented above 

consider only a single logical network infrastructure serving 

different traffic flows. 
A new concept of Parallel Internets (PI) is proposed in 

[9], to enable end-to-end (E2E) service differentiation across 
multiple administrative domains, based on logical slicing of 
the Internet. The PIs can coexist, as logical networks 
composed of interconnected, per-domain, Network Planes 
(NPl). The actor types are Service Provider (SP), IP network 
provider (INP) and customers. INPs offer IP connectivity 
services and SPs offer high level services to customers. 
Several types of SLAs are defined, and also INP 
interconnection agreements (NIAs). However, no content 
awareness concept is present in [9]. 

The FP7 project COMET “COntent Mediator 
architecture for content-aware nETworks”, [10] provides a 
unified interface for content access whatever the content 
characteristics are: temporal nature, physical location, 
interactivity requirements, etc. It enables the most 
appropriate E2E transport by mapping the content (according 
to its requirements and user preferences) to the appropriate 
network resources. The objective is to get the best quality of 
experience (QoE) for end users; it supports unicast, anycast 
and multicast. A Content Mediation plane is introduced 
between ISPs and content servers, combining content 
resolution and access: locating content according to delivery 
requirements (content mediation); delivering it using the 
most suitable resources (network mediation). SLAs are 
defined between the business entities. 

In ALICANTE, [5], [12], a similar concept to parallel 
virtual planes [9] is adopted, but modified and enriched with 
content awareness. There will be (generally) a one-to-one 
mapping between a network data plane and a VCAN - where 
each VCAN is customized for a given class of services and 
type of media flows. The COMET and ALICANTE have 
overlapping scopes. However, the COMET business model 
is only partially sufficient for ALICANTE needs: no 
powerful user and service environment exists; service 
environment functions are embedded in ISPs; no CAN 
Provider exists. COMET does not fully consider the 
cooperation between network overlay and network resources, 
but is focused mainly on mediation activities. There is no 
complete chain of services management. ALICANTE 
considers additionally the concept of home network and its 
associated Home Box and exploits CAN concepts and 
optimization loop between applications/services and 
network. 

In a recent work [11], a content centric solution is 

proposed. The CURLING, “Content-Ubiquitous Resolution 

and Delivery Infrastructure for Next Generation Services”, 

aims to media content distribution at massive scale. It has a 

holistic approach, (content publication, resolution and, 

delivery) and provides to Content Providers and customers 

high flexibility, to express their location preferences when 

publishing and requesting content, respectively - through 

scoping and filtering functions. Business relationships are 

defined between ISPs, including local ISP policies, and 

specific CP and customer preferences. ALICANTE is 

complementary to CURLING; it is less content centric in 

the control plane, but more powerful in assuring efficient 

media flow QoS- enabled transport, based on content 

awareness. The SLA framework is very flexible allowing 

dynamic creation, modifications and termination of VCANs. 

III. CONTENT AWARE NETWORKS –SYSTEM 

ARCHITECTURE 

The ALICANTE concepts and architecture have been 
defined in [5], [12], where main selection of the architectural 
solutions and design decisions are motivated. The 
connectivity services management architecture is described 
in [13]. Figure 1 shows a simplified picture, of the 
management and control (M&C) plane. The network 
contains several Core Network Domains (CND), belonging 
to NPs, and also access networks (AN). The ANs are out of 
scope of VCANs, given the large variety of technologies and 
degree of resource management. The CAN layer M&C is 
partially distributed: one CAN Manager (CAN_Mgr) 
belonging to CANP exists for each IP domain, doing VCAN 
planning, provisioning, advertisement, offering, negotiation, 
request for installation and exploitation. Each network 
domain has an Intra-domain Network Resource Manager 
(Intra_NRM), as the ultimate authority configuring the 
network nodes. This architectural solution allows an 
incremental deployment for Network Providers: an NP can 
be enhanced in order to become also a CAN Provider. The 
End User (EU) terminals are connected to the network 
through Home Boxes (HB). The novel CAN routers (not 
shown here) are called Media-Aware Network Elements 
(MANE) to emphasize their main additional capabilities: 
content and context – awareness. The CAN layer cooperates 
with HB and Service Environment by offering them CAN 
services. 

The architectural solution for VCAN Management has 
been already defined in [13]. Here only a short summary is 
recalled for sake of clarity. A functional block at SP 
performs all actions needed for VCAN support (planning, 
negotiation with CANP, VCAN exploitation) while the CAN 
Manager at CANP performs VCAN provisioning and 
operation. The two entities interact based on the SLA/SLS 
contract initiated by the SP (SLA1 – in the Figure 1). Then 
the initiator CAN manager (e.g., CAN Manager 1) has to 
discuss with other involved CAN Managers in hub style (the 
topology discovery and determination of the other domains 
involved in a multi-domain VCAN are not subjects of this 
paper) negotiating with them SLAs (e.g., SLA2.1, SLA 2.2). 
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Each CAN Manager at its turn has to ask resources from its 
associated Intra_NRM and establishes with it a SLAs 
(SLA3.1, SLA3.2 and SLA3.3). To do this, CAN Manager 
runs a combined routing, reservation and VCAN mapping 
algorithm described in [15]. If the set of SLAs is successful, 
then the Intra_NRMs receive commands from their CAN 
Managers to install the configurations in routers, as to assure 

the QoS characteristics of the VCANs. These actions can be 
done immediately after SLA agreements or later (conforming 
to the options expressed in SLA1). Later, the media flow will 
be transported through the QoS enabled VCAN pipes from 
content servers to end users. The network technologies 
supporting these are Multiprotocol Label Switching (MPLS) 
and/or differentiated services (DiffServ, [5]).  
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Figure 1. Business Actors and SLA framework high level view

IV. SLA/SLS FRAMEWORK FOR RESOURCE 

PROVISIONING 

The general ALICANTE template of an SLS between the 
SP and CANP has been defined, able to support more or less 
sophisticated SP requirements (in practice only a sub-set of 
the parameters might be specified by the Service Provider).  

Table 1 shortly describes the sections of an SLS between 
an SP and the initiator CAN Manager. Unspecified SLS 
values (by the SP) let CAN Manager and/or Intra_NRM to 
apply their own policies. The SLS is transported through 
negotiation protocols (vertically between SP-CAN Manager 
and horizontally between initiator CAN Manger and other 
CAN Managers of the involved core network domains. 

 

TABLE I. TYPICAL SLS (SP-CANP) TEMPLATE EXAMPLE 

SLS sections SLS Element/Clause 

General 

1. SLS Identification 

2. VCAN associated CATI (Content Aware Transport Information) optionally inserted in the 

data packets by the content servers describes Service Type, Service sub-type, etc. 

VCAN Connectivity 

services 

requirements needed 

by SP for VCAN 

1. Topology (pipe, hose, funnel) and scope (ingress, egress points). Identifies topology and the 

edge points of the topological region over which the QoS applies. 

2. Connectivity class quantitative/qualitative: Bandwidth, Delay, Jitter, Loss, Availability. 

3. VCAN time life, optionally define the time-life of this SLS. 

VCAN Traffic 

Processing 

Requirements 

1. Traffic identification: Ingress flow Id, Egress flow Id, Ingress point, Egress point. 

2. QoS guarantees conformance algorithm: Traffic Control (TC) algorithm and parameters. 

3. DiffServ-like treatment of excess traffic: dropping, re-marking, shaping, adapting. 

4. Routing and forwarding rules: constraints on the way to compute the paths for forwarding. 

5. Adaptation requirements: describe the condition (thresholds, etc.), under which the media flow 

adaptation is allowed for Partially Managed and Unmanaged ALICANTE services. 

VCAN Services 1. Monitoring methods: specifies how the SLS should be verified at CAN layer. 
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Assessment 

Requirements 

2. Monitoring tasks: describes when and how the monitoring actions are performed. 

3. Details of notification and reports: time, level of information aggregation, etc. 

VCAN Allowed 

actions 

1. Availability and VCAN service schedule: time intervals allowed for service invocation. 

2. Invocation methods: conditions of invocation (see also the time life of a VCAN). 

3. Modification permission of Connectivity services, Traffic Processing and Service Assessment: 

describe the modifications allowed for the three categories. 

V. DEVELOPMENT AND IMPLEMENTATION RESULTS 

This section will present the main implementation 

decisions for SLA framework and samples of results. 

A. SLS signaling 

Several solutions and scenarios have been analyzed for 

different cases of VCAN realization. Two step approach has 

been selected for VCAN construction: negotiation and 

implicit resource reservation; VCAN installation in the 

network routers. Usually the Service Provider initiates the 

new VCAN construction. After negotiation and logical 

resources reservation the SP requests installation (invokes) 

this VCAN, i.e. asks to CAN Manager (and this asks to 

Intra_NRM) to install the VCAN appropriate configurations 

in the routers. A single SLS per VCAN, or several ones, can 

be negotiated if these SLSs define the same QoS and 

security class. 
One basic signaling case (described below) is for a 

unicast communication VCAN, where the virtual VCAN 
pipes are implemented on top of MPLS+Diffserv enabled 
paths. To decide the final implementation solution several 
signaling variants have been analyzed and compared. 

a. Information on network resources (controlled by 

Intra-NRM) are obtained by the CAN Manager on demand, 

i.e. asynchronously, when a new SP request arrives. The 

advantages are: network availability updates in the 

CAN_Mgr Data Base are done only when needed, i.e. at 

each new SP request (for initiator CAN_Mgr), or at request 

of other CAN_Mgrs. The Intra_NRM does not care to 

inform CAN_Mgr each time when it makes its Resource 

Availability Matrix (RAM) modifications. However, a higher 

signaling overhead exists: each time that a new request 

comes to this CAN_Mgr, from SP or other CAN_Mgrs, the 

RAM information should be asked for each domain. 
b. Network RAM delivered proactively to CAN Manager, 

asynchronously, by Intra_NRM. 
The RAM is proactively uploaded to CAN_Mgr at 

Intra_NRM initiative, (when modifications appear, or 
periodically).. Less signaling is needed when new SP 
requests (or request from other CAN_Mgrs) arrive at this 
CAN_Mgr (the RAM information is already available). 
However, tighter synchronization Intra_NRM – CAN_Mgr, 
is necessary, given that Intra_NRM might change RAM info 
while CAN_Mgr is solving some computation based on 
previous RAM values. 

In the current implementation, the solution on demand 
has been selected. Figure 2 presents the signaling actions 
implemented in case of a multi-domain VCAN requested by 
the SP to CAN_Mgr1 (VCAN initiator). It has been 

supposed that CAN_Mgr2 and 3 should participate to the 
VCAN construction, spanning three core network domains. 
Similar diagrams have been designed and verified in 
implementation, e.g. for multicast VCANs, [15]. 

c. An advanced solution is necessary when different 
VCANs have different life-time; the resource reservation 
should consider such intervals. To simplify the management, 
a time-unit T can be defined and a VCAN time-life can be 
kT, with k natural number. The VCAN construction and/or 
reconfiguration happens at nT instants only (the T value can 
be selected by the Can Manager policy - e.g., few minutes). 
At each nT instant one can update the RAM information in 
CAN Manager, or asynchronously (at Intra_NRM initiative) 
when major changes happens to its RAM. 

The implementation technology used in signaling 
framework is shortly described below. The CAN Manager 
has been implemented by using Python language. This 
allows to deploy the applications on multiple Operating 
Systems and to have a self contained system that can be 
installed without affecting the rest of the applications 
installed. Virtual environments technology that comes with 
Python has been used. For database access we use an ORM 
(Object Relational Mapper), SqlAlchemy, which helps to hide 
the details while having the full power to interact with the 
data. 

The CAN Manager interaction to other entities (SP, 
Intra_NRM, or other CAN Managers) is done using web 
services. Several frameworks for SOAP have been analyzed; 
Suds has been selected for initiating web service requests and 
Spyne for listening to requests. The application is presented 
as a Web Server Gateway Interface (WSGI) object, a Python 
protocol standard for web applications, and can be deployed 
on any WSGI capable container. We are mainly using 
Spawning as a container started as a service at system 
startup, but we also tested on the nginx web server with 
uWSGI as container. The OS we deployed this on is a Debian 
distribution of GNU/Linux. 

The CAN Manager listens for SP requests and then 
continues by running its internal algorithms. After 
computing a VCAN mapping for the input RAM, it sends the 
requests to all other CAN Managers involved in the VCAN. 
In the sense of SOAP specification the CAN Manager has 
two listening ports: one for SP requests and another one for 
other CAN Managers requests. The CAN Manager may 
issue requests to either of two entities: the Intra_NRM, and 
other CAN Managers. The database is accessed using 
database specific protocols. 

A possible implementation improvement is to make 
asynchronous all calls between entities. However this 
involves a lot of glue multi-threading code; so for the current 
implementation synchronous calls have been selected. 
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Figure 2. Implementation solution of the signaling for multi-domain unicast VCAN (MPLS based) 
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Figure 3. Sample of the Data Base at CAN Manager: Table VCANPipe and its connections with neighbor tables 

 

B. Data Base at CAN Manager 

A relational database has been designed and implemented 
around several main building blocks or tables: "SLS" for SLS 
templates used to hold negotiated resources around the 
network, "NetTopology" holds the image of actual physical 
network topology on which VCAN pipelines are built, 
"VCANPipeSegment" for VCAN Pipe Segments and 
"NetDeviceInterface" for information about network path 
endpoints known by the entity using this database (SP or 
CAN_Mgr). It is not mandatory for an endpoint to represent 
the actual physical interface located on network devices. 

Figure 3 presents an overview of the current Database 
implementation that holds only basic SLS parameters (like 
Bandwidth, Delay, Loss or Jitter) in the main SLS table, 
other parameters suitable in some category will be hosted by 
satellite tables having prefix "SLS_". There are a couple of 
reasons for this design: it is much easier to further expand 
the list of SLS parameters compared to the other design 
where everything is stored in one big table, better readability 

of the data structures for someone who knows the design 
documentation, hierarchical organization. 

CAN Manager database stores and provides access to an 
overlay image of the provisioned MPLS pipelines. This is 
translated into a matrix of the managed network domains by 
Intra_NRM having vector elements of type {..., 
(input_router_addr, output_router_addr, Bandwidth, x, y), 
...} where parameters x and y are intended for future usage. 
Every vector element is the concrete representation of one 
MPLS Label Switched Path (LSP) with a minimum of 
information as terminal end points and assigned bandwidth.  

Data Base contains four different table types according to 
their role in the architecture; therefore the stored information 
is specific to some: Entity (SLS, VCAN, VCANPipe, 
NetDevice, NetDeviceInterface), satellite information related 
to some entity (SLS_QoS, SLS_ServiceClass, SLS_CATI), 
classification items that enumerate the available entity types 
(NetDeviceType, TopologyType), relationship between 
entities (VCANxSLS, SLSxCATI). The Data Base at 
CAN_Manager has an interface with the external world (i.e. 
other functional modules of the CAN_Manager or even 
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external); for this reason an embedded application 
programming interface (API) has been implemented that 
provides CRUD (create, read, update and delete) 
functionality, data validation, automation procedures, path 
computations, activity logging and more. In terms of 
security, the Data Base design provides some advantages in 
hiding important information about VCAN network to the 
outside world.  

All active modules (including the VCAN – related 
algorithms, i.e. routing, resource reservation and mapping) 
and Data Base have been implemented. The message 
sequence chart presented in Figure 2 and other similar 
scenarios (e.g. for multicast VCANs) have been validated. 

VI. CONCLUSIONS AND PERSPECTIVES 

This paper presented an SLA/SLS framework 
development for dynamic Virtual Content Aware Network 
(VCAN) provisioning, spanning multiple core network 
domains. The SLAs are customized as to satisfy Service 
Providers requirements for media distribution services. 

The architectural and implementation solutions presented 
have several advantages. A light virtualization solution for 
multi-domain media distribution QoS enabled is offered, 
creating a cross-layer optimization loop between the 
transport and application layers. The Intra-domain network 
resource manager independence (important business 
requirement) is preserved, due to two-level hierarchical 
architecture (CAN and network layers). All tasks to construct 
multiple domain VCANs are delegated to CAN Provider 
(Service Providers are just asking for VCANs and then using 
them). Seamless deployment is possible: VCAN guaranteed 
services can coexist with best effort ones (families of SLS 
templates can be defined). The CAN Manager software can 
be naturally installed as an upgrade of the Intra_NRM, thus 
transforming an NP in a CAN Provider.  

The management system is scalable given that the 
VCANs are installed as “networks”, on demand, on short-
mid-long term, and not at per-flow demand; therefore the 
signaling tasks do not create a significant overhead. 

The architecture is similar to the new approach of 
Software Defined Networking (SDN) [16], [17] where 
important control functions are moved out of data plane into 
a separate control plane. This decoupling enables both planes 
to evolve independently, and brings advantages such as high 
flexibility, vendor-agnosticism, programmability, and the 
possibility of realizing a centralized network view. 

The implementation of the proposed system is in final 
phase in the ALICANTE project. Future work may envisage 
the study of a migration towards a solution closer to SDN. 
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Abstract—Future network architectures, such as Next Gener-
ation Network (NGN) and Vehicular Communication Network
(VCN), will provide large scale mobile Internet access sup-
ported with multiple and small cells of wireless communication.
Therefore, the access to the Internet services are prone to
very frequent disconnections when the mobile node migrates
across the cells. This paper deals with this concern and
discusses issues involved on the modelling of mobility-aware
applications. An abstract model is described by means of
two Finite State Machines (FSM) designed for both mobile
nodes, client and server. The FSMs are meant to networked
applications to preserve their integrity in the event of frequent
connection disruptions in Single Jumps (client side mobility)
and Double Jumps (both client and server sides mobility). The
FSMs for mobility-aware applications were evaluated using a
handover delay mathematical model. With handover latencies
from 230 ms in single jumps and from 450 ms in double
jumps, simulation results show that the proposed strategies are
capable of providing automatic Transmission Control Protocol
(TCP) connection re-establishment with smooth impact when
increasing the frame error rate and the data lost in handovers.

Keywords-Mobility-Awareness; Application Layer Mobility;
Internet-based systems; IP Mobility Management.

I. INTRODUCTION

The paradigm of Mobile Computing is already part of
our modern lifestyle. However, new challenges are arising
with future wireless networks. While NGNs consider nu-
merous heterogeneous wireless networks with small cells
to increase scalability, mobile nodes are becoming devices
of higher mobility. Recently, Internet-based applications for
safety and infotainment have been designed to be deployed
in vehicles. These applications suffer frequent connection
disruptions while the node migrates quickly among the
road-side wireless Internet Protocol (IP) networks. These
scenarios demand research efforts to enable efficient support
for IP mobility in the TCP/IP protocol stack.

Given the common absence of network support for mo-
bility, several solutions have been proposed to work at the
various layers of the TCP/IP protocol stack. Mobile IP
[1][2] is the general IP mobility solution in the literature.
It is designed to work at the Network Layer to provide the
special handling required in the addressing and forwarding
configurations when a node is moved. Applications running

on the mobile node do not need to deal with mobility. Such
transparency is an important requirement for IP Mobility
Management.

Considering upper layers (Transport and Application) and
lower layers (Link and Network) to classify mobility pro-
tocols, the choice of the layer where the mobility handling
should be implemented implies on where to put the inherent
overhead:

i. For the sake of transparency, mobility can be handled
by the lower layers to reduce the impact on the upper
layers. This is achieved with additional infrastructures
for managing location of mobile nodes and agents to
forward incoming packets to the current location of the
nodes [1][2]. However, specific infrastructure increases
the cost of deployment and maintenance of the mobility
solution. In addition, agents imply modifications in the
core of IP networks.

ii. Handling mobility at upper layers, then the mobile
node takes control of its own mobility. At the appli-
cation level, host mobility implies the complete re-
establishment of broken connections, peer authentica-
tion, and recovering data at the Socket buffers lost with
disruptions [3][4]. The cost of deployment is reduced,
since the handling is conducted end-to-end, therefore,
there is no need for agents. On the other hand, it
increases the overhead at the upper layer with the burden
of the mobility.

In this sense, including mobility support in the TCP/IP
stack is a dilemma. However, upper layer based solutions
are less costly [5]: the support is provided without requiring
a node to be attached to a Home Network, then there is no
need for additional infrastructure; solutions are implemented
as software components, so that their deployment and main-
tenance are easier; route optimization is inherent, since there
is no entity to intermediate communicating along the end-to-
end path; the mean-time-to-recovery ( i.e., handover latency)
takes no longer than a second [3], therefore, performance is
also an advantage. Due to these reasons, several mobility
protocols [3][4][6]–[10] are in favour of handling mobility
at the upper layers.

There is a promising trend of designing communication
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solutions to work at the Application Layer. With recent Web
technologies, e.g., HTML5, in support for new paradigms,
such as Cloud Computing and Internet of Things, the
Web browsers became a generalized interface to access
distributed resources on the Internet. In the meantime, efforts
on Software-Defined Networking (SDN) have been made
toward IP programmable networks by separating and imple-
menting the traffic control as software service.

We advocate this trend and, in this paper, we discuss
an abstract model for handling mobility at the Application
Layer. Two Finite State Machines (FSM) are exploited to
define distributed systems aware of communication events
caused by the host mobility on the Internet. We aim to
provide a general purpose mobility solution that can be
implemented as a software service according to the computer
architecture and language of choice of developers. We evalu-
ated the performance of mobility-aware applications accord-
ing to the handover delay model discussed in [11] and [12].
Simulation results show good performance when degrading
parameters of quality of handovers, such as frame error rate
and retransmission of data lost in mobility. Handover delays
take no longer than 793 ms for the worst case.

This paper is organized as follows: in the next section ,
we describe the mobility-aware application model; Section
III describes the handover delay mathematical model used to
evaluate performance of the proposed mobility-aware appli-
cations; Section IV discuss results obtained from simulations
using the handover delay model; and the last section brings
our conclusions.

II. MOBILITY-AWARE APPLICATION MODEL

We assume that the host mobility causes a failure F that
breaks the TCP connections of a networked application.
Failure F lasts a disconnection time, which is the handover
latency Thandover, until the mobile node acquires Layer
2 and Layer 3 access at the visited network and the mo-
bility protocol resumes ongoing communications. To pro-
vide seamless mobility the disconnection latency Thandover

should be as short as possible, which is a big challenge on
Mobile Computing under research efforts in the last decade.

F is denoted by one of the following events:

F = {F:TO,F:RST,F:DU,F:BC}, (1)

where they represent connection timeout, connection reset,
destination unreachable, and broken connection, respec-
tively. These events lead the system to unexpected states and,
without the proper handling, they make the system crash.

We propose a repair plan at the application runtime to
handle F events by means of two Finite State Machines,
shown in Figure 1, regarding mobile clients connected to
mobile servers. They identify unexpected states as erroneous
states (grey circles). When reaching erroneous states, the
system is able to lead to a safe state again (white circles)
with transition operations based on the semantic of the

Socket API, so that the communication is resumed consis-
tently without losses. This system property provides mobility
awareness to networked applications.

Next, we discuss fundamental aspects for handling mo-
bility with the proposed model.

A. Session establishment

We assume that the mobile nodes are uniquely identified
by an identifier decoupled from the IP address, as in [10]. IP
addresses become locators that indicate the current logical
location of the mobile nodes. When the (re)connection is es-
tablished, we suggest a handshake for the nodes exchanging
their local control information (c.info and s.info), as
shown in the transitions c3, c4, c5 and s4, s5, s6. The control
information represent a set of communication parameters
that includes: host identifier, transmission checkpoints, and
control flags that indicate the role (mobile or stationary node
and client or server application) each communicating side
plays in a session.

To generate a host identifier, we suggest the use of the
SHA-1 algorithm to digest unique RSA Public Keys. The
hash SHA-1 allows a low probability of bit collision as
well as a huge name space of 2160 bits in length. This
key material can be used for authenticating peers during
handshake. This prevents spoofing and replay attacks during
the (re)connections. The key material can be combined
with a mutual challenge-question authentication [13], as we
implemented in [3].

Thus, the server is aware of who the client is, and vice-
versa, and also of where such (re)connection is coming from.
Then, the server is able to abort (re)connections that come
from untrusted clients, as shown in the transition from s5 to
s11. In the meantime, the client denies communicating with
fake servers by aborting connections in the transition from
c5 to c11.

B. Saving the transmission status

After handover, the data enqueued in the send buffer may
be lost. The lost data are those unconfirmed by the remote
peer and those ready for sending. To provide reliability at
the Application Layer, it needs to preserve a copy of the
message to be sent, and checkpoints to successfully count
the sent and received bytes.

When the peers are connected and ready for sending
and receiving messages, the client is in state c5 and
the server is in state s6. The client sends the message
(send(new.data)) and reaches state c6. Then, it saves
the transmission context by keeping a local copy of the sent
message (from c6 to c7) in an ancillary buffer, and it counts
the amount of sent bytes (from c7 to c8).

After sending, a client can remain waiting for a server’s
response. When the socket receive buffer is ready for read-
ing, the client consumes the enqueued data and reaches the
state c9 (from c5 or from c8). Then, it saves the transmission
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Figure 1. Finite state machines for mobility-aware applications: (a) client, and (b) server.

status by counting the received bytes (c9 to c10). The client
can receive more messages (c10 to c9), send new messages
(from c10 or from c8), or finish the transmission (from c9
or from c6).

At the server side a similar approach is used. Once
connected, the server receives a new message (s6 to s9) from
the client and saves its transmission context by counting the
received bytes (s9 to s6). The server can also send new
messages to the client (s6 to s7) and save its transmission
context by copying the sent message in its ancillary buffer
and counting the sent bytes (s7, s8, s6). The server is also
able to finish the transmission by closing the connection and
reaching the final state s11.

C. Disruption Detection
Modifications in the routing table ( e.g.,, adding new IPs

or routes) and connection timeout break established TCP
sessions. On the attempt of sending a new message on a
broken TCP socket, an error is returned after calling the
send function. In the client, the handling is conducted in
the transition from state c5 to c6, in which the error F:BC
(broken connection) leads the system to state c2 again. In
the server, the same failure leads to the erroneous state s10.

In the receiver, unread bytes can remain in the socket
receive buffer. Thus, the receiver will not crash immediately
after the disruption. Instead, the connection becomes half-
open, so that the receiver stays in deadlock waiting for

messages from a dead sender. To quickly detect a broken
connection in the receiver’s side, parameters of the TCP
Keepalive is reduced as much as possible [14]. Thus, the
receiver detects disruption with connection timeouts F:TO
according to the transitions c5, c9, c2 and s6, s9.

D. Resuming communication from broken connections

After a failure, when the transition leads to state c2, a
re-connection has to be established to resume the commu-
nication in the client. In order to do so, the server must be
resynchronized and prepared to accept a new re-connection
from the client again. Then, the server must be waiting in
state s3. By executing the session handshake, client and
server are aware about the current transmission context of
each other, as shown in the transitions from c2, c3, c4,
c5 and from s3, s4, s5, s6. This resumes the end-to-end
communication into a new TCP connection. The session is
preserved by authenticating the peer using the key material
and the host identifier. Thus, the server relates the incoming
re-connection to an existent session.

E. Restoring Transmission Status

After the TCP connection re-establishment and the hand-
shake between the peers, the sender restores the transmission
context by resending the lost data recovered from the ancil-
lary buffer. To determine the amount of lost data, both client
and server must know the amount of bytes that was sent and
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received by each other until to the disruption. To do so, the
peers can mark transmission checkpoints by counting the
bytes that are sent and received successfully.

We suggest the use of in-band signalling between the
peers. Session control information, including transmission
checkpoints, are exchanged over the data connection, as
we propose with handshake between client and server with
transitions from c3, c4, c5 and from s4, s5, s6, respectively.

The sender’s amount of data lost in handover is given by:

Nld = Nls −Nrr, (2)

where Nls is the local amount of bytes sent by the node,
and Nrr is the amount of bytes received by the remote peer.

The node is able to recover the lost data from the ancillary
buffer and, then, resend them to the opposite node with the
function resend(lost.data) in the transition from c5
to c6 and from s6 to s7.

While resending, however, a disruption might eventually
cause a connection failure again. Since the lost data are al-
ready saved, only new messages are copied into the ancillary
buffer. The model provides the same support for handling
this disruption as described previously. In that case, the
remote peer can receive part of the lost data that the sender
tried to resend. Although this sending is incomplete, with the
next handshake the peers recalculate the new amount of lost
data, which denotes the remaining of lost data that has to be
sent. This strategy provides integrity of the data transmission
in the whole session duration and brings reliability to the
Application Layer of the mobile nodes.

F. Mobility scenarios and Location Management

In a Single Jump scenario, the server usually runs on a
stationary host to which the client re-connects. The mobility
becomes a more complex problem when the server node also
changes its location. In this scenario, called Double Jump,
location management is required. Some entity must provide
the current location of mobile server nodes. Besides, there is
the possibility of moving both nodes simultaneously, which
increases the chance of race conditions.

Race conditions are experienced when the client tries to
re-connect to the server when it is not prepared to accept
connections. This occurs when: i) the server visits a new
network and the client does not know about the new server’s
location; ii) the client detects the disruption before the server,
so that the client starts the re-connection in advance.

Mobility protocols can leverage Dynamic DNS for mobile
node location [7]. Rendezvous Servers [8][10] have also been
applied to location management. However, we suggest the
use of distributed mechanisms to store node locations. A
Distributed Hash Table (DHT) of general purpose, such as
OpenDHT [15], is able to provide the necessary scalability
to manage mobile node location. A DHT provides storage
based on key-value semantic, as well as a simple put-get
interface. Thus, to query the peer’s location, a node uses the

peer’s host identifier as a key for searching in the DHT. To
update location, a node puts its location register under its
host identifier in the DHT.

A node is aware of the role it plays in a session. Thus,
when the server is migrated, if it runs on a mobile node,
it puts its location register in the DHT (s10, s3). Other-
wise, it just waits for re-connections from the client (s10,
s4), without performing a location update. In the client, a
connection failure arises when the server is migrated. The
client is aware of the role the server plays due to the control
flags exchanged in the handshake. Then it can query the
current server’s location in the DHT with the server’s host
identifier. If the client attempts to re-connect to the outdated
server’s location, the connection fails, since the destination
is unreachable (F:DU). Then, the client stays in the loop
from c2, c3, c1 until the race condition is overcome.

III. HANDOVER DELAY MODEL

To evaluate mobility-aware applications we applied the
mathematical model proposed by Mohanty and Akyildiz [11]
and extended by Shah et al. [12].

As discussed in [12], the end-to-end handover delay is the
sum of the following delays:

Thandover = TL2 + TIP + Tsig + Td, (3)

where they represent, respectively, the delay of: Link
Layer connectivity, IP address acquisition, handover control
messages signalling, and one-way data packet transmission
in new network.

The critical delay is Tsig . It varies according to the
approach used by the mobility protocol. Next, we discuss
the model used in [11] and [12], which is based on the
number of control messages exchanged between mobile
node (MN) and correspondent node (CN) to complete end-
to-end handover.

A. Handover signalling delay as function of packet loss
probability

The handover operation model of TCP-Migrate [7] dis-
cussed by [11] can be applied to the majority of end-to-
end mobility management protocols [12]. As in [16], the
model is based on the delay of TCP connection establish-
ment as function of end-to-end packet loss probability and
of retransmission timeout. In mobility scenarios, then, the
model represents the delay of connection set-up or migration
between MN and CN in new visited network. It is calculated
as function of end-to-end packet loss probability, number of
handover signalling messages exchanged between the peers
and their number of retries, and the retransmission timeout.

The delays of handover signalling completion for end-
to-end mobility protocols of two [12] and three control
messages [11], respectively, are

Lsig(i, j) = RTT + (2i + 2j − 2)RTO, (4)
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and,

Lsig(i, j, k) = 1.5RTT + (2i + 2j + 2k − 3)RTO, (5)

where i, j, and k are the number of unsuccessful tries for
handover control messages, RTT is the round trip time of
the message, and RTO is the initial retransmission timeout
for the TCP connection.

Using Equation (4) and (5), we express the overall delay
of handover signalling completion for a end-to-end mobility
protocol of Nm handover control messages as

Lsig(A) =
Nm

2
RTT +

[(
Nm∑
i=1

2ai

)
−Nm

]
RTO, (6)

where A = (a1 a2 a3 . . . aNm) is the number of
unsuccessful tries for each handover control message.

The end-to-end packet loss probability between MN and
CN discussed by [11] is

p = 1− (1− FER)f (1− pwr), (7)

where FER is the link layer frame error rate; f =
Lp

Lf
is

the number of link layer frames per packet, where Lp is the
length of the packet, and Lf is the length of the Link Layer
frame; and pwr is the packet loss probability in wired link
part.

From the TCP latency model in [16], the authors in [12]
and [11] discuss the probabilities of handover signalling
completion for protocols of two and three control messages,
respectively, by expressing

Psig(i, j) = pi1(1− p1) p
j
2(1− p2), (8)

Psig(i, j, k) = pi1(1− p1) p
j
2(1− p2) p

k
3(1− p3), (9)

where p1, p2, and p3 are the packet loss probabilities
calculated using Equation (7) for each individual handover
control message with its respective i, j, and k number of
unsuccessful tries. These equations represent the probabili-
ties of end-to-end mobility protocols to complete handover
after the exchange of i unsuccessful tries for the first control
message, followed by the first succeeded message, followed
by j unsuccessful tries for the second control message,
followed by the second succeeded message, and so on.

Assuming the number of unsuccessful retries in A, for a
mobility protocol of Nm control messages, we express the
overall probability of handover signalling completion as

Psig(A) =

Nm∏
i=1

pai
i (1− pi), (10)

where pi is the end-to-end packet loss probability cal-
culated using Equation (7) of ith control message with its

respective ai number of unsuccessful tries.
The average of the handover signalling messages delay

for a protocol of Nm = 3 control messages, such as TCP-
Migrate, is [11]:

E[Tsig] =

Nr−1∑
i=0

Nr−1∑
j=0

Nr−1∑
k=0

Psig(i, j, k) Lsig(i, j, k), (11)

where Nr is the number of retransmissions before giving
up and abort the connection establishment of TCP-Migrate.
As discussed in [12], Nr is used as the maximum allowed
number of retries for handover control messages.

Using the overall delay and probability of Equation (6)
and (10), we generalize the average of the handover sig-
nalling messages delay for any Nm-message protocol as

E[Tsig] =

NA∑
A=1

Psig(Ai) Lsig(Ai), (12)

where NA is the number of all the combination of A
taking into account Nm and Nr − 1.

B. Handover signalling delay for mobility-aware applica-
tions

According to the state machines for mobility-aware ap-
plication, the handover signalling delay at the active opener
(mobile client) in single jump scenario is

TsigSJ
= TTCP + Ths + Tld, (13)

where TTCP is the new TCP connection establishment
delay between MN and CN (from c2 to c3), Ths is the
protocol handshake delay which is used for end-to-end
synchronization and/or authentication (from c3 to c5), and
Tld is the lost data retransmission delay (from c5 to c6).
These delays are calculated using Equation (12), each one
according to the number of control messages Nm exchanged
between MN and CN.

The handover signalling delay at the active opener in
double jump scenario is

TsigDJ
= Tlookup + TTCP + Ths + Tld, (14)

where Tlookup is the client’s delay to lookup server’s
location. TTCP , Ths, and Tld are defined in Equation (13).

To lookup location register, the requester sends a request
to the DHT and waits response from it. The DHT is accessed
using either Sun RPC over TCP or XML RPC over HTTP
[15]. Assuming that the delay to get a register is the sum of
the time to establish a TCP connection with the DHT and
the message round trip time (lookup request and its reply),
the registration location lookup delay can be expressed as
Tlookup = TTCP + Treq + Trep.
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However, as discussed in [11], the round trip time for a
lookup request can be expressed as twice the one-way end-
to-end delay transportation. Thus,

Tlookup = TTCP + 2(D + tw), (15)

where D is the Link Layer access delay, and tw is the
one-way delay in the wired network between the new Base-
Station/Access-Point and the remote node (DHT).

IV. SIMULATION RESULTS

We evaluated the cost of handovers for the mobile active
opener by using the described handover delay model in both
single and double jumps; i.e., the handover latencies for the
client to leave the state c1 (in double jump) or c2 (in single
jump) and, then, reach the state c5 (if there are no lost data
to resend) or reach the state c9 (after resending the lost data).
Both communicating sides accomplish equivalent operations
to handle F , therefore, the cost of handover is considered
the same for both client and server. We implemented the
handover delay model using the GNU software environment
for statistical computing provided by R[17].

A. Simulation Parameters

In most application protocols the connection is considered
to be established when SYN/ACK packet arrives at the active
opener [16]. This is because immediately after sending ACK
in the third packet of the three-way handshake, the active
opener sends a data segment to the passive opener that
contains the redundant ACK [16]. Then, we assume that
TCP connection is considered to be established by the client
with 2 control messages. Thus, we set Nm = 2 in Equation
(12) to calculate TTCP .

The number of control messages exchanged during the
handover signalling depends on the synchronization and/or
authentication used by the mobility protocol. The mobile
node can confirm its new location by simply sending a
single control message to the correspondent node. SIP [8]
requires at least exchanging two control messages using
re-INVITE and 200 OK confirmation. The FSM suggests
exchanging two control messages to provide end-to-end
synchronization and unilateral authentication. TCP-Migrate
[7] requires exchanging three control packets with the three-
way handshake needed to migrate TCP connections. When
secure connection re-establishment is a requirement, a four-
way handshake can provide mutual challenge-response au-
thentication and end-to-end synchronization [18] [3]. We
evaluated these different handover signalling strategies for
mobility-aware application by varying the values of Nm

from 1 to 4 in the calculation of Ths from Equation (12).
To compare these different handover signalling strategies,

we assume the values of the handover delay model param-
eters as in [12]: TL2 = 10 ms, TIP = 20 ms, Td = 50 ms,
RTT = 100 ms, RTO = 200 ms, pwr = 1e − 6. Since
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Figure 2. Handover delay in single jump scenarios: (a) as function of the
frame error rate; (b) as function of the lost data (Nld) in handover.

most TCP implementations abort connection establishment
attempts after 4-6 failures [16], we assume Nr = 4 retries.
We set Lf = 576 bytes (length of Link Layer frame),
regarding the packet size every host must be able to handle
on the Internet [19]. The length of the packet Lp = 40
bytes for the TCP connection establishment, regarding the
size of IP header and TCP header, both with no options.
We assume Lp = 60 bytes for the length of the handover
control message, which is able to accommodate the control
information (host identifier, checkpoints, and protocol flags)
we described in Section II-A. As in [11], we set the link
layer access delay D = 10 ms in WLANs, and the one-way
delay in the wired network tw = 50 ms.

As argued in [12], although these values are not constant
and may vary depending on the network conditions, when
the values are changed they affect in the same manner the
behaviour of all the mobility strategies evaluated.

B. Handover Latencies

Figures 2 and 3 show handover delay results for Nm =
1, 2, 3, 4 strategies in single and double jumps, respectively.
Figures 2(a) and 3(a) show delays as function of FER when
there are no lost data in handovers, i.e., Nld = 0, hence,
Tld = 0.0. In both scenarios, handover delays increase as
the FER increases, which is natural. When FER gets high, it
increases the probability of dropping packets and, therefore,
handover control messages need to be retransmitted Nr

times to successful complete the handover. The overall cost
of using a handover control message was 62.18 ms in
average for both mobility scenarios.

Figures 2(b) and 3(b) show delays as function of the lost
data in handovers. We set FER = 1e− 3 and evaluated the
lost data by varying Nld in Lp with multiple blocks of 16
KB up to 128 KB, which is the maximum amount of lost
data by a sender. We assume such limit due to the maximum
size of 131071 bytes for socket send buffers in GNU/Linux
systems with Kernel version above 2.4. We observed that
the cost of retransmitting a block of 16 KB of lost data
with a single operation send(lost.data) increases the
handover latency in 7.65 ms.
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Figure 3. Handover delay in double jump scenarios: (a) as function of the
frame error rate; (b) as function of the lost data (Nld) in handover.

In single jumps, which is the common mobility scenario,
the mobile client can be moved with no need for location
updates. Therefore, the entity for managing location is
avoided. This allows reduced handover latencies than the
ones in double jumps, as shows Figure 3. Due to the
registration location lookup delay (Tlookup), in which the
client gets the current server’s location registration from the
DHT in order to re-connect, the handover latencies in double
jumps are 42% in average bigger than the ones in single
jump; i.e., a mean overhead of 244.37 ms.

We observed that mobility-aware applications provide
little and smooth impact when both FER and lost data
increase. This behaviour can be an interesting advantage in
dynamic scenarios, such VCNs, where devices are of high
mobility and packet loss rates are prone to be higher than
the ones in mobility scenarios focused on the mobile user.

Comparing results in [12], Nm = 2 strategy (as primarily
suggest our FSMs) provides handover latencies very close
to the kernel space based mobility solutions, such as TCP-
R, TCP-Migrate and HIP. In relation to these solutions, an
overhead lower than 100 ms is the weight of the burden
on handling mobility at the user address space of mobile
nodes. However, this performance degradation is derisive
when taking into account the benefits of providing easy
deployment and maintenance of full support for mobility,
which can be implemented as a single software service.

V. CONCLUSION

In this paper, we described the general purpose mobility-
aware applications by means of Finite State Machines ca-
pable of providing transitions between erroneous and safe
states. These transitions are abstract operations based on the
Socket semantic, which are necessary to resume consistently
and lossless the end-to-end communications broken with
mobility. The presented abstraction is useful in support for
developing mobility solutions as software services at the
end nodes involved in TCP sessions, with no relying on
home networks or agents to intermediate the communication.
Applying the analytical model for handover delay discussed
in [11] and [12], simulation results show good performance

and smooth impact in situations of high packet loss rates
and of lost data.
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Abstract— Legacy telecommunication services have been 
tending to shift to All-IP networks from closed and circuit 
switched networks by the deployment of high bandwidth and 
stable mobile broadband networks such as Long Term 
Evolution (LTE). The shift to an All-IP network leads to the 
integration of telecommunication services and internet services, 
which are called Over-The-Top (OTT) services. The trend 
towards increasing and unpredictable traffic makes it 
important for the IP Multimedia Subsystem (IMS), which is a 
call control system running over the All-IP network, to be 
flexible and reliable. With that goal, the authors have proposed 
an IMS reconfiguration mechanism using call session state 
migration, which allows the IMS to distribute live call sessions 
as required by the failure of IMS servers and the quantity of 
calls in progress. Furthermore, in this paper we propose a 
model to determine the configuration of the IMS dynamically 
from the perspective of electrical power consumption and 
performance. A formula based on the model calculates which 
IMS servers should be active and which call sessions should 
move to which IMS servers to reduce the overall power 
consumption, using linear programming. Moreover, this paper 
implements the proposal and shows its results. 

Keywords-IMS; SIP; Session Migration; Power Saving; 
Linear Programming; Optimization; CPLEX 

I. INTRODUCTION 

In order to provide voice over IP (VoIP) service, mobile 
network operators (MNOs) are developing the IP multimedia 
subsystem (IMS) [1], which is a call control system over an 
IP network (adopted in GSMA [2]), to ensure 
interconnectivity between MNOs around the world. MNOs 
also plan to launch the Rich Communication Suite (RCS) [3], 
which will enable mobile phone users to use instant 
messaging, live video sharing, and file transfer over the IMS. 
In addition, through leveraging their IMS development, 
MNOs are now looking into the possibility of integrating 
Over-The-Top (OTT) services such as Google services, 
Facebook, and Skype. 

The support of these future services in addition to legacy 
telecommunication services such as voice and Short Message 
Service (SMS) has resulted in an increase in signaling traffic 
in the IMS. It is difficult to estimate the required system 
capacity for the increase because OTT services are created 
by third parties outside MNO's awareness. To continue to 
deal with increasing and unpredictable traffic without 
investing in extra capacity, enhanced flexibility is desirable 
in the operation of the call session control functions (CSCFs) 

of which the IMS is composed. For example, in case of 
server failure or disaster, it is desirable to ensure reliability 
by continuing the processing of CSCFs on other servers, thus 
preventing service disruption. On the other hand, it is 
desirable to minimize the number of running servers, to 
decrease power consumption. 

In order to realize the desired flexibility, we have 
proposed call session state migration [4], which allows 
call/service sessions to continue to be processed on another 
CSCF. The proposed method mainly involves a migration of 
the session states between CSCFs and a routing mechanism 
for control messages in the IMS without extensions to the 
standard procedure for control of a call/service session. 
However, the MNOs still need to decide which sessions 
should move to which CSCFs and which server can be 
stopped, even if the method provides for flexibility in the 
IMS configuration.  This makes IMS reconfiguration more 
difficult as the number of CSCFs increases. 

Thus, in this paper, we propose a model of IMS 
reconfiguration to determine the IMS configuration 
dynamically and easily so as to minimize power 
consumption and provide enough performance. The model 
incorporates the power consumption of the IMS so that the 
IMS can provide enough performance, while considering the 
power consumption of the reconfiguration, including all 
session state migration and running CSCFs. We solve the 
model and determine the reconfiguration by using linear 
programming [5]. Furthermore, we implement our proposal 
and the measurement metrics required for our model, and 
show the result of our proposal in a real environment. 

The rest of this paper is organized as follows. Section 2 
describes the IMS architecture and the call session state 
migration. Section 3 proposes a model of the IMS 
reconfiguration and its formula for linear programming. 
Section 4 shows our implementation and results of the 
experiment. Finally, Section 5 concludes this paper. 

II. CALL  SESSION STATE MIGRATION 

A. IMS Architecture and Call Session Control 

Fig. 1 shows the basic IMS network configuration.  The 
following IMS components are located in the IMS core 
network that an MNO manages and operates: an Home 
Subscriber Server (HSS), which is a database server for 
managing subscribers, an Serving Call Session Control 
Function (S-CSCF), which is the main Session Initiation 
Protocol (SIP) [6] server for call control, a Proxy CSCF(P-
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CSCF) that communicates with the User Equipment (UE) 
directly and establishes a secure connection to it, an 
Interrogating CSCF (I-CSCF), which is a kind of resolver of 
SIP message routing, and an Interconnection Border Control 
Function (IBCF) that is a gateway for other MNO’s IMSs. 
Furthermore, an Session Border Controller (SBC) providing 
a variety of functions for security and connectivity (e.g., 
access control, topology hiding, NAT traversal, protocol 
interworking, and media monitoring) is defined and often 
integrated into the P-CSCF and the IBCF in a real operation. 
A UE connects with the IMS through the IP core network 
and wireless access networks such as EV-DO [7] and Long 
Term Evolution (LTE) [8]. 

In the IMS, SIP is used for call control between CSCFs 
and UEs. First, a UE registers with the IMS before obtaining 
IMS services. The UE conducts its registration with an S-
CSCF via a P-CSCF and an I-CSCF. The S-CSCF assigned 
by the I-CSCF verifies the UE based on its authentication 
information stored in the HSS. After that, the UE uses IMS 
services by sending and receiving SIP messages to/from a 
correspondent UE via the P-CSCF, S-CSCF, and I-CSCF. 
For example, when the UE makes a call, the UE sends an 
INVITE message to the correspondent UE and establishes a 
session to communicate the required information. The 
exchanged SIP messages take, as shown in Fig. 1, the 
following path: UE#1 (caller), P-CSCF#1, S-CSCF#1, I-
CSCF#1, I-CSCF#2, S-CSCF#2, P-CSCF#2, and UE#2 
(callee). Note that the assigned P-CSCF and S-CSCF of UEs 
hold states of register and sessions and each SIP message 
includes route information to their CSCFs, thus once CSCFs 
begin to handle the session of the UEs, it is not possible to 
change CSCFs to process the sessions in the standard 
procedures. 

B. Call Session State Migration and Determinaton of IMS 
Reconfiguration 

We have proposed a call session state migration 
mechanism [4], which allows sessions to continue to be 
processed on another CSCF in order to cope with server 
failure and dynamically change the number of physical 
servers to match the network and resource usage situation. 

The method mainly consists of the migration of session 
states between CSCFs and route control of SIP messages as 
shown in Fig. 2. The session states are migrated through a 
backup server in order to backstop server failure. The routing 
of SIP messages is controlled by using OpenFlow [9] to hide 
changes in the IP address of CSCFs. OpenFlow is a flow-
based routing protocol, and we enhanced SBC to map 
between SIP sessions and flows of the OpenFlow network. 
This mechanism supports granular session migration to 
realize effective resource use. 

While the session migration mechanism has been 
proposed, MNOs still need to decide which sessions should 
move to which CSCFs and which server can be stopped. If 
there is obvious trouble such as a server failure, MNOs can 
decide easily. However, if there are a few hundred servers in 
the IMS, it is difficult to estimate outcomes and quickly 
make a decision appropriate to the situation. Thus, a model 
to determine the IMS configuration dynamically is needed to 
support the operation of a flexible IMS. 

C. Related Work 

The study of optimized configuration in networks and 
SIP servers has a long history of improving performance 
such as traffic throughput, and maximizing the amount of 
processing using limited resources. Some studies [10][11] 
tried load balancing of processing to improve the 
performance of SIP servers. Another investigation [12] tried 
to propose an effective route for reducing message delay. 
Analysis of the IMS, which has additional processing 
compared with basic SIP procedures, has also been 
undertaken. N. Rajagopal et al.[13] analyzed IMS processing 
based on queuing of SIP messages and estimated the 
overload of each CSCF based on the SIP processing 
sequence.  

The above works focused mainly on calculating the 
capability of the IMS in advanced before operation. On the 
other hand, the concept of effective resource use on demand 
has been also proposed, based on the perspective of flexible 
resource balancing using the recent development of 
virtualization technologies, rather than improvement in 
performance using limited resources [14]. This study 
proposed live session migration between physical servers by 
using a virtualized machine’s live migration on demand. V. 
Petrucci et al. [15] have proposed the concept of calculating 

 

Figure 1. Basic IMS Architecture 

 

Figure 2. Call State Session Migration 

192Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-279-0

AICT 2013 : The Ninth Advanced International Conference on Telecommunications

                         204 / 247



the required minimum number of servers and stopping the 
extra servers to save power in cluster environments. 

However, in dynamic IMS reconfiguration, we need to 
consider the specific IMS configuration and the cost of the 
reconfiguration, and in particular, live session migration. In 
addition, some metrics for the calculation must be measured 
in a real environment to evaluate their adequacy.  

III. PROPOSED MODEL OF DYNAMIC IMS 

RECONFIGURATION 

A. Modeling Aproach based on Power Consumption 

As an index to characterize IMS reconfiguration, we 
focus on the reduction of power consumption of the IMS 
because the purpose of a flexible IMS is to supply sufficient 
IMS capacity on demand while using minimum facilities. In 
our approach, we estimate all power consumption required 
for running the IMS and executing the reconfiguration, and 
use a linear programming method to try to reduce the total 
amount while still providing stable IMS service.  

In contrast to a static IMS configuration, a dynamically 
reconfigurable IMS can change its configuration as many 
times as needed depending on the momentary situation, such 
as the number of calls. Thus, we also consider the cycle of 
IMS reconfiguration. Otherwise, even if the number of 
servers and their power consumption could be reduced on a 
temporary basis, the total power consumption might actually 
increase if the reconfiguration and call session state 
migration happened frequently.  

B. Reference Model of IMS Reconfiguration 

Fig. 3 shows a reference model of IMS reconfiguration, 
consisting of two IMS configurations and the transition 
between them. In the IMS, there are several nodes, which are 
fundamental physical servers. An Functional Entity (FE) is a 
running and session-processing entity such as a P-CSCF on a 
node. Here, for simplicity, just one FE will run on one node 
and just one type of FE shall exist in this model so that we 
can consider this model for each type of FE independently. 
In addition, nodes in the IMS can be turned off and on for 
power saving. 

The following parameters are introduced for nodes and 
FE of the reference model. 
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Then, the IMS executes the reconfiguration by 
performing session migrations and turning nodes on/off. 
Previous state Zpre makes a transition to the next state Z. The 
parameters for the transition are as follows: 
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After the reconfiguration, the number of sessions can be 

calculated as below. 
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In addition, several constraints can be considered for the 
proposed reference model as below.  Here, we defined 
thresholds:  
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Figure 3. Reference Model of IMS Reconfiguration  
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C. Formulation  for Linear Programming 

To obtain the most suitable reconfiguration by using 
linear programming, in this section we will formulate the 
reference model of the previous section. Here, the objective 
function to be minimized by linear programming is the 
power consumption required for running the IMS and 
executing the reconfiguration.  

The power consumption of the reference mode falls into 
three categories. The first is running power, which is 
consumed by running nodes and processing sessions. It 
depends on their running time, thus it is given by: 

                     


nn
Nn

n MByRPCR  (5) 

Secondly, the power is consumed by switching node 
states such as booting and shutdown. The total power 
consumed for them is given by: 

                                



Nn

nnhPCS   (6) 

Thirdly, the migration of sessions from one FE to another 
consumes power in signaling overhead. The total power 
consumed for migrating sessions between nodes is given by: 

                        pre
sts

Ns Nt
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Then, the objective function to be minimized can be 
expressed as the sum of the above: 

                       PCMPCSPCROF   (8) 

In addition to the objective function, there are several 
constraints for the linear programming to take into account. 
The number of sessions cannot be larger than the FE 
capacity and its utilization to provide stable IMS capacity. 
The constraint is given by: 

                                   UKM nn    (9) 

The session transfer time is assumed to be lower than a 
given threshold in order to satisfy quality-of-service 
requirements because a large reconfiguration has an impact 
on stability of the IMS service. The constraint to suppress 
excessively large reconfigurations is given by: 

                             WMT pre
sts

Ns Nt
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 
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Finally, the ratios of sessions to be migrated and to be 
kept on the same node should sum to one. This constraint is 
given by: 

                                      1, 
 Ns Nt

ts  (11) 

D. Cycle of IMS Reconfiguration 

In order to reduce the power consumption of the 
reference model in a certain period of time, the cycle of the 
reconfiguration is also important because the IMS can 
execute the reconfiguration as many times as needed in the 
period. The objective function (8) expresses one 
reconfiguration from state Zpre to state Z and the current state 
Z during R. Thus, the total objective function during a certain 
period which includes state Z∈Ztotal is as described below. 

                          



totalZZ

total OFOF  (12) 

Ztotal is a set of state Z during the period. However, it is 
difficult to solve OFtotal all at once. Thus, the system 
evaluates the objective function (8) periodically and executes 
a reconfiguration based on the result step by step. If the 
following equation (13) is satisfied, the reconfiguration 
should be executed. The IMS also executes the 
reconfiguration if constraint (9) is not satisfied in the current 
state due to changing of Mn. 

                  
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nn
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This means that if the power consumption of the 
reconfiguration (6) + (7) is smaller than the expected 
reduction going from the previous state Zpre to the next state 
Z during R, the reconfiguration should be done. However, 
note that this depends on value of the expected R. Thus, to 
improve the accuracy of the model, an estimation of R based 
on the call rate in an actual environment is desirable. 

IV. IMPLEMENTATION AND EVALUATION 

A. Implementation and Experiment Configuration 

To solve our objective function describing the reference 
model, we used CPLEX [5], which can solve large linear 
problems. In addition, we implemented the IMS on real 

 

Figure 4. Experimental Network Configuration
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machines to obtain the parameters required for the reference 
model and to verify our proposal. 

Fig. 4 shows our experimental network configuration. In 
the IMS network, CSCFs and an eSBC are connected via an 
OpenFlow switch. A UE Simulator connects to the IMS 
through the eSBC. A session controller connects to the 
CSCFs, OpenFlow switch, and eSBC via a HUB. An HSS 
also connects to the CSCFs via the OpenFlow switch. Table. 
I shows the specifications of the components. The P/I/S-
CSCFs and HSS were built based on the Open IMS core [16], 
which is an open-source SIP server. We implemented the 
required modules of the CSCFs for our proposed mechanism 
and the required software for the session controller and 
eSBC. We simulated a large UE load by using ims_bench 
[17], which is load testing software for the IMS (also open-
source). The controller periodically collects the number of 
sessions from each CSCF. Then on the basis of its 
information, the controller calculates the objective function 
and executes the reconfiguration if the result satisfies the 
criterion in (13).  

B. Measurements 

We executed the basic calls and their session migration to 
obtain the parameters required for evaluating the objective 
function. UEs registered with four S-CSCFs through four P-
CSCFs, and then the UEs continued to make calls to keep 
certain sessions at each P-CSCF. Here the duration of each 
call was 120 seconds. Then, we performed call session 
migration between P-CSCFs and turned the nodes on/off. 
The result is shown in Table II. The values are averages for 
four P-CSCFs. Note that here we adopted a P-CSCF as the 
target FE and measured the parameters. Of course, we can 
measure S-CSCF in the same way. 

On basis of the obtained parameters, we wrote scripts for 
CPLEX for the objective function and the constraint 
conditions. Then we verified the behavior of the dynamic 
determination of the reconfiguration and measured the power 
consumption of each P-CSCF while performing calling, call 
session migration, and turning nodes on/off. First, UEs made 
calls through four P-CSCFs randomly, and then increased the 
number of calls to exceed the upper limit of the P-CSCF. We 
observed the behavior of the reconfiguration caused by the 
constraint condition. Secondly, the UEs reduced the number 
of sessions enough to turn off one node and observed the 
behavior of the reconfiguration. Then, the UEs increased the 
number of sessions from the reduced number enough to turn 

on an additional node, and we observed the behavior in the 
same way. Finally, the UEs cycled through a decrease and 
increase, and we evaluated the reduction in power 
consumption compared with the existing static IMS 
configuration, which was simply traditional operation where 
no reconfiguration was executed and the four nodes were 
kept running. 

TABLE I. SPECIFICATIONS OF EXPERIMENTAL  
NETWORK COMPONENTS 

 

Node 
Specifications 

Hardware CPU Memory OS 

P-CSCF, I-CSCF, 
S-CSCF, eSBC, 
UE Simulator  

Generic 
PC 

Core2Duo E8600 
3.33GHz 

4   
 GByte 

Ubuntu 
10.04
 LTS

HSS 
Generic 

PC 
Xeon E5450  

3GHz 
12 

GByte 

Session Controller 
Generic 

PC 
Core2Duo E8400 

 3GHz 
8 

GByte 
OpenFlow 

Switch 
NEC UNIVERGE PF5240 (OpenFlow Ver.1.0.0)

TABLE II.  PARAMETERS OF P-CSCFS 
 

params values params values 

nB  48.2 W tsC ,
 3.10×10-3  J*

  0.137 W tsT ,
 1.86×10-4 s 

  1.06×10-3 W nh  636 J* 

nK  18,000 sessions W 2 s 

U 0.8 R 100 s 
* J: Ws (watt second) 
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Figure 5. Load Balancing Session  
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Figure 6.  Turning off a node 
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C. Results and Discussion 

Fig. 5 shows the load balancing behavior of the 
reconfiguration when the number of sessions exceeds the 
upper limit of the P-CSCF, which is 14,400 sessions (18,000
× 0.8). The reconfiguration began to be executed with 
periodical timing of calculating criterion in (13). The excess 
sessions on P-CSCF#1 were migrated to P-CSCF#3. Fig. 6 
shows the behavior of the reconfiguration when the number 
of sessions was reduced. “Static Total Power” in the figure is 
the power consumption in the static IMS configuration, as in 
traditional operation. In our proposal, all sessions of a P-
CSCF on a node were migrated to other P-CSCFs and the 
node was turned off. On a temporary basis, its power 
consumption increased, but it became smaller than the static 
power consumption after the reconfiguration. Fig. 7 shows 
the behavior of the reconfiguration when the number of 
sessions increased. In the beginning, the power consumption 
in our proposal was small because the number of running 
nodes was small. After that, it increased temporarily to equal 
the static power consumption for turning on a node and 
processing more sessions. Fig. 8 shows the power saving 
with our proposal compared with the static power 
consumption while running for one hour. During the period, 
we repeated the behaviors of Fig. 6 and Fig. 7. The interval 
time is the time for one cycle of reducing and increasing 
sessions (R = (interval time)/2). When the cycle of 
reconfiguration was long enough, although that depends on 
the situation, the power consumption was reduced by 5.9%. 
The amount of reduction becomes larger depending on the 
situation such as the changing number of nodes and sessions. 

Thus we verified the value of dynamic determination and 
reconfiguration to reduce power consumption based on our 
proposed model and formula for linear programming in a 
real environment. To use linear programming to obtain an 
optimized solution, we approximated the non-linear values 
as accurately as possible with linear values calculated from 
their averages. This does not have a large impact on our 
proposal, and could be made more precise by formulating the 
non-linear values in a more rigorous manner. Also we can 
apply our proposal to larger configurations because the time 
to solve the linear problem was about 5 seconds, and larger 
problems can be solved within practical time constraints.  

V. CONCLUSION 

We have focused on the dynamic determination of IMS 
reconfiguration in a flexible IMS environment that can 

change its configuration by live session migration and 
turning nodes on/off. In order to realize this, we proposed a 
model of the reconfiguration and formulation to be solved by 
linear programming with the goal of saving power. 
Furthermore, we implemented a dynamic reconfigurable 
IMS that used our proposal, and verified that the 
reconfiguration reduced power consumption. 
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Abstract— High availability is a key requirement for today and 

future networks. In despite of large investments to achieve 

high availability, network providers cannot guarantee 100% of 

availability. The existing protocols have two harmful situations 

named ‘No Brain’ and ‘Split Brain’ conditions, which are 

algorithmic problems that attack the network availability. This 

paper aims to show the developing and implementation of a 

new high availability protocol and how it fixes its predecessors, 

regarding these conditions. 
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I.  INTRODUCTION 

Internet has become one of the most important tools to 
personal and business transactions in the last years. 
According to International Telecommunications Union, the 
total of internet users has increased 389% between 2001 and 
2011 [1]. In absolute numbers, this means a rising from 495 
million to 2,421 billion of connected users. 

Network downtime can bring large financial losses to 
companies. A published study says that the downtime costs 
North American businesses collectively $26.5 billion in 
revenue each year [2]. In order to keep the Internet available 
as long as possible, universities and manufacturers get 
started research about high availability. 

The HA (High Availability) mechanisms are 
characterized by using solutions based on hardware 
redundancy, intelligent software and protocols to identify 
system failures [3]. This mechanisms work by physical 
elements seen by the local clients as a single one, named 
virtual element. The physical elements operate under the 
master/slave philosophy, such that they have always one 
master, neither more nor less than one and the others stay 
available as slaves [4]. The protocol must be able to 
advertise that there is a master within the group and elect a 
new one in case of failure on the current master. 

The VRRP (Virtual Router Redundancy Protocol) [4] is 
the de facto standard protocol to HA equipments such as 
routers and switches, mainly in telecommunications 
networks. Despite all efforts to keep the network available, 
downtime intervals were noticed onto networks with VRRP 
in operation [5] and two harmful situations have  been 
identified as responsible for these issues. The first situation is 
named „split brain‟, while the second one is the „no brain‟ 
condition (Subsection II.A).  

Hashimoto et al. [5] presented a proposal extending the 
VRRP protocol to solve the addressed problems. The 
proposal was modeled in Petri net [6] and due its high level 
of abstraction, it was necessary refine it and define the five 
protocol elements [7], intending its implementation.  

From this scenario, this paper aims to present a new HA 
protocol, named HARP (High Availability Router Protocol), 
free of such phenomena, by defining their elements and 
show how it fixes its predecessors. The protocol analysis is 
focused on their proof of concept. We bring data about 
hardware operation, but a deeper analysis about HARP 
performance will be presented in future works. The HARP 
elements, namely assumptions about environmental, 
services, vocabulary, formatting and procedure rules are 
presented in Section IV. 

The HARP is part of a bigger project that researches 
Future Internet conducted by MEHAR research group and 
deals with the HA aspects of the EDOBRA project, that in 
turn, intends to expand the physical coverage of the 
experimental installation OFELIA in Brazil [8]. The HARP's 
first version is addressed here, developed to the current 
Internet architecture.  

Future versions as IPv6 and clean slate compliant are not 
covered; however, there are researches in progress about 
these versions and they can be prototyped, once the 
reconfigurable platform chosen to prototyping. Furthermore, 
statefull protocols are out of the scope of this work, which is 
related with stateless protocols like IP protocol. 

The remainder of this paper is organized as follows: 
Section II shows a summarized HA background and related 
work. In Section III, the method of development to HARP 
and the set of steps to its validation are presented. Section IV 
details the protocol analysis, and lastly, Section V shows the 
conclusion and potential future works. 

II. RELATED WORK AND BACKGROUND 

This section covers the basics of HA mechanisms and 
situations which affect the protocols. Following, there is a 
review of related work, showing the relation with this one. 

A. High Availability Overview 

HA refers to the network ability to remain available close 
to 100% of the time, preventing loss of service by reducing 
or managing failures and minimizing unplanned downtime 
for the system. HA is obtained by using a virtual address 
shared by two or more NEs (Network Elements). This 
address is defined to be the default network gateway for 
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internal hosts. The virtual router is an abstraction, which 
consists of one or more routers running a HA protocol. If a 
failure occurs in the main NE of the group (Master), another 
HA group‟s component takes its function, using a virtual IP 
address corresponding to a virtual MAC (Media Access 
Control). Because of this, the handover of network elements 
becomes transparent to local clients, since communication 
remains on [9]. 

HA is a subset of fault tolerance since the last one ranges 
from hardware redundancy up to communications 
management with a protocol. From the protocol aspects, 
there are two main causes that lead network to outage: (1) 
„no brain‟ condition in which the master becomes out of 
service and the infrastructure has no other nodes (slaves) 
able to assume the master role, i.e., indeed, there is no 
routing of packets for a while, and (2) „split brain‟, which is 
the situation in when two or more infrastructure nodes 
assume the master role, i.e., there are two or more routers 
sending the same packet forward by resulting in replicated 
requests, which will lead the transport protocol to 
unpredictable situation) and to the inaccessibility [5]. 

These conditions can be caused by interface failure 
(resulting losses or errors in messages) or attack by third 
parties. This work applies to the first issue. 

B. Related Work 

The literature provides several publications that can be 
related to this. The one hand, there are FPGA 
implementations applied to computer networks and fault 
tolerance at hardware level. On the other hand, there are 
investigations concerning protocols at higher levels of 
abstraction. 

Jiang and Prasanna [10] explore the abundant parallelism 
of FPGA [11] to handle the new generation of packets 
classification and propose improvements in this regard, in 
order to make the packets classification and forwarding more 
scalable free from losses in transmission speeds. This feature 
is included in the HARP architecture and will be essential 
when different HARP versions are prototyped in the same 
core. 

Casado et al. [12] show that use specialized hardware for 
packet forwarding is an efficient technique. Also in [12], it is 
inferred the idea of using more flexible network processors 
as a way to avoid redoing chips due to changes in protocols 
or add new features to this hardware, given that cost is a 
limiting factor. 

Straka and Kotasek [13] present a methodology for 
building fault-tolerant systems based on FPGA. The 
architectures are based both on technique duplex system as 
in triple modular redundancy to improve fault detection. For 
this purpose, the use of testers on-line is shown. It is also 
shown how the parameters of availability (e.g., mean time 
between failure and recovery rate) may be affected by 
operating environment in which the fault tolerant system is 
implemented. The work is focused on hardware replication 
techniques and brings methods for building redundant 
hardware elements, whereas the work shown in this paper 
handles the communication between the elements. 

Lopes Filho [14] examines the idea in that transport layer 
could be the main problem of high availability protocols, due 
to using connectionless protocols, resulting in a proposal of a 
transport layer based on the SCTP protocol. However, the 
author concluded that the problem lay not in the transport 
layer and the suspicion came to link layer, due to broadcast 
messages with false positive for the upper layers. 

Hashimoto [15] pointed the errors not detected by the 
link layer control algorithms as cause for the split brain 
problem and concluded that would be necessary develop a 
new HA protocol, or even redesign an existing one. It was 
shown that the VRRP automaton is incomplete, once it does 
not take in account errors not detectable by the link layer. 
The author defends that the problem encountered in VRRP 
also applies to CARP and HSRP protocols. The author 
defends that the problem encountered in VRRP also applies 
to CARP and HSRP protocols. The work presents a Petri net 
specification, which foresees the loss of advertising 
messages depending of circumstances in the Link layer. 

Pereira Junior [16] discusses the conditions for the 
concurrent no brain and split brain situations and defines a 
service specification that composes the HA protocol design. 
The thesis presents assumptions for an environment where a 
HA service should operate and how HA protocols could fix 
arising challenges from there. 

This paper stands as a continuation of the research 
developed in [14][15][16]. These three, in turn, describe a 
sequence of hypotheses and conclusions about the problems 
that attack HA protocols and are summarized in [5]. The 
authors concluded that the problems lie in the no brain and 
split brain conditions, realized in the VRRP protocol. 

III. METHOD 

The construction process of the High Availability Router 
Protocol may be sorted in three stages. At first, we get 
started by analyzing a proposal of VRRP extension, modeled 
in high level of abstraction. Specification and development 
of the HARP elements came following. Lastly, we propose 
an evaluation system for HA protocols. 

A. Characterising the problem 

Unavailability situations had occurred onto a network 
with VRRP in operation [14]. In certain conditions, the finite 
state machine (FSM) generated by this protocol presents the 
split brain situation. In other conditions, it presents the 
brainless one [5]. 

Two protocols have been largely accepted regarding this 
matter: VRRP [4] and CARP (Common Address 
Redundancy Protocol) [17]. The first one has been developed 
as a proprietary protocol and the second as a protocol 
developed by the free software community. There also the 
HSRP (Hot Standby Router Protocol) [18] to provide HA. 
The finite state machine generated by these protocols 
presents the same problem in their FSM [5][15]. 

After finding out the downtime causes and point them 
out as algorithmic problems that attack the protocol, in [5] 
was presented an abstract specification, modeled on Petri 
nets and represented by an automaton to circumvent the cited 
problem. The automaton in [5] has not been implemented 
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and it is a description in the same Petri net specification 
philosophy:  in view of the whole HA group's behavior 
(virtual element). 

However, in [5], there is no individual behavior 
specification to each one physical element, which forms the 
virtual element. In this way, it would be needed refine the 
proposal in order to implement it and validate the VRRP 
extension and because of this, also specify the automaton 
and the four remaining elements to each protocol instance 
[7]. 

This paper brings the behavior rules for a HARP instance 
in a physical element, from its FSM viewpoint, which was 
lacking in [5]: items such as parameters and conditions for 
the master election process, input and output conditions 
considered in transitions between states for an instance, 
service specification, and foresee losses of primitives were 
still necessary for an implementation. This refinement 
process yielded the HARP. 

B. Bulding the High Availability Router Protocol 

In this phase, the HARP specification and the creation of 
its elements were done, as well as its hardware 
implementation. The five protocol elements are presented 
with details in Section IV, while the implementation aspects 
are treated here. 

Hardware implementation allows detect some details and 
correct failures which can remain unnoticed when we are 
designing protocols at high levels of abstraction. 
Nevertheless, the production costs to have a specific 
hardware is too large. In this context, use a reconfigurable 
hardware could improve the results and reduce costs, so that 
FPGA is the most indicated for this purpose. 

By using FPGA, it was possible to make corrections after 
each HARP prototyping. This process allows find hardware 
errors, come back to review the specification and fix them. 
This iterative sequence makes possible to specify the HARP 
and prototype a specific hardware till we get a final version. 
The FPGA usage to implement network algorithms has been 
widely used in enterprises and universities due to its 
adaptability and flexibility, reducing production costs as well 
as time-to-market when compared to an ASIC. 

A platform was built in order have a proof of concept of 
the HARP. For that, a scheme was made with three 
prototyping boards simulating network elements, connected 
each other over a star topology. Each NE has an FPGA 
Cyclone 2 [19] connected as shown in Figure 1. 

Each chip relays data to any other one through dedicated 
connections on a flat cable of 40 paths connected to the 
expansion header into the board (36 paths for data and 4 
paths for supply). Service requests are done by pressing the 
activation buttons on the board. The channel was divided in 
three paths with 12 wires each one. 

The activation buttons trigger the services shown in 
Table 1. Each service was tested and after a set of hardware 
reconfigurations, they worked correctly. Since HARP is 
based on timeouts (Subsection IV.D), control delays into the 
states and attempt to all possibility of losses of primitives 
were the main benefit due to FPGA reconfigurability. 

HARP was tested foreseeing the loss of each recognized 
primitive in its vocabulary. Thus, it possible to guarantee that 
HARP can deal with all situations of loss of primitives. 
HARP was tested foreseeing the loss of each recognized 
primitives in its vocabulary.  

Thus, it possible to guarantee that HARP can deal with 
all situations of lost primitives. This analysis was done 
concurrently to the implementation. Some examples of loss 
of messages are given in Subsection IV.D. 

As mentioned previously, Figure 1 represents the proof 
of concept to the protocol elements and it was done 
successfully, but it did not address the system time to 
recovery neither bring data about how long each primitive 
takes to being processed into the HARP core. To treat this, 
we propose a validation system in the next section, capable 
to test any HA protocol. 

C. Validation System 

Figure 2 shows the proposed validation system to test 
HA protocols. It has a virtual element composed by three (no 
limited to) network elements (FPGA) [19] connected each 
other through a shared channel. This channel is connected to 
PCs responsible for generate information flow. 

The system checks HA protocols from the viewpoint of 
interface and channel failures, since this is the main prompter 
of no brain and split brain conditions. Another possible cause 
is the network attack by third parties, but it is out of this 
work scope. 

Each one of NEs in Figure 2 is configured as a System on 
Chip (SoC) centered on an embedded processor. The HA 
protocol may be one SoC component, when implementet 
directly in hardware, or may be a portion of the application 
running over the SoC. 

The SoC should have at least a processor, clock generator 
and memory core. To test the protocol prototyped in 

 
 

Figure 2. Validation System model proposed Figure 1. Proof of concept plataform 
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hardware, it has to be included as a SoC module and a 
hardware abstraction layer must be provided to enable the 
communication between the protocol and the system 
interconnection bus. To test the protocol in software, it must 
be added as a portion of the application source code. The 
application has to be formed by Ethernet, ARP and IP cores. 
PCs generate flow information by using ICMP messages. 

To test HARP, it was included as a hardware module in a 
SoC. In normal operation, the master Ethernet channel was 
intentionally crashed. After that, the Wireshark software [21] 
shown the message exchanging in the PC Ethernet ports, as 
well as the embedded application showed the packets in the 
SoC Ethernet port. Hence, we can control the whole election 
process and get the advertisement messages from the new 
master. 

Prototyped in an Altera Cyclone II EP2C35F672C6 
FPGA, the HARP had used a small portion of available 
resources. The occupied area reached the mark of 9.2% of 
the 33216 logical elements (LE). For testing purposes, it was 
synthesized to an Altera Stratix IV EP1S80F1508I7 FPGA. 
In this second case, the total used area reached only 1% of 
the 182400 ALUTs available in the FPGA [20].  

The actual HARP performance evaluation is based on the 
circuitry [20]. The maximum frequency reached by the 
HARP hardware module is 92.68 MHz. From this point, it 
was established a ratio between the HARP frequency and the 
time required to transmit a bit in different channel speeds. 
This ratio is described in [20] and, summarily, it takes in 
account the size (bits) of a HARP message and the minimal 
time required by the channel to transmit this amount of bits. 

Actual traffic has been considered in a production 
scenario to verify the error rate in a local high availability 
infrastructure. Regarding HARP, only a proof of concept has 
been constructed, as we don‟t have how to reproduce real 
telecommunications network traffic. An ongoing research is 
preparing an environment to couple HARP with other TCP 
hardware modules and submit it to a real traffic in a partner 
telecommunication company. 

IV. HARP ELEMENTS 

The five protocol elements are presented in this section: 
assumptions about environmental, services, vocabulary, 
formatting and procedure rules. To save space, services and 
vocabulary will be shown together. 

A. Assumptions about Environmental 

HARP, as a HA protocol, must to operate in each single 
element into a group of redundant ones. This group forms the 
virtual element, which is seen by the local clients as a single 
point of packets forwarding. Particularly, HARP is projected 
to operate into network layer of the Internet architecture, 
coupled with Internet Protocol. 

B. Services and Vocabulary 

In this section, there is a presentation of all services 
provided by HARP. The primitives are also introduced 
according to the Request, Confirm, Indication and Response 
taxonomy. Table 1 summarizes the services set and specifies 
what messages are exchanging during its execution. 

Subsection IV.D resumes this topic and provides more 
details about services execution and the usage of messages. 

There are also two messages not cited in the Table 1, 
given that they are not part of specific services, they are: 

 Active Slave Request (ACTS_REQ): sent by the 
master, in broadcast, intending update its active 
address table. 

 Active Slave Response (ACTS_RESP): sent by a 
slave, to the master, confirming its activity 

C. Message Format 

In order to attend the services requirements and also by 
operate on network layer of Internet architecture, HARP 
messages have ten fields defined in its first version, as shown 
in Figure 3.  

TABLE 1. HARP SERVICES AND VOCABULARY 

Service  Messages Description 

Keep Alive 
(KA) 

KA Request (KA_REQ) 

Unconfirmed service. It acts as 

heartbeat and is used by the 

master to advertise its availability. 
By monitoring these heartbeats, 

the slaves determine when a 
master instance has stopped. 

Given 

Master (GM) 

GM Request 
(GM_REQ) Confirmed service. Used by the 

master to indicate to the others 

nodes that it is willing to transfer 

its role. The target slave address 
must be included in the active 

address table. 

GM Response 
(GM_RESP) 

GM Failed Request 
(GMFAIL_REQ) 

GM Ready Request 
(GMRDY_REQ) 

Inform Node 
(INF) 

INF Request 
(INF_REQ) 

Confirmed service. A service used 
to indicate that a new node is 

becoming a member of the HA 

group. 
INF Response 
(INF_RESP) 

Remove 

Node (REM) 

REM Request 
(REM_REQ) 

Confirmed service. A service used 

by a slave node, to indicate to all 

other nodes of the group, that it is 
leaving the HA group. 

REM Response 
(REM_RESP) 

Check Brain 
(CB) 

CB Request (CB_REQ) Confirmed service. A service used 

by a slave node to certify itself 

that there is no master node in the 
group HA and avoid the split 

brain situation during the master 

election process. 

CB Response Positive 
(CB_RESP(+)) 

CB Response Negative 
(CB_RESP(-)) 

 
The messages have 128 bits of header in this version 

compliant with IPv4. HARP messages are mainly control 
ones and then have the header bigger than the data field. By 
the way, DATA field is not used yet, but can be used in the 
next versions. Each field is explained following. 

 DEST_ADDR: target IP address. It may be unicast 
or broadcast; 

 SRC_ADDR: source IP address. It says what NE 
sent that message; 

 

Figure 3. Message Formatting 
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 TYPE: protocol type, i.e., reserved number to the 
HARP identification; 

 VERSION: HARP version, in this case it is one; 

 MSG_TYPE: this field indicates what type of HARP 
message is being transmitted; 

 PRIORITY: NE priority, set up by the network 
manager; 

 COUNT_IP_ADD: in a KA_REQ, indicates the total 
of slaves in the HA group, can also be used to tell 
how many addresses are into the data field; 

 DATA_LENGTH: it means how many bits are 
carried in the DATA field; 

 CHECKSUM: verification code to detect errors; 

 DATA: field designated to carry message parameters 
when necessary. 

The 0x0000 and 0xFFFF addresses are reserved. The first 
one means that nothing is in the address field, whereas the 
last one mains broadcast. Next HARP versions can have not 
identical messages to these ones, in order to serve different 
network architectures.   

D. Procedure Rules 

Procedure rules explain the messages exchange and the 
protocol behavior. Intending to express the HARP behavior 
unambiguously,  represents the HARP FSM. Each service 
provided by HARP has a couple of automata representing 
sender and receiver. The FSM in the  is the union of each 
single automaton (according to services) considering sender 
and receiver instances. The final automaton has eight states. 
This section will clarify the transitions between states, 
linking them to each service. 

Some states have timeout intervals as input in their 
transitions. For a while, they are just introduced here, its 
usage is cited over the text. There are five kinds of timeouts 
based on a time interval t, whose values are: TO1 = t; TO2 = 
t; TO3 = (2+Priority)*t; TO4 = t and TO5 = t (sender) or 2t 
(receiver). 

In the case of loss of messages, the HA group can be 
driven to no brain or split brain conditions. A set of 
simulations are conducted along this section in order to show 
how HARP fixes this harmful situations, especially the split 
brain, which can be triggered by distinct actions. 

1) Keep Alive (KA): The node starts at Idle state. Based 

on priority (zero for master and higher to slaves), it will 

from Idle state to Master state or to Slave state. If a node 

assumes Master state, it sends periodically the KA_REQ by 

informing its state. Master uses the COUNT_IP_ADDR 

field to inform how many slaves are in the group. 

2) Inform Node (INF): When a NE wants to come into 

the network, it sends an INF_REQ and waits for a 

INF_CONF from the master. The master will include its 

address into the active address table. A master only needs to 

send INF_REQ when it becomes a slave, but does not need 

wait for confirmation, since the connection is already 

established. 

3) Remove Node (REM): when a NE sends the 

REM_REQ it means that it should be removed of the active 

address table. The requesting node will leave the network 

only after receiving the service confirmation REM_CONF 

sent by the master node. 

4) Given Master (GM): The master NE sends GM_REQ 

and transits to Wait For Given Master Confirm state 

(WF_GM CONFIRM). If it receives a GM_CONF, the NE 

goes to slave state and sends a GMRDY_REQ informing 

the process conclusion. However, if TO1 happens, it sends a 

GMFAIL_REQ informing the receiving error and the 

transition is to Master state again. 
At the receiver side, when the slave NE receives a 

GM_IND, it sends a GM_RESP and goes to Given Master 
Accepting state (GM_ACCEPTING), waiting an interval to 
ensure there is not NE sending Keep Alive messages. If a 
GMRDY_IND arrives, the transition is to Master state, but if 
there is a TO2, a KA_IND or a GMFAIL_IND, the receiver 
returns to Slave state, avoiding the split brain condition. 

Some situations are illustrated within a GM context in 
order to show the HARP ability to recover itself: 

 If GM_REQ is lost, the receiver does not receive 
GM_IND and neither replies with GM_RESP, then 
the master comes back to Master state at TO1 and 
sends a GMFAIL_REQ. Assuming that TO3 is the 
interval to realize the master failure and start an 
election process, TO1 must be lower than TO3, 
ensuring that the will not occur no brain situation; 

 In the case when GM_RESP is lost, GMRDY_REQ 
will not be sent by the sender, so the receiver will 
not go to Master state. The receiver, currently at 
GM_ACCEPTING state returns to Slave state when 
TO2 occur; 

 If GMFAIL_REQ is lost, there is no worry, since 
TO2 or an incoming KA_IND cover this situation; 

 When GMRDY_REQ is lost, the sender now is 
already a slave and the receiver will also return to 
slave. This is the worst case within a GM context, 
but the Check Brain process will be consequently 
started and fixes this situation. 

5) Check Brain (CB): If the slave detects a master 

absence, a process to elect a new master is started. This is a 

crucial point of the protocol. The CB_Flag is used to inhibit 

that the CB process being started by more than one slave at 

the same time.  
If there is a TO3 without KA_IND, the slave NE sends a 

CB_REQ to all others slaves by ensuring there is no master 
and goes to Wait For Check Brain Confirm state 
(WF_CB_CONFIRM). By arriving a CB_CONF(+) or 
KA_IND or happening a TO4, it returns to Slave state, 
knowing there is a master onto HA group. But, by arriving a 
CB_CONF(-), it transits to Master Election state to wait for 
more negatives confirmations, ensure the master failure and 
changes to Master state. 

On the receiver‟s side, when a CB_IND is received, the 
slave NE goes to Search Master state, which verifies the 
KA_IND receiving. If this reception has been successfully, a 
CB_RESP(+) is sent and a transition returning to Slave state 
happens, otherwise an CB_RESP(-) is sent and the this NE 
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also going to Master Election state (which forces it to wait 
for TO5 – t for sender and 2t for receiver, while the sender 
concludes the CB process). 

TO3 interval is based on node priority in order to be 
different in each one of them, so minimizing the probability 
of having more than one slave beginning the election process 
at the same time. Even so, if two slaves start the process 
concurrently, the other nodes will respond the first message 
that arrives to them. O interval 2t with no KA_IND is 
already enough for a slave reply a CB_REQ with 
CB_RESP(-), to ensure the slave with lowest priority can 
also respond. 

If a master becomes unavailable, a new master is elected 
and then the previous one returns to master role, the split 
brain may occur. To fix it, if a master receives a KA_IND, it 
goes to Slave state, if the two masters go to Slave state, the 
Check Brain process is started. 

The nodes in a HA group belong to a multicast group. 
Master sends KA_REQ messages only in this domain. 
Hence, switches can control the message flow to do not 
reach end systems. The same configuration happens about 
the CB_REQ message. It can be transmitted only in a 
multicast group. The rest of the HARP messages are 
exchanged in unicast mode and, because of this, there no 
discussion about to go out on all end systems. 

To make HARP compatible with IPv6, a new message 
format must be done. The vocabulary will be hold as the 
actual, but the fields have to be revised. By keeping the 
vocabulary, there is no need to increase the message size, but 
merely reorganize the fields. Philosophically, it will not be 

performed any change in the protocol, regarding IPv6 
compatibility. On the other hand, the prototyped architecture 
needs to be reconfigured, intending to keep the exploration 
of spatial parallelism and the processing frequency. 

In this work, we were concerned in demonstrate that 
there was a misconception in current high availability 
protocols like VRRP and CARP. HARP is a free split brain 
protocol, but security issues must be opportunely addressed. 
For example, we could introduce some confidentiality and 
authentication to avoid the issue mentioned above. A 
foreseen assumption is respect introducing the tamper-
resistant and tamper-evident environment to the whole HA 
core circuit environment [22]. 

E. Final Automaton 

Thus, by combining the service automatons, it is possible 
generating a global automaton which expresses whole 
protocol instance‟s behavior. Figure 4 shows all events and 
actions arising from this. Description of all states in the FSM 
was seen at Subsection D, as well as all recognized events 
considered to transitions between states. This FSM brings the 
HARP behavior to any provided service. 

The states S5, S6 and S7 (Figure 4) are the main states to 
be visited intending keep the HARP free of the Split Brain 
condition. In case of receiving HARP messages with errors, 
the election process are invoked and the conversation 
between the HARP instances must confirm that more than 
one equipment do not see the master. This avoids that a slave 
becomes master when it owns the punctual failure. 

 
 
 

 
 

Figure 4. HARP Finite State Machine 
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The automaton is well formed and keeps the good 
properties: it is k-limited, guaranteeing the FMS being finite; 
It does not have states that do not present state thereafter, 
i.e., free from deadlock; is free of live-lock, i.e., it ensures 
that there is not a sequence of states that has no successor 
state; and there is always a sequence of transitions/states that 
lead to the initial state. So, the modeling was done 
successfully, guaranteed by complete description of its 
elements and demonstration of good properties. 

V. CONCLUSION AND FUTURE WORKS 

The main contribution of this paper is presenting the 
High Availability Router Protocol and how it fixes the 
algorithmic problems that attack the existing high 
availability protocols. It is important to remark that VRRP, a 
leading protocol of the telecommunications industry, has 
been the benchmark. 

To get HARP, we started from a proposal at high level of 
abstraction, modeled with Petri net. Thus, we made a 
complete specification at a lowest level of abstraction to the 
HARP, without escaping crucial issues to implementation. 

The text shows, especially by analyzing the HARP 
automaton, that HARP maintains the FSM good properties: 
it is k-limited, free from livelock and deadlock and it is re-
initializable from any state. 

The two main problems that attack high availability are 
the no brain and split brain conditions. These problems are 
fixed by the HARP, considering that the new FSM has 
enough states and transitions to cover these possibilities.  
Furthermore, QoS parameters could be considered in order to 
elect the actual router to support a specific traffic. Apart 
HARP has a complete FSM, it introduces a service that 
allows transferring the master role spontaneously. 

FPGA implementation allowed executing updates 
without costs, due to reconfigurability. Thus, it was possible 
change the hardware even after each prototyping. It should 
be remembered that performance and timing parameters 
were not measured till the current version. This phase aimed 
demonstrate HARP correct functioning. Nevertheless, HARP 
can operate in Gigabit network with its current 92.68 MHz 
frequency, reached with a low cost FPGA [20], keeping the 
protocol convergence time pretty lower than one second. 

The time to realize a master failure is actually 3 seconds 
in the existing HA protocols. HARP brings an adaptable 
time, depending on the time to transmit a message in the 
system. HARP default interval to realize a failure is 100 ms. 
It can be higher if in the system, one message takes more 
than 100 ms to be transmitted between HARP instances.  

One issue can be addressed as disadvantages to use 
HARP. It is still missing the considerations about state 
transfer to warranty the failover. In addition, there is no 
specification about load balancing. 

This paper presents results about a new network protocol. 
Such results were built after an iterative process of tests and 
prototyping in reconfigurable hardware. From now on, we 
can foresee the development of a specific hardware based on 
HARP to deal with high availability network. As potential 
future works, we suggest (1) implement the validation 
system, considering TCP/IP protocols in the network and 

link layers and (2) prototype HARP architecture to be 
compliant with IPv6 and clean slate approaches. 
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Abstract—In this paper, we present a network analysis and 

surveillance system based on the Complex Event Processing 

(CEP) paradigm. We demonstrate how complex event 

hierarchies based on single packets can be leveraged for 

detecting attacks such as, e.g., SYN Flooding, and present 

experimental performance results indicating that current CEP 

implementations running on consumer class computers are 

well capable of analyzing network traffic volumes with such 

patterns in the Gigabit range, rendering our approach 

applicable for enterprise network monitoring. 

Keywords—CEP; network analysis; network surveillance. 

I.  INTRODUCTION 

Today, Information Technology (IT) and its underlying 
computer networks are the foundation of virtually all 
business infrastructures. Since mission-critical processes 
depend on the reliable operation of the IT, the continuous 
operation of the network has to be ensured.  Thus, the 
quality, reliability, performance and serviceability of the 
underlying computer network are paramount. Consequently, 
systems for assuring the proper operation of computer 
networks are needed. 

Computer networks resemble, in many ways, a complex 
nervous system interconnecting individual nodes. Their 
operation is affected by a broad range of factors such as, but 
not limited to, e.g., component failures, traffic overload, 
misconfigurations, or attacks. In order to assure the proper 
operation of a computer network, situations which negatively 
affect the network operation must be rectified in a timely 
manner. Ideally, critical situations are avoided altogether by 
detecting and reacting to conditions that may eventually 
become critical beforehand. 

Thus, information about relevant situations is needed. In 
terms of computer networks this means that data about the 
computer network and especially the occurrences in it is 
required. Hence, the very first step for assuring the proper 
operation of a computer network is the collection and 
analysis of data about the computer network. This data is the 
very basis for all other subsequent activities like the 
notification of administrative personnel or the 
implementation of counter measures. 

Gathering and analyzing data in today's complex 
computer network structures is a challenging task. In order to 
acquire a comprehensive overview it is insufficient to collect 
and analyze data at a single point with standalone tools. 
Instead,  a network analysis and surveillance system must be 
capable of distributed operation, allow for the integration of 
heterogeneous data sources, and to quickly and flexibly grow 
or adapt to new situations. 

Ideally, the general system structure will be suitable  for  
an extension beyond network analysis and surveillance and 
support the integration of methods for reactions into the 
overall system. This way, perspectively, a unified network 
management and security infrastructure can be implemented 
that supports the whole network operation, maintenance, and 
security process. 

Consequently, we chose a system approach that is very 
flexible, not bound to a specific application domain, and 
allows for a simple extension. Our approach is based on the 
Complex Event Processing (CEP) [1] paradigm. In this 
paper, we present the general idea of our approach to 
leverage CEP in the field of computer networks and analyze 
its practicability by exemplarily implementing methods for 
detecting different situations in computer networks and 
measuring the performance. While CEP had been already 
used in specialized and isolated areas in the application 
domain of computer networks, to the best of our knowledge, 
no overarching, general and unified system had been 
proposed yet. 

The remainder of this paper is organized as follows: at 
first, we give a summary of different network analysis and 
surveillance approaches. Then, we give an overview over 
work related to our research followed by an introduction of 
the relevant technologies in the fields of network analysis 
and surveillance and CEP. Afterwards, we introduce our 
approach and present the prototype that we used to assess the 
feasibility. Following, we describe the approach we used to 
assess the feasibility of using CEP in the field of network 
analysis and surveillance and present and discuss our results. 
Finally, we conclude this paper with a summary and outlook 
on future work. 

II. RELATED WORK 

While other approaches on employing CEP and event-
driven architecture (EDA) exist in the field of computer 
networks, these approaches are typically employed in 
specialized and isolated application fields only. However, 
they demonstrate that the CEP paradigm, in general, can be 
effectively applied in the application domain of computer 
networks. 

Some approaches aim on implementing intrusion 
detection systems based on CEP [2][3]. These approaches 
solely focus on detecting intrusions and can be viewed as 
evidence that CEP is capable of modeling important 
situations in the area of computer networks. Our approach 
has a wider scope; we use CEP for general network analysis 
and surveillance. This includes the detection of intrusions, 
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but also other use cases like network monitoring or detecting 
congestion situations, misconfigurations, or faults. 

In  [4] and [5], a joined infrastructure for detecting attack 
preparations like so called “stealthy port scans” based on 
CEP is  proposed. This research shows the suitability of 
modeling computer network incidents by means of event 
patterns and illustrates the potential of CEP and EDA for 
creating distributed network surveillance systems.  However, 
[4] and [5] are focused on a single, very specific application 
while we propose to apply the CEP paradigm in the whole 
field of network analysis, surveillance and eventually 
reaction and mitigation. 

Another line of research considers CEP-based systems 
for network management [6]. This work primarily focuses 
administrative aspects and largely ignores technical problems 
like data acquisition, data analysis, or triggering reactions. In 
the long term, we plan to create a unified network analysis 
and surveillance system that enables the seamless integration 
of other components like management systems or reaction 
systems. 

In [7], an approach on using CEP for anomaly detection 
in computer networks is presented. This work shows the 
potential of using CEP-based systems even for advanced 
analysis methods like anomaly detection. However, this work 
is limited on anomaly detection. In our approach, we plan to 
integrated a multitude of possible analysis methods including 
classical, pattern-based approaches, as well as machine 
learning and anomaly detection techniques. 

Performance aspects, both in the field of network 
analysis and surveillance as well as in the field of CEP had 
also been subject to research. In [8], a cooperative approach 
on capturing and processing packets at wire-speed in 
computer networks is proposed. In this work, the load of 
capturing and processing packets in a network is distributed 
among multiple capturing components. This approach is not 
implemented with means of CEP and thus is not as versatile 
and flexible as our proposed approach. 

In [9], a hardware-based CEP engine is presented. With 
this “in-hardware” CEP implementation a throughput of 20 
Gbps could be achieved. This shows the performance 
potential of CEP systems and that CEP systems can be 
implemented in-hardware in order to increase the 
performance. Here, we use general-purpose Java 
implementations. However, depending on the requirements, 
special hardware-based solutions may become viable 
solutions as well. 

There also exist well-known monitoring tools like  
Nagios and Zabbix [10][11]. These tools emphasize on the 
hardware and services and not on the network itself. Devices 
and parameters that are usually monitored include 
performance, like CPU and memory, disk space, 
temperature, databases, or power systems. Furthermore, 
typically, such tools display the gathered data in large 
dashboard-like views. As we will discuss in the presentation 
of our approach, we believe that it is very important to 
support the administrative personal by inferring and 
extracting the important information instead of 
overwhelming them by displaying  all available information. 
Yet, the information gathered by such monitoring systems is 

also very valuable. Hence, we plan to incorporate such 
monitoring solutions in our system as well. Our chosen 
architecture already supports the flexible and effortless 
extension of our system and integration of different data 
sources and provides mechanisms for meaningfully 
processing heterogeneous data from different data sources. 

III. NETWORK ANALYSIS AND SURVEILLANCE 

In order to maintain a reliable, robust, and operational 
computer network, information about the computer network 
and the occurrences in it must be collected and analyzed in 
order to identify issues early on. Apart from noticing 
problems that already affected the operation of a network 
like a defective hardware component, continuous monitoring 
of a computer network also enables to discern trends like, 
e.g., an increase in network traffic or error rates over time, 
and thus aids in identifying and resolving issues before they 
become critical. For example, an upcoming congestion 
situation could be extrapolated by a monitoring system long 
before the actual effects impair the network functionality as 
suitable measures can be prepared and implemented early 
enough. Additionally, continuous monitoring also allows for  
identifying suspicious activities which may be related to 
ongoing attacks or attack preparations. 

 Thus, the very first step in assuring the proper operation 
of computer networks is to gather information about the 
network and the occurrences in it. 

The act of gathering this data is referred to as network 
analysis and surveillance or network reconnaissance [12]. 
While usually the analysis of the  data and the deduction of 
meaningful information is also usually considered part of 
network analysis, surveillance or network reconnaissance, 
we primarily consider the data acquisition part here. 

Data acquisition can be distinguished into passive and 
active approaches [13]. Passive data acquisition is based on 
observing the network only whereas active data acquisition 
also generates network traffic, e.g., by attempting to contact 
a device. Here, we only consider passive approaches due to 
space limitations. 

Examples for activities that may be observed in computer 
networks include packets being transmitted, connections 
being established or torn down, attackers scanning a 
network, hosts being added or removed from a network, or 
services being announced, requested, or used. While there is 
a multitude of different activities that happen in computer 
networks, there are only few “elementary” data acquisition 
techniques, namely: 

 Packet capturing (also known as sniffing); 

 Connection tracking, and 

 Netflow-based methods. 
These techniques have different properties and different 

advantages and drawbacks. Packet capturing provides the 
most information [14] as, in principle, all transmitted 
information is accessible. However, the actual outcome 
depends on factors like, e.g., the placement of the data 
acquisition device, the network technology, or the network 
topology. In general, capturing (and analyzing) packets  can 
be a costly operation. Considering a fully loaded Gigabit 
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Ethernet (1000Base-T) [15] transmitting Ethernet packets 
with a payload of 1,500 bytes only, we obtain a packet rate of 
approximately 82,000 packets per second; for minimum size 
packet (520 bytes) approximately 240,000 packets per 
second. 

These rates are important because the monitoring system 
must be dimensioned accordingly. If the number of arriving 
packets exceeds the number of processed packets for a 
duration, the queue memory will eventually be exhausted 
and packets will be randomly discarded leading to 
information loss. Various approaches for achieving high 
capture rates exist, such as, special setups [8], optimized 
software [16], special hardware, or combinations thereof. 

Connection tracking observes state changes of 
connections in a network [17]. While, formally, connection 
tracking is only applicable for stateful connection protocols 
such as, e.g., TCP [18], the notion of an implicit connection 
and states has also evolved for connectionless protocols, 
such as, e.g., UDP [19]. 

One advantage of connection tracking is that most 
implementations are highly optimized and known to perform 
very well. An example is nf_conntrack from the Linux 
Netfilter Project, which is, e. g., utilized by stateful Linux 
packet filters, like the well established iptables 
implementation. However, the amount of information which 
can be obtained from connection tracking is quite limited 
compared to packet capturing. 

Netflows are also a performance-friendly form of 
providing information about network traffic in an aggregated 
form. A netflow is defined as unidirectional data flow 
between two endpoints and fully characterized by the 5-tuple 
of source and destination network layer address, source and 
destination transport layer port, and transport layer protocol 
type. When netflows are used for monitoring, further  
information about each flow is collected such as, e.g., packet 
counts and byte counts. From the perspective taken here, 
netflows can be considered similar to connection tracking 
and have the same advantages and disadvantages. It is worth 
mentioning that many commercial network interconnection 
devices likes switches and routers allow to export netflow 
data out of the box, and standards have been defined for 
exporting and importing netflow information [20][21]. 

A. Desirable Properties 

In the following, we will outline desirable properties for a 
network analysis and surveillance system. 

Distributed data collection: Nowadays, IT 
infrastructures and the underlying networks are spread 
topologically and topographically. Companies and 
governmental institutions have several subsidiaries, which 
are all integrated into the overall IT and network 
infrastructure.  Even in smaller businesses the company 
network is usually composed of different subnetworks. In 
order to get a comprehensive overall picture of the situation 
in such networks, it is insufficient to collect data at a single 
place. Instead, data about all topographical and topological 
parts of the network is required. Hence, data must be 
gathered at a large number of different places in the 

computer network. The underlying network analysis and 
surveillance infrastructure must support this. 

Heterogeneous data sources: many different ways for 
collecting data about computer networks exist. The 
individual approaches have advantages and disadvantages. 
While, e.g., packet capturing provides a very high detail of 
information, it is perfomance-intensive. Connection tracking, 
on the other hand, requires less performance but also offers 
less detailed information. The required level of detail  
strongly depends on the actual application scenario. 
Furthermore, as we will show, it is even possible to derive 
the same higher-level information from different types of 
natural events. Additionally, some approaches may deliver 
information that cannot be retrieved by other means. Thus, in 
order to acquire a complete overview of a network and the 
occurrences in it, ideally, multiple, heterogeneous data 
sources should be used. 

Near realtime information: In computer networks, it is 
often required  to swiftly respond to hazardous situations; 
e.,g., failures must be compensated for quickly or attacks 
must be stopped early. Therefore, the available information 
about a network must be as current as possible. Ideally, the 
information should be available immediately when incidents 
in a network happen. A network analysis and surveillance 
infrastructure should support the propagation of  information 
in a timely manner such that the information is available in 
near realtime, i.e., “soon enough” or “in a timely manner” to 
react meaningfully [23]. We refer to this property as "near 
realtime" since strict definitions for “realtime” exist in other 
areas of computer science, particularly in the scope of 
embedded devices and realtime hardware. 

Focused user interface: It is equally important that the 
important information can easily be found and that it is easily 
understandable. In the field of network analysis and 
surveillance, vast amounts of data are available. Thus, 
identifying the important information is crucial in order to 
enable taking correct decisions. Administrative personal can 
only perform its tasks efficiently and solve problems quickly 
if the important information is presented in an easily 
perceivable and understandable fashion. Confronting the 
administrative personal with too much information 
significantly slows down the decision making process. 
Presenting to much unimportant information may result in 
in-effective actions being taken. In the worst case, 
unimportant or even misleading information may result in 
the wrong, counter-productive decisions. Thus, a network 
analysis and surveillance system should assist the 
responsible administrative personal by presenting the 
important data in a way that is easily understandable and 
quickly perceivable. 

While the above  list of desirable properties of a network 
analysis and surveillance system is not meant to be 
extensive, we believe  it covers  the most important aspects  
for such a system. In the following, we will motivate our 
choices and results presented here by referring back to these 
desirable properties. 
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IV. COMPLEX EVENT PROCESSING 

In the following, we will present the salient features of 
Complex Event Processing (CEP) and define some 
terminology. Please refer to the  Event Processing Glossary 
[24] for more details. 

Complex Event Processing (CEP) is an approach for 
processing data in form of events [1]. A typical usage 
scenario is to infer increasingly complex information from 
simpler information by correlating the simpler information 
with each other. Other frequently used actions are filtering or 
transformation of information.   

In CEP, the basic unit of information is an “event”. 
“Event”, thereby, has at least two meanings. Firstly, so called 
“natural events” are occurrences that naturally happen in the 
field a CEP system is applied in. The field in which a CEP 
system is applied in is also referred to as the “application 
domain” of the system. In the application domain of network 
analysis and surveillance, a natural event is, e. g., a packet 
being transmitted or a connection state being changed. 
Secondly, the other meaning of “event” is the entity that is 
processed inside a CEP system and which contains 
information describing this event. This entity can also be 
seen as an “event object” that carries information inside a 
CEP system, possibly about a natural event. Please note that 
event objects inside a CEP system do not necessarily relate 
to natural events outside the CEP system. The information 
contained in such an event object is also referred to as “event 
properties”. 

Inside a CEP system, events are processed. One of the 
most powerful operations is the derivation of events from 
other events. We use the terms “simpler events” and 
“complexer events” to clarify the relationship between the 
processed and the derived events [25]. Complex events may 
be derived from simple events directly, but can be also be 
derived from other (intermediate) complex events. 

The actual correlation of events happens in a component 
known as the “CEP engine”. The CEP engine is one of the 
key components of every CEP system. For inferring 
complexer events from simpler events special processing 
rules are used. These processing rules are usually expressed 
in an Event Processing Language (EPL). The actual form and 
syntax of an EPL depends on the respective implementation. 
One popular way to express EPLs is in a way similar to 
Structured Query Language (SQL), but with additional 
functionality for correlating events [26]. 

A more general term in this context is “derived event”. 
“Derived events” are events which were processed by some 
mean. Thereby, it doesn’t matter if events had only been 
filtered or transformed or had been inferred from other 
events with means of a CEP engine. 

Closely related to event objects is the idea of an “event 
type” or “event class”. In a nutshell, an “event type” roughly 
defines the structure of concrete event objects. However, 
please note that an “event class” is not a class in the object-
oriented paradigm. An event type definition is much less 
strict than a class definition in object-oriented languages. 
When considering the application domain of network 
analysis and surveillance one event type is that of a packet 

being transmitted. A packet can be of many different protocol 
types like TCP, UDP, ICMP, or ARP [27][28]. Clearly, all 
these protocols contain very different information and so do 
the resulting event objects inside the CEP system. So, an 
event type in a CEP system can be more seen roughly similar 
to an eXtensible Markup Language (XML) Schema 
Definition (XSD) than a class in the object-oriented sense. 

When events are derived from each other, typically, 
events of one class or type are derived from events of 
another type. The relationship between these complexer and 
simpler events can be represented in a directed graph with 
the event types being the vertices and the edges resembling 
the derivation relations. The direction of the edges indicates 
the derivation relation from simpler events to complexer 
events. Such a graph representation of events and their 
relations is also referred to as “event hierarchy”. 

The event processing itself is usually composed of a 
larger number of other components. When the events are 
processed in a CEP system they usually flow through what is 
also called “Event Processing Network” (EPN). An EPN can 
consist of different components like event filters, event 
transformers, CEP engines, or communication 
infrastructures. In Figure 1, an exemplary EPN is depicted. 
The feedback loop at the event pattern matching component 
indicates that increasingly complex events can be derived in 
an iterative manner. 

The communication infrastructure that is used in a CEP 
system can be manifold like common network sockets, 
higher-level infrastructures like Message-Oriented 
Middleware (MOM) [29] or an Enterprise Service Bus 
(ESB) [30] or traditional mechanisms for interprocess 
communication, like shared memory when components are 
locate on the same system. 

V. OUR APPROACH 

Much information about a computer network inherently 
has the nature of events. Many different things happen in 
computer networks all the time and naturally occur as events. 
The different events range from low-level to high-level. 
Examples of events happening in a network are packets 
being sent, connections changing the state, hosts “entering” 
or “leaving” a network, services being announced, requested, 
or used, devices failing, or attacks taking place. 

Hence, in our opinion, an event-driven architecture [31] 
is the natural choice for processing data in the application 
domain of network analysis and surveillance [32]. In an 
event-driven system, the processing of data is triggered 
instantaneously upon the arrival of new data. Thus, an event-

Figure 1: Simple Example EPN. 
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driven system supports the processing of data in near 
realtime. This actively helps to fulfill the desired property 
that a network analysis and surveillance system shall operate 
in near realtime. 

In event-driven architectures, data exchange also follows 
the event-driven paradigm. One approach for communicating 
data inside event-driven systems is via messages. Messages 
simply contain the event data that needs to be exchanged. 
Thereby, messages can be exchanged locally via “classical” 
interprocess communication or via different hosts across 
computer networks. This allows to integrate components 
from different spatially distributed locations. Thus, we can 
address the desired property of integrating distributed event 
sources this way. 

However, using the event-driven paradigm alone is not 
sufficient for addressing the other desired property: a focused 
user interface that aids the administrative personal in 
identifying and solving critical situations. It is crucial that the 
important information is clearly and easily perceivable and 
understandable. Thus, a mechanism for efficiently filtering 
information and inferring high-level information is required. 
Consequently, we chose CEP as paradigm because this not 
only offers all features of an event-driven architecture but 
also allows to filter information and most important of it all 
enables to infer high-level information. 

Furthermore, the message-driven event exchange results 
in a loose coupling between the individual components. The 
loosely-coupled infrastructure in combination with the  CEP 
paradigm allows for the simple integration of heterogeneous 
components. In Figure 2, the general architecture of our 
proposed system is depicted. Our prototype takes advantage 
of all these properties. It combines the capability of 
integrating heterogeneous data sources at distributed 
locations with an EDA and a CEP engine. 

VI. EVALUATION 

In order to assess the feasibility of our approach we 
implemented a CEP-based network analysis and surveillance 
system as prototype. We tested this prototype in real world 
network scenarios. Furthermore, we performed synthetic 
load tests for benchmarks. 

In a CEP-based system, event patterns are used for 
processing information. For meaningfully applying a CEP 
system in a respective application domain, it is crucial that 
the intended application domain can be modeled with means 
of event patterns. To show that CEP can be meaningfully 

applied in the application domain of network analysis and 
surveillance we developed different event patterns and tested 
these in real-world network scenarios with our prototype.  
The event patterns were written in the Esper EPL language 
[26] and aim on detecting different situations in a computer 
network. These EPL patterns serve as proof of concept 
implementations and show that it is possible to effectively 
deduce meaningful high-level data in the application domain 
of network analysis and surveillance with means of CEP. In 
Figure 3, we show an exemplary event hierarchy for 
detecting Denial of Service (DoS) attacks. 

We actually implemented different event patterns for the 
DoS attack scenario. It is, e. g., possible to conclude from a 
TCP SYN packet that is not followed by an established TCP 
connection that something irregular is happening; only the 
initial SYN packet was observed but the actual three-way 
handshake didn’t happen. When there is a large number of 
such events within a short time it can be concluded that a 
SYN flood is going on and in turn it can be concluded that a 
DoS attack is performed. The act of checking for the absence 
of a certain event as described here is also referred as the 
“absence pattern” [33]. Similarly, it could be concluded that 
an DoS attack is going on by just looking at the frequency 
with which SYN packets are sent without looking for non 
established connections. In the event hierarchy shown in 
Figure 3 the optional ways for deriving events are indicated 
by dashed edges. For the sake of brevity we only depict and 
explain one exemplary event hierarchy. However, we could 
successfully implement many other patterns, e.g., for 
detecting ARP spoofing attack, congestion situations, or 
brute-force attacks. This example illustrates that the  domain 
of network analysis and surveillance can be modeled with 
means of event patterns. 

 
Furthermore, in the example from Figure 3, it is also 

possible to use events from connection tracking for detecting 
DoS attacks. This property can, e.g., be leveraged for 
optimizing the performance of a network analysis and 
surveillance system. In our prototype, we implemented and 

 

Figure 3: Exemplary Event Hierarchy for Detecting Denial of Service 

Attacks. 

Figure 2: System Overview. 
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tested the DoS detection pattern shown in Figure 3 for 
natural events from packet capturing and connection 
tracking. Both variants showed to be capable of detecting the 
same DoS situations. With this example, we could show that, 
thanks to the loose coupling enabled by the CEP and EDA 
paradigm, the integration of heterogeneous data sources with 
our approach is simple and quick. 

In order to assess the performance of a CEP system in the 
application domain of network analysis and surveillance, we 
exemplary used the Java-based, general purpose Esper CEP 
implementation. For our benchmarks, we used three different 
event patterns from the targeted application domain based on 
natural events from packet capturing: a simple pattern for 
simply filtering the input data, a pattern with average 
complexity for calculating the time between the occurrence 
of certain packets, and a complex pattern for detecting the 
TCP three-way handshake. The sample data had been 
collected with Wireshark. For the benchmarks, the data was 
synthetically fed to the CEP engine at different rates. For 
each measurement, the rate with which the data was 
“replayed” was constant. During each measurement run, we 
determined the CPU usage of the system and the percentage 
of events that could be successfully processed. The computer 
system on which we made the benchmarks was a common 
consumer class laptop with an Intel Core i5 CPU and 4GB 
memory. In order to avoid measuring artifacts of multi-CPU 
features as offered by this CPU, like impacts on multi-
threading, etc., we artificially disabled the multi-processor 
functionality of the CPU. 

The results of our benchmarks are shown in Figure 3. 
Please note that we used the rate of input events for the x-
axis. The overall rate of events inside the CEP engine is 
usually higher because the derived events also attribute to the 
overall event rate. Similarly, we calculated the ratio of 
successfully processed input events for the statistics. 

It can be clearly seen that the actual performance strongly 
depends on the complexity of the respective event patterns. 
Thereby, the percentage of successfully processed events is 
approximately 100% as long as enough CPU resources are 
available. Once the CPU resource limit is reached, the 

percentage of successfully processed events continuously 
decreases with increasing input event rate. Thus, we consider 
the highest rate of input events for which the percentage is 
still 100% as the maximum achievable rate for the respective 
event pattern. For the simplest patterns, we could achieve a 
throughput of ~170.000 events per second; with enabled 
multi-processing this was even higher, in the magnitude of 
500.000 events per second. However, with multiple CPU 
cores, the result data showed some irregularities that we 
attribute to the multi-CPU features. For the sake of clarity 
we, therefore, disabled the multi-CPU support via the 
operating system. For the average complexity pattern, the 
maximum achievable throughput in our test setup is about 
125.000 events per second. Meaningfully processing the 
most complex pattern was not possible at all; even at a rate 
of 5000 input events per second it was not possible to get a 
event processing rate near 100%. Still, this shows that even a 
general purpose CEP engine on consumer class commodity 
hardware CEP can generally perform with Gigabit Ethernet 
speed with a packet rate of roughly 82000 events per second. 
Yet, the actual performance strongly depends on the 
respective event patterns. With increasing event pattern 
complexity the performance degrades until it becomes 
impossible to meaningfully process the input data. However, 
this strongly depends on the applied event patterns. 
Furthermore, we purposely used packet capturing as data 
acquisition approach as it has the highest rate of emitting 
data. Other approaches like connection tracking or netflows 
emit data at a much lower speed. Additional ways for 
compensating performance issues are additional pre-
processing and filtering steps. 

Also, note that the CEP engine we used for 
benchmarking is a general-purpose implementation, which is 
intended to run on a large variety of platforms. In the field of 
CEP, there is also work and research on highly optimized 
CEP engines that leverage hardware acceleration. 

VII. CONCLUSION AND FUTURE WORK 

Computer networks are crucial for the operation of 
nowadays IT infrastructures. Failures in computer networks 
very often directly impact the functionality of the 
corresponding IT with possibly severe consequences. Thus, 
maintaining operational computer networks is highly 
important. 

Modern data processing paradigms, modern IT 
infrastructures and architectures, and increased performance 
open up new possibilities for gathering, processing, 
combining, and using data. We take advantage of this and 
propose an improved approach for network analysis and 
surveillance. 

Based on an overview of existing approaches for network 
analysis and surveillance, we defined and explained desirable 
properties for a modern network analysis and surveillance 
system. Our approach on addressing these requirements is to 
leverage the CEP and EDA paradigm of data processing. 
Based on these technologies, we could successfully 
implement a distributed network analysis and surveillance 
system prototype that operates in near realtime and offers 
powerful functionality for processing, filtering, and enriching 

Figure 4: CEP Performance Comparison for Events with Different 

Complexity. 
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information. We tested our system in real world networking 
scenarios and with benchmarks. The results, so far, show that 
our approach works and is suited to fulfill the requirements 
we stated. 

In future, we are going to further extend our system. We 
are currently working on integrating machine learning and 
anomaly detection techniques into the system. This way, we 
will further improve the capability of the system for 
deducing meaningful information and detecting important 
situations. We will also test the system in more scenarios and 
will optimize the performance. 
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Abstract—The on demand access, provided by Next Generation
Networks (NGN), will allow users of mobile devices to choose
from and connect to networks with no pre-established service
contract. Besides signal strength, knowledge about different
parameters of the available networks shall base the selection of
the attachment point to use. No mechanism currently available
provides the desired integrated support for network discovery
and on demand access. This paper presents MYHand, an archi-
tecture for providing extended information in NGN scenarios. By
using the IEEE 802.21 protocol Basic Schema and part of the Y-
Comm architecture, MYHand improves the handover managed
by mobile devices (user-centric management). This paper also
presents an extension to the IEEE 802.21 Basic Schema, which
is used by MYHand for extra information exchange between
mobile devices and heterogeneous networks.

Keywords-NGN; MIH; Y-Comm; Handover Management

I. INTRODUCTION

Internet service providers currently share a relatively static
market where a multitude of mobile devices send and receive
data using different wireless technologies. Costs and different
aspects of Quality of Service (QoS) are key factors for
customer fidelity. Next Generation Networks (NGN) [1] will
change this scenario by providing support for multimedia
services and device mobility, accompanied by mechanisms
for network discovery and selection. Other features of NGNs
include the simultaneous support for different transmission
technologies and overlapping network coverage.

NGNs will bring the user to the center of a handover deci-
sion process, which shall be done transparently, by matching
pre-established desired QoS parameters with the character-
istics of the available networks. Handover is defined as the
switching of the Point of Attachment (PoA) of a mobile
device [2]. A handover can be classified as a horizontal
handover, which occurs when the new point of attachment is
technologically identical to the previous one, or as a vertical
handover, which occurs when the new PoA is technologically
different to the previous one [3].

An advanced classification of handover divides it into two
types: imperative or alternative [4]. Imperative handovers

occur due to technological reasons such as signal strength,
coverage and QoS, and it is called imperative because there
may be a severe loss of performance if they are not performed.
Alternative handovers occur due to reasons other than techni-
cal issues, such as, pricing, incentives, preferences, context, or
available services.

Information about networks within reach includes SSIDs,
signal strength and noise ratio, when using IEEE 802.11
interfaces, and network IDs, and frequency related parameters
for different 3G networks. Network discovery, however, may
imply switching different communication interfaces into a
costly scanning procedure. Besides, several QoS parameters,
and dynamic billing information cannot be observed by such
mechanisms.

Authentication, authorization and accounting (AAA) also
challenge the viability of NGNs since, in the envisioned on-
demand service model for NGNs, no fixed contract will be
required to allow an user access to the available network
infrastructures. The use of multiple access technologies be-
comes an implication, because different terms can be used for
the same information. For instance, parameter jitter is called
”jitter” in IEEE 802.11, ”tolerated jitter” in IEEE 802.16, and
”delay variation” in 3GPP networks.

No mechanism currently available provides the desired in-
tegrated support for network discovery and on demand access.
Even if the support for IEEE 802.21 [5] services are available
in a network, terminology issues make it difficult to correctly
detect events and match the desired QoS with the offered ser-
vices. Only a rich and coherent set of information will enable
the envisioned dynamic and on demand service selection in
NGNs. Dynamic handovers and the free competition among
providers shall then benefit users in a virtuous cycle.

As the variety of wireless technologies and mobile devices
is increasing, the discovery and selection of networks is
becoming an important issue. This paper presents MYHand, an
architecture for providing the mobile devices with additional
information for dynamic handover decisions in Next Gener-
ation Networks. The name MYHand stands for ”MIH-based
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and Y-Comm-based Handover Management”. In the MYHand
architecture, network information is provided to the nodes
via Y-Comm [4] [6], along with instances of the information
service (MIIS), events service (MIES), and command services
(MICS) of the IEEE 802.21 protocol [5]. An extension to the
IEEE 802.21 Basic Schema (Extended Schema) was also intro-
duced wherewith the provider can offer additional information
to the mobile devices, including incentives, thus increasing
competition among access providers. MYHand optimizes the
handover process as it aids in the early and effective discovery
of available networks. A flowchart is presented, which details
an alternative handover procedure with minimum throughput
requirement, using MYHand architecture. Simulation results
based on this architecture show that the mobile user could
prioritize a preference without loosing the access quality.

Unlike other works, the proposed extended schema focuses
on alternative handover, although MYHand could also be used
in imperative handovers. In addition, MYHand is user-centric,
i. e., the handover if managed by the user device, as opposed
to network-centric, offering greater freedom of choice.

As contributions of this work, we highlight the benefits
for providers and mobile users. By adopting the proposed
architecture, providers can disclose additional informations
other than usual, for instance, incentive information, and thus
attract new users. Besides, MYHand can be extended to
offer any kind of information, including service offering. The
information provided by the MYHand architecture will help
the mobile in the discovery and selection of an access network.

The rest of the paper is organized as it follows. Section
II presents some approaches to obtain information about
available networks. Section III presents some related works.
MYHand architecture is presented in Section IV. The last
section concludes the paper and suggests some future work.

II. STRATEGIES FOR SELECTING TRANSMISSION
INFRASTRUCTURE IN NGN

The choice of a network depends on the knowledge of the
available options at each time. For this purpose, an operational
entity running on the device in the form of a high-level process
or something embedded inside the kernel should do a matching
between the user desired features in terms of price and QoS
parameters, for instance, and the available options.

There are different approaches to find out the available
networks in the mobile device vicinity. At a lower level, it
is possible to scan for the available access points of each
network interface on the device. Using IEEE 802.11 networks,
for instance, it is to know the available access points (APs) and
their characteristics such as frequencies and signal strength.
The same goes to Wimax and LTE networks. To this end,
the decision-making entity should start a scanning process
with the desired frequency. A consequence of this periodic
scanning is the transmission interruption by the interface being
queried, thus decreasing the throughput and increasing the
power consumption.

The IEEE 802.21 protocol [5] introduces events that could
minimize the need for periodic scanning for mapping available

Fig. 1. Y-Comm Architecture, extracted from [6]

access points. If supported by a device, this standard foresees
that the network interface itself, possibly using driver support
in the operating system, performs a search for the desired
network and generate notifications for a client entity that
registers interest in such information. At a broader level, an
element called MIIS (Media Independent Information Service)
may be present in some device on the same network to collect
information on the available access points and provide them
later to probing customers. In this case, it avoids scanning on
each mobile device. The communication between the client
decision entities and the MIIS server occurs using application
protocols over TCP/IP.

In the Y-Comm project [4] [6], an entity present in the
Network Management layer performs equivalent functions to
those provided by the MIIS, sending some information to the
mobile, such as, network topology, resources, QoS parameters,
etc. Obtaining such information also minimizes the need of
scanning. The possibility of performing authentication on de-
mand with a target network extends the functionality provided
by the IEEE 802.21, but it is expected in Y-Comm, which
communicates with several access providers.

The Y-Comm architecture is divided into layers and it is
composed by two frameworks, as shown in Fig. 1. The Pe-
ripheral Framework, implemented in the Peripheral Network,
deals with operations and functions on the mobile, and the
Core Framework, implemented in the Core Network, which
deals with the functionality required in the core network to
support the Peripheral Framework. A detailed explanation
about each layer can be found in [4] and [6]. In this paper,
the terms Peripheral Framework and Peripheral Network are
used interchangeably (the same to Core).

To understand how Y-Comm does handover, Fig. 2 shows
a proactive handover procedure. The Network Management
layer (NML) provides the AAA system, which is not provided
by IEEE 802.21, and stores information about local networks.
In the mobile, the Policy Management layer (PML) polls
the Network Management layer (NML) to obtain information
about all local wireless networks, their topologies and QoS
characteristics. This information, along with others provided
by higher layers such as, location, speed and direction are
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Fig. 2. Proactive handover using Y-Comm, extracted from [4]

used by the PML to evaluate the circumstances under which a
handover should occur. The PML can be configured with some
rules related to handover decision. The PML also calculates the
Time Before Vertical Handover (TBVH) and communicates
this information to the Vertical Handover layer (VHL), which
requests resources to the Reconfiguration layer. In addition,
once the PML decides to hand over, the new IP address, the
new QoS, the TBVH and estimated Network Dwell Time are
communicated to the upper layers. The Network Abstraction
layer, both in the peripheral and core network, is responsible
for providing a common interface to manage and control all
the network links, and for sending L2 events to the PML.

MYHand is an application of the dynamic negotiation
model trading under Y-Comm project, adding facilities of
the MIHF (Media Independent Handover Function) services
(event, information and command) supported by an extension
of the Basic Schema. This extension provides a more efficient
interaction between mobile and access network in terms of
information exchange.

III. RELATED WORK

There are several works related to network discovery and
handover optimization using IEEE 802.21 protocol. In [7] the
authors propose a multiple attributes decision making-based
terminal controlled vertical handover decision schema using
IEEE 802.21. The proposed schema is compared to RSS-based
and cost function-based schema through simulations, which
show that the proposed schema provides smaller handover
times and lower dropping rate than the RSS-based and cost
function-based vertical handover methods. But the authors
focus on decision making in the integrated Wi-Fi and Wimax
networks. MYHand architecture is designed to work with any
network technology. In [8] the authors propose an architecture
of MIIS server and the procedures for handover optimization,
which avoid scanning and reduces energy consumption, but
the management is network-controlled. Both works are aimed
for imperative handover.

A lot of work focuses on handover optimization. Rizvi et. al.
[9] presents an intelligent vertical handover decision algorithm
and points out other works. In [10] the authors present an

overview of the handover decision strategies, which are classi-
fied in categories, and present a new approach which considers
context-aware and policies, aided by a Fuzzy Logic system.
In [11] the authors present a multiservice vertical handover
decision algorithm (MUSE-VDA) and a general cost function
used to choose a target network. In [12] the authors describe a
policy based handover decision algorithm (POLIMAND) and
point several link layer parameters in heterogeneous networks
used in the decision making. These works do not use IEEE
802.21, in a way that higher layers do not receive notifications
from the lower layers when an important event occur.

The IEEE 802.21 protocol does not specify how the infor-
mation of the available networks is filled in the databases.
The authors in [13] propose a mechanism for this. Thus, this
related work can be used as an adjunct to MYHand. In [14] the
authors propose a new architecture for network discovery and
a solution for the construction of the information database.
Their work focuses in mobile-assisted and network-assisted
proactive handover (when the mobile attempts to know the
condition of the various networks at a specific location before
the mobile node reaches that location) and pre-authentication.
In this architecture, the information stored in the servers is
restricted to the ones registered by the mobiles from visited
networks and the information that Reporting Agents (RAs),
present in each network, catch via SNMP and send it to the
information server. In [15] the authors propose an Hierarchical
IEEE 802.21 Information Service Management infrastructure,
which places MIIS servers in three levels: Zone MIIS, Local
MIIS, and Global MIIS, aiming to improve the response time.
In the MYHand architecture, the Y-Comm information server
obtains information from many different places as, for in-
stance, its local database, MIIS servers, and other information
services such as the WFP server [16].

The works related to network discovery found in the lit-
erature concerned with technological information, needed for
imperative handover process. MYHand extends the network
discovery by embedding additional information related, for
instance, to incentives, required for alternative handover pro-
cess [17]. The extended schema presented in this paper is
focused on alternative handover, but MYHand can optimize
both, imperative and alternative handovers.

IV. MYHAND ARCHITECTURE

This section presents the extended schema and the MYHand
architecture, as well as its validation.

A. IEEE 802.21 Information Service Schema

The Information Service Schema is an RDF/OWL ontology
(Resource Description Framework / Web Ontology Language).
The schema is used in the IEEE 802.21 Information Service
to define the structure of each information element, as well as
the relationship among the information elements. The IEEE
802.21 Information Service schema is supported by every
MIHF that implements the MIIS to support flexible and
efficient information queries.
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Fig. 3. Proposed Extended Schema Relationship

The RDF/OWL schema definition for MIIS consists of
two parts: the basic and the extended schema. The MIIS
RDF/OWL representation method is extensible using an ex-
tended schema.

B. Proposed Extended Schema

Due to the independence of service-related functions from
underlying transport technologies in NGNs, and appearance
of new technologies, it is expected more concurrence among
access providers. The proposed schema extends the selection
of new networks, embedding information related to incentives,
enriching the alternative handover, in which the device may
choose the target network based on incentives.

Fig. 3 shows the proposed extended schema in the form
of a new element, called Incentive, which is related to Thing
and NETWORK. Thing is a generic element of RDF/ OWL
language which defines the basic type for an element, from
which all other elements inherit their properties. The element
NETWORK aggregates information from other elements, re-
lated to a certain network, such as network type, Point of
Attachment list, Operator ID, among others, and the Incentive
element becomes another attribute of NETWORK.

The element Incentive is a simple example on how MYHand
architecture can improve handovers. This element provides
information about amount of credits offered to the user, who
connects to a certain access provider. This amount of credits
can be used for future connections, for gaining discounts for
example, and thus be an attractive to the loyalty of the user.
This element has two properties, according to Fig. 3:

Credits: credits to be assigned to the user during the network
usage. It is associated to property ’unit’;

Unit: amount of time, in seconds, that the user must keep
connected for gaining that amount of credits. For instance, the
incentive is 3 credits for each 60 seconds connected.

Part of the proposed extended schema definition is shown in
Fig. 4 as an XML document. The extended schema is obtained
through DHCP service by the same way that the Basic Schema
[5].

C. MYHand architecture

Fig. 5 presents the MYHand architecture with four entities
involved: the MobileNode (MN), the Serving Point of Attach-
ment (PoA-S), with a co-located Serving Point of Service
(PoS-S), a Candidate / Target Network and a MIIS Server,
each of them with IEEE 802.21 modules properly inserted in
the Y-Comm layers.

The Mobile Node (MN) can have more than one net-
work interface. The MIHF module is located in the Net-

Fig. 4. Proposed extended schema definition

work Abstraction Layer and it is responsible for the ab-
straction of the network interfaces to the higher layers. This
module receives commands and sends events and informa-
tion to the Handover Manager module, receives commands
from Vertical Handover Manager and forwards commands
from higher modules to remote MIHFs. The Service Access
Points MIH SAP, MIH LINK SAP and MIH NET SAP are
the interfaces between the MIHF and the other modules.
The Handover Manager module acquires information from
the device, user and networks (MIH Get Information and
MIH MN HO Candidate Query commands) and it decides
when and to which antenna a handover should be done.
The Vertical Handover Manager module receives commands
from the Handover Manager module calling for a handover
(do handover), acquires target network resources and actually
performs the handover (MIH MN HO Commit). Both, the
Handover Manager and Vertical Handover Manager modules
are implemented as MIH Users. The Mobile IP protocol allows
the user mobility at network level.

Still in Fig. 5, the PoA-S/PoS-S is the network point to
which the MN is directly connected. In the PoS-S and other
PoSs, the MIH-LINK-SAP is not necessary because the MIH
Users do not need to communicate with modules below the
MIHF. The MIHF module abstracts the network interface to
the upper layers and forwards remote MIH commands to the
respective modules. The Handover Manager module acts as
an MIIS Server proxy and it is the responsible for providing
information to the MN. This information can be gathered
from a local database, a server information MIIS Server
(MIH Get Information) or other possible sources. This mod-
ule also verifies resource availability at candidate networks by
means of the MIH N2N HO Query Resources message. The
Resources Manager module (RM) requests resource allocation
to the MN in the target network.

In the Candidate/Target Network, the MIHF module also
abstracts the network interface to the upper layers and forwards
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Fig. 5. MYHand architecture

remote MIH commands to the respective modules. The Han-
dover Manager module checks and informs to the Handover
Manager of the PoS-S about resource availability for new
connections. The Resources Manager module (RM) allocates
network resources to an user who will connect to this access
point, when requested by the RM of the PoS-S.

In the MIIS Server, the module which implements the in-
formation server receives and responds to information requests
about available networks in a given area.

For better understanding the architecture operation, Fig. 6
shows a flowchart which details an alternative handover proce-
dure with minimum throughput requirement, which prioritizes
the amount of credits that a provider offers, as explained in
Section IV-B. IEEE 802.21 commands are started by ”MIH ”.

Before starting the handover, the MN is connected to
network A by means of its Wi-Fi interface and it is running an
application with a minimum throughput requirement. Higher
layer applications in MN inform the Handover Manager mod-
ule (with an appropriate frequency) on information about min-
imum QoS and user preferences (provider, access technology,
price or minimum credits, for instance). In the case the MN
is not yet connected to any network, a scanning is necessary,
through the MIH Link Actions.request command, to search
for an available network. This command reports information
about AP address, network ID, signal strength, among others.

To enable an alternative handover, the Handover Manager
module (HM) of the mobile node periodically requests in-
formation to the HM of the PoS-S on available networks
in that area by means of the MIH Get Information.request
message. In this message, the MN sends its location and
desirable access technology (according to its available net-
work interfaces and user preferences) and receives informa-

tion (MIH Get Information.response) on each network as,
for instance, provider SSID, roaming partners, access cost,
maximum data rate, and credits to be gained (in the case of
our extended ontology), and information about each available
antenna as, for instance, MAC address, technology, geographic
location, channel, and IP address. Eventually the HM of PoS-
S can query the MIIS to update information. All remote MIH
messages pass through the MIHF of the respective entities.

The MN can identify each network as belonging to a
provider to which it has a contract or belonging to a partner of
its home provider (through the roaming partners information
of the IEEE 802.21 protocol).

If, after a query for available networks, the MN identi-
fies a network offering more credits than the network cur-
rently being used, the HM module can decide to do a han-
dover to that network. As the application requires a mini-
mum throughput, the HM module sends an MIH MN HO
CandidateQuery.request message to the HM module of the
PoS-S, requesting resources verification, stating which net-
works must be checked (candidate networks) and the min-
imal required resources. This module, in turn, queries the
resources availability in each candidate network by sending an
MIH N2N HO QueryResources.request message to the HM
module of each candidate network, advising which resources
are required. So, the HM of the PoS-S joins the informa-
tion about those networks and responds to the MN with an
MIH MN HO CandidateQuery.response message.

Having all the necessary information, the HM module of
the MN decides if a handover should be done. If so, it sends
the do handover command to the Vertical Handover Manager
(VHM) to proceed with the handover, stating the link type (Wi-
Fi, LTE, etc) and to which network the handover should be
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Fig. 6. Alternative handover flowchart

done. The VHM module notifies the Resources Manager (RM)
of the PoS-S about the selected target network, by means of an
MIH MN HO Commit.request message. The RM module of
the PoS-S sends the MIH N2N HO Commit.request message
to the RM module of the target network to advise that the
mobile will connect to that network. Then the RM of the
target network allocates the resources for the MN and replies
sending a MIH N2N HO Commit.response message advising
on sucess or not. If so, the RM module of the PoS-S notifies
the VHM of the mobile on the success of the operation by
means of an MIH MN HO Commit.response message.

Having the resources already allocated on the target net-
work, the VHM module sends an MIH Link Actions.request
command to the MIHF requesting that the interface is turned

on to establish the connection at the link level to the target
antenna in a given channel, or requesting that the current
interface disconnects the current antenna and connects to
the target antenna. Finally, the connection to the target is
established and the VHM module informs the HM module
that the handover is done (handover done message).

After, Mobile IP is executed in the MN, Home Agent and
Foreign Agent to keep the connection at transport layer.

D. Architecture Modelling Validation

For validating the modelling of the MYHand architecture,
a scenario with 3 access providers (P1, P2 and P3) was
simulated by using NS2 (Network Simulator 2) [18]. Although
NGN networks foresees the usage of different technologies
with signal overlay, the aim of this validation is focusing in
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Fig. 7. Simulated scenario

the MYHand architecture with information about incentive.
Because of this, only one wireless technology was simulated.
Each provider has 4 Wi-Fi antennas positioned along an 1000
meters avenue, as showed in Fig. 7. Each antenna covers,
approximately, 200 meters diameter. P1r, P2r and P3r are edge
routers belonging to providers P1, P2 and P3, respectively.
The link speed between each antenna and the edge router is
20Mbps, the delay is 10ms, and Droptail queue.

A mobile (User1) walks through the avenue handing over
according to a specific handover decision policy, totalling a 15
minutes walk (common speed of 4 km/h, i.e., 1.11 m/s). Two
decision policies were adopted. In the first policy, the mobile
prioritized signal strength, as commonly simulated in the state-
of-the-art, and in the second policy the mobile prioritized the
amount of credits offered by each provider, using MYHand.
Provider P1 offers 30 credits for each minute that the mobile
stay connected, Provider P2 offers 45 credits and Provider
P3 offers 60 credits. Three different amount of credits were
simulated such that the mobile could gain more or less credits
according to the policy (prioritizing credits or not).

To generate traffic in the scenario, each simulation had 3
fixed users in each antenna, at most 10 meters away from
the antenna, downloading a 100 Kbps constant bit rate whose
source was the host Content Provider. To verify the influence
of the traffic in the total of credits gained, other simulations
were realised with 6, 9, 12 and 15 users connected in each
antenna. In the mobile a VoIP connection, whose peer was
the host VoIP peer, was simulated. The link speed between
hosts Content Provider and VoIP peer, and the core network
is 100Mbps, the delay is 2ms, and Droptail queue. The
total of received bytes and gained credits were measured in
each simulation. Varying number of users and the policy, 10
different simulations were executed.

The propagation model used was shadowing. The loss
exponent and the shadowing deviation parameters were, re-
spectively, 3.2 and 4, characterizing an external environment
of an urban area, according to [18]. The MAC layer was
configured to the IEEE 802.11g standard by following the
parameters used in [19]. The routing protocol used was NOAH

Fig. 8. Results of gained credits

Fig. 9. Results of received bytes

[20], suitable for the infrastructure mode.
The results of gained credits by the User1 as a function

of the number of connected users are shown in Fig. 8. In all
simulations in which the amount of credits was prioritized,
the mobile User1 gained more credits than RSSI prioritization
(between 20.7% and 26.7% more). The increase in the number
of users, and traffic, did not affected the amount of gained
credits, because it was not verified a drop or an increase trend.

Fig. 9 shows the amount of received bytes as a function of
the number of connected users. In the simulations prioritizing
credits, the amount of received bytes decreased compared to
RSSI prioritization but it was 1.38% in the worst case, not a
significant loss.

The same 10 simulations were duplicated by changing the
credits offered by providers P1, P2 and P3, respectively, 10,
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20 and 30 credits. The results were similar to the former.
The cost to the mobile for gathering incentive information

was not measured because the architecture is not implemented,
but it would be a few dozen of bytes. These informations will
be received together to other basic schema informations, there
being no need for scanning.

The handover process can be divided into three stages:
decision, initiation and execution, and all these stages have
dynamic features. These features do not affect MN ability to
identify each network as belonging to a provider to which
it has contract. The MN identifies the provider by means
the SSID and roaming partners information, provided in the
MIH Get Information.response message.

V. CONCLUSION AND FUTURE WORK

Next Generation Networks (NGN) empower the users of
mobile communication devices to opportunistically navigate
through different access networks. Network selection can
change according to the circumstances of offered services and
required transmission parameters. An extended AAA mech-
anism provides on-demand connectivity to the devices even
without a pre-established access plan. Specific information on
the available networks and offered services must be provided
to the handover decision mechanism on the mobile.

This paper presented the MYHand architecture, for provid-
ing the mobile devices with extended information for perform-
ing conscious alternative handover decisions. The architecture
combines the use of the Y-Comm model and the IEEE 802.21
protocol, which is incremented with an extended schema. The
MYHand architecture does not specify a decision algorithm,
but assists in the decision-making process performed at the
mobile device.

Validation results show an increase of 26.7% in the gained
credits by using the MYHand architecture, compared to signal
strength prioritization, as proposed by other works in the
state-of-the-art. A decrease in the throughput using the new
architecture was observed but it was less than 1.4%.

According to the MYHand architecture, different incentives
and negotiation procedures can be used in the network se-
lection mechanism, as exemplified by the rank-based model
presented in this paper.

As future work, we intend to extend the architecture to
include other informations, and to implement policy and access
parameters negotiation between mobile and network.

Another possible future work is simulating a heterogeneous
scenario with Wi-Fi and LTE antennas and evaluating the
benefits of the new architecture in terms of amount of re-
sources, robustness of RDF/OWL ontology, and the reliability
if occurred changes in terms of territorial coverage area, speed
of the user’ moving, etc.
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Abstract—Decision Feedback Equalizers (DFE) are used to
eliminate the effect of Inter Symbol Interference (ISI) in band
limited channels. The Recursive Least Squares (RLS) is one of
the algorithms that are used to update the coefficients of the
equalizer due to its fast convergence. However, its complexity is
in the order of O(N2) multiplication per iteration. Fast fixed
order algorithms are used to solve the RLS algorithm using
explicit set of equations. Therefore, their complexity is in the
order of O(N). However, divisions are needed to perform these
algorithms, making it difficult to choose the one with lower
computational cost. In this paper a new metric is proposed
to calculate a weight score for any algorithm. To verify the
validity of the proposed metric, the algorithms are compared
by a recent study of RLS based on Decent Coordinate Descent
(DCD) iterations using computer simulation. In addition, a new
method to optimize the weight score is proposed, by using
multiplicative techniques to perform divisions required for the
fast fixed algorithms. Results have been verified by implementing
a DFE on Field Programmable Gate Array (FPGA).

Keywords-reduced complexity; channel equalization; signal processing;
division; multiplication.

I. INTRODUCTION

ISI is a common phenomenon encountered when recovering
band limited channels. ISI occurs if modulation bandwidth
increases beyond the channel coherence bandwidth [1]. Chan-
nel equalization is used to compensate for ISI at the receiver
to decrease the bit errors. In the family of DFE equalizers
the previous output decisions influence the current estimated
symbol [2]. Therefore, DFE has better tracking performance
than the family of linear equalizers when the channel has
severe distortion and many nulls in the pass band. Both linear
and non-linear equalizers are identified by a structure and an
algorithm as shown in Figure 1. In the following paragraph,
we will describe the structure and algorithm of DFE briefly.

The structure of DFE may be linear transversal or lattice.
Both types will be treated in a similar approach to evaluate
their complexity. The choice of an algorithm to update the
equalizer weights is of great importance. Rate of conver-
gence, misadjustment, computational complexity, and numer-
ical properties are used to evaluate different algorithms [1].
The main focus of this paper is to evaluate the computational
cost or complexity for DFE that is generic enough to be used
for DFE with any algorihm and structure. A comprehensive
survey on DFE can be found in [2].

LatticeTransversal

Decision Feedback 
Equalizer

LMS,
RLS,
FTF, FAEST, 
Fast Kalman

A priori,
A Posterior

Structure

Algorithm

Fig. 1. DFE is classified by a structure and an algorithm

Related work such as [3], [4], and [5] are focused on the
complexity reduction of DFE, because reduction in complexity
leads to reduction in power consumption. This is desirable
for applications with battery operated devices, where power
consumption is main concern. In [3], the complexity is reduced
by observing that in communication systems the input data
has shift structure. In [4], spectral factorization is used to
calculate the DFE coefficients in fast and efficient way. In
[5], a new Dichotomous Coordinate Descent (DCD) algorithm
is used to solve the RLS equations. Related work propose
different solutions, but they are all have one thing in common.
The common is the reduction of the total number of required
mathematical operations.

The work in this paper is two fold. First, a new metric
to evaluate the complexity of different DFE. This would
decrease the effort to choose a suitable algorithm to be
implemented. Second, DFE algorithms containing division
operations consume large chip area, and it is advised to avoid
them for implementation in programmable devices [6]. This
work proposes a new method to implement division process.
Hence, it is now permitted to use DFE containing division
operations under reduced complexity constraints.

The rest of this paper is organized as follows; in Section II,
candidate DFE algorithms are compared from computational
cost point of view as reported in the literature. Then a
new metric is proposed to evaluate the computational cost
between those algorithms, and the comparison is repeated to
validate the proposed metric. In Section III, it is proposed to
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use multiplicative techniques to perform division operations
involved in DFE algorithm. Therefore, the DFE weight score
will be reduced, where a smaller weight score corresponds
to less complexity. In Section IV, results of comparison using
the proposed metric are verified using computer simulations. In
addition, to verify that the weight score of division is reduced,
one algorithm is implemented into FPGA using hardware
description language. Resource utilization for the number of
used cells in the FPGA is also reported to show the number
of used cells by a DFE. Conclusion is presented in Section V.

II. COMPUTATIONAL COST OF DFE-RLS
A. Complexity as Number of operations

In the literature of adaptive filtering such as [2] and [4], the
computational cost of DFE is reported as the number of four
basic mathematical operations in addition to square root. To
reduce complexity it is advised neither to use divisions nor
square root, and as few multiplications as possible [5]. In this
paper the use of division will be permitted by reducing its
weight score as will be discussed in Section III.

Let N be the total number of forward and backward taps of
DFE and consider two algorithms A and B. Algorithm A has
O(7N) multiplications and two divisions, while algorithm B
has O(8N) multiplications and one division. Note that O(7N)
represents that the total number of an operation is dominated
by a term that is seven times the number of taps in DFE. It
is not straightforward to determine which algorithm has lower
computational cost. Hence, it is required to find a metric or
weighting score for each basic arithmetic operation to be able
to determine the overall computational cost. The value of the
weight score will represent the overall complexity of DFE. A
lower weight score corresponds to reduced complexity.

In previous work where the complexity of DFE is addressed,
the weight score is reported as the number of basic mathe-
matical operations [4], [5], and [6]. The complexity of DFE is
usually reported for real data and linear filtering. These results
are extended to include complex data, which is the general case
for communication systems [7] as shown in Table I. In [8], it
was shown that the computational cost of DFE is the same as
linear filtering for the same total number of taps. Hence, the
calculations are not only applied for linear filtering but also
for the DFE problem.

Candidate algorithms will be chosen to represent the fami-
lies of conventional Least Mean Square (LMS), conventional
RLS, fast fixed order, lattice, and the family of DCD. Each
candidate algorithm is generic enough to represent its family.
The same procedure can be used to calculate the weight score
for any other algorithm. Due to the desirable feature of fast
fixed order family [3] with the complexity in the order of
O(N), three members of this family will be evaluated; namely
Fast Transversal Filter (FTF), Fast Aposterior Error Sequential
Technique (FAEST) and Fast Kalman. In the rest of this
subsection, each family of algorithms will be discussed briefly.

(LMS) algorithm has the lowest computational cost [2].
Although LMS has the slowest convergence rate, it will be

TABLE I
COMPUTATIONAL COST OF DFE USING RLS ALGORITHM FOR GENERAL

COMPLEX DATA WHERE N IS THE TOTAL NUMBER OF TAPS

Algorithm × + ÷

Conventional 4N2 + 16N + 1 4N2 + 12N − 1 1

Apriori Lattice 64N 32N 32N

FAEST 28N + 6 28N + 2 5

FTF 28N + 10 28N + 1 3

Fast Kalman 36N + 2 32N + 1 2

ERLS-DCD-16 12N 134N 0

LMS 8N + 2 8N 0

used as a reference scenario for the proposed metric.
Fast fixed order algorithms are based on RLS; namely FTF,
FAEST and Fast Kalman. Their complexity is in the order
of O(N) and their rate rate of convergence is similar to
the conventional RLS, which is considered fast. Therefore,
they will be suitable for systems needing short iterations to
reach optimum weights of the channel to reduce transmission
overhead [1].

The lattice RLS algorithms have a lot of desirable features
such as improved numerical properties and modularity [6].
However, lattice filters have higher computational require-
ments and can not be used in all applications [5]. They will be
compared here with other families, to show the effectiveness
of using the proposed metric. It will be shown in Section IV
how the proposed metric simplifies the comparison between
different families.

A recent study to reduce the complexity of RLS algorithm is
based on DCD iterations [5]. The RLS is expressed in terms
of auxiliary normal equations with respect to increments of
the filter weights. Auxiliary equations are solved using line
search methods. These methods have more than one solution
for conventional RLS problem. One of these solutions is
chosen, which has the least computational cost among its
family namely; Exponentially Weighted RLS with 16 iterations
per sample (ERLS-DCD-16). However, the ERLS-DCD offer
reduced complexity at the expense of low convergence time.

After describing the candidate algorithms briefly, it can
be observed from Table I that it is not straightforward to
determine which algorithm has the least computational cost.
Moreover, it is impossible to arrange the rows in Table I in a
descending order according to computational cost. Therefore,
we found a need to develop a new metric to evaluate the
weight score of DFE. To accomplish this goal, it is proposed to
normalize all operations to a weight score as will be discussed
in Subsection II-B.

B. Complexity Weight Score

As stated in [9] the simplest mathematical operation is the
binary addition. Therefore, all operations should be mapped
to a finite number of additions. Then, the overall weight score
of DFE will be a linear summation of the weight score of
all used operations. In order to accomplish the normalization,
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TABLE II
MULTIPLICATION USING ADD AND SHIFT METHOD

Multiplicand . . . . . . . . .x3 x2 x1 x0

Multiplier . . . . . . . . .y3 y2 y1 y0

Partial Products

. . .x3y0 x2y0 x1y0 x0y0

. . .x3y1 x2y1 x1y1 x0y1

. . .x3y2 x2y2 x1y2 x0y2

. . . . . . . . . . . . . . . . . . . . . . . . . . .

Final Product ZMc+Ml−1. . . . . . . . . . . . . . . . . . . . . Z2 Z1 Z0

we propose to analyse the low level details of each operation
involved in DFE. In the following, the normalization will be
developed for the multiplication operation. This normalization
enables one to compare fairly between different families of
algorithms.

As described in Table II the binary multiplication may be
performed by adding the multiplier to the multiplicand and
storing the result. Then the multiplier is shifted one bit to
the left and added to the previous result [9]. To illustrate the
multiplication of X and Y Let Ml and Mc be the data width
for multiplier and multiplicand respectively. The first partial
product is the binary multiplication of first bit in the multiplier
y0 and each bit in the multiplicand xi where i is in the range
0 to Mc−1. Recalling that binary multiplication is the logical
”AND” operation, the first bit of the first partial product equals
x0y0, and the second bit of the first partial product equals
x1y0, up to xMc−1y0. The same procedure is repeated for
each bit in the multiplier until all of the partial products are
generated.

This method is the simplest from complexity point of view
because it can be implemented using only one adder and one
shifter. However, from processing time point of view it is
considered the slowest to store the final result.

Another multiplication method is the Wallace Tree [9]. It
is based on parallel generation of the required number of
partial products. Afterwards this number of partial products
is reduced. It is the fastest multiplier scheme at the expense
of increased computational cost. A method that is considered a
good compromise between processing time and computational
cost is the iterative array of cells [9]. Hence, the iterative
array multiplication will be used in the rest of this paper.
However, the new proposed metric can be calculated for all
multiplication methods as will be discussed in the following
paragraph. In general, the iterative array method is used
for short data lengths, which is the case for communication
receiver [10], because its delay increases with operand length
[9].

Multiplication consists of a finite number of cells or building
blocks. To perform one multiplication, a finite number of
building blocks are needed. let G be the number of building
blocks needed to perform one multiplication. In order to cal-
culate the number of required building blocks G, the following

Fig. 2. Structure of 4 x 4 multiplier using full adder cells

Fig. 3. Compromise between G and ml ×mc. Each black circle is used to
represent one adder cell.

relation is used [9]

G = dMl ×Mc

ml ×mc
e (1)

Where and ml and mc are the data width of the building block
used. For example, using Ml = Mc = 12 and ml = mc = 4
will result in G = 9. Therefore, nine building blocks will be
needed to construct one multiplier and each building block is
mc ×ml multiplier.

To complete the normalization, each building block is
composed of finite number of 1-bit full adder cell as shown
in Figure 2. Hence, one multiplier building block is composed
of [(ml − 1) × (mc) + 1] 1-bit full adder blocks. Therefore,
the weight cost of multiplication Mscore can be rewritten as

Mscore = ((ml − 1)×mc + 1)×G (2)

Equation 2 explains how to calculate the weight score of
multiplication operation in terms of 1-bit full adder cells. In
Section III, the weight score of division operation will be
calculated in terms of adder cells similarly.

It can be observed that there exist an inverse proportional
relation between the data width of the building block and
the number of building blocks G. As ml ×mc increases, the
number of required building blocks G decreases as shown in
Figure 3. From complexity point of view, the weight score
of multiplier is independent of the number of used building
blocks G. Intuitively it does not matter whether to use one
large building block or many small building blocks. In both
situations the total number of 1-bit full adder cells are the same
as shown in Figure 3. However, from processing time point
of view it is favoured to use smaller building blocks. This is
due to the fact that the processing time to have a result is
proportional to the width of the building block [11].
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It can be observed, from Figure 3, that using 3×3 building
block generates an extra partial product because the data width
is not integer multiple of the building block data width. This
extra partial product will be zeros and may be skipped using a
multiplexer [11]. In general, for any Ml×Mc data width, and
any ml ×mc building block width the extra partial products
will not affect the final weight score. This is because the
weight score is used for comparison based on the number of
used 1-bit full adder cells and not on the number of building
blocks.

III. DIVISION USING SERIES EXPANSION

Division algorithms can be divided into two categories;
the first category is based on iteration of subtraction and the
second is based on iteration of multiplication [9]. The first
category is performed as the normal pencil and paper division.
At each iteration, there is remainder R, divisor D, and quotient
Q. The ith bit of quotient qi can be calculated using the
following equation

R(i) = R(i+ 1)− qi ∗D ∗ 10i (3)

For example, the first iteration of division of 4000 over
3 will be 4000 − 1 × 3 × 1000 where R(i + 1) = 4000,
q3 = 1, D = 3 and 10i = 103. Each iteration qi is chosen
to be 0 or 1 according to the negative or positive value of
R(i) respectively. This method is considered slow because
the delay is proportional to the ratio between the divisor and
the dividend. Therefore, we will consider another category of
division algorithms, which has less processing time.

The second category of division algorithms is based on the
use of Maclaurin series expansion [9]. The division a

b will be
obtained as the multiplication of a and 1

b . Note that, according
to the floating point standard [12], numbers are represented in
either 32 or 64 bits with the format 1.x×radixexponent where
x is a fraction. Therefore, one can use b = 1 + x and ignore
higher orders of x, depending on the required accuracy, in the
familiar series expansion

1

b
=

1

1 + x
= (1− x)(1 + x2)(1 + x4)(1 + x8)︸ ︷︷ ︸

MemorylocationAddress

(4)

All possible values of the reciprocal are stored in a memory
element with its length proportional to the data width. This
would replace the need to true division with a simple memory
allocation. In typical communication systems [10] the data
widths are in the range 8, 10, 12 or 14 bits, because a memory
block of size 2c is needed to store all values of a digital word
with data width c bits. Hence, the memory size needed is
approximately 0.25, 1, 4 or 16 kbits.

To form one divider a finite number of adders and multipli-
ers is needed to form the memory address. This number varies
according to the desired data accuracy. For 8-bit data accuracy,
six multipliers and four adders are needed to implement one
divider and the calculation of the memory address is shown in
Figure 4. To calculate the memory element address we need to
calculate the powers x2, x4, and x8 depending on the desired

Fig. 4. Division using series expansion for 8-bit accuracy.

accuracy. For 8-bit accuracy, the weight score of one division
Dscore can be calculated according to the following relation

Dscore = 6 ∗Mscore + 4 (5)

To achieve higher accuracy for the division operation, higher
powers of x should be considered. For increased accuracy,
such as 12-bit, x12 can be calculated by multiplying x4 by
x8, which have been calculated earlier as shown in Figure 4.
Consequently, one extra multiplier and two adders are needed.
The weight score can be modified accordingly to be

Dscore = 7 ∗Mscore + 6 (6)

According to equations 5 and 6 the division is normalized
into a finite number of 1-bit full adder cells. In the following
section results of weight score for different algorithms are
presented.

IV. SIMULATION RESULTS

In this section, results obtained by computer simulation are
presented. The complexity weight score of different algorithms
is plotted against filter order N . First, the weight score of
each operation is calculated according to equations 2 and 5.
For each algorithm the total computational cost is calculated
according to Table II. Then the number of multiplications and
divisions in the table is multiplied by Mscore and Dscore

respectively. In this manner the computational cost is com-
pared fairly. The total weight score of each algorithm is
the linear summation between the weight score of additions,
multiplications and divisions included in that algorithm. This
procedure is repeated for different values of equalizer order
N as shown in Figure 5.

The conventional RLS was not plotted due to its high weight
score that would compress all other graphs at the bottom of the
y-axis. The weight score of conventional RLS is almost 5.5k
at N = 10. However, its complexity increases exponentially
afterwards until it reaches 20k at N = 20.

It is observed that the LMS has the least weight score over
all values of N. This result was expected as was mentioned
in Section II-A. The ERLS-DCD-16 has slightly higher com-
plexity than LMS. This result conforms to the results in [5],
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Fig. 5. Complexity of DFE versus the total number of taps

TABLE III
FPGA RESOURCES FOR THE PROPOSED ENHANCEMNT FOR FTF

Resources N = 8 N = 12 N = 16

Slice 127(1%) 177(1%) 206(1%)

D-FF 136(1%) 186(1%) 226(1%)

LUT-4 206(1%) 313(1%) 403(1%)

BRAM 1(1%) 2(2%) 4(4%)

DSP48 2(2%) 3(3%) 3(3%)

which states that LMS complexity is proportional to 2N , while
ERLS-DCD-16 complexity is proportional to 3N . Both FTF
and FAEST have almost the same weight score over N . It
is important to observe that fast Kalman has higher weight
score than FASET. This result was not obvious before using
the weight score metric because FAEST has 5 divisons while
Fast Kalman has 2 divisions only.

In order to verify the usage of the proposed division method
experimentally, the resource utilization for the Xilinx FPGA
”Spartan3A-DSP1800” [13] is shown in Table III. Results
are obtained using Xilinx development suite ISE12.1. Using
the automatic synthesis procedure, the synthesizer fails to
design the division process and ends with error messages. This
result was expected because the implementation of division
operation into FPGA is problematic [14]. Different division
implementations such as restoring, non restoring, and Xilinx
Intellectual Property(IP) consumes large area of the FPGA
chip. Afterwards, divisions are implemented as proposed using
memory elements, which is called Block RAM (BRAM). The
synthesis process succeeded with low chip utilization . Note
that the multiplication and the tapped delay line of the DFE
are implemented using the DSP blocks of the FPGA [13].

V. CONCLUSION

DFE equalizers are used to eliminate ISI phenomena. Many
algorithms are used to adopt the coefficients of equalizers

such as conventional RLS. However, RLS complexity is high
and in the order of O(N2). Other algorithms have lower
complexity such as fast RLS algorithms with computational
cost in the order of O(N), and ERLS-DCD-16. However,
it is not straightforward to compare fairly between different
algorithms. In this paper a new metric, weight score, is
proposed to measure the complexity of each algorithm. Each
algorithm is normalized as a function of the number of 1-
bit full adder units needed to construct the DFE. Comparison
results were presented using computer simulation. In addition,
a new method was proposed to decrease the weight score of the
division operation. This is accomplished by using the iterative
array division, which is based on Maclaurin series expansion.
To verify the reduction of weight score experimentally one
algorithm, (FTF), is implemented in FPGA and resource
utilization results were presented. It was shown that division
operation can be implemented into FPGA with low chip area
utilization.
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Abstract— Due to the metallic structure of decks, bulkheads 
and watertight (WT) doors, wireless communications are a 
serious challenge in the particular environment of ships. In 
order to deploy reliable shipboard wireless networks, wireless 
devices (access points, routers, sensor nodes, etc.) must be 
located at strategic locations ensuring full radio coverage and 
network connectivity. Strategic locations can be determined 
from the identification of the main propagation directions of 
electromagnetic (EM) waves within a ship. This paper presents 
the results of a radio propagation measurement campaign 
performed on board a ship. A dual-band Multiple-Input 
Multiple-Output (MIMO) channel sounder and antenna arrays 
have been used. Measurement data have been processed with a 
classic beamforming technique and a high resolution algorithm 
to extract dominant paths. A ray-tracing based simulation tool 
has been used to understand measurement results. Obtained 
results are used for optimal placement of radio devices when 
deploying shipboard wireless networks. 

Keywords-propagation; channel sounding; ray-tracing; ships 

I.  INTRODUCTION  
Ships are an important part of modern systems, which are 

widely used in commercial and military purposes. Modern 
ships are equipped with automatic alarm and monitoring 
systems, which control and ensure safety and accuracy of the 
whole ship operation. Current shipboard monitoring systems 
use extensive lengths of cables to connect several thousands 
of sensors to control units. In addition to the high cost and 
weight due to wires installation during ships construction, 
vessels represent a complex and harsh environment in which 
extensive lengths of wires are vulnerable to heat, moisture 
and toxic agents [1]. Hence, applying wireless technologies 
such as Wireless Sensor Networks (WSN) to shipboard 
monitoring systems may be a cost-effective and survivable 
solution. Furthermore, wireless systems are easily and 
inexpensively reconfigured. Moreover, wireless 
communications can be used for other applications on board 
ships. Ferry companies, for example, aim to enhance their 
passengers' satisfaction by equipping their boats with WiFi 
networks. Cordless phones are very useful for 
communication between crew members. 

However, wireless communications are a serious 
challenge in the particular harsh environment of ships. In 
fact, several factors may limit the performance of wireless 
systems on board ships [2]. Firstly, bulkheads and doors are 
made of metal, most often steel. Although the steel is not a 
perfect conductor, it can severely decrease the power of radio 

waves. Another limiting factor is the multipath propagation: 
a transmitted EM wave could be reflected, scattered or 
diffracted by different objects leading to several delayed 
copies to the receiver. The existence of multiple copies of the 
transmitted wave may cause disturbing interference signals 
at the receiver. In order to deploy reliable wireless networks 
on board a ship, wireless devices must be located at strategic 
locations ensuring optimal radio coverage and network 
connectivity. Strategic locations can be determined by 
identifying the main directions of EM waves within a ship. 

Few works have studied the EM waves propagation on 
board ships [2-5]. However, spatio-temporal characterization 
of EM waves propagation within this particular environment 
has not been done yet. Existing studies have only considered 
the possibility of wireless communications without 
determining the directions of EM waves propagation. In [6], 
we have conducted Continuous Wave (CW) measurements 
on board several ferries to verify the possibility of intra-, 
inter-compartments and inter-decks radio communication. 
Measurement results helped us to determine the path loss 
exponents in different shipboard environments and different 
communication configurations. However, CW measurements 
cannot determine the Directions of Departure (DoD) and 
Directions of Arrivals (DoA) of EM waves. Double 
directional or MIMO measurements may be an efficient 
technique to estimate DoD and DoA by using antenna arrays 
at both link ends. In this paper, we present the results of a 
measurement campaign using a dual-band MIMO channel 
sounder [7]. This measurement system, developed in the 
IETR laboratory, was already used for outdoor, indoor and 
outdoor-to-indoor MIMO channel sounding [8]. The 
performed measurements provide a spatio-temporal 
characterization of the EM wave propagation within a ship. 
Collected data are analyzed using a classic beamforming 
technique and a high resolution algorithm. Obtained results 
are then compared to simulation results based on a ray-
tracing tool. This comparison helps us to understand 
directions of propagation of EM waves in typical shipboard 
environments such as engine rooms, parking and passenger 
decks. Obtained results are used to ensure an optimal 
placement of radio devices when deploying shipboard 
wireless networks. 

The remainder of this paper is organized as follows: 
Section II describes the methodology and measurement setup 
used in this study. Section III presents and analyzes the 
obtained measurement and simulation results. Finally, 
several conclusions are drawn in Section IV. 
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II. METHODOLOGY AND MEASUREMENT SETUP 
The dual frequency band (2.2 and 3.5 GHz) used channel 

sounder transmits a spread spectrum waveform using a 
periodic M-sequence. It has an 11.9 ns temporal resolution 
for 100 MHz sounding bandwidth. The dynamic range is 50 
dB for the 1023 code length. Synchronization between the 
transmitter (Tx) and the receiver (Rx) is achieved with 
highly stable 10 MHz rubidium oscillators. Different impulse 
response lengths can be chosen from 1.27 to 81.84 µs, 
depending on the sounding bandwidth and the code length. 
As an example, for 100 MHz bandwidth and 1023 code 
length, the recorded impulse response length is 10.23 µs. 

Different types of antenna arrays were developed for this 
sounder. At 2.2 GHz, a 4-element Uniform Linear antenna 
Array (ULA) and a 16-element Uniform Rectangular antenna 
Array (URA) are used respectively for the Tx and the Rx to 
characterize the double directional channel on a 120° 
beamwidth in the horizontal plan. At 3.5 GHz, a 4-element 
Uniform Circular Array (UCA) is used at Tx and a 16-
element UCA is used at Rx. With this configuration, we can 
characterize 360° azimuthal double directional channel at 
both link sides. In order to improve the measurement 
dynamic range, power amplifiers have been directly 
integrated in the Tx antenna array, and low noise amplifiers 
have been placed directly behind the Rx antenna array. 

We assume a quasi time-invariant channel during the 
measurements. Attention was paid that no people were 
moving in the surrounding area. For each Rx location, 
several measurements were taken and averaged to reduce the 
noise effect. The collected channel data were stored on a 
laptop for post-processing. 

The measurement objective was to characterize the 
double directional channel impulse response h [9]. In the 
case of omnidirectional antennas at Tx location rTx and Rx 
location rRx, it could be expressed as: 
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where S is the number of multipath components, is the 
delay, Ө and Ф are the azimuth and elevation angles of DoD 
and DoA. With the plane wave assumption, the contribution 
of each multipath component s is:  
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where sj
s ea  is the multipath component complex 

amplitude of the component s. 
Analysis of collected data is performed with a classic 

beamforming technique [10] and the high resolution Space-
Alternating Generalized Expectation-maximization (SAGE) 
algorithm [11], in order to determine dominant paths which 
propagate between Tx and Rx. We gave a special attention to 
the DoD and DoA, which are the most important parameters 
to determine the directions of propagations. In order to 
precisely determine these directions, a simulator of  EM 

propagation [12] has been used. This simulator, based on a 
3D ray tracing algorithm [13], computes successive EM 
interactions thanks to the Geometrical Optics (GO) or 
Uniform geometrical Theory of Diffraction (UTD). This 
computation is associated with a 3D geometrical description 
of the considered scene, including the structures and the 
positions of bulkheads, floors, ceilings and WT doors. A 
maximal number of 4 reflections and one diffraction are 
considered for each simulation scenario. When diffraction is 
involved, only one reflection can occur before and after it. 

III. MEASUREMENT RESULTS AND ANALYSIS 
This section presents and analyzes the obtained 

measurement and simulation results. Three typical 
environments have been studied on board the “Armorique” 
ferry: the engine rooms, the parking and the passenger deck. 
The engine rooms of “Armorique” include metallic engines, 
generators, valves and pumps arranged in a complex way. 
The common bulkheads of these rooms are metallic and 
include sliding metallic WT doors. The parking is a big hall 
with metallic walls. A metallic wall located in the middle of 
the parking divides it into two main parts. Vehicles of 
different types were parked in the parking (cars, buses, 
trucks, etc.) when performing measurements. The passenger 
deck is composed of passengers' cabins and corridors. In 
contrast with the two previous environments, corridor walls 
and cabin doors are not fully made of metals. 

A. EM waves propagation within engine rooms 
In spite of the fully metallic structure of bulkheads and 

WT doors in the lower decks areas of ferries, CW 
measurements have shown that wireless communications 
between adjacent rooms remain possible after closing WT 
doors [6].  A MIMO channel sounder and antenna arrays are 
used to identify the openings allowing EM waves leakage. 
The studied environment is the second deck of “Armorique”, 
where sliding metallic WT doors are used between adjacent 
rooms. This environment is highly metallic and confined. It 
generates several propagation phenomena (reflection, 
diffraction, scattering). Measurements were carried out using 
the URA and ULA arrays at 2.2 GHz. The study was limited 
to a 120° characterization in the azimuthal plan. It is 
sufficient to characterize the propagation phenomena 
through the bulkheads doors between adjacent rooms. Fig. 1 
shows the layout of the rooms, locations of Tx and Rx in the 
second deck of “Armorique”. 

 
Figure 1.  Tx and Rx locations in the engine rooms. 
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Two WT doors, called WT1 and WT2 on Fig. 1, are 
located on the propagation path between Tx and Rx, which 
are in No Line of Sight (NLoS) configuration. Measurements 
were carried out when WT1 was opened and when it was 
closed respectively, while WT2 was maintained closed. 
Measurement data were processed using the conventional 
beamforming. Fig. 2 and Fig. 3 present the normalized 
space-delay power graph for the two measured scenarios 
(radius scale of beamformer graph is in ns, and the color 
represents the normalized amplitude at each angle). These 
graphs represent the spatio-temporal channel response and 
allow identifying the main directions of energy propagation 
between Tx and Rx. It can be seen that the received energy is 
not homogeneously distributed on the 120° beamwidth. For 
the two scenarios, the angular distributions of energy are 
similar. It can be seen that a main beam of energy with about 
20° beamwidth (between 125° and 145°) and other beams 
around 180° direction are formed at the Tx side. Moreover, a 
beam of 50° is formed around 0° at the Rx side. The main 
beams formed at the Tx and Rx sides correspond to the 
energy going to WT1 and coming from WT2 respectively. 
This similarity between the two scenarios (closed and open 

door) shows that the energy is propagating through the WT 
doors regardless their status. The other beams seen at 180° at 
the Tx side may be probably due to two respective 
reflections of EM waves on the bulkhead in front and behind 
the Tx, before penetration through WT1 and WT2 towards 
Rx. We have presented in [14] similar measurements for 
scenarios where the direct path between Tx and Rx is 
blocked by the WT door. Its results show that radio signals 
propagation is made through the openings on the edges of 
the metallic watertight doors.  

B. EM waves propagation within the parking 
As stated before, the parking of “Armorique” is a big hall 

where all walls, ceiling and floor are totally metallic. A big 
bulkhead installed in the middle divides the parking into two 
parts (called lower part and upper part in the following). Two 
communication scenarios were considered. In the first one, 
Tx and Rx are both located in the lower part of the parking 
(Line of Sight LoS configuration). In the second scenario, Tx 
is located in the upper part of the parking and the Rx is 
located in the lower one. The middle bulkhead blocks the 
LoS between the Tx and Rx (NLoS configuration).  

 

 
        (a)        (b) 

Figure 2.  Beamforming results when WT1 and WT2 are closed: (a) At Rx (DoA), (b) At Tx (DoD).

 

              
   (a)       (b) 

Figure 3.  Beamforming results when WT1 is opened  and WT2 is closed: (a) At Rx (DoA), (b) At Tx (DoD).  
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The ULA and URA 2.2 GHz are used in these 

measurements. The results are processed using beamforming 
and compared to ray-tracing simulation results. 

Fig. 4 shows the layout of the parking, locations of the 
Tx and Rx and ray tracing results for the LoS configuration. 
A guiding effect is clearly observed in the lower part of the 
parking due to the middle bulkhead; some other paths 
coming from the upper part can be detected. The middle 
bulkhead and the wall of the parking act as a waveguide 
between the Tx and Rx. Fig. 5 shows the comparison 
between beamforming results and ray-tracing simulation 
results at Tx and Rx. The comparison indicates also that 
main beams (in red) are formed in the lower part of the 
parking. A significant agreement between measurement and 
simulation results is found. 

Fig. 6 shows the layout of the parking, locations of the 
Tx and Rx and beamforming and ray-tracing results for the 
NLoS configuration. In spite of the middle bulkhead, which 
blocks the direct path between Tx and Rx, EM waves are 
able to achieve the Rx through reflections on the parking 
walls and the middle bulkhead, and diffraction on the middle 
bulkhead edges. As in the LoS configuration, a significant 
agreement between measurement and simulation results is 
found. This agreement proves that the model of the parking 
used for simulation can be considered as realistic. 

 
Figure 4.  Ray-tracing results for the parking in LoS configuration. 

C. EM waves propagation on the passenger deck 
Fig. 7 shows the layout of the passenger deck and the 

locations of Tx and Rx. Rx is placed in the stairway located 
at the top left of this deck. The stairway door is opened. Tx is 
placed at three locations (Tx1, Tx2 and Tx3 in Fig.7).Tx is 
firstly located in a passenger cabin whose door is closed 
(location Tx1), then in a corridor in the middle of the deck 
(location Tx2) and finally at the bottom right corner of the 
deck (location Tx3). In all these measurement scenarios, Tx 
and Rx are in NLoS configuration. As this environment is 
not totally metallic like the parking and the engine rooms, no 
particular propagation directions can be excluded. Thus, the 
circular arrays have been used at the Tx and Rx to determine 
the directions of propagation in the 360° azimuth. 

 

   

   (a)        (b)  

Figure 5.  Beamforming and ray-tracing simulation results for LoS configuration in the parking: (a) at Tx (DoD), (b) at Rx (DoA). 

 

 
Figure 6.  Beamforming and ray tracing results for the parking in NLoS configuration. 
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Figure 7.  Layout of the passenger deck of “Armorique” with the locations 

of transmitter (Tx1, Tx2 and Tx3) and the receiver (Rx).  

The propagation paths parameters are extracted using 
SAGE algorithm. Fig. 8 presents the normalized DoD and 
DoA results for all measurement positions. Black arrows 
indicate directions and the length of each one indicates its 
normalized amplitude (one tick interval corresponds to 10 
dB). This overview shows that for the DoD, some privileged 
propagation directions can be easily identified. Concerning 
the DoA, for the three Tx locations, we notice that received 
energy directions are more equally distributed on 360°. This 
can be explained by the receiver location in the stairway. 
Due to its metallic walls, this environment is similar to a 
reverberant chamber. One can think that EM waves will 
arrive mainly through the entrance door of the stairway. 
After that, EM waves are reflected on the metallic walls of 
stairway and achieve the receiver from all 360° directions.  

An adaptation of the ray-tracing based simulation tool 
was made at 3.5 GHz, mainly concerning the dielectric 
properties of materials constituting the passenger deck (used 
for the computation of the reflection, transmission and 
diffraction coefficients).   

 
Figure 8.  DoA and DoD for the three measurement scenarios on the 

passenger deck. 

For the ray-tracing simulations, by assuming that the 
propagation is made through the corridors, and because of 
the current limitation of the RT simulator to compute 
complete paths from Tx to Rx, a virtual point of reception is 
located in the corridor near the Tx position. The idea is to 
visualize how the radio waves reach this point from the Tx. 
Fig. 9 presents the comparison between the DoD obtained 
from the measurements (black arrows) and ray-tracing tool 
(blue lines) for the Tx1 location. In this measurement 
scenario, Tx was located in a passenger cabin. The main 
directions of energy propagating from the passenger cabin to 
Rx position obtained from ray-tracing present a significant 
agreement with the measurement results. The obtained 
results validate our assumption that the propagation in this 
environment mainly occurs through the corridors. These 
directions show that EM waves penetrate through the thin 
walls of cabins (which are not metallic) before arriving to the 
corridor, and then they are guided to the Rx (through 
reflections). Note that the wall located at the left of the figure 
corresponds to a metallic structure. 

 
Figure 9.  DoD results for the location Tx1.  

Fig. 10 presents the comparison between DoD obtained 
from the measurements and ray-tracing tool for Tx3. As in 
the previous scenario, a significant agreement is observed 
between the main directions flows from the measurements 
and the ray-tracing simulation results. The obtained results 
also validate our assumption that the propagation in this 
environment mainly occurs through the corridors (but some 
waves can propagate through cabin walls). In this 
configuration, reflections are observed on the corridor walls 
surrounding the Tx3 location before arriving to the receiver. 

 
Figure 10.  DoD results for the location Tx3. 

Virtual Rx 
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D. Engineering rules for intermediate nodes placement 
As mentioned in Section I, the main objective of these 

measurements is the optimization of wireless devices 
placement when deploying wireless networks on board a 
ship. This study is a part of SAPHIR project, which aims at 
applying WSN technologies to shipboard alarm and 
monitoring systems. Sensor nodes must be placed in all ship 
rooms and compartments to measure physical parameters 
such as tank level, water level, temperature, humidity, etc. 
and then send collected data to central control units located 
in the wheelhouse or the control room. As direct 
communications between sensor nodes and control units are 
impossible (due to large distances and metallic 
environments), intermediate nodes must be located to ensure 
the whole network connectivity. Results of these 
measurements are useful for placing intermediate nodes. 
Therefore, the following engineering rules are 
recommended. In the engine rooms, EM waves propagate 
mainly through watertight doors even when they are closed. 
It will be then recommended to place intermediate nodes in 
front of watertight doors to ensure connectivity between 
adjacent rooms. In the parking, the walls constitute a wave 
guide between communicating nodes. Intermediate nodes 
may be placed on the walls of the parking, including those of 
the middle bulkhead, to ensure the network connectivity of 
different nodes in the parking. In the passenger deck, EM 
waves propagate mainly through corridors. Intermediate 
nodes will may be located in the ceiling of corridors (to 
minimize the fluctuation due to passengers' movement). 

IV. CONCLUSION 
In this paper, a measurement campaign was conducted on 

board a ferry using a MIMO channel sounder. The objective 
of this measurement campaign was to determine the 
directions of propagation of EM waves in typical shipboard 
environments. In spite of the totally metallic structure of 
bulkheads and WT doors in the lowest decks of the ferry, 
obtained results show that closing WT doors does not block 
totally the radio waves propagation, which is made through 
the openings on the edges of the metallic WT doors. 
Moreover, the results show that parallel metallic bulkheads, 
such as in the parking, act as a waveguide between Tx and 
Rx. In spite of NLoS configuration, EM waves are guided 
through reflections on the metallic bulkheads and diffraction 
on the bulkheads edges, to the Rx. Measurement and 
simulation results on the passenger deck show that EM 
waves propagate mainly through corridors on the passenger 
deck. When the Tx is located in a passenger cabin, EM 
waves penetrate through the thin walls of cabins before 
arriving to the corridor, by which they are guided to the Rx. 
All these results are used to determine engineering rules for 
sensor nodes placement. 
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Abstract—Modern optical communications technology requires 

miniaturization of the end equipment to micro- and even 

nanoscale. At this scale, interaction of light with this 

equipment becomes difficult due to diffraction limit. This 

problem can be solved by the use of plasmonics, which confines 

light into subwavelength dimension and, additionally, create a 

strong field enhancement. One of the major plasmonic 

problems for our application is the efficiency of coupling of 

light into a metal-dielectric interface, which is mainly 

determined by the properties of a metal. In this paper, we 

presenting the results of our search for an optimal (ideal) metal 

whose properties provide the best coupling efficiency at 

1550nm — the main transmission wavelength in optical 

communications.  

Keywords- Optical communications; plasmonics; coupling 

efficiency 

I.  INTRODUCTION  

The volume of global telecommunications traffic keeps 

increasing at the exponential rate and to carry this traffic, 

the optical networks, which deliver the vast majority of it, 

exponentially increase its transmission capacity. One of the 

major technological means to achieve this increase is 

wavelength-division multiplexing (WDM), in which many 

transmitters and receivers are used to send and receive many 

signals over a single optical fiber. Modern WDM 

technology, however, requires such density of packaging of 

all components that these components must be in micro- and 

even nanoscale. Working with light at this scale becomes 

problematic due to the diffraction limit, the problem that can 

be overcome by the use of plasmonics.  

Plasmonics [1],[2] is about coupling of photons to free 

electron oscillations at the interface between the thin film of 

a conductor and a dielectric.  This coupling creates two-

dimensional electromagnetic waves called surface plasmon 

polaritons (SPPs) that propagate along this interface. The 

result is confinement of light into subwavelength dimension, 

which enables breaking the diffraction limit and creating a 

strong field enhancement.  

Plasmonics has the potential to combine the best properties 

of both electronic and photonic worlds; in addition, 

plasmonics allows for reducing light manipulation from 

three to two dimensions. All these features might lead to 

creation of integrated photonic circuits, in which optical 

communications is in dire need.  

From the optical-communications standpoint, the most 

important feature of plasmonics is that the SPPs can be seen 

as a new optical carrier of information that allows signal 

manipulation at the scale below diffraction limit. This is 

why application of plasmonics in optical communications 

has attracted a significant interest of a research community 

[3]–[5]. One of the main problems of application of 

plasmonics in optical communications is the efficiency of 

coupling of light into a metal because of tremendous loss 

that light experiences in a metal film. Clearly, the coupling 

efficiency shapes the total efficiency of any plasmonic 

device. The coupling efficiency is determined by the 

properties of the metal; for visible light, which is mostly 

used in current research, the best coupling has been 

achieved with silver and gold due to their beneficial 

permittivity in this range of wavelengths.  Optical 

communications, however, operates in infrared segment of 

the spectrum, and the range of wavelengths around 1550nm 

is most widely used. There are no experimental or 

theoretical results indicating which metal could provide the 

optimum coupling in this range. In this work, we present the 

results of our search for an optimal material providing the 

best possible coupling efficiency at 1550nm.  

The rest of this paper is organized as follows: In Section II, 

we evaluate the coupling efficiency of the metals mostly 

used in plasmonics and find their optimal thickness; in 

Section III, we apply Occam inversion method to find the 

most efficient optimal material; in Section IV, we present 

the summary and directions of the future work. 

II. COUPLING EFFICIENCY AND OPTIMAL THICKNESS OF 

AL, CU, PB, AU, AND AG 

In this section, we investigate plasmonic properties of Al, 

Cu, Pb, Au and Ag, the metals mostly used in experimental 

research. Some of their properties have been studied for 

visible light; we, however, need to know these properties at 

the main transmission wavelength of optical 

communications, λ = 1550nm.  

Figure 1 illustrates how light is coupled at the metal-

dielectric interface; to optimize this process, we need to 

achieve the maximum penetration of light from the outside 
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(not shown) material into a metal and obtain the maximum 

energy of the filed penetrated into a dielectric. Penetration 

of light into the metal is evaluated by reflection and 

transmission coefficients; the latter determines the strength 

of a resonance field, the field penetrated into a dielectric. 

This strength is crucial because it determines the length the 

excited light can propagate within the dielectric, which in 

turn determines the efficiency of the whole plasmonic 

process in our application.  

 
Figure 1.  Coupling of light in plasmonics: Electron charges and excited 

electric waves. (Reprinted with permission [6]) 

In this section, we consider the setup composed from three 

media: glass-metal-air. The refractive indexes of glass and 

air are given by ng = 1.5 and na = 1, respectively. For this 

setup we determine the coupling efficiency by finding the 

reflection and transmission coefficients for arbitrary 

thickness of each metal. Analysis of these results leads us to 

the necessity of search of optimal thickness of a metal, 

which we do as follows. 

The Drude model [7] defines dielectric function of free 

electron plasma and the electric permittivity,    of a metal to 

the optical response as 

      
  

 

       
            (1) 

where    is the plasma,   is the incident, and    is the 

damping frequencies and    is the high-frequency dielectric 

constant. Using the values of plasma frequency and 

damping factor from the study conducted by Ordel [7], we 

calculate the electric permittivity of each metal at λ = 

1550nm; the results are shown in Table I. 

Using Maxwell's equations and appropriate boundary 

conditions for our setup, one can derive the formulas 

(Equations 2, 3 and 4 [2]) that allow for evaluation of 

reflection and transmission of each metal as a function of 

incident angle. 

 

TABLE I.  ELECTRIC PERMITIVITY OF ALUMINUM, COPPER, LEAD, 
GOLD AND SILVER 

Material                            Permittivity at 1550nm 

   Al                              -335.83+33.779i 

   Cu                              -96.6111 + 4.2061i 

   Pb                              -91.3055 + 2.0746i 

   Au                              -125.14+4.2232i 

   Ag                              -125.22+2.8367i 

 

    
    (  )      (  )

    (  )      (  ) 
    (2) 

    
    (  )      (  )

    (  )      (  ) 
    (3) 

     
           (      )

           (       )
 ,   (4) 

where          are the electric permittivity's of glass, metal 

and air, respectively;          are the wave numbers of 

glass, metal, and air;    is the metal thickness. We have 

taken electric permittivity of each metal from Table 1 and 

perform simulations.  
Plots in Figure 2 present the results of our calculations of 
reflection and transmission coefficients of all mentioned 
metals at arbitrary 55nm thickness for each of them. Our 
results show that the thickness of a metal is the second major 
factor determining the coupling efficiency. We investigated 
this factor for each material; the samples of such a search for 
gold are shown in Figures 3 and 4. This example shows that 
the minimum reflection and the maximum transmission for 
gold are achieved at 35nm. 
Based on the results of our search, we calculated the 
reflection and transmission coefficients for each metal at 
their appropriate optimal thickness. Figure 5 show the 
coupling efficiency of 70% for aluminum at 20nm thickness, 
100% for copper at 40nm thickness, 95% for lead at 48nm 
thickness, 95% for gold at 34nm thickness, and 80% for 
silver at 32nm thickness.  
Comparison of the intensity of the field penetrated into a 
dielectric (see Figure 5, transmission) shows that the strength 
of a penetrated field varies significantly for each metal; for 
example, silver exhibits the strongest resonance field, 375 
a.u., at slightly less than 80% coupling (Figure 5, reflection), 
whereas lead exhibits 100% of coupling, but its resonance 
field is only 25 a.u. strong. Therefore, when searching a 
metal, which provides the best coupling, we need to consider 
its reflection and transmission coefficients at its optimal 
thickness. Only combination of all three parameters provides 
the optimal coupling efficiency evaluated by reflection, 
transmission, and the strength of resonance (penetrated) 
field. 
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The summary of these results are presented in Table II. 

 

TABLE II.  STRENGTH OF A PENETRATED FIELD FOR ALUMINUM, 
COPPER, LEAD, GOLD AND SILVER 

 

Material        Thickness      Field Strength       Coupling 

   Al              20nm         20a.u.               70%        

   Cu             40nm         55a.u.               100% 

   Pb             48nm         60a.u.                95% 

   Au            34nm         120a.u               95% 

   Ag            32nm         375a.u.              80% 

III. OCCAM INVERSION AND IDEAL (DESIRED) MATERIAL 

In this section, we describe our search of electric 

permittivity of an ideal material that has high coupling ratio 

and generates strong resonances on its surface due to the 

incident radiation at 1550nm. We consider the setup 

composed from three media, as in the previous section, but 

instead of the metal we place an ideal material. Using 

Occam inversion technique [8] and Maxwell's equation with 

appropriate boundary conditions, we can calculate electric 

permittivity of a material that generates high resonances on 

its surface and satisfies above criteria: 100% coupling and 

long range propagation of excited field.  

Occam inversion algorithm, (5), searches for optimal 

electric permittivity by employing angular scattering, Rgma, 

(4). The algorithm minimizes the difference between the 

modeled, Rgma, and a desired scattering pattern. With each 

iteration, the obtained solution,     , is closer to the optimal 

permittivity; the process stops when the difference between 

the obtained and previous solutions becomes less than     .  

Desired scattering pattern exhibits 100% coupling at a given 

metal thickness. For these calculations we use least-squares 

method and assume 65nm metal thickness. 

       (  )  (  )           (  )  .     (5) 

Here  (  ) is the Jacobian of  (  ), L - laplacian operator, 

  is the regularization parameter, and R is the desired 

reflection pattern. Using initial estimation     which can be 

arbitrarily chosen, we found the following ideal permittivity 

                            .   (6) 

It is worth mentioning that choosing the initial estimation, 

    closer to the perfect value will essentially reduce the 

number of iterations and minimize the simulation process. 
Reflection and transmission patterns of an ideal material at 
thickness 65nm and that of Ag and Pb at their optimal 
thicknesses plotted in Figure 6. Ag and Pb are chosen as 
control metals to contrast reflected and transmitted patterns 

of the optimal material; Ag has highest transmitted patterns 
at optimal thickness and Pb requires larger thickness for 
optimal coupling. 
The optimal material shows the maximum coupling (0% 
reflection), but very weak penetrated field, about ten times 
smaller than that of silver. Thus, there is a need to optimize 
the thickness of this metal. The results of this search are 
presented in Figures 7 and 8, where we plot all reflection and 
transmission coefficients of above mentioned metals at 55nm 
thickness (Figure 7) and at 35nm thickness (Figure 8). One 
can clearly see that at 55nm an optimal material has about 
85% of coupling efficiency but the strength of penetrated 
field is only 160 a.u., whereas at 35nm this material exhibits 
almost 7000 a.u. of the resonance field at the expense of 
coupling, which is reduced to 30%. Thus, these two 
processes contradict each other. Recalling that for ideal 
material we need 100% of coupling (0% of reflection) and 
the highest energy of penetrated field (e.g., 10,000 a.u.) to 
provide the longest propagation of the excited field in a 
dielectric, we come to the conclusion that required 
optimization is not an easy task.  

IV. SUMMARY AND CONCLUSION 

We can summarize the results presented in this paper as 
follows: 

1. We have found out the reflection coefficients, the 
strengths of resonance fields and optimal thickness 
of a set of natural metals widely used in plasmonics. 
To our knowledge, we did this the first time at λ = 
1550nm, the main transmission wavelength in 
optical communications. The importance of these 
results cannot be overestimated they have 
determined the fundamental limitations imposed on 
the application of these metals in plasmonic devices 
in optical communications.  

2. We have searched for the desired (optimal) material, 
which could provide the optimal coupling efficiency. 
We have determined its desired characteristics+, 
such as electric permittivity, reflection coefficient 
and the strength of a resonance field; we have 
proven that this material could achieve the increase 
of the strength of its field by an order of magnitude 
at 1550nm , as compared with Ag and Pb. 

Our results lead us to the following directions of the 
future work: 
1. Considering the characteristics of the desired 

(optimal) material, we note that the real part of its 
electric permittivity is close to that of silver and 
gold, but its imaginary part is tenfold less than the 
proper parts of these natural metals. It means that 
such a desired (optimal) material does not exist in 
nature and we need to artificially create a material 
with the required electric permittivity. This is one 
direction of the future work. 

2. Our simulations have shown that the requirements of 
simultaneously maximizing both the coupling and 
the strength of penetrated field contradict each other. 
Therefore, we need to either optimize the properties 
of the desired material or find the different approach 
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to satisfy these mutually contradictory requirements. 
This work would be the other direction of our future 
research. 

3. We will need to find out how our desired (optimal) 
material would work not only at a single 1550nm 
wavelength, but also in both C- and L-bands used in 
modern DWDM optical transmission networks. 
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Figure 2.  Reflection and transmission patterns of aluminum, copper, lead, gold and silver at equal thicknesses of 55nm. 

 

Figure 3.  Optimal thickness of gold providing the minimum of reflection. 
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Figure 4.  Optimal thickness of gold providing the maximum of transmission. 

 

 

Figure 5.  Reflection and transmission patterns of aluminum at thickness of 20nm, copper at thickness of 40nm, lead at thickness of 48nm, gold at thickness 
of 34nm, and silver at thickness of 32nm. 
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Figure 6.  Reflection and transmission patterns of lead at thickness of 48nm, silver at thickness of 34nm and optimal material at thickness of 65nm. 

 

Figure 7.  Reflection and transmission patterns of silver, lead, and optimal material at thicknesses of 55nm. 

 

Figure 8.  Reflection and transmission patterns of silver, lead, and optimal material at thicknesses of 35nm. 
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